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Effect of Metacognitive Intervention

Abstract

In this paper, meta-analysis is used to identify components that are associated with

effective metacognitive training programs in reading research. Forty-three studies,

with an average of 81 students per study, were synthesized. It was found that

metacognitive training could be more effectively implemented by using small-group

instruction, as opposed to large-group instruction or one-to-one instruction. Less

intensive programs were more effective than intensive programs. Program intensity

was defined as the average number of days in a week that instruction was provided

to students. Students in higher grades were more receptive to the intervention.

Measurement artifacts, namely teaching to the test and use of nonstandardized tests

and the quality of the studies synthesized played a significant role in the evaluation of

the effectiveness of the metacognitive reading intervention.

2
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THEORETICAL FRAMEWORK

Introduction

On Defining Metacognition

Regardless of the subtle differences in defining metacognition, there is a common

ground on which reading researchers tend to agree that metacognition, in general, refers

to "thinking about thinking." Reading researchersForrest-Pressley and Waller (1984)

Wrote that "Metacognition is a construct that refers, first, to what a person knows about

his or her cognitions and second, to the ability to control these cognitions. . . . Cognition

refers to the actual processes and strategies that are used by the reader" (p. 6). Many

researchers (Billingsley & Wildman, 1990; Haller, Child, & Walberg, 1988; Jacobs &

Paris, 1987; Spires, 1990) have pointed out that the origin of metacognition can be traced

back to research on young children conducted by Flavell and collaborators in the 1970s

(Flavell, 1971; Flavell & Wellman, 1977).

To implement metacognitive intervention is to provide training on a strategy

(Snowman, 1984) that purposely groups specific skills (e.g., summarization, and

monitoring and resolving text comprehension obstacles) for the sake of enhancing reading

performance. Metacognition is of particular interest to reading researchers because.it is

considered to be teachable (Haller et al., 1988; Jacobs & Paris, 1987; Paris, Cross, &

Lipson, 1984; Paris & Jacobs, 1984; Paris & Oka, 1986) for improving students' reading

comprehension.

The Effect of Metacognitive Reading Intervention

Researchers have attempted to examine systematically the effectiveness of

metacognitive intervention in reading instruction. Some have found this intervention to be
3
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effective (Haller et al., 1988; Rosenshine, Meister, & Chapman, 1996) whereas others

have not (Duffy et al., 1986; Jacobs & Paris, 1987). All ofthe summarized findings in the

metacognitive intervention literature can be categorized according to two types of

reviews, namely qualitative reviews and quantitative syntheses.

Qualitative reviews (Baker, 1989; Jacobs & Paris, 1987; Spires, 1990) do not

inform the field about the average effect of metacognitive instruction. Although

quantitative syntheses could answer the question of average effect, only one such synthesis

(i.e., Haller, et al., 1988) has been conducted to evaluate specifically the effect of

metacognition on reading comprehension. However, because that study was conducted

10 years ago, the synthesis did not include recent metacognitive intervention studies.

Hence, a more up-to-date research synthesis, using improved meta-analysis techniques,

was needed to accumulate new findings on metacognition. The present study was

undertaken to serve that purpose. In addition, the researcher sought to answer questions

that have not been answered in other reviews, by examining the relationship of the

metacognitive intervention effect to training, including instructional time, small-group

instruction, reading ability, and grade levels. These training characteristics are discussed in

subsequent sections.

Training and Evaluation of Metacognitive Intervention

Observant readers may realize that training characteristics of metacognition

frequently are confounded with nontraining characteristics such as measurement artifacts

like teaching to the test and the use of nonstandardized tests. Haller et al. (1988). found an

average effect of 0.71 standard deviation in the 20 metacognitive studies they synthesized.

This effect (0.71), construed as "impressive" by Hattie et al. (1996, p.102), ranked second

4
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among five other meta-analyses on the intervention of study skills. The effect of

metacognitive intervention on reading comprehension remains debatable without

determining how much of the effect was contributed to by training characteristics, as

opposed to measurement artifacts.

Research Questions on the Training ofMetacognition

Ql. What is the relationship between training intensity and the effectiveness of
metacognition?

The relationship between the effect of metacognitive instruction and the duration

of intervention is an important issue because, all things being equal, nobody would object

to providing a brief intervention to students if it was as effective as a year-long

intervention. In their 1988 meta-analysis, Haller et al. investigated whether the

effectiveness of metacognitive intervention was a function ofduration of instruction. They

concluded that 10 minutes or less instruction per lesson was insufficient. The researchers

called for additional research to provide further clarification because some of the primary

studies they used did not report the duration of intervention, and thus they were able to

analyze only a subset of their primary studies for this duration variable. By including.a

larger pool of primary studies and by using a more detailed method to determine the

importance of the time variable, the author expected that the effect of duration of

intervention. ould be verified. The author used two variables (i.e., total number of

intervention days and number of intervention days in a school week) to obtain more .

information about the effect of the duration of an intervention program.

5
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Q2. How does the use of reading groups infNence the effect of metacognitive training?

A substantial body of research, in reciporical teaching (Gilory & Moore, 1988;

Lysynchuk, Pressley, & Vye, 1990; Pafincsar & Brown, 1984; Palinscar, Brown, &

Martin, 1987; Peterson, 1992) has indicated that significant gains in students' reading

ability can be brought about through providing overt instruction, modeling, practice, and

feedback. Some researchers (Slavin, 1983a, 1983b; Webb, 1985) have found that peer

interaction, or cooperative learning, provides students with an opportunity to take

responsibility for one another's achievement as well as their own. Students gain in

achievement by taking turns elaborating their understanding of the skills. Reciprocal

teaching and cooperative learning (peer interaction) require a substantial amount of time

and interaction between students and teachers as well as among students themselves.

Without interacting with peers, students cannot benefit from these modes of instruction.

Assigning students to large groups, on the other hand, defeats the purpose of providing an

opportunity for cooperative learning, as there is very little time and opportunity for peer

interaction.

Even though research has supported the notion that group learning facilitates

reading comprehension, little research has been done on the effect of metacognitive

training under this mode of instruction. With a meta=analysis to investigate this issue, one

could address questions such as "How well does the use of reading groups (collaboration)

facilitate a metacognitive intervention, that requires individuals' abilities to control

cognitive processes?"

6
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Q3. To what extent can metacognitive training improve reading performance for
different students (poor readers, students with learning disabilities, and students with

no learning disabilities)?

Garner (1987, p.105) pointed out that strategy-training studies are invaluable for

distinct reasons. Concerning the practical reasons for training students to use

metacognitive strategies, Garner noted that it is important to investigate the extent to

which these strategies can help poor readers improve their reading performance on

academically fundamental tasks. An implication of Garner's statement is that poor readers

could have been disadvantaged because they do not have the essential reading skills to

perform on basic tasks, but that this phenomenon can be changed through metacognitive

intervention.

Based on the premise that an effective intervention should be effective for a

diversity of students, in the current meta-analysis, the author examined the claim that

metacognition can improve the reading performance of students with learning disabilities,

with no learning disabilities, and with low reading levels (poor readers). Students with

learning disabilities and those who read at low reading levels are referred to as remedial

students throughout the current meta-analysis. Students with no learning disabilities- are

referred to as nonremedial students.

Q4. To what extent does metacognitive training improve the reading performance of
students in different grade levels?

Knowing the grade level at which metacognitive training can improve reading

comprehension appears to be an important factor for making plans to embed this

intervention in the regular school curriculum, because teachers and administrators can

allocate their resources accordingly. Garner (1987) stated that "Younger children

7
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(particularly those in kindergarten or in grades 1 or 2) know substantially less than older

children about themselves, the tasks they face, and the strategies they employ in the areas

of memory, reading, and attention" (p.35). Haller et al. (1988) concluded that

metacognition was more effective for seventh and eighth graders than for students in

lower grades. Haller et al. did not report how much more effective metacognition would

be for students in higher grades. In the current study, the author set out to reexamine that

matter.

Research Questions on the Evaluation of Metacognition Intervention

Q.5. What is the effect of "teaching to the test?"

An intervention program associated with a positive effect is not necessarily an

effective program unless the positive effect is attributable to the program's treatment

characteristics instead of other nontreatment characteristics (i.e., program characteristics)

such as the presence of a teaching-to-the-test-effect. Teaching to the test is

counterproductive to the intended goals of metacognition. Garner (1987) asserted that

"teachers must present strategies as applicable to texts and tasks in more than one content

domain" (p.134). If students are taught too specifically to the content and/or context of a

test, they might not tend to generalize the strategy to a broader domain ofknowledge,

even within the same content area.

In the measurement literature, for example, Mehrens (1984) stated that teaching to

the test could happen when teachers teach to specific questions on a test or to specific

objectives. Taking Mehrens' definition of teaching to the test one step further, one could

deduce that teachers are not likely to be able to teach to the test if they do not know what

8
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items or specific objectives will be on the test. Using this logic, the researcher

hypothesized that, in the context of reading intervention studies, teaching to the test is

likely to happen when experimenters have a dual role in the studies (i.e., experimenters

being the test writers and the instructors).

Q6. How would the use of nonstandardized tests influence the metacognition effect?

In addition to the role of the instructors, the selection of measures is critical in

evaluating the effectiveness of intervention programs. It is well documented in the

literature that the results of reading comprehension interventions depend on the selection

of outcome measures. Specifically, researchers such as Blahs (1979), Brady (1990),

Cohen (1983), Dermody (1988), Haller et al. (1988), Jacobs and Paris (1987),

Lysynchuk, et al. (1990), Rosenshine et al. (1996), Taylor and Frye (1992), and Walker

and Schaffarzick (1974) have found that positive effects occur most frequently on

nonstandardized tests. However, these researchers did not examine the interrelationship

among metacognitive intervention, use of nonstandardized tests, and other variables (e.g.,

students' grade level and ability level) that could have an interaction effect with the use of

standardized tests. Armbruster (1984) and Rosenshine et al. (1996) pointed out that

standardized and nonstandardized tests differ in format and the knowledge required to

answer the questions, and these differences might interact with students.' ages and ability

levels. The author of this study examined the net influence of the nonstandardized test

effect after controlling for students' ability levels and ages.

9
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METHODS

Literature Retrieval

Forty-three primary studies were selected for analysis. These studies met two

criteria. They: (a) provided sufficient information for conducting a meta-analysis (i.e.,

means and standard deviations for the treatment group and for the control group) and (b)

were designed to deliver metacognitive instruction.

Two approaches were used to select these 43 studies. Using the first approach,

which White (1994) called references in review papers written by others, 23 primary

studies were located. These 23 primary studies came from two review articles (Haller et

al., 1988; Lysynchuk, Pressley, d'Ailly, Smith, & Cake, 1989) that were found using the

Educational Resources Information Center (ERIC) electronic database.

Using Paris and Jacobs' (1987) taxonomy of metacognition, a well-recognized

framework providing an operational definition for metacognition (Schraw & Moshrnan,

1995), the author selected 12 of the 38 journal articles reviewed by Lysynchuk et al

(1989). These 12 studies provided sufficient information and were judged to be related to

metacognitive intervention. Another 11 relevant studies, including dissertations, presented

papers, and journal articles came from the second review article, Haller et al. (1988),

which was a meta-analysis of metacognitive interventions for reading comprehension See

the Theoretical Framework section for the differences between the current paper and

Haller et al. (1988).

Requests for references in review papers written by others were not always

successful. A potential list of 64 primary studies in metacognition was inaccessible because

the author was unable to obtain the reference list for articles summarized in a
10
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comprehensive review on the history of the National Reading Conference (NRC) (i.e.,

Baldwin, et al., 1992). These reviewers conducted a global analysis of 2,139 articles

published in the Journal of Reading Behavior and the NRC yearbook. Future researchers

should continue to pursue the references.

Through the second approach, an approach to update and expand the search, 20

additional primary studies were found. White (1994) called this approach computer search

of abstract databases in which the author used a keyword search on the ERIC database

(1982 - 6/1996). Appendix A shows the keywords used in this search. The primary

studies found using this approach matched the two criteria described earlier in this section.

Some specific metacognitive skills taught in the 43 primary studies included Text

Summarization, Text Reinspection (look-back), Drawing Inferences From Text, and

Monitoring and Resolving Text Comprehension Obstacles. The author and a group of

researchers coded these primary studies. The section on Coding Procedure and Inter-Rater

Reliability describes the coding process and results.

Outcome Measures (Dependent Variables) and
Moderators (Independent Variables)

Reading Measures

Synthesizing nonreading measures would yield invalid results for the evaluation of

an reading intervention program. If nonreading tests (e.g., motivation and affect) and

reading tests were treated as a single outcome measure, one could not disentangle the

intervention effect on reading comprehension from that on other constructs. To ensure

that the current meta-analysis synthesized the effect of metacognitive intervention on

11
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reading comprehension, only reading-comprehension outcome measures were included in

the meta-analysis. Using the classification developed by Harris (1990), the author selected

123 reading-comprehension outcome measures. These measures belonged to one of the

two major categories (i.e., product measures and process measures) defined by Harris

(1990). Two types of product measures are: (a) retelling and (b) using questions and

answers. The questions-and-answers paradigm has three variations: aided recall; unaided

recall, and true/false items. Four types of process measures are doze tests, miscue

analysis, think-aloud tests, and eye-movement tests. No studies in the meta-analysis used

eye-movement tests as reading measures. Of the 123 reading comprehension measures,

32 were standardized tests and 91 were nonstandardized tests. Table 1 shows the

standardized reading tests used in the primary studies.

Moderators

In addition to the outcome variables (reading measures) and independent variables

directly related to the research questions, three variables also were analyzed to control for

the quality of primary studies so that valid inferences could be made with regard to the

effect of metacognitive intervention. These variables were random assignment, design of

the primary studies (i.e., posttest-only control group design and. pretest-posttest control

group design), and Hawthorne effect. A background variable, school location, serving as a

general purpose variable, to examine the sociodemographic status of the student

participants, also was analyzed.

12
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Coding Procedure and Inter-Rater Reliability

Training

The author coded all of the primary studies. Fifteen primary studies were

randomly selected and double coded by 10 volunteers in one 90-minute session. These 10

coders were members of a meta-analysis research group including nine doctoral students

and one faculty member. In the first 45 minutes, all coders practiced coding on one

anchor study. Coders and the author discussed any ambiguity as they went through the

practice. Minor changes in the labeling of the codes were made after the mock coding,

and these changes were applied to the real coding of the 15 primary studies. See

Appendices B and C for the coding instrument and the coding instruction, respectively.

Due to time limits, no dissertations were assigned to coders. After the practice, each

coder was randomly assigned to code a different study. As coding time varied by the

length of articles and individual differences, five of the 10 coders each coded two studies

and the rest each coded one study.

Rater Reliability Measures

Percentage of agreement between the author and the original codes of the

additional coders was obtained for all 12 variables. The codings of all voluntary coders

were treated as if they had come from a single coder. The percentage of agreement-for

every variable is presented in Appendix D. A high inference variable (i.e., Hawthorne

effect) showed low interrater reliability (percentage of agreement = 43%). A follow-up

interrater reliability index, Cohen's Kappa ic (Crocker & Algina, 1986), was also

calculated for this variable and indicated that the reliability (lc = .018) was close to a

13
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random guessing level (x. = 0). Thus, this variable was excluded from subsequent

analyses.

Meta-Analysis and Effect Size Computation

Glass (1976) employed a quantitative research synthesis technique, labeled meta-

analysis, for summarizing research studies. Since then, meta-analysis has developed

rapidly. The standardized-mean-difference effect size (Hedges' g) is appropriate when

primary studies report means and standard deviations for a control group and for a

treatment group. In this paper, the author used Hedges' gs. Other types of effect sizes,

such as correlations (r) and proportions (e.g., Cohen's h), could also be used. Rosenthal

(1994, pp. 231-244) provided a concise review of different types of effect sizes. Even for

the same type of effect-size measure, various formulas exist for different purposes. For

instance, Becker (1988) discussed the conception and provided formulas for synthesizing

mean-change measures, which are used in one of the most common experimental designs,

namely the pretest/posttest design (Becker, 1988; Campbell & Stanley, 1963). How to

obtain standardized-mean-difference effect sizes from two common experimental designs

(i.e., pretest/posttest-control-group design and posttest-only-control-group design) is

described in the following two paragraphs.

For the pretest/posttest control-group design, the estimated effect size is defined as

A A A A

( ) ( )
r. post_bwohnent Itipost_control rproboatzsant lipre control

g A

Crport _pooled
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For the posttest-only-control-group design, the population mean difference between the

treatment group and the control group in the pretest is assumed to be zero. The effect

size is estimated by

A

porn _freatmext post _control

A

where for both types of research design

A

Cr pan _pooled

Crpost _pooled

(2)

A A

Npost treabontt 1 ) 2 .+(NT

Pca

., -1)
LI post _trgabssent U post awing

(3)
Npost beam* Npost _control 2

The effect size g is a biased estimate of the population effect size. The unbiased

estimator (Hedges, 1981) is d = c(m)g, where m = (nE + nc - 2) and c(m) is approximated

by 1 - 3/(4m - 1). Note that nE and tic are the sample size of the treatment group and

control group, respectively.

The effect sizes (ds) obtained in each study are then treated as the dependent

variable in the generalized least square (GLS) regression approach, and are predicted by

moderator variables of interest. The essential underlying theory for GLS, discussed, for

instance, by Seber (1977, p. 60) and Raudenbush et al., (1988), is summarized in

Appendix E.
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Regression Analysis for Multiple Dependent Outcomes

Metacognitive intervention studies frequently employ more than one reading

measure to evaluate the intervention effect. These reading measures, however, are

correlated and for this reason, the effect could be overestimated if the correlations were

not adjusted accordingly. Given the recent proliferation of meta-analytical techniques,

researchers have devised methods applicable for analyzing primary studies that used

multiple outcome measures (i.e., multiple outcome measuresused for measuring the same

group of subjects). However, there is no overarching conclusion to this issue. Chiu (1997)

reviewed methods for meta-analyzing studies with multiple outcomes and suggested that

the GLS regression method be used for reading comprehension studies, provided that a

sensitivity analysis was conducted.

Using the same primary studies as were analyzed in the current meta-analysis, Chiu

(1997) found that treating correlated outcomes (rr = .80) as if they were uncorrelated

(r = 0) would overestimate both the effects (regression coefficients) and their precision

(standard errors). He also concluded that, for studies in whichcorrelations were not

reported for the dependent multiple measures, a substitute of .60 would be a reasonable

approximation when applying the GLS regression method. In the current study, this

medium-size correlation (i.e., r = .60) was used as a substitute for the unreported

correlations.

Fourteen GLS regressions were analyzed. Eleven were used to examine the extent

to which each moderator contributed to the metacognitive reading intervention effect.

Three other regressions were employed to examine the unique contribution of each

moderator while holding constant the other moderators.

16

17



RESULTS

Summary of Primary Studies Included in the Meta-Analysis

Forty-three studies with 123 effect sizes were analyzed. A total of 3,475 students

participated in these 43 studies, with an average of 81 students in each study. The

unbiased average effect size was 0.67. The distribution of these effect sizes is shown in

Figure 1. The pool of the primary studies came from a variety of sources, including

journal articles, dissertations, and unpublished manuscripts (see Table 2). Table 3 shows

the descriptive statistics for the study-level variables analyzed in the meta-analysis. The

primary studies included student participants fromsecond grade through college level. In

35 studies, students were selected from only one grade level, and in eight studies students

were selected from multiple grade levels. Regarding the reading comprehension outcome

measures, 24 studies used only nonstandardized tests and 19 used one or more

standardized tests.

Approximately two-thirds (n = 27) of the 43 studies reported more than one

outcome measure. On average, 2.86 outcomes were reported in each of the primary

studies. The median and mode were 1.5 and 2, respectively. One study had six outcomes

on each of the two groups of student participants who were provided metacognitive

intervention. Consequently, this study contributed the largest number of outcome

measures (i.e., 12 outcomes), among the 43 studies, to the current meta-analysis.
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The Effectiveness of Metacognitive Reading Intervention

The effectiveness of metacognitive reading intervention is contingent on the

outcome measure used in the program. When a nonstandardized test was used, the effect

was significantly higher than when a standardized test was used. The metacognitive

intervention effect was 0.24 (z = 5.44, g < .001) when standardized tests were used (see

Table 4, Model 2). However, the effect was elevated to 0.24 + 0.37 = 0.61 when

nonstandardized tests were used. This nonstandardized test effect was still significant,

even when other factors were held constant. The Final Model showed that the effect size

measured by nonstandardized tests and standardized tests could have a difference of .52

standard deviation (see Table 4, Model 14).

The Final Model also showed that when researchers or collaborators delivered

instruction to the students, the average effect size was 0.24 standard deviations higher

than that with regular classroom-teacher instruction (z = 2.39, g =.009), all other factors

being equal. Therefore, these special instructors were likely to be able to teach to the test.

Putting together the two pieces of information (i.e., the nonstandardized test effect and the

instructor effect), one would conclude that the intervention had a significantly higher

effect size (i.e., 0.52 + 0.24 = 0.76) when researchers taught the students and used a

nonstandardized test. Even though this research showed that the instructor effect mid.

nonstandardized test effect were significant, it did not prove that teaching to the test

happened in metacognitive intervention. Unless instructors' intentions are measured,:one

cannot show that instructors did teach to the test.

The Final Model excluded the moderator dura_prg (duration of program) because

of ;ts high correlation with random (point- biserial correlation was -.70). Dura_prg was

18
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dropped from the Interim model, instead of random, because it made only a negligible

contribution to the regression model (-0.003, z = -2.43, p = .008) and, in contrast, the

moderator random had a relatively high coefficient (-.59, z = -3.22, p < .001). The

multicolinearity between drua_prg and random was probably due to the fact that reading

intervention programs were usually implemented during school days in regular classrooms

and it was difficult to randomly assign students to a treatment group for longer-term

programs.

In addition to the program variables (i.e., random, mem _ope, and instorsl), the

intervention variables were also significant. The negative coefficient for dura_int

indicated that less intensive programs were more effective than intensive programs. The

effect size was reduced by 0.07 (z = -2.94, p = 0.002) for every treatment day given to

students within the same week. Consistent with the notion that collaborative learning

could facilitate metacognitive behaviors, the results indicated that metacognitive

intervention had a larger effect (smallgrp = 0.30, z = 2.86, p = 0.002) in small-group

settings. Although the test statistic was marginally significant (remedial = 0.15, z = 1.60,

p = .055), metacognitive intervention seemed to work better for low-ability students-or

any students who were diagnosed as remedial students. The Final Model also indicated

that metacognitive intervention was more effective (grades = 0.21; z = 2.43, p = 0.008)

when it was given to students in fifth grade or higher. This result was also consistent with

those found by Haller et al. (1988), that metacognitive reading intervention required

cognitive abilities that young children might not have developed or acquired.

19
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CONCLUSION

The author found that primary studies associated with certain program

characteristics had a larger effect than those that did not have such associations. Hence, it

is clear that one must examine program characteristics (coined measurement artifacts in

the current meta-analysis) when investigating the intervention's effectiveness. More

specifically, it was found that studies associated with characteristics such as the absence of

random assignment, the selection of nonstandardized outcome measures, and the presence

of instructors' dual role would yield a favorable decision regarding the implementation of

metacognitive reading programs.

With respect to the training effect, metacognitive reading intervention is

particularly effective in small-group settings for students in fifth grade or higher. This

paper also indicated that remedial students seem to benefit from metacognition. It also

indicated that reading programs that have spanned a long period of time are just as

effective as those that cover only a short period of time, all other treatment characteristics

and program characteristic being equal. Moreover, less condensed programs are more

effective than intensive programs, all characteristics being equal.

In this paper, the author did not examine why metacognitive intervention worked

(i.e., no casual relationship was found) even though this paper has indicated that it was

effective and identified some correlates of its effectiveness. Learning researchers might

want to continue to explore this question. In addition, the author investigated

metacognition in the absence of other related constructs in learning (e.g., motivation and

self-regulation). Researchers may extend this paper by incorporating metacognition with

these other constructs; Boekaerts (1995) and Zimmerman (1995), who discussed the

20

21



Effect of Metacognitive Intervention

construct of metacognition with motivation theories and self-regulation, respectively,

provided a useful overview.

Methodologically, the author used the same substitute correlation across studies

for all dependent outcome measures. If the correlations among a group of dependent

measures or for a particular study vary dramatically, the conclusion discussed above might

not hold. However, based on the assumption that measures of the same construct should

exhibit high convergent construct validity, the correlations among reading measures

should not vary to an extent that would alter completely the preceding conclusions. To

examine this assumption, future construct validity research should be conducted (for

construct validity research, see, for example, Anastasi, 1988; Brown, 1983; Cronbach &

Meehl, 1955; Fiske, 1987; Nunnally & Bernstein, 1994), and the multitrait-multimethod

technique (e.g., Crocker & Algina, 1986; Nunnally & Bernstein, 1994) could be used.

An alternative to carrying out construct validity research is to conduct computer

simulated sensitivity analyses, using a unique substitute correlation for each pair of

dependent measures. In simulation studies, one could determine the exact effect of

unreported correlations. Computer simulations are especially suitable when it is difficult to

obtain a solution analytically (algebraically). Nunnally and Bernstein (1994) provided an

introduction to computer simulation, and Harwell (1992, 1995) provided a more in-depth

discussion.
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TABLES

Table 1: Standardized Reading Measures Used in the Primary Studies

1. California Achievement Test
2. Davis Reading Test
3. Gates-McGinitie Reading Test
4. Iowa Test of Basic Skills
5. La Prueba Spanish Reading Test
6. Metropolitan Achievement Test
7. Nelson-Denny Reading Test
8. Progressive Achievement Test
9. Stanford Achievement Test
10. Stanford Diagnostic Reading

Comprehension
11. Test of Reading Comprehension
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Table 2: Summary of Sources for Primary Studies Included in the Meta-
Analysis

_
Frequency Percent .

1 Bilingual Research Journal 1 2.3

2 Cognition and Instruction 2 4.7

3 Contemporary Educational Psychology 2 4.7

4 Dissertation 2 4.7

5 Educational Research Quarterly 1 2.3

6 Elementary School Journal 1 2.3

7 ERIC Document 8 18.6

8 Journal of Educational Psychology 3 7.0

9 Journal of Educational Research 1 2.3

10 Journal of Reading 1 2.3

11 Journal of Reading Behavior 3 7.0

12 Journal of Research in Reading 1 2.3

13 Learning Disability Quarterly 1 2.3

14 Modern Language Journal 1 2.3

15 Psychology in the Schools 1 2.3

16 Reading Research and Instruction 2 4.7

17 Reading Research Quarterly 9 20.9

18 Reading Teacher 1 2.3

19 Research and Teaching in Developmental Education 2 4.7

Total 43 100.0
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Table 3: Descriptive Statistics for Primary Studies Included in the Meta-
analysis (Study Level Information)

Variable Names Variables Labels N Min Max Mean' S.D.

STUD NU Number of effect sizes (i.e., measures) per study 43 1 12 2.86 2.36

MEM_TYPE Number of studies that used ONLY nonstandardized tests 43 0 1 .56 .50

INSTORSI Did the researchers(s) provide instruction to students? 42 0 1 .48 .51

RANDOM Was random assignment employed In the study? 43 0 1 .86 .35

URBAN1 Was the school located in an urban area? 43 0 1 .23 .43

SUBURBAI Was the school located in a suburban arse? 43 0 1 .28 .45

RU RAL1 Was the school located In a rural are? 43 0 1 .18 .37

LOCATUKI Was the school location unknown? 43 0 1 .33 .47

DURA_PRG Duration of the entire training program (days) 41 1 180 44.87 49.05

DURAINT Number of intervention days per week (Le., 5 school days in a week) 42 0.4 5 3.159 1.594

ONESTUDT Was the instruction on a one-to-one basis? 43 0 1 .23 .43

SMALLGRP Was the instruction on a ems/group basis? 43 0 1 .44 .50

LARGEGRP Was the instruction on a large-grouptlaseroorn basis? 43 0 1 .33 .47

REMEDIAL Did the students have reading problems? 43 0 1 .35 .48

PU B_YR Year of publication of the study 43 1979 1995 1987 4.34

Valid N (lishvise) 40

a. Footnote: The mean of dichotomous variables (i.e., min 0 i max 1) multiplied by 100 equals the percentage of studies
that we associated with the presence of the corresponding characteristics.
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Table 4: Regression Coefficients and Corresponding Standard Errors

Research Questions/
Regression Models

Independent Variables Coefficients (SE)

1. Unconditional model Intercept 0.4" (0.035)

2. Nonstiancierdized effect intercept, memtype 0.24 (0.044), 0.37 (0.059)

3. Teaching to the test Intercept, inalors1 0.37 (0.043), 0.12 (0.074)

4. Research design intercept, res_degn 0.5" (0.06), -0.14' (0.073)"
5. Random assignment Intercept, random 0.33 (0.073), 0.09 (0.083)

6. Program length Intercept, dura_prg 0.58* (0.054), 0 (0.001)

7. Treatment intensity irdercept, dura_int 0.42" (0.073), -0.01 (0.021)

8. Group size Intercept, onestudt 8 ernallgrp 0.43* (0.066), -0.03 (0.113), -0.03
40.081)

9. Student ability Intercept, remedial 0.39" (0.039), 0.08 (0.086)

10. Grade level Intercept, grade5 (college level included) 0.27- (0.051), 0.25" (0.07)

11. School location Intercept, urban1, suburbel, rurall 0.56" (0.081), -0.21' (0.12), -0.2'
(0.094), -0.13 (0.125)

intercept, mern_type 0.81' (0.33), 0.45" (0.085),

instors1 , res_degn, 0.25' (0.111), 0.11 (0.101),

random, dura_prg, -0.62' (0.191), -0.003' (0.001),

dura_int, onestudt, -0.11" (0.032), -0.18 (0.138),

Smallgrp, remedial, 0.29' (0.112), 0.24' (0.119),

12. Combined Model (included all grade5(coilege level included), urban', 0.13 (0.097), 0 (0.144),

above variables) Suburbs',, rural', 0.08 (0.128), 0.07 (0.137),

Intercept, men type, 0.89' (0.3), 0.43" (0.082),

instars1, random, 0.21 (0.1), -0.59" (0.178),

duraprg, dura_int, -0.003' (0.001), -0.1" (0.028),

13. Interim Model (occluded insignificant Onestudt, smaNgrp, -0.22' (0.123), 0.31' (0.108),

variables from the Combined Model) Remedial, grade5(coilege level Included) 0.19' (0.097), 0.12 (0.096),

-0.26'Intercept, main_type, (0.150), 0.52" (0.073),

instars1, random, 0.24' (0.099), -0.28' (0.120),

dura_int, oriestudt, -0.07' (0.027), -0.17 (0.122),

14. Final Model ( excluded 'dura_prg' Smaligrp, remedial, 0.30' (0.106), 0.15' (0.096),

from the Interim Model) grade5(college level included) -0.21' (0.088)

Note: AN models we based on 114 cases. Nine cases we excluded because of missing dafa. These cases are 21,

92-95, 114, and 115. The single- started coefficients and the double-starred coefficients wesignificant at p < .05 and at

.001, respectively.
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FIGURES

Figure 1: Distribution of Unbiased Effect Sizes
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APPENDICES

Appendix A: Keyword Search Used in ERIC

(Metacognitive or Metacognition) and PY=19xx

where xx = 88 - 96

n = 1106

Reading Comprehension and (instruction or intervention) and effect* and meta* n = 144
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Appendix B: Coding Instrument

Coder's Initial: Article title:

Date of Coding: Article ID:
(Number appears on the top right corner of the article)

Instruction: For each of the following variables, put down the page number of where you
find the answer. Do not leave variables unchecked. You are encouraged to make inferences for
information that is not reported in the article. When making an inference, please use a brief
description to document your reasoning.

Section A: Study Identification

Year of Publication:

Section B: Characteristics of Setting

1. Where is the school located? Page:

1. Urban
2. Suburban
3. Rural

-9. Not reported

2. What is the size of the instructional group? Page:

1. One student (i.e., individual basis)
2. Small groups (i.e., 2 to 10 students, classroom of 10 or fewer students included)
3. Large groups (i.e., more than 10 students, classroom of more than 10 students included)

3. Who provided instruction to the students? Page:

0. Non-researchers (e.g., classroom teachers and other teaching personnel)
1. Rsearchers and collaborators (i.e., including researchers who were also teachers)
2. Others. Please specify:

Section C: Subject Characteristics

4. Were the students selected in the study because they had reading problems?
Page:

0. No
1. Yes, the study was a remedial program.
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5. What is/ are the grade level(s) of the student participants? Page:

1 2 3 4 5 6

7 8 9 10 11 12 college level

middle school junior high school high school

Section D: Training Characteristics

6. Were students/classrooms randomly assigned to treatment groups?
Page:

0. No.
1. Yes, students were randomly assigned.
2. Yes, classrooms were randomly assigned.

7. Did the same instructor(s) teach both the treatment group and the control group?
Page:

0. No.
1. Yes.
2. Not applicable, because classrooms were randomly assigned to treatment groups.

3. Not reported.

8. Based on what was reported in the study, do you think thecontrol group believed they were receiving

a treatment?
Page:

0. No, I do not think so.
1. Yes, I think so.

9. How many training sessions were given to the students? < reported inferred >

Number of sessions: Page:

10. How long (in minutes) did each training session last? < reported inferred >

Duration of a session: Page:

11. How long did the entire training program last? < reported inferred >

Number of:
months
weeks
days
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12. On average, how many days in a week (i.e., five school days) did the instructions take place?

Number of days: < reported inferred >

Page:

<<The End>>
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Appendix C: Coding Instructions

Section B: Characteristics of Setting

1. School location is usually reported. If it is not reported, then circle not reported Do
not make any inferences using the authors' affiliation because researchers could conduct
their research in schools far away from their affiliations.

2. Size of instructional groups is not always reported explicitly in an article. You will
have to put pieces together, usually from the method section. One pitfall that you should
beware of -- do not make inferences of the size of an instructional group from the Ns
reported for the treatment groups. Researchers might put treatment subjects into small
instructional groups but report only the total number of subjects in the treatment group as
a whole. Another issue you may find in a study is that the size of an instructional group
could change over time. If this happens, it usually goes from a large group to a smaller
group. For this instance, you would consider the size of the instruction group to be small
groups.

3. Instructors a variable used to identify who provided instruction to student
participants. The objective is to identify whether the experimenters or their collaborators
provided instruction to students. Circle researchers if experimenters or collaborators gave
instruction. On occasions, the instructors would have a dual role that they were both the:
researchers and classroom teachers. In this case, select researchers. The category non-
researchers includes any instructors who were classroom teachers of the student
participants and other teaching personnel. Please note that some studies used computer
systems to provide online instruction. Human instructors were present only to provide
minimal instruction and technical support. In this case, you would circle the third option,
others, and put down computerized instruction.

Section C: Subject Characteristics

4. Subject selection criterion a variable used to capture whether the subjects were
having reading problems, reading below a certain grade level, or had a learning disability.
Instructional programs provided for these students were considered remedial programs.
Although studies might use different language to. describe student participants, subject
selection criterion is a fairly straightforward variable because researchers always describe
their subjects in the abstract of the article or make their titles explicit enough to catch
readers' attention. The following are sample titles for remedial programs:

Fostering Comprehension Monitoring in Below Average Readers Through
Self-Instruction Training.
An Instructional Study: Improving the Inferential Comprehension of Good and
Poor Fourth-Grade Readers.
Comprehension Monitoring: Detection and Identification of Test
Inconsistencies by LD (Learning Disabled) and Normal Students.
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5. Grade level of students a circle all that applies variable. Note that some studies
might not report the grade level of students. They might just report whether the students
were in middle school, junior high school, or high school. In this case, you don't have to
make an inference to the grade levels. Simply circle any one of the three choices.

Section D: Training Characteristics

6. Random assignment two common ways that random assignment is used in
intervention studies (i.e., random assignment to student level and random assignment to
classroom level). Both types should be considered as random assignment.

7. Counterbalance of instructors a variable that you may not even have information
to make inference to. If that's the case, circle Not reported. Based on my coding, 21% of
the 43 studies did not report and provided no information for this variable.

8. Hawthorne effect a high-inference variable for which you will make an inference
based on what was given to the control group. Do not leave this variable unchecked. In

some studies, researchers reported how they had tried to avoid the Hawthorne effect by
giving students tasks to work on so that students believed they were receiving a treatment.

In this instance, you would consider that the Hawthorne effect does not exist. lithe
control group were being told to do some busy work (e.g., reading a book with no
instruction provided), you would consider that the Hawthorne effect was likely to happen.
That is, it is unlikely that the subjects believed they were receiving a treatment.

Duration and intensity of treatment a set of four variables.
9. Number of training sessions
10. Duration of each session
11. Duration of the entire program
12. Number of sessions per week

The above variables were reported in a wide range of ways. For some studies, you would
have to gather the pieces from different sections of the article, or even have to make an
inference from your own experience. For other studies, you could find all of the
information reported in a sentence or two. Excerpt 1 in the following illustrates ;a situation
in which you need not make any inference. Excerpt .2 is an example in which you need to

make an inference.
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Excerpt 1.

Each group of students received three 1-hour training sessions. Each treatment was
carried out on the same day of the week for 3 weeks for example, training for the four
groups in the SQ condition took place on 3 consecutive Mondays. (Nolan, 1991)

The above excerpt is used to illustrate how you would fill in the following four
variables.

1. Number of sessions: 3 <reported inferred >

2. Duration of a session: 60 minutes reported inferred >

3. Entire training program lasted for: e orte.) inferred >

O months

3 weeks

O days

4. Number of days in a school week did instructions took place:

days inferred >

Excerpt 2.

Both groups were pulled out of their regular English classes for three weeks to receive
"special instruction. The schema group met on Mondays and Wednesdays and the
traditional group on Tuesdays and Thursdays. (Singer & Donlan, 1982)

The above excerpt is used to illustrate how you would fill in the following four
variables. Note that duration of instruction that took place in a regular school day
was assumed to be 50 minutes.

1. Number of sessions: 6 <C reported inferred >

2. Duration of a session: 50 < reportedrted

3. Entire training program lasted for:

O months

3 weeks

o days

4. Number of days in a school week (i.e., 5 days) that instruction took place:

2 days reported inferred
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Appendix D: Interrater Reliability

Variables
S chl_loc
S ize_int
Instors1
Remedial
Grade
Random
EptrSame
Hawthorn
Nu_sessn
Dura_sen
Dura_prg
Duraint

% Agreement
93%
80%
92%
93%
93%
86%
79%
43%
71%
93%
73%
85%

Valid Responses
15
15

13

14

15
14
14
14
14
14
15

13

Variables Labels:

Sehl_loe:
Size int:
Instorsl:
Remedial:
Grade:
Random:
EptrSame:

Hawthorn:

Nu_sessn:
Dura_sen:
Dura_prg:
Dura_int:

Effect of Metacognitive Intervention

school location;
size of instruction group;
whether or not the instructors were also the experimenters;
whether or not student participants had reading problems;
student grade level;
whether or not random assignment was used;
whether or not the same experimenters provided instruction to both the
treatment and the control group;
whether or not control group subjects believed they were receiving a
treatment;
number of instruction sessions;
duration of an instruction session (in minutes);
duration of the entire reading program (in days);
average number of days in a week that instruction was provided to
students.
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Appendix E: Formulas for the Generalized Least Square Regression
Coefficients and Associated Standard Errors

The dependency caused by multiple measures is accounted for by the estimated

variance-covariance matrix (S) of the effect size, where S is a block diagonal matrix with

the first block containing the variance-covariance matrix of the effect sizes in the first

primary study and the last block containing the variance-covariance matrix of effect sizes

in the last primary study. Within each block, the variances and covariances of the

dependent effect sizes are modeled (e.g., Gleser & 011dn, 1994, p. 348, equations 22-20

and 22-21), respectively, by

A 1

1 2

1 2 i+
ns nc

, j = 1, , p,

ld d r2A 1 1 2 i
j*

aps n. nc nc

The correlations between two dependent effect sizes, rip , are imputed by the substitute

correlation (i.e., .6).

The effect sizes and their corresponding variances and covariances are used to

estimate the regression parameters, standard error of the parameters, and associated

probability values. In the following formulas, X and d represent the design matrix of a

model and the vector of effect sizes, respectively. S is the estimated block diagonal
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variance-covariance matrix. The following matrix algebra formulas provide estimates of

the predictors and other information needed for statistical tests.

Estimates of the predictors are: 13 = stcy'r (5)
Estimated variance-covariance matrix of the predictors is : P = (X'S'IX)-1 (6)

Estimated standard error am of any predictor is the square root of the hth diagonal element

of fi (7)

To obtain the individual test of the predictors, one would test the ratio of the

estimated coefficient against the corresponding standard error. The ratio would have a z-

A

distribution. More specifically, the test statistic is Z = fl h Crhh where /3 h is the hth

element of the estimated parameter vector )6 (see Equation 5) and QM (see Equation 7)

is the standard error of the estimated parameter.
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