DOCUMENT RESUME

ED 416 231 TM 028 111
AUTHOR Kasprzyk, Dan, Ed.
TITLE Selected Papers on Education Surveys: Papers Presented at

the 1996 Meeting of the American Statistical Association.
Working Paper Series.

INSTITUTION National Center for Education Statistics (ED), Washington,
DC.

REPORT NO NCES-WP-97-01

PUB DATE 1997-02-00

NOTE 80p.

AVAILABLE FROM U.S. Department of Education, Office of Educational Research
and Improvement, National Center for Education Statistics,
555 New Jersey Avenue, N.W., Room 400, Washington, DC

20208-5654.

PUB TYPE Numerical/Quantitative Data (110) -- Reports - Evaluative
(142)

EDRS PRICE MF01/PC04 Plus Postage.

DESCRIPTORS Data Collection; *Elementary Secondary Education; *Equal

Education; Estimation (Mathematics); Interviews; Models;
Private Schools; Public Schools; Qualitative Research;
Questionnaires; *Research Methodology; Sampling;
*Statistical Bias; *Surveys; Tables (Data); Test
Construction; Validity

IDENTIFIERS *American Statistical Association; *National Center for
Education Statistics; Schools and Staffing Survey (NCES)

ABSTRACT

The 11 papers in this volume were presented at the 1996
American Statistical Association (ASA) meeting in Chicago (Illinois), August
4 through 8. This is the fourth collection of ASA papers of particular
interest to users of National Center for Education Statistics (NCES) survey
data published in the "Working Papers" series. The following are included:
(1) "Teacher Quality and Educational Inequality" (Richard M. Ingersoll); (2)
"Using Qualitative Methods To Validate Quantitative Survey Instruments" (John
E. Mullens and Daniel Kasprzyk); (3) "Revisiting the NCES Private School
Survey: A Method To Design a Systematic Classification of Private Schools in
the United States" (Sylvia Kay Fisher and Daniel Kasprzyk); (4) "An Analysis
of Response Rates of SASS (Schools and Staffing Survey) 1993-94" (Sameena M.
Salvucci, Fan Zhang, Mingxiu Hu, and David Monaco); (5) "An Overview of NCES
Surveys Reinterview Programs" (Valerie Conley, Steven Fink, and Mehrdad
Saba); (6) "Estimating Response Bias in an Adult Education Survey" (J.
Michael Brick and David Morganstein); (7) "Optimal Periodicity of a Survey:
Extensions of Probable-Error Models" (Wray Smith, Dhiren Ghosh, and Michael
Chang); (8) "Estimating the Variance in the Presence of Imputation Using a
Residual" (Steven Kaufman); (9) "Where Will It All End? Some Alternative SASS
Estimation Research Opportunities" (Steven Kaufman and Fritz Scheuren); (10)
"Estimating State Totals from the Private School Universe Survey" (Easley
Hoy, Beverley Causey, Leroy Bailey, and Steven Kaufman); and (11) "Effect of
High School Programs on Out-Migration of Rural Graduates" (Gary Huang,
Michael P. Cohen, Stanley Weng, and Fan Zhang). Each chapter contains
references. (Contains 3 figures and 22 tables.) (SLD)

ERIC

Aruitoxt provided by Eic:



E

. }
R é NATIONAL CENTER FOR EDUCATION STATISTlCS

— o WorkmgPaperSenes

Selected Papers on Education Surveys: ‘

o | |

®> - Papers Presented at the 1996 Meeting of the |

Sl American Statistical Association ‘

|

E
| I
o Working Paper No. 97-01 February 1997 .
® | | | - o

® -

. o8
B

S. Department of Education
Oﬂloe of Educauoml Research and improvement

E | BEST COPY AVAILABLE

C Tmozen]




Selected Papers on Education Surveys:

Papers Presented at the 1996 Meeting of the
American Statistical Association

Working Paper No. 97-01 February 1997

Contact: Dan Kasprzyk
Surveys and Cooperative Systems Group
(202) 219-1588 :
e-mail: daniel kasprzyk@ed.gov



U.S. Department of Education
Richard W. Riley

Secretary

Office of Educational Research and Improvement
Marshall S. Smith
Acting Assistant Secretary

National Center for Education Statistics
Pascal D. Forgione, Jr.
Commissioner

Surveys and Cooperative Systems Group
Paul D. Planchon
Associate Commissioner

The National Center for Education Statistics (NCES) is the primary federal entity for collecting, analyzing,
and reporting data related to education in the United States and other nations. It fulfills a congressional
mandate to collect, collate, analyze, and report full and complete statistics on the condition of education
in the United States; conduct and publish reports and specialized analyses of the meaning and significance
of such statistics; assist state and local education agencies in improving their statistical systems; and review
and report on education activities in foreign countries.

NCES activities are designed to address high priority education data needs; provide consistent, reliable,
complete, and accurate indicators of education status and trends; and report timely, useful, and high quality
data to the U.S. Department of Education, the Congress, the states, other education policymakers,
practitioners, data users, and the general public.

We strive to make our products available in a variety of formats and in language that is appropriate to a
variety of audiences. You, as our customer, are the best judge of our success in communicating
information effectively. If you have any comments or suggestions about this or any other NCES product
or report, we would like to hear from you. Please direct your comments to:

National Center for Education Statistics

Office of Educational Research and Improvement
U.S. Department of Education

555 New Jersey Avenue, NW

Washington, DC 20208

Suggested Citation

U.S. Department of Education. National Center for Education Statistics. Selected Papers on Education Surveys: Papers Presented
at the 1996 Meeting of the American Statistical Association, Working Paper No. 97-01. Project Officer, Dan Kasprzyk.
Washington, D.C.: 1997.

February 1997



Foreword

Each year a large number of written documents are generated by NCES staff and
individuals commissioned by NCES which provide preliminary analyses of survey results and
address technical, methodological, and evaluation issues. Even though they are not formally
published, these documents reflect a tremendous amount of unique expertise, knowledge, and
experience.

The Working Paper Series was created in order to preserve the information contained
in these documents and to promote the sharing of valuable work experience and knowledge.
However, these documents were prepared under different formats and did not undergo vigorous
NCES publication review and editing prior to their inclusion in the series. Consequently, we
encourage users of the series to consult the individual authors for citations.

To receive information about submitting manuscripts or obtaining copies of the series,
please contact Ruth R. Harris at (202) 219-1831 or U.S. Department of Education, Office of
Educational Research and Improvement, National Center for Education Statistics, 555 New
Jersey Ave., N.W., Room 400, Washington, D.C. 20208-5654.

Susan Ahmed Samuel S. Peng

Chief Mathematical Statistician Director

Statistical Standards and Methodology, Training, and Customer
Services Group Service Program
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Preface

The 11 papers contained in this volume were presented at the 1996 American Statistical
Association (ASA) meeting in Chicago, Illinois (August 4-8). This is the fourth collection of ASA
papers of particular interest to users of NCES survey data published in the Working Papers Series.
The earlier collections were Working Paper 94-01, which included papers presented at ASA meetings
in August 1992 and August 1993 and the ASA Conference on Establishment Surveys in June 1993,
Working Paper 95-01, which included papers from the 1994 ASA meeting, and Working Paper 96-
02, which included papers from the 1995 ASA meeting.

The papers presented at the ASA meetings usually summarize ongoing research. In some
cases, NCES publishes more complete reports on the topics. Readers who wish to learn more about
the topics discussed in this working paper may wish to examine these technical reports:

NCES Reports

An Analysis of Response Rates in the 1993-94 Schools and Staffing Survey (forthcoming)
An Exploratory Analysis of Response Rates in the 1990-91 Schools and Staffing Survey (NCES
96-089)

. Design Effects and Generalized Variance Functions for the 1990-91 Schools and Staffing
Surveys (SASS) Volume I--User’s Manual (NCES 95-342-1)

o Design Effects and Generalized Variance Functions for the 1990-91 Schools and Staffing
Surveys (SASS) Volume II--Technical Report (NCES 95-342-1II)

o Quality Profile for SASS: Aspects of the Quality of Data in the Schools and Staffing Surveys
(NCES 94-340)

. Adjusting for Coverage Bias Using Telephone Service Interruption Data (NCES 97-336)
. Use of Cognitive Laboratories and Recorded Interviews in the National Household Education
Survey (NCES 96-332)

] NCES Measurement Error Programs (NCES 97-464; forthcoming)

Michael Garet’s ASA paper, "Developing a National Survey of Private School Expenditures,” could
not be included in this collection, but for those interested in this topic, Strategies for Collecting
Finance Data from Private Schools (Working Paper 96-16) is available. A complete list of Working
Papers to date can be found at the end of this publication.

<O
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TEACHER QUALITY AND EDUCATIONAL INEQUALITY

Richard M. Ingersoll, University of Georgia
Department of Sociology, UGA, Athens, GA 30602

KEY WORDS: NCES data; teacher quality,
educational inequality

Introduction

Do all secondary students in the U.S. have equal
access to qualified teachers? Are students in low-income
schools more likely to be taught by teachers without basic
qualifications, in their assigned teaching fields, than those
in more affluent schools? Do schools serving
predominantly minority student populations tend to have
less qualified faculties? Moreover, are there differences in
access to qualified teachers across different types of
students and different types of classrooms within schools?

Over the past several decades, equality has been
one the most fundamental concerns of education policy and
research in the U.S. The focus of a vast amount of research
and reform in education has been to uncover and address
disparities in the resources and opportunities in education
provided to students from different socio-economic
backgrounds (e.g. Coleman et al. 1966). Among the most
important of these educational resources is the teaching
force. The largest single component of the cost of education
in any country is teacher compensation. Moreover, teachers
are, of course, a highly important part of the actual
educational process, and student educational outcomes
ultimately depend on the work of teachers. Indeed, it is
precisely because the teaching force is a significant resource
that equal access to qualified teachers and quality teaching
has been a source of contention in the national debate over
equality of educational opportunity.

Among those concerned with issues of educational
equality, it is widely believed that students from
disadvantaged backgrounds do not have equal access to
qualified teachers. A number of critics have argued that,
indeed, the most needy students in the U.S. -- those from
poor, minority, and disadvantaged communities -- are taught
by the least qualified teachers (e.g., Darling-Hammond
1987; Kozol 1991; Oakes 1990). These critics argue that
low-income and high-minority schools are unable to offer
competitive salaries, benefits or resources and, hence,
simply cannot compete for the available supply of trained
teachers. In this view, unequal access to qualified teachers
and, hence, to quality teaching, is one of the key reasons for
unequal results in student educational outcomes.

These critics argue, moreover, that patterns of
unequal access to quality teachers also appear within
schools. Not only do students in low-income and
predominantly minority schools have less access to qualified

staff, but, the critics add, low-income and minority students,
when in affluent schools, also have less access to the best
teachers. The latter is due to the practice of separating
students and teachers by purported ability -- the system of
tracking. In this view, minority and poor students are
disproportionately placed in lower track and lower
achievement courses, which these critics further claim, are
taught by the least qualified teachers.

Despite the importance of this debate on
educational equality and the widespread belief that schools,
programs, and classes serving low-income and minority
student populations have less access to quality teaching,
there has actually not been much empirical research done on
this issue, especially at the national level. One of the
reasons for this dearth of research is the difficulty involved
in obtaining data on the underlying issue of importance - the
degree of actual exposure to quality teachers and quality
teaching provided to students in classrooms. Assessing the
caliber of teachers' classroom performance and the degree
to which students have access to quality teaching in
classrooms is a difficult empirical task because there is little
consensus concerning both how to define and how to best
measure quality teachers and teaching (e.g., Haney et al.
1987; Ingersoll 1996a). As a result, researchers typically
turn to what is more easily assessed and more readily
available - measures of teacher qualifications.

Although the qualifications of teachers - such as
their education, training, and preparation - are only indirect
measures of the quality of teaching that students receive,
they provide useful information on this important
educational resource.

Education and training are essential ingredients of
quality teachers and quality teaching. There is almost
universal agreement that one of the most important
characteristics of a quality teacher is preparation in the
subject or field in which the teacher is teaching. Research
has shown moderate but consistent support for the
reasonable proposition that subject knowledge (knowing
what to teach) and teaching skills (knowing how to teach)
are important predictors of both teaching quality and student
learning (for reviews of this research see: Shavelson et al.
1989; Darling-Hammond and Hudson 1990; Murnane and
Raizen 1988). Knowledge of subject matter and of
pedagogical methods do not, of course, guarantee quality
teachers nor quality teaching, but they are necessary
prerequisites.

The argument for the necessity of education in
subject knowledge is especially clear for the secondary
school level. First, at the secondary level, teachers are



divided by fields into departments; faculties are thus more
specialized than in elementary schools, and therefore the
differences between fields are more distinct and, perhaps,
greater. Moreover, the level of mastery needed to teach
different subjects is higher at the secondary school level,
and therefore a clear case can be made that such teachers
ought to have adequate substantive background in the
subjects they teach.

In order to address fully the issue of access to
qualified teachers, however, it is necessary to distinguish
between teacher training and teaching assignment. These
represent two distinct elements. Teacher training refers to
the quantity and quality of teacher education and
preparation. Assessments of training levels typically
examine whether teachers have a basic college education,
licensing and expertise in a specialty field. On the other
hand, assessments of teacher qualifications also need to
examine whether the fields of training and preparation of
teachers match their teaching assignments. That is, such
assessments need to assess the extent of out-of-field
teaching - the phenomenon of trained teachers teaching
subjects for which they have little training. It is important
to distinguish between these two elements in assessments of
teachers’ qualifications because they have very different
implications for policy. If underqualified teaching is due to
inadequacies in the quantity or quality of teacher education
and preparation, it is probable the source of the problem
may lie with teacher education programs and standards. On
the other hand, if underqualified teaching is due to high
levels of mismatch between teachers' fields of training and
their teaching assignments, then it is probable the source of
the problem may lie with the supply of teachers or the
management of schools.

The problem for research on teacher qualifications
has been that there have not been the necessary data,
especially at the national level, to adequately assess the
extent to which teachers are assigned to teach out of their
fields. Moreover, there has been little data on the numbers
of students actually taught by out-of-field teachers --
information crucial to understanding disparities in student
access to qualified teaching.

In order to address these and other data needs
concerned with the staffing, occupational and organization
aspects of schools, in the late 1980s the National Center for
Education Statistics (NCES) designed and conducted the
Schools and Staffing Survey (SASS), a major new survey of
teachers and schools. NCES has since sponsored several
projects designed to define and assess both the
qualifications of the nation’s teaching force and the extent
of out-of-field teaching in the U.S. (McMillen and Bobbitt
1993; Bobbitt and McMillen 1995; Ingersoll 1995a,
1996b). These previous analyses have shown that, in fact,
out-of-field teaching is extensive in U.S. schools.
Moreover, these analyses have documented that this
underqualified teaching was not due to a lack of basic

education or training on the part of teachers. The source of
out-of-field teaching lay in the lack of fit between teachers’
fields of training and their teaching assignments. Most
teachers have training, such as a college major, in their
main field of assignment. But, many teachers, especially at
the secondary level, are also assigned to teach additional
courses in fields for which they have little or no formal
background preparation.

This article expands on this earlier work by
analyzing national data from the 1990-91 SASS to examine
the issue of disparities in student access to qualified
teachers. Rather than enter the debate as to what constitutes
a qualified teacher, quality teaching or quality teacher
training, this analysis adopts a minimal definition of
adequate qualifications. The premise underlying this
analysis is that adequately qualified staffing requires
teachers, especially at the secondary school level and
especially in the core academic fields, to hold, as a
minimum prerequisite, at least a college minor in the fields
taught. The analysis focuses on how many secondary level
students enrolled in the core academic subjects
(mathematics, English, social studies, science) are taught by
teachers without at least a college minor in the field. In this
view, even a moderate number of teachers lacking such
minimal training prerequisites is a strong indication of
inadequacies in the staffing of schools.

The analysis examines whether access to qualified
teachers is equally distributed across different student
populations. It begins by focusing on differences between
high-poverty and low-poverty schools, and also between
high-minority and low-minority schools. Many researchers
assume that the high-poverty and minority populations are
one and the same. It is important, however, to examine the
data on out-of-field teaching by these two characteristics
separately, because previous research has suggested that
differences in the levels of teacher qualifications are not
always the same across them (Pascal 1987).

The analysis also examines within-school
differences in teacher qualifications across classes of
different student ability groupings, and of different student
races and ethnicities. Again, it is also important to examine
out-of-field teaching separately by these sets of
characteristics because it cannot be assumed that their
relationships to teacher qualifications are the same.

Finally, this analysis examines within-school
differences in teacher qualifications across different
secondary school grade levels - specifically, grades 7
through 12. Although many may agree that basic education
is an essential prerequisite of qualified teachers, there is
probably less agreement whether out-of-field teaching has
as serious consequences at the junior high level as it has for
the senior high grades, Hence, it is important to distinguish
among grades at the secondary level and to determine
whether there are, in fact, differences in out-of-field
teaching levels across these different grade levels.
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Data and Methods

The data source for this study is the nationally
representative 1990-91 Schools and Staffing Survey. The
U.S. Census Bureau collected these data for NCES in early
1991 from a random sample stratified by state, sector and
school level. SASS is particularly useful for addressing
questions concerned with teachers’ qualifications. It is the
largest and most comprehensive dataset available on
teachers and school staffing characteristics in the U.S.
Indeed, as indicated earlier, this survey was conducted for
the reason that there has been a paucity of nationally
representative data on such issues. SASS, for example,
includes a wide range of information on the training,
education, qualifications and teaching assignments of
teachers that can be disaggregated by field and also
disaggregated by the characteristics of schools, students and
classrooms (For more information on SASS, see Choy et al.
1993).

The sample utilized in the analysis consists of
25,427 public school teachers, including those employed
both full-time and part-time. This analysis focuses solely on
those teaching at the secondary-school level (grades 7
through 12), regardless of whether the school was actually
a middle school, junior high school, a senior high school, a
secondary school, or a combined school. Furthermore, it
solely focuses on those who taught departmentalized
courses in any of the core academic fields (English,
mathematics, science, social studies). For example,
secondary level teachers teaching multiple subjects in self-
contained classes were excluded from the analysis.
Likewise, the non-7-12th grade portions of the schedules of
teachers in combined schools or middle schools were
excluded.

For each class period in the school day of each of
the sampled teachers, data were collected on the subject
taught, grade level, class type or track, student achievement
level, student race/ethnicity and the number of students
enrolled. In addition, teachers reported their certification
status and the major and minor fields of study for each of
their degrees earned, at both the undergraduate and graduate
levels. We have used these data in a series of projects to
develop and compare a range of different measures of out-
of-field teaching (see McMillen and Bobbitt 1993; Bobbitt
and McMillen 1995; Ingersoll 1995a, 1996b). This
analysis focuses on one measure drawn from this earlier
research: the percentage of public secondary school
students enrolled in classes taught by teachers without at
least a minor in the field.

Fields are defined broadly in this analysis. The
core academic subjects and college major/minors are
broadty categorized into four fields parallel to conventional
core academic departments in secondary schools:
mathematics, science, social studies, and Enghsh. To be
defined as in-field, English teachers must hold at least a

minor in either English, English education, language arts,

literature, reading, communication Of journalism.

Mathematics teachers must hold at least a minor in either

mathematics, engineering, or mathematics education.

Science teachers must hold a minor in any of the sciences.

Social studies teachers (i.e., history, economics, civics,

world civilization) must hold at least a minor in one of the

social sciences, in history, or in social studies education.
The objective of this analysis is to examine

differences in the levels of out-of-field teaching among

different types of schools, based on the poverty level and

race/ethnicity of the students enrolled and across different

kinds of classrooms within schools. These measures are:

Poverty enrollment of school - percentage students in each

school receiving federal reduced or free lunch program.

Low-poverty: less than 15%

Medium-poverty: 15% to 50%

High-poverty: 50% or more

Minority enrollment of classroom or school - percentage

non-white students.

Low-minority: less than 15%

Medium-minority: 15% to 50%

High-minority: 50% or more

Type or track of class -

Low-track: general, remedial, vocational, special education

Medium-track: academic/college preparatory

High-track: honors, advanced placement, gifted.

Grade level of class - grades 7 through 12

Results

What proportion of the nation’s public secondary students
are taught core academic subjects by out-of-field
teachers?

Overall, substantial proportions of students in
public secondary schools in the U.S. were taught academic
subjects by teachers without basic qualifications in those
subjects. The proportions of public secondary school
students taught each of the core academic fields by teachers
without at least a minor in the field are presented in table 1.

For example, about one fifth of all public school
students enrolled in English classes in grades 7-12, or about
4,310,000 of 20,700,000 students, were taught by teachers
who did not have at least a minor in English, literature,
communications, speech, journalism, English education or
reading education. In addition, over one quarter of all
public school students enrolled in mathematics classes in
grades 7-12, or about 4,124,000 of 15,510,000 students,
were taught by teachers without at least a minor in
mathematics or in mathematics education. In science, 17
percent of all public school students enrolled in science
classes in grades 7-12 were taught by teachers without at
least a minor in any of the sciences or in science education.



Overall, a relatively low proportion of students were taught
social studies out of field; thirteen percent of students
enrolled in social studies were taught by teachers without at
least a minor in any of the social sciences, in public affairs,
in social studies education, or in history.

Table 1 - Percentage of public secondary school students enrolled in
classes taught by teachers without at least a minor in the field, by
field and selected school characteristics

Social
English Math Science  Studies
Total 20.8 26.6 16.5 13.4
Minority
Enrollment
of School:
Low-minority 20.0 243 13.9 11.6
Medium- 19.1 23.1 16.6 15.6
minority
High-minority 24.4 33.6 17.8 144
Poverty
Earollment
of School:
Low-poverty 15.6 20.6 11.9 116
Medium- 21.7 30.1 16.0 14.5
poverty
High-poverty 332 32,6 293 15.3

Avre students in schools serving predominantly poverty-
level or minority student populations more likely to be
taught by out-of-field teachers than students in schools
serving predominantly not poor or white students?

There were also differences in the amount of out-of-
field teaching across different types of schools, but this
depended on the type of schools compared and the fields
examined. Notably, although in some fields there appear
to have been slight differences in levels of out-of-field
teaching between high and low-minonity schools, in no
fields were these differences statistically significant.

In contrast, school poverty levels were clearly related
to the amount of out-of-field teaching and the differences
were in the direction predicted by the literature on
educational inequality. That is, in no fields did high-poverty
schools have less out-of-field teaching than did low-poverty
schools, while in several fields, students in high-poverty
schools received distinctly more out-of-field teaching then
in low-poverty schools. For example, a third of English
students in high-poverty schools, as opposed to 16 percent

in low-poverty schools, were taught by teachers who did not
have at least a minor in English, English education,
language arts, literature, reading, communication or
journalism. There was, however, little difference in out-of-
field teaching in social studies between schools of different
poverty levels. Regardless of the school poverty level, all
had relatively low levels of out-of-field teaching in social
studies.

Are students in low-track, or lower-grade level classes, or
classes predominantly comprised of minority students,
more likely to be taught by out-of-field teachers than
students in  high-track, higher-grade level or
predominantly white classes?

The amount of out-of-field teaching was not equally
distributed across different types of classes and groups in
schools. These data are displayed in table 2.

Table 2 - Percentage of public secondary school students enrolled in
classes taught by teachers without at least a minor in the field, by
field and selected classroom characteristics

Social
English Math Science _ Studies
Total 20.8 26.6 16.5 134
Type or Track
of Class:
Low-track 247 335 204 143
Medium-track 11.8 15.7 9.2 8.9
High-track 11.2 20.4 7.2 11.2
Minority
Enroliment
of Class: .
Low-minority 19.2 22.7 14.6 123
Medium- 19.9 242 17.7 15.0
minority
High-minority 25.2 36.1 19.6 143
Grade Level
of Class:
7th grade 32.2 48.8 31.8 239
8th grade 329 37.1 238 19.7
9th grade 15.7 18.1 10.7 8.7
10th grade 11.1 16.8 89 88
11th grade 11.2 159 6.4 6.8
12th grade 13.9 242 13.1 11.3
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In several fields, students in high-track classes had less
out-of-field teaching than did those in the low-track classes.
For instance, about one tenth of students in high-track
English classes were taught by out-of-field teachers. But,
about one quarter of those in low-track English classes
received out-of-field teaching. There was, however, little
difference in levels of out-of-field teaching between the two
higher tracks - the honors/gifted/AP track and the college
preparatory track.

In contrast to tracks, there was little difference in out-
of-field teaching between predominantly white and
predominantly minority classes. In none of the fields was
there a statistically significant difference in out-of-field
teaching between high-minority classes and low-minority
classes.

There were, however, some distinct differences
between the junior high school grade levels and the senior
high school grade levels. Students in grade 7 were more
likely to have received out-of-field teaching than were 12th
grade students in all fields, with the exception of math. For
example, about one third of science students in 7th grade
were taught by teachers without at least a minor in any of
the sciences or science education; while this was true for
only about a tenth of the science students in 12th grade. In
some fields, students in grade 8 were also more likely to
have received out-of-field teaching than were 12th grade
students. There were not, however, distinct differences
among the senior high grade levels. Ninth grade students,
for example, were not necessarily more likely to have been
taught by an out-of-field teacher than were 12th grade
students.

Discussion

The data clearly show that many students in public
schools in grades 7-12, regardless of the type of school,
were taught core academic subjects by teachers without at
least a college minor in the field taught. They also show
that there were some distinct inequities in the distribution of
out-of-field teaching across schools and classrooms. This
article does not, however, address the question of what are
the reasons, causes or sources of out-of-field teaching, nor
why some schools or classrooms have more it than others.
Other analyses using SASS data to examine out-of-field
teaching offer some insights and I will review these below.

Many have argued that out-of-field teaching is a
problem of poorly trained teachers. As indicated earlier,
this view is incorrect. Out-of-field teaching is not due to a
lack of education on the part of teachers but is due to a lack
of match between teachers’ fields of training and their fields
of assignment.

Other educational analysts have argued that out-of-field
teaching is due to teacher shortages. There is some truth to
this view. Some schools do report having difficulties

finding qualified candidates for teaching job openings and
school administrators commonly tumn to the use of substitute
teachers, in-school reassignments and hiring of the
underqualified as coping strategies. Out-of-field teaching
is the inevitable result of these kinds of coping strategies.
But, contrary to conventional wisdom, neither out-of-field
assignments nor teacher shortages are primarily due to
increases in either student enrollments or teacher
retirements.

The demand for new teachers is primarily from teacher
turnover, not increases in student enrollments. Moreover,
poor working conditions, not teacher retirements, create
most turnover. Hence, shortages result most often from
poor working conditions. Low teacher salaries, little faculty
input into school policies, and rampant student discipline
problems all contribute to teacher turnover. Improving
these things would decrease turnover, which would quickly
eliminate shortages. It would also remove much of the need
for out-of-field assignments in the first place.

This points to an alternative explanation of out-of field
teaching -- the low status of the occupation. Unlike in many
of the other developed nations, teachers in the U.S. are
largely treated as low and semi-skilled workers. The data
suggest that out-of-field teaching is not an emergency
condition, but a normal and ongoing practice in many
schools. This prevalence attests to how widely accepted is
the idea that teaching does not require any special expertise
and that teachers are like interchangeable blocks that can be
placed in any empty slot regardless of their type of training.
Clearly, if teaching was treated as a highly valued
profession and provided with commensurate rewards,
respect and working conditions, there would be no problem
attracting and retaining more than enough qualified
teachers, and out-of-field teaching would neither be needed
nor permitted.

Related to the question of the causes of out-of-field
teaching, is a second question - why do some schools have
more of it than others? In particular, why do low-income
schools have higher levels of out-of-field teaching?

As mentioned earlier, one view, widely held among
critics of educational inequality, is that low-income schools
are not able to attract, or to retain, adequately trained
teachers because they are unable to match the salaries,
benefits and resources offered by more affluent schools. As
a result, these critics hold, such schools have difficulties
hiring adequately trained teacher candidates and suffer from
high levels of teacher tunover (e.g., Kozol 1990; Oakes
1990).

There has, however, been little empirical verification of
this view and, moreover, data from SASS suggest that this
explanation may not be entirely correct. The data show, for
example, that starting-level and advanced-level salaries in
high-poverty schools are not appreciably lower than in other
schools. In addition, teacher turnover rates are also not
appreciably higher in low-income schools (Ingersoll
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1995a). Low-income schools do appear to have slightly
more difficulty in filling teaching openings. But, these
differences appear to account for some, but not all, of the
high levels of misqualified teachers in such schools. SASS
data show, for example, that there are several factors
besides the overall poverty or affluence of the student
population that are related to the degree of out-of-field
teaching in schools. For instance, school size and sector
are both strongly related to out-of-field levels; small schools
and private schools both have distinctly higher proportions
of out-of-field teaching (Ingersoll 19952, 1996¢). These
issues warrant further research.

An additional important issue concerns equalities in
access to qualified teachers, according to the race/ethnicity
of students. As noted above, it is commonly believed
among education analysts that both poor and minority
students do not have equal access to qualified teachers (e.g.,
Kozol 1990; Oakes 1990). In contrast, this analysis finds
few distinct differences in levels of out-of-field teaching,
according to the proportion of minority students in
classrooms or in schools. This does not mean, of course,
that there are no inequalities in access to quality teaching
and quality teachers, according to the race/ethnicity of
students. There may be other kinds of differences in access
that are not revealed by the data and measures used in this
analysis. Moreover, this analysis does not separately
examine different minority groups and, hence, there may be
differences in access between different minority groups not
revealed here. What this analysis simply shows is that
minority students, as a whole, were not more likely to have
been taught by out-of-field teachers. Moreover, it also
corroborates the importance of distinguishing between
race/ethnicity and income/poverty characteristics of student
populations.
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USING QUALITATIVE METHODS TO VALIDATE QUANTITATIVE SURVEY INSTRUMENTS
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Surveys are among the most cost-effective and least
burdensome methods of collecting data on schools,
classrooms, and teachers, but both researchers and
respondents know that brief, self-report strategies may
not portray a picture of instruction as sufficiently as
needed to confidently assess instructional effectiveness.
For a project at the National Center for Education
Statistics (NCES) designed to investigate techniquesand
instruments to measure and understand the instructional
processes used by eighth to tenth grade mathematics
teachers, we used a multi-step pilot-study process to
construct, refine, and validate survey instruments. In
the process, we honed our knowledge about instruments
and methods for collecting accurate, valid, and
meaningful information that can be incorporated into
future national data collection schemes.

In this paper, we outline the project scope, describe
the data collection methods used, and assess their role in
evaluating survey responses and improving instruments
to provide portraits of relevant classroom processes. A
complete description and assessment of this project is
reported in Mullens and Leighton (1996).

The Classroom Instructional Processes Study

The NCES project, "Understanding Classroom
Instructional Processes," was designed to (1) develop,
pilot, and evaluate methods for collecting data on
classroom instructional practices; (2) explore the
combined use of questionnaires and related teacher log
forms to portray classroom instructional processes; and
(3) determine the feasibility of incorporating such
methods into future NCES surveys or other data
collection efforts. The project piloted focus groups and
case studies (using classroom log forms, observations,
and artifact collection) to assess the completeness and
accuracy of data obtained from questionnaire responses.
Through this process, we used qualitative methods to
validate responses on quantitative survey instruments.

The results were intended to help NCES make
decisions about data collection methods and instruments
with which to develop an accurate portrait of eighth to
tenth grade mathematics instruction. Having such data
would expand NCES’s ability to respond to Congress,

other offices in the Department of Education; and other
federal agencies, state departments of educaton,
associations concemed with elementary and secondary
education, and education research organizations. Data
from previous surveys on similar topics have been used
by all of these sectors, and in recent years there has
been interest in expanding the scope of these data.

Context

Increased use of high stakes student testing as a
measure of educational productivity has led to increased
interest in determining the precise contribution of
schooling to achievement, distinct from, for example,
the contributions of prior learning or socioeconomic
status. Experts in identifving the correlates of student
achievement, such as Porter (1991) and Schmidt (1995)
argue that many factors are at work: the content must
be presented cogently, using subject-specific
instructional techniques appropriate to both the material
and the students’ prior knowledge, and with emphasis
matched to the topic’s relative importance among
desired outcomes. Valid and reliable assessments of
instructional content and practices can contribute to
descriptions of educational experiences, help explain
achievement outcomes, and inform educational policy
development at the local, state, and national levels
(Burstein, Oakes, Guiton, 1992; Smith, 1988; Murnane,
1987). Despite this, minimal data on instructional
practices are available from a nationally representative
sample of U.S. classrooms.

This study builds on a prior review of existing
measurement approaches (Mullens, 1995), and focuses
on four major dimensions of classroom instruction: the
conditions and context that direct or influence a
teacher’s selection of content and instructional methods;
the course content and emphasis on those topics;
patterns of classroom pedagogy and how teachers
approach the process of teaching; and the resources
available and used in the classroom

Research Question

The study goal was to produce and evaluate
instruments and methods that would provide data on
how the instructional processes and content of eighth to
tenth grade mathematics classes vary across the country.
Within this overall goal, we also expected to advance
our understanding about instruments and methods for
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capturing accurate and meaningful information about
classroominstructional processes: information that could
be incorporated into national data collection schemes.
Data from the field tests coutd provide evidence with
which we could understand more about the items and
instruments themselves. The full study explored three
measurement questions, one of which is the focus of this

paper:

Do qualitative data collection instruments and
techniques provide validating information with
which we can better construct questionnaires?

Studv Design
We selected mathematics as the focus of this study

because it is a core subject of great interest to policy
makers and thus one in which early exploratory work
already provided a sound research foundation for further
study. Within this content area, the study concentrated
on eighth to tenth grade mathematics courses, covering
topics in pre-algebra, algebra, and geometry: the math
courses designed to serve as a "bridge" to more
advanced math courses, and to offer students a
conceptual understanding of mathematics with broad
applications in life.

From preliminary research, we decided to validate
the teacher questionnaire through focus groups and case
studies. Focus groups are roundtable open discussions
with small numbers of respondents who had aiready
completed the questionnaire, to examine each item for
unfamiliar or inexact terminology and how well the
items and their responses represented their own
teaching.

Case studies of classroom teachers included
observing their teaching, having them maintain daily
logs, and collecting artifacts of their instruction. We
observed classroom instruction to evaluate the
completeness of the instrument, looking especially for
conceptual gaps in our understanding of how instruction
occurred, and in how it was represented on the
instruments. Daily logs, or diaries, were records
documenting leaming objectives, teachers’ actions,
students’ activities, and the materials used during a
single class. Four weeks of data enabled us to evaluate
the consistency between teacher’s questionnaire
responses and her daily recordings of activities.
Examining the instructional materials or artifacts used
by teachers during that same period of time were
intended to provide information on the same events
from a different slant.

Elements of these processes to validate questionnaire
items have been explored and improved in several .
recent studies in this field, including Reform Up Close
(Porter, Kirst, Osthoff, Smithson, & Schneider, 1993),
Third International Study of Mathematics and Science
(1991), and Validating National Curriculum Indicators
(Burstein, McDonnell, Van Winkle, Ormseth, Mirocha,
& Guiton, 1995).

We piloted our instruments and process in two
school districts, revised them, and obtained OMB
clearance. We fieldtested the instruments and process
in three school districts: one was a large, independent,
urban district on the West Coast; the second was a large
city/county urban district in the Southeast; and the third
was a smaller, suburban/rural, county district in the
Mid-Atlantic region. In all, 111 teachers completed
questionnaires, and seven teachers, one or more from
every field test site, participated in the case study.

Data Collection Methods

We used focus groups and case studies to validate
responses on the teacher questionnaire.

Focus Groups
At each of the three sites, all teachers of eighth,

ninth, and tenth grade mathematics received a letter of
invitation that explained the study and requested their
participation. Attendance at the seven voluntary focus
group meetings ranged from one to 12 teachers and
totaled 38. Teacherscommented on their understanding
of the item’s intent and the appropriateness of the
response format.

The greatest teacher concern across all sites was not
(as we suspected) that the teacher questionnaire would
not adequately portray their teaching, but that the
particular class they were asked to describe (the first
instructional period of the day) was not representative of
their whole teaching load. Specific characteristicsof the
students in that class, according to most teachers, caused
them to teach in some manner they felt was not
representative of their overall efforts. Despite this
concern, most focus groups came to the conclusion that
while there was no single period that would catch each
of them at their most representative, the combined
results of all sampled teachers would indeed represent
the overall collection of the activities of all teachers
throughout the day.

16



Case Studies

Volunteer case-study teachers were observed by a
project researcher, kept a daily log of classroom
instructional activities and those of the students in their
designated class during a four-week period, and
collected instructional artifacts. The project had seven
case studies.

Classroom logs. Information from classroom logs
was used to assess the consistency of teachers’ daily
recordings of classroom practice with their one-time
account of practice from the teacher questionnaire. The
picture of classroom practice obtained from multiple
weeks of log form data is a finer grained view of the
enacted pedagogy than that provided by a teacher’s
questionnaire responses summarizing a semester of
practice. For both practical and perceptive reasons,
completing logs daily (or at most, weekly) is likely to
result in more accurate data than a one-time
retrospective survey. Because logs rely on teachers’
short-term memory rather than their long-term memory
and the summative ability needed for the questionnaire,
the resulting data can be presumed to be more accurate.
Furthermore, teachers may be more inclined toward
honest accounts on a daily rendering since a single daily
log, unlike teacherquestionnaireresponses, becomesone
of many depictions of their practice. Classroom logs
were also intended to be used by researchers to record
events and activities as they observed in classrooms.

A weakness of prior research had been the inability
to use data from classroom logs to estimate the
reliability of questionnaire items (Porter, 1993). This
difficulty stemmed from using different items of the log
than were included on the questionnaire. We designed
the log to be completed by case-study teachers as a
record of the classroom instruction occurring during a
single class period so that the data from four weeks of
logs could be used to evaluate the validity of the
teacher’s responses on the questionnaire. To make this
direct link possible and to build on the knowledge
gained from prior research, we constructed the log by
directly copying specific items and activities from those
on the questionnaire; frequency response options
covering a semester were replaced with time per use
response options covering a single period. Sharing
identical items between the two instruments was
intended to facilitate the later comparison of the
teacher’s daily logs with her responses on the survey.

Classroom observations. Researchers observed
case-study volunteers to help them understand the
function of the classroom log and the process of using

it. After observing the teacher instructing the targeted
class, both the researcher and the case-study teacher
completed a log form. Teacher and researcher then
comparedobservations, discussing differencesin coding.
For all but two teachers, those differences were slight.
Because these teachers had participated in the focus
group discussions of the items, most already understood
nuances of meanings that might make a difference in
how they recorded their instruction. Researchers had
enough concerns about the coding patterns of one
teacher, however, to repeat the calibration process a
second time.

Artifact collection. To provide further detail about
their lessons (and reduce the need for written
explanations), case-study teachers were asked to submit
certain instructional items figuring prominently in
lessons for the designated class. Such instructional
items included copies of homework and in-class
assignments; directions for papers, reports, or projects;
copies of tests and quizzes; and any other written
assignments. These artifacts were intended to provide
another avenue through which researchers could
interpret the teacher log data for each lesson.

Assessing the Methods

While each qualitative method helped validate the
quantitative data obtained from the teacher survey, some
contributed more information than others to our
analysis.

Focus Groups
The purpose of focus groups was to provide

respondent feedback on the survey instrument. They
served that purpose well, and, unexpectedly, proved to
be a major source of case-study volunteers. Especially
at the beginning, focus groups allowed researchers to
directly hear respondents’ comments and probe their
exact meanings. Such exchanges allowed both
researchers and respondents to raise and explore many
issues usefully, to validate the relevance of certain items
across sites, to hone wording, and to generate additional
ideas of emerging instructional practices. For example,
an earlier version of the questionnaire included
“calculator" on the list of instructional materials.
Teachers were asked to indicate if calculators were
available for use by students. In one focus group,
teachers suggested that was not the issue. They had
plenty of calculators available and even sufficient
batteries. But the calculators were not sophisticated
enough to do the kinds of operations the teachers
wanted to teach their students. Because of that
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discussion, the item was changed to "appropriate
calculator”.

Teachers at another site complained that the
questionnaire afforded them no opportunity to indicate
they structured their classes around cooperative learning
strategies. They explained that cooperative learning was
a major effort in the school district’s instructional
program, yet there was no place on the questionnaire to
indicate the use of that strategy in the classroom. When
that same comment was heard in anotherlocation, it was
added to the list of teacher activities and student
activities.

As the project continued and researchers held
additional focus groups in new fieldtest sites, however,
the utility of additional information new to researchers
substantially decreased. @ We obtained little new
information from the later focus groups.

Case Studies

The case studies provided substantial information
with which to assess the construction of the teacher
questionnaire.

Classroom logs. The project was not funded to
design a process to validate the reliability of

questionnaire items, but to fully understand the benefits
and limitations of the information that we could obtain
from logkeeping, we measured the consistency between
teachers’ daily reports of instructional activities and
their semester report of the same activities. Assuming
that the daily log reports had a higher level of teacher
reporting accuracy than the questionnaire responses for
reasons stated above, we used log responses to assess
the reliability of the questionnaire responses. For each
case-study teacher, we compared the sum of log-
reported activities across a representative four week
period with that teacher’s questionnaire-reported
activities over the semester. For example, if the
questionnaire responses indicated that the teacher
stimulated student discussions of multiple approaches
more than once a week, we expected to see confirming
entries of such discussions on the teacher’s daily log.
This provided a measure of the reporting reliability of
individual questionnaire itemns.

Our sample of seven case-study teachers was
purposive and too small to generalize to the larger
sample of all survey respondents; nonetheless, Table 1
illustrates the type of information we might obtain using
this process with a larger and appropriately random
subsample of case-study teachers.

Table 1: Examples of consistency between (a) teachers’ survey responses describing a semester of classes and (b)
their class log entries over a four-week period, on the same teacher activity (nonrandom sample, N=7).

Percent agreement

. Percent direct within one survey
Teacher Activities agreement response value category
Provide individual or small group tutoring as needed during
individual seatwork or sma.ll’r grougp actgg%m involving everyone 100 NA
Lecture, perhaps occasionally using the board or overhead
projector to highlight a key term or present an outline 71 86
Demonstrate a concept, using two-dimensional graphics such as
drawings on the board, overhead projector, or computer 71 86
Provide supplemental--remedial or enriching--instruction to a pull-
out group v&ﬂe the rest of the class works In assignments 71 86
Administer a test or a quiz ' 57 86
Demonstrate a concept, using three-dimensional tools such as
manipulatives, models, or other objects 57 71
Lead students in discussion, recitation, drills, or question-and- 43 100
answer sessions
Observe or monitor student-led discussions 43 57
Work on administrative tasks while students work on assignments 29 37

Table reads: In a nonrandom sample of seven teachers over four weeks, teachers’ responses on a survey item about tutoring were
consistent in 100 percent of caseswith their responses on the log item on the same topic. Teachers’ responses on the survey item
about lecturing were consistent with their log responses in 71 percent of cases and within one response value in 86 percent of

cases.
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These data, reporting consistencies between the
teacher questionnaire and the log form for teacher
activities from item 13 of the questionnaire, suggest that
teachers’ recollection of their instructional behavior
varies according to the activity being reported.
Examining the extreme cases, for example, there was
one hundred percent consistency between teachers’
reports on the questionnaire and on their daily logs
about the frequency with which they provided individual
or small group tutoring. Teachers apparently remember
that type of instruction well. There was far less
agreement (29 percent) between questionnaires and logs
on how often the teacher works on administrative tasks
while students work on assignments. Temporarily
relaxing stringency to assess agreement within one
survey response category increases the level of
consistency between logs and questionnaires on this
same item but only to 57 percent.

For four items, the rate of agreement between
responses on the two instruments is above 70 percent,
while in five it is 57 percent or less. To better
understand these differences, we examined the direction
of the mismatch of the five items with low agreement
for possible evidence of socially desirable questionnaire
responses. For three such items, data from the daily
logs reported that the following activities actually
occurred more frequently than teachers’ questionnaire
responses would indicate:

¢ administrative tasks
e drill and recitation
¢ student-led discussions

In one light, these responses may show evidence of
social desirability, since the first two activities could be
considered old fashioned or less than desirable in a
climate of reform. Such an argument would suggest
that subtle pressures may have influenced teachers’
questionnaire responses. That student-led discussions
appear to have actually happened more often than
teachers indicated they did does not seem to follow that
same explanation.

For two other items, data from the daily logs
suggested that the following activities occurred less
Sfrequently than teachers’ questionnaire responses would
indicate:

¢ demonstrating a concept with three-dimensional
tools
¢ administering a test or quiz

11

These differences suggest that teacherslike to think they
use three-dimensional manipulatives more than they
actually do and that teachers administer fewer tests and
quizzes than they might think.

Recalling again that this is only a demonstration
analysis based on seven nonrandom sets of logs, we
suggest no generalization of results beyond these seven
teachers. The process, however, seems to show promise.
Specific results from a larger and representative
validation study might be different, but would likely be
no less interesting.

Classroom observations. We designed the
classroom observations of case-study teachers and the
later discussion about completed log forms to provide
those teachers with an experiential-based understanding
of the meanings of the log form terms, and with practice
in completing the form. Discussing specific events
occurring within a particular class and how they
translated into log form responses established common
understandings of log form terms more directly than
would have resulted from an abstract discussion only.
Conducting multiple classroom observations across
different sites and the resulting observation data also
provided researchers with evidence with which to assess
(1) the ability of the survey instrument to porway
classroom processes accurately and (2) the match
between actual classroom practice and survey scope,
individual items, and response formats. In addition. the
nonjudgmental research approach to discussing the
observed instructional activities proved to be an
unanticipated and effective method for cementing
teacher cooperation and building confidence in the
process.

During the fieldtests, researchers used their copy of
the observation form to record classroom activities as
they occurred, creating a real-time log of the
instructional processes occurring during a single class
session, Having the researcher use a more structured
classroom observation instrument with which to initially
record teacher and student activities and elapsed time
may improve researchers’ understanding of how teachers
record their instructional processes on the log form, and
may result in a more accurate recording of the duration
of instructional elements occurring during instruction
and the order in which they occurred.

Artifacts. We collected artifacts from case-study
teachers to investigate the potential of such documents
to more completely describe or illuminate classroom
instructional processes. Although this process was

13



inexpensive, it afforded little analytical benefit to this
study. The artifacts collected were primarily assignment
sheets and examples of student work. We know in
some cases, and suspect in others, that participating
teachers sent incomplete records of the mathematic
textbooks they used. Textbook pages or items used
during instruction were the most notable void. Those
artifacts we did have were difficuit to assess. We can
identify, for example, what was used during class (e.g.,
a practice sheet) and evaluate some elements of its
content (e.g., estimation) but can tell little from the
artifact itself about the instructional objective being
addressed, how the artifact was used, or the amount of
emphasis given to each element of the artifact. In
further experiments with artifacts, we would investigate
developing (1) a teacher checklist of contextual data
surrounding the artifact’s use within the lesson; and (2)
a specific protocol for assessing important features of
the artifact (such as instructional objective) and its use.
Such protocols may be time consuming (and therefore
expensive) to implement, effectively negating the
original low cost of collecting the artifacts. So although
artifact analysis may have great potential to add
substance to self-reports, the process needs further
attention.

Summary

With this task, we evaluated the usefulness of
supplementary data collection in the form of focus
groups and case studies in contributing to an
understanding of how well our instrument measured the
domains of interest, and how well the survey responses
represented what teachers actually do. The focus group
discussions provided excellent feedback on the survey,
but are limited in the amount of new information
provided by multiple focus groups. The case-study
process, and classroom logs in particular, provide a
valuable estimation of the consistency between
responses on teacher questionnaires and on class logs.
Classroom observation is beneficial to the researcher’s
understanding of the phenomenon under investigation
and to the process of gaining trust for later segments of
data collection, but we were disappointed in the results
of our attempts to use artifacts to expand our
understanding of classroom instructional processes, and
see further experimentation as the key to greater
benefits.

Based on the results of the research described above,
we think certain qualitative methods can expand the
ways in which we validate quantitative survey
instruments. We are currently embarking on a project
to survey a sample of 400 teachers of eighth to twelfth

grade mathematics, engaging a subset of 60 in case
studies. We will use the results reported here to expand
our use of classroom observations and logs to validate |
the quantitative survey instruments.
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INTRODUCTION AND BACKGROUND

The Private School Survey (PSS) is a paper-
and-pencil survey administered by mail to
approximately 27,000 private schools throughout the
United States under the auspices of the National
Center for Education Statistics (NCES), U.S.
Department of Education. The PSS form is generally
completed at the private school site by the principal
school administrator or office administrative
assistant. The PSS is used for many purposes,
including the identification and classification of
private schools in the United States. Specifically,
five PSS items are used to classify private schools
into one of nine categories comprising a typology
scheme designed to enhance federal-level statistical
reporting about U.S. private school education.

The Bureau of Labor Statistics (BLS) was
requested by NCES to conduct a series of tests on
specific PSS questions to improve their ability to
capture accurate information and improve the
classification of U.S. private schools. Of particular
concern was a question asking schools about their
membership status relative to a series of school
associations; this item has, in the past, led to
respondent burden and possible underreporting. BLS
developed a cognitive testing plan to address
questions raised by NCES regarding the PSS. The
purpose of the testing plan was to evaluate the
language and visual construction of the five PSS
questions, the sequencing between and within
questions, and the manner in which respondents
interpret the questions.

The cognitive testing plan is scheduled to be
completed in two years of activities. The purpose of
Year 1 activities was to conduct developmental
questioning and directed probing to obtain
information about the respondent’s response process,
and included a total of eighteen interviews with
private schools and eleven educational experts. Year
| activities were composed of three pretesting waves:
Wave 1 and Wave 3 involved interviews with private
schools, respectively. Wave 2 consisted of
interviews with eleven educational experts
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Feedback obtained from all Year 1
respondents were utilized to develop revision(s) of
PSS questions, which are to be field-tested using a
large national representative sample during Year 2 of
the study. As part of the nation-wide field test, a
validation study to estimate the degree of respondent
error resulting from implementing the new PSS
question(s) will be conducted. The results of Year 2
field-testing will yield a final set of items to be
incorporated within NCES’s Private School Survey.

This paper summarizes findings obtained
through the first year of pretesting conducted during
Waves 1-3. Final recommendations resulting from
Year 1 testing are provided.

METHODOLOGY

Wave 1 Testing: The overall purpose of
Wave 1 testing was to obtain preliminary information
regarding how respondents answered PSS items,
identify problems resulting from the response
process, obtain information about how PSS
information is collected at the private school site, and
compile suggestions offered by participating school
personnel. The original PSS items and an interview
protocol was administered to nine private school
respondents. Data collected from Wave 1 testing was
used to develop preliminary revisions of the PSS
items that could be tested in latter waves of testing.

Participating Schools:  Private schools
were categorized using grade level [kindergarten,
elementary, and secondary] and type of affiliation
[formal religious, informal religious, and non-
sectarian] as major variables. The intersection of
these two variables (and their three levels,
respectively) resulted in the generation of a 3 X 3
matrix. One school was selected to represent each
matrix cell. Wave 1 private schools were selected
randomly from a computer-generated listing
produced by NCES, which comprised all private
schools in Miami, FL, Atlanta, GA, Boston, MA, and
Minneapolis-St. Paul, MN. Private schools were
selected from all four states, such that each of the
nine cells in the 3 X 3 matrix would be represented.
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Data Collection Procedures: Wave 1
respondents were private school administrators
and/or administrative assistants responsible for
completion of the PSS on behalf of the school.
Participants were contacted by telephone and
appointments were scheduled at a mutually
convenient time. Interviews were conducted at the
private school site and were approximately one hour
in length. Respondents participated voluntarily and
were not paid for their participation.

Cognitive Interviews: Interviews consisted
of face-to-face cognitive tasks and the administration
of an interview protocol. Respondents were queried
about several aspects of the PSS, including: the
definition of the terms “orientation,” “purpose,” or
“affiliation;” the meaning of the term “school
association;” and the process by which schools
become members of a school association.
Respondents completed a task in which they
clustered 38 private school associations into groups
and labeled them. They also provided a list of
associations with which the school is affiliated. Their
feedback and recommendations were used to develop
preliminary revisions of the PSS items and examine
their effectiveness in latter Waves of pretesting.

Wave 2 Testing: Wave 2 testing involved
the conduct of cognitive interviews with eleven
educational experts, representing national-level
educational and religious school associations, based
primarily in the greater metropolitan Washington
D.C. area. Experts were consulted regarding the
original PSS items, preliminary revisions of the PSS
items, conceptual definitions, and their insights into
private  education. Their feedback and
recommendations were used to modify ' the
preliminary revisions of the PSS items and improve
their efficacy and appropriateness for future testing.

Data Collection Procedures: Eleven
association representatives were contacted by
telephone and appointments were scheduled at a
mutually convenient time. Interviews  were
conducted face-to-face at the association site and
were approximately one hour in length. Respondents
participated in the study voluntarily and were not
compensated for their participation. All interviews
were conducted within the greater metropolitan
Washington, D.C. area (including Maryland and
northern Virginia) and the state of Missouri.

Cognitive Interviews: Experts were
queried about the PSS questions, conceptual

definitions, and their insights into private education.
Experts completed the original PSS items as though
they were staff members in one of the schools
belonging to their association. Many experts had
been teachers and/or school principals and were able
to accomplish this task easily. Feedback was
obtained from the experts regarding the effectiveness
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of the original items. Experts also evaluated
preliminary revisions of the PSS items, and provided
their opinions about the effectiveness of the proposed
revisions. Their responses and additional comments.
were used to generate a final version of the PSS items
to be tested with private schools during Wave 3
testing.

Wave 3 Testing: The major objective of
Wave 3 testing was to test the effectiveness of the
newly revised PSS item revisions and compare their
effectiveness to the original PSS items, as part of an
interview conducted with private school respondents.
Respondents were encouraged to offer comments and
suggestions regarding the effectiveness of the revised
versions of the PSS items.

Participating Schools: The 3 X 3 matrix
used during Wave | testing was used to identify
private schools participating in Wave 3 activities.
Nine private schools were randomly selected from a
computer-generated listing provided by NCES of all
Washington, D.C. area private schools (including
Maryland and Northem Virginia). Private schools
were selected to ensure greater representation of
private schools across the nine-part typology used by
NCES; specifically, a home school, an Islamic
school, an Orthodox Jewish school, a Montessori
program school, and a school that only serves
students with identified leaning disabilities were
identified to enhance the representativeness of
sampled private schools.

Data Collection Procedures: Wave 3
respondents were private school administrators
and/or administrative assistants responsible for
completion of the PSS on behalf of the school.
Participants were contacted by telephone and
appointments were scheduled at a mutually
convenient time at the private school site. Interviews
lasted approximately forty-five to sixty minutes.
Respondents participated in the study voluntarily and
were not be paid for their participation.

Cognitive Interviews: The nine interviews
consisted of a face-to-face cognitive interview and a
brief, customized set of questions geared to the
specialized needs of the participating private school.
Respondents also completed the original and revised
versions of Item 15(a)-15(d) and the original and two
revised versions of PSS [16]. Respondents provided
their evaluation of each version of the PSS items, and
were encouraged to offer suggestions about ways to
making the PSS .more relevant to the specialized
needs of their school. These informal interviews
were designed to obtain additional information about
the diverse and varied group of private schools who
participated in the study.
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Pretesting Results: Issues Associated with
Completing Each PSS Item

15(a): Does this have a religious orientation,

purpose, or affiliation?

Response Issues: Pretesting identified the following
potential sources of response error:

1. Respondents generally distinguished the terms
religious  “orientation” and “purpose” from
“affiliation,” which was perceived to refer to a formal
relationship with an established religious group,
institution, or denomination, with possible
implications for school finances, curriculum, hiring
practices, and expectations of students.

2. Many respondents had difficulty distinguishing
religious “purpose” from “orientation,” which were
perceived to be virtually synonymous, and generally
agreed that a school with a religious orientation or
purpose is not necessarily beholden in any way to a
religious institution or group. Those respondents
who distinguished “purpose” from “orientation”
reported that a private school’s purpose stems from
its orientation or vice versa.

3. Some respondents reported that some private
schools have a formal affiliation with a religious
organization, yet have no actual religious orientation
or purpose. These schools were often originally
founded by an established church, but no longer
maintained a religious orientation, purpose, or
programming. These schools differ from schools that
maintain a religious affiliation with a religious
organization or body, and/or a religious orientation or
purpose that is expressed in the school’s daily life.

4. Experts also identified problems in distinguishing
the three terms “orientation,” ‘“‘purpose,” and
“affiliation;” however, they were unable to achieve
consensus regarding the best means to improve 15(a).
5. Definitional problems affect responses to 15(a),
but can also affect responses to 15(b) and 15(c).
Respondents who endorse “yes” to 15(a) are directed
via an accompanying arrow to respond to 15(b) and
15(c), while respondents who select “no” are directed
via another arrow to “GO to item 16, page 10.”
Thus, errors in responding to 15(a) can result in
response errors for Items 15 (b) and 15(c).

Final Modification of Item 15(a): Pretesting results
verify that the use of all three terms “orientation,”
“purpose,” and “affiliation” is necessary to account
for the subtle complexities associated with the many
types of relationships religiously-oriented private
schools have with religious institutions and/or
groups. As presently worded, 15(a) appears to most
effectively capture the greatest number of correct
endorsements. Therefore, no modifications were
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made to 15(a), and its originally form was retained
for the PSS field test.

15(b): Is this schoolprogram formally affiliated
with a national religious denomination?

Response Issues: Pretesting identified the following
potential sources of response error:

1. The term “formally affiliated” was conceptually
difficult for many respondents. Because some
private schools are operated independently by a
single church or temple that sponsors the school,
many respondents (including Jewish and non-
denominational Christian respondents) do not
perceive themselves to have a “formal” affiliation
with a national religious denomination, and fail to
endorse “yes” to 15(b).

2. The terms “national” and “denomination” in the
phrase “national religious denomination” provided
sources of cognitive confusion for some respondents.
Roman Catholic, Jewish, and Islamic respondents
were unclear whether they should endorse “yes” to
15(b), because they perceived their religions to be
international rather than “national” in scope.
Similarly, the term “denomination” had little
meaning for these respondents; many favored the use
of a more inclusive term less associated with
Protestant mainstream religious groups, such as
“organization” or “institution.” These issues were
also identified by the experts during Wave 2 testing.

Final Modification of Item 15(b): Item 15(b) was
revised to address the potential sources of response
error identified through pretesting. The following
modifications were made to 15(b) to facilitate the
respondent’s ability to endorse the appropriate
response:

e Item 15(b) was revised to drop the word
“national,” which posed difficulties for many
religiously-oriented respondents This
modification was approved by all nine
respondents during Wave 3 testing (including
Jewish, Roman Catholic, and Islamic).

e The term “formally” was dropped and replaced
with “affiliated in some way” to account for all
possible types of affiliations private schools may
have with a religious group and/or a single
religious institution (e.g., church, temple, etc.).

e The phrase “religious denomination” was
amended to read “religious denomination or
organization” to include all respondents from
religions that do not recognize the term
“denomination;” this should facilitate the
respondent’s  ability to endorse “yes”

appropriately. The term “organization” was

added because it subsumes both religious groups
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and individual and
institutions.

e 15(b) was amended for the field test as follows:

independent religious

15(b): Is this school/program affiliated in
some way with a religious
denomination or organization?
15(c): What is this school’s religious orientation
or affiliation?

Response Issues: Item 15(b) contains a list of 20
response options representing major religious groups
that exist in the U.S (e.g., Roman Catholic, Amish,
Calvinist, Islamic, Jewish, etc.). “Roman Catholic” is
the first option provided, because the majority of
U.S. private schools are Roman Catholic. Four
Lutheran options, representing the four major U.S.
Lutheran synods., are also provided within the list.
These options are labeled by their acronyms, and are
not separated from the other available options. The
final option provided is “other;” a blank line is also
provided for respondents who choose to write in a
religious group not included within the list of
options. Pretesting identified the following potential
sources of response error for 15(c):

1. Some respondents were concerned that “Roman
Catholic” was not placed alphabetically in the list,
and hypothesized that its placement as the first option
might offend some respondents. A few experts also
favored alphabetizing the list of religions for this
reason.

2. Some respondents were concerned that the
inclusion of four Lutheran groups within the list of
religious groups may cause the list to appear to be
weighted too heavily in favor of one group.
Therefore, for pretesting Waves 2 and 3, the four
Lutheran groups were collapsed into a single option
“Lutheran.” However, four Wave 2 experts indicated
that all four sub-groupings of “Lutheran” shouid be
retained in the final version of 15(c), because the four
Lutheran Schools groups varied substantively in
management and philosophy, and these distinctions
should be duly noted. All four experts agreed it
would be acceptable to place the four Lutheran
groups under the greater category heading of
“Lutheran.”

3. Respondents reported no problems with the stem
of 15(c) as presented in the current PSS.

Final Modification of Item 15(c): Item 15(c) was

revised as specified below to address the potential

sources of response error identified through

pretesting:

e Because more than one-half of U.S. private
schools are Roman Catholic, it is reasonable,
logical, and convenient to place the most
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frequently selected option first in a list of
options. Three experts representing religious
private school associations (only one of which
was Catholic) agreed it was acceptable to retain
the current placement of “Roman Catholic,”
because of large number of Roman Catholic
private school respondents.  Therefore, the
current placement of the option “Roman
Catholic” was retained for the field test.

e All four types of Lutheran synods have been
retained within the final version of 15(c) to
ensure appropriate representation. However,
these four options have been subsumed beneath
the greater term “Lutheran” and an arrow has
been provided to direct respondents who select
“Lutheran” to the list of four Lutheran synods.

e Based on respondents’ recommendations, the
option “Gospel/Full Gospel” was added to the
list of religious groups provided as options. The
option “Greek Orthodox™ was also replaced with

~ the more inclusive term “Eastern Orthodox.”

15(d): Which of the following categories best

describes this school?

Q Parochial (or inter-parochial)

QO Diocesan

Q Private

Answer this question only if you marked
“Roman Catholic” for question c above.
Mark (X) only one box.

Response Issues: This item is designed exclusively
for Roman Catholic respondents. Response options
represent Roman Catholic organizational structures
that frequently maintain, support, or sponsor the
Roman Catholic private school. The respondent is
directed to respond to 15(d) by an arrow stemming
from the option “Roman Catholic” in 15(c) and
extending along the left-hand margin to 15(d).
Pretesting identified the following potential sources
of response error:

1. Responses to 15(c) can affect responses to 15(d).
Specifically, the arrow stemming from the option
“Roman Catholic” in 15(c), which leads the
respondent to 15(d) is frequently missed by
respondents. Some respondents do not read the
directions supplied beneath the stem in 15(d) which
indicate 15(d) is designed exclusively for Roman
Catholic respondents.  Thus, some non-Catholic
religiously-oriented and non-sectarian respondents
selected “parochial” and/or “private” under 15(d),
because they simply scanned the page, saw the word
“private,” interpreted the item as including all private
school respondents, and endorsed either :parochial”
or “private.”

<4
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Final Modifications of Item 15(d): Item 15(d) was

revised as specified below to address the potential

sources of response error identified through

pretesting:

e Item 15(d) will be eliminated altogether, and the
response options beneath 15(d) will be moved to
a new location beneath the option “Roman
Catholic” within 15(c). By collapsing these
options, Roman Catholic respondents will be
able to proceed directly (by means of an arrow)
to the additional set of options “parochial,”
“diocesan,” and “private,” after identifying
themselves as Roman Catholic in 15(c). All nine
private schools participating in Wave 3 testing
agreed that this revision was an appropriate and
more advantageous solution.

16: To which of the following associations or
organizations does this school belong?

Mark (X) all that apply.

Response Issues: PSS [16] requires respondents to
reply to the question above using a list of 38 private
schools associations from which to identify
associations they belong to; respondents also have
the option to select “None of the Above.” This list is
contains some informal grouping of types of related
associations that are predominately in alphabetical
order. There are also eleven “Other ... “ options,
such as “Other Montessori association(s)” and ¢Other
religious school association(s).” All 38 association
names are presented in the same type, consecutively,
and without breaks.  Pretesting identified the
following potential sources of response error:

l.. The list of associations was haphazardly
organized and difficult to read. Some respondents
had difficulty finding their associations.

2. “None of the Above™ was on the bottom of the list
and respondents who wanted to endorse this option
were required to scan the entire list prior to finding
this option.

3. Many respondents only knew the acronym for an
association rather than the association’s full name
(e.g., AMS - American Montessori Society). This
made completing [16] more difficult for some
respondents, who struggled to remember the full
name of their association.

4. One respondent recommended a line be added for
each of the “other” options provided within the list of
associations so that schools could write in the name
of their school association. This recommendation
was predicated on the assumption that private school
respondents would like to feel they are a part of a
recognized school association. Three educational
experts favored this modification.
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5. Some private school respondents identified
additional associations to be included within the list.
These additional associations were examined to
evaluate whether a sufficient number of schools
pertained to the association. Associations meeting
this criteria were added to final list of associations
provided in [16].

Sorting Task: A sorting task was used to evaluate
whether the list could be divided into major section
headings that would facilitate responding to [16].
The primary objective of the sorting task was to
provide a categorization schema for the private
school associations listed in [16] and simplify the
task of completing [16]. The introduction of
association category headings was hypothesized to
simplify the task of completing [16] by allowing
respondents to quickly scan the list of associations,
and more readily discern where the associations they
belong to are located. Category headings would also
minimize reading required of respondents, decrease
respondents’ boredom and inattention, and decrease
the likelihood that association(s) the school belongs
to is/are missed by the respondent.

A set of sorting cards was created, each
made of durable cardboard and labeled with the name
of an association from the PSS list. Sorting cards
were numbered from 1 to 38, and provided to
respondents in the order of presentation currently
used in the PSS form (e.g., 1, 2, 3,..., 38) to more
closely approximate the actual task of completing
[16].

Respondents were asked to sort the cards
into clusters of associations representing logical and
reasonable groupings. Respondents identified a
mean number of 9.1 cluster names (range 4-14).
Respondents exhibited several patterns when
clustering associations. A common pattern was the
identification of very small clusters of only two or
three associations (e.g., bilingual, international, and
alternative associations). Four respondents identified

‘ten or more such cluster names.

Another clustering pattern that occurred
frequently was the grouping of religiously-oriented
private school associations by religion (e.g.,
Christian, Jewish, and Friends); this pattern emerged
frequently from respondents from religiously-
oriented private schools. Conversely, non-sectarian
schools were more likely to group all religious
associations together under a neutral and inclusive
category name such as “Religious Orientation.”

Some respondents classified a small number
of specialized associations into clusters such as
“Early Childhood,” “Special Needs” or “Exceptional
Education,” or clusters with an educational or
programmatic focus such as “Special Interest” and
“Special Emphasis.” Finally, several respondents

o
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distinguished religiously-oriented associations from
non-sectarian associations, which were labeled
“Independent School Orientation” and
“QOther/Independent non-Religious.”

The task of developing category headings
requires that headings be sufficiently inclusive to
allow several associations to be grouped within the
association heading name. However, it is essential
that the new categorization system be parsimonious,
because the inclusion of too many headings can be
cumbersome and detract from the primary purpose of
simplifying the list of associations. Therefore, a
maximum of three category headings were identified
to simplify the task of completing [16].

Final Modification of Item 16: Item 16 was revised
as specified below to address the potential sources of
response error identified through pretesting:

e Three category headings were identified to
simplify the task of completing [16]: 1)
Religious; 2) Special Emphasis; and 3) Other
School Associations or Organizations. Ten
educational experts unanimously favored this
revision, because it was easier for private school
respondents to grasp. Category headings
provided the respondent with a structure
conducive to ease in responding, and facilitated

visual acuity so that respondents would be less

likely to miss their school association. Several
experts reported respondents would save time by
simply going to the association heading that
contained the association(s) where they were
members. Although the term “Other Private
School Associations or Organizations” might
potentially be offensive to some respondents, the
majority of experts did not anticipate this would
be a serious difficulty.

e Four additional associations were added to the
list as recommended by respondents and experts.

e Acronyms for each association was placed in
parentheses in capital boldface letters next to
each association name, so that respondents that
only recognized the association acronym would
be able to quickly identify the association from
the list. This feature allows respondents to scan
the list of acronyms to find their association, and
should improve the likelihood that respondents
can find their association.

e A screening item was added at the top of the list
to screen out private schools that were not
members of any school association.  This
category would include private schools that 1)
have not yet applied to any associations for
membership; 2) cannot afford association
membership dues; and 3) may not join any
private school associations for religious or other
reasons. The screening item was worded “This
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school/program does NOT belong to any
association or organization [Mark X].”

e An “other” category was provided beneath each
of the major categories, such as “Other Special
Emphasis associations”. This feature would
allow private schools with memberships in
educational associations not included in the
greater list to provide a response so they would
not feel unimportant. “Other” options were
printed in italics to distinguish them from
association names; this feature makes these
options more readily visible.

e Include an “other” option at the bottom of the
list with a line available for respondents to write-
in their school association(s) to alleviate any
possible feelings of inferiority that would result
from failing to check any options provided in the
list; this feature would also allow NCES to
consult with the association and evaluate
whether it should be included in latter versions
of the PSS.

CONCLUSION

The Private School Survey is used to
identify and categorize private schools in the United
States. The first year of testing of the PSS items
resulted in the implementation of several
modifications to the original PSS items. These
modifications were identified through suggestions
made by participating private school respondents and
educational experts during the early Waves of testing.
Revisions were refined based upon feedback received
during latter waves of testing.

Currently, a field test of the revised PSS
items is underway with a proportional representative
sample of approximately 1800 private schools
throughout the United States. The results of the field
test will be compared to responses generated by
respondents who completed the PSS form during the
1996 administration. The comparison group will be
drawn in a manner to ensure its statistical
comparability with the field test sample. The results
of field testing are expected to yield a final set of
items that will be incorporated into the Private
School Survey and used to categorize private schools
throughout the United States.

The opinions expressed in this paper are those of the
authors and do not necessarily represent those of the
Bureau of Labor Statistics or the National Center for
Education Statistics.
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1. Introduction

This paper addresses the most pervasive and
challenging source of nonsampling error in estimates
from sample surveys which is the error associated with
incomplete data. Incomplete data resulting from three
sources are of particular importance in sample surveys:
item nonresponse, unit nonresponse, and
undercoverage.! The concern for nonresponse,
whether item or unit, is twofold. Nonresponse reduces
the sample size and thus increases the sampling
variance. Respondents may also differ significantly
from nonrespondents, thus, the estimate obtained from
respondents can be biased and the magnitude of this
bias may be unknown. Concerns about bias are
generally greater as the rate of nonresponse increases.

The particular focus of this paper is to quantify the
extent of unit nonresponse in the 1993-94 Schools and
Staffing Survey (SASS) conducted by the National
Center for Education Statistics (INCES) and to assess
the impact of differences in the known characteristics
of respondents and nonrespondents for different
subgroups of the survey populations in order to provide
some indication of the potential effects of nonresponse
bias. The results of this study can be used to further
control and adjust survey estimates for bias, and
improve survey operations. While the scope of this
paper is chiefly descriptive, inferential modeling of the
response rates is also provided as an example for future
SASS research.
2. 1993-94 SASS

The 1993-94 SASS is the third study of public and
private elementary and secondary schools in a series of
surveys begun in 1987-88 by NCES. Survey data from
schools, local education agencies (LEAs),
administrators, and teachers in the United States were
collected by mail with telephone follow-up of
nonrespondents first during the 1987-88 school year
and again during the 1990-91 and the 1993-94 school
years. The series provides data on school and teacher
characteristics, school operations, programs and

'Madow, W., Nisselson, H., and Olkin, I. (1983).
Incomplete Data in Sample Surveys, Vol. 1, Report and
Case Studies. New York: Academic Press.

19

policies, teacher demand and supply, and the opinions
and attitudes of teachers and school administrators
about policies and working conditions. The analytic
power of the data is enhanced by the ability to link
survey data for individual LEAs, schools,
administrators, and teachers. In 1993-94 new library,
librarian and student SASS components were initiated
that could also be linked. In addition, computer
assisted telephone interviewing (CATI) facilities were
introduced for the first time during the 1993-94 SASS
and were used extensively for nonresponse follow-up.

The 1993-94 SASS consists of thirteen components:
the School Surveys, the School Administrator Surveys,
the Teacher Surveys, the Teacher Demand and
Shortage Survey, the Library Surveys, the Librarian
Surveys, and the Student Record Surveys. Some
13,000 schools and administrators, and 67,000 teachers
were selected. In addition, 5,500 local education
agencies associated with the selected schools and 100
districts not associated with schools were selected in the
1993-94 SASS. Some 7,600 libraries and librarians,
and 6,900 student records were also selected. Details
pertaining to the frame, stratification, and sample
selection for each of the survey components are
presented in Abramson et al. (1996).

3. Weighted Unit Response Rates

For each survey of SASS, weighted unit response
rates were calculated. The weighted response rates
were derived by dividing the sum of the basic weights
for the interview cases by the sum of the basic weights
for the eligible cases (the number of sampled cases
minus the out-of-scope cases). The basic weight for
each sample case was assigned at the time of sampling
as the inverse of the probability of selection.

In the first stage of this study we tested whether
there is a significant difference between respondents
and nonrespondents for a range of characteristics. To
make this kind of inference to the underlying
population based on SASS data, the conventional
Pearson chi-squared statistic is not appropriate
anymore. Tests were performed using a modified
Pearson test statistic called Rao-Scott3 (RS3).. A

2 Rao, J. and Scott, A. (1981). “The Analysis of

Categorical Data from Complex Sample Surveys: Chi-
squared Tests for Goodness of Fit and Independence in
Two-way Tables.” Journal of the American Statistical
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statistical software package called the WesVarPC® 2.0
provides a convenient procedure for this purpose.
WesVarPC® not only calculates the weighted response
rates, the standard error, the sample size and design
effect, but also provides the Rao-Scott3 statistic that
reflects the complex sample design.

Within the public and private sectors, the results of
the significance tests are fairly uniform. That is, if
respondents are significantly (or not significantly )
different for a variable for a public sector survey
component then they are likely significant (or not
significant) for other public sector components as well.
There are some interesting differences in results of the
significance tests when compared across the public and
private survey components. The most striking contrast
in results exists for the variable “school sampled in
1990-91 SASS”. Whether or not a school was surveyed
in the 1990-91 SASS proved not to be significant for all
of the public school components, while it was
significant for all of the private school components.

Some interesting patterns arise when response
rates are looked at across surveys. Tables 3.1 (public
components) and 3.2 (private components) show the
tests results and rankings of response rates for different
levels of a selected set of variables that are common
across all surveys. For public components the response
rates for minority enrollment and urbanicity show some
very strong patterns. Schools with a minority
enrollment greater than 50.5 percent had the lowest
response rates for all public components except the
Student Record Component. Furthermore, minority
enroliment showed a significant association with
response status for all public components except the
Student Record Component. Urbanicity showed a very
strong pattern, with rural/small towns having the
highest response rate, followed by urban fringe/large
towns, and then central cities with the lowest response
rates. This pattern was the same for all components
except the Student Record Component. But, as with
minority enroliment, urbanicity showed a significant
association with response status for all public
components except the Student Record Component.
For private components the response rates for region
and school size show some patterns. The Midwest
region had the highest response rates for all private
components except the Student Record Component.
While response rates for schools with 1 to 149 students
were always the lowest for all private components

Association, 76: 221-230. Rao, J. and Scott, A. (1984).
“On Chi-squared Tests for Multiway Contingency
Tables with Cell Proportions Estimated from Survey
Data.” The Annals of Statistics, 12: 46-60.

except the Student Record Component. Similar to the
public side region and school size showed a significant
association with response for all private components
except the Student Record Component.

The rankings, when viewed across the public and
private components, show two variables with
similarities - school level and urbanicity. For school
level, eight of the 12 public and private components
have secondary schools with the highest response rate
followed by elementary schools, and then combined
schools. School urbanicity also showed a fairly strong
ranking pattern, where eight of the 12 public and
private components have schools in rural/small towns
with the highest response rate followed by those in
urban fringe/large towns, and then those in central
cities.

4. Hierarchical Response Patterns

In the second stage of this study we examined the
hierarchical nature of the nonresponse in the 1993-94
SASS. The aim was to find out about the jointness of
nonresponse; for example to learn whether
administrators in responding schools are more or less
likely to respond than administrators in nonresponding
schools. Specifically, we tested to see if there is a
significant difference in response rates of each of the
following types of respondents: (1) public and private
school administrators, (2) public and private schools,
(3) public and private school teachers, (4) public and
private school libraries, (5) public and private school
librarians, and (6) local education agencies (LEASs)
when “linked” with the response status of other SASS
components. :

The results indicated that all units in the 1993-94
SASS (e.g. administrators that are “linked” within other
units such as schools) are more likely to respond when
the “linked” unit responds and in a large number of
cases the difference in response is significant
S. Components of Nonresponse/Cooperation Rate

To measure the ability of a survey to establish
contact with sampled units, the reasons for nonresponse
are important In the 1993-94 SASS, three categories of
reasons were recorded: 1) refusal, the nonrespondent
refuses to take part in the survey; 2) unable-to-contact,
contact with the nonrespondent was not able to be made
through the nonresponse followup procedures; and 3)
other, for example the questionnaire was not returned
or the questionnaire was returned but it was incomplete.

Two teacher components had very high unable-to-
contact rates (17.9%). For those instances with high
unable-to-contact rates it is sensible to look at a
cooperation rate, which is the response rate given the
cases can be contacted. The cooperation rate is the
number of interviews divided by the number of eligible
cases contacted: Cooperation Rate = Interview /



(Interview + Refusal + Other). Compare with the
Response Rate = Interview / (Interview + Refusal +
Unable to Contact + Other). The advantage of using
the cooperation rate is that it controls for differences
due to the unable-to-contact cases.  Using the
cooperation rate will eliminate the confounding effect
associated with unable-to-contact cases.

To illustrate this confounding effect the significance
tests for the teacher components were calculated using
the cooperation rates since their unable-to-contact rates
are the highest of all the components and the difference
between their response and cooperation rates were
among the highest (see Tables 5.1 and 5.2 below)

Table 5.1 — Weighted response and cooperation rates:
Public School Teacher Component (Rates in percent)

Table 5.4 — P-value of the Independence Test: Private
School Teacher Component.

Variable P-value base on P-value based on
Response Rate Cooperation Rate

Urbanicity 0.0094 0.0923

New Teacher 0.3206 0.0107

Variable Response Rate  Cooperation Rate
School Type

Regular 88.26 89.25
Non-regular 86.25 88.42

Table 5.2 — Weighted response and cooperation rates:
Private School Teacher Component (Rates in percent).

Variable Response Rate  Cooperation Rate
Urbanicity

Rural/Small town 83.10 85.38
Urban/large town 80.41 82.48
Central City 78.79 82.64

New Teacher

Yes 81.02 85.16

No 80.05 82.76

The tests results for the public teacher component
indicated that using cooperation rates the variable
school type was not significant anymore (see table 5.3).
The reason for this is that the low response rates for the
non-regular schools is due to a higher unable-to-contact
rate than regular schools.

Table 5.3 — P-value of the Independence Test: Public
- School Teacher Component

Variable P-value based on P-value based on
Response Rate Cooperation Rate
School Type 0.0172 0.1092

For the private school component, the lower response
rate in central cities is due to a high unable-to-contact
rate. After adjusting for this, by removing the unable-
to-contact cases, urbanicity is not significant (see table
5.4). On the another hand, there is a high unable-to-
contact rate for new teachers and that caused a low
response rate for the new teachers. After the unable-to-
contact cases are removed, the new teachers have a
significantly higher cooperation rate than the others and
the variable new teacher becomes significant.

6. Multivariate Model (Public School Component)

In the last stage of our study we assessed the
multivariate adjusted effects (on the response rates) of
the significant variables which were identified in the
first stage of our study (see section 3). We fitted
multivariate logistic regression models. In this section
three issues will be discussed: model selection, model
interpretation, and comparisons of univariate
unadjusted results with multivariate adjusted results.

In our model selection, we began with the following
potential variables which were considered in the
univariate analysis: urbanicity, region, school level,
school size, school type, minority enrollment, sampled
with certainty, submitted a teacher list, source, and
sampled in the 1990-91 SASS. Variable submitted a
teacher list, which has the most significant effect on the
school nonresponse, is eliminated from the multivariate
model due to interpretation difficulties. This variable is
more like a questionnaire variable rather than a design
variable in terms of the time we observe the variable.
We can not use it to predict the probability of school
response. The variables sampled in the 1990-91 SASS
and sampled with certainty are dropped from the model
due to their ignorable contribution to the model.

The software package WesVarPC® was used to fit
the multivariate logistic regression model with the
seven selected independent variables as well as seven
separate univariate logistic regression models for those
variables. Table 6.1 presents a comparison of the p-
values for the Rao-Scott, univariate logistic regression
model, and multivariate logistic regression model tests.

It is noted that p-values for the Rao-Scott test (Rao
and Scott, 1984, or RS3 in WesVarPC output) and the
univariate logistic regression are pretty close. The only
significant difference between these two tests is for
variables source and school type, but their p-values are
still comparable. If we test the hypotheses at 0.01
level, both tests will reach the same conclusion of
significance.

However, the multivariate logistic model test results
are very different from Rao-Scott test results and the
univariate logistic model test results, especially for

" variables minority enrollment, urbanicity, region, and
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school type. Variables minority enrollment, urbanicity,
and region are highly significant in the Rao-Scott tests
and the univariate logistic regression model, but they
are not significant at all, with high p-values of 0.3936,




0.1016 and 0.1115, respectively, in the multivariate
logistic regression model when we adjust for other
variables simultaneously. This happens because there
exists an antagonism effect on these variables. We must
take into account of this antagonism effect when we
interpret the effects of minority enrollment, urbanicity
and region. The significant effects of these three
variables shown in the univariate analysis are simply
caused by imbalance of the other significant variables
among these three variables. On the other hand, there
exists an synergysm effect on variable school type. In
the multivariate logistic regression model, school type
is significant (at 0.01 level) with a p-value of 0.0047,
but it is not significant in the univariate logistic
regression model or by Rao-Scott test with p-values of
0.0397 and 0.0719, respectively. That means that some
information about school nonresponse provided by
school type is covered by the noise of other factors.
We must retrieve that part of information by adjusting
to other factors simultaneously through a multivariate
model.

For the other three variables, school size, school
level and source, it seems that there is neither an
antagonism effect nor a synergism effect. The
univariate results are almost identical to the
multivariate results for those variables. The four-level
variable school size is the most significant variable for
explaining the variation of school nonresponse.

The entropy for the multivariate model is 2.13%.
As pointed out by the documentation for WesVarPC®,
this entropy may not be appropriate to measure the
strength of the association.

Table 6.2 presents the parameter estimates, standard
errors, odds ratios and p-values of the tests for the
dummy variables which represent the independent
variables in the multivariate logistic regression model.
The parameter estimates and odds ratios describe the
nature of the association between the school
nonresponse and the selected independent factors.

We found that the response rate of a rural/small
town school is barely significantly higher than a central
city school with an odds ratio of 1.377, although the
overall factor urbanicity is not significant with a p-
value of 0.1016. School level, school size, and school
type are all significant factors for the school
nonresponse. A combined school and an elementary
school are both less likely to respond to the survey than
a secondary school; a smaller school is more likely to
respond than a larger school. The odds ratio comparing
a school with enroliment between 1 and 149 students
and a school with an enrollment of 750 or more
students is 2.316; non-regular school is less likely to
respond than a regular school with an odds ratio about
one-half. However, Minority enroliment, region and

source has no significant effect on the school
NONIesponse.

We also fit a reduced model which eliminates all
dummy variables that are not significant at 0.1 level in
the full model. The results of the reduced model for
school level, school size, school type and source are
almost identical to those in the full model presented in
Table 8.2. However, in the reduced model, urbanicity is
highly significant with P-value of 0.0063, but this p-
value is for the testing the difference of the school
response rate between rural/small town schools and all
other schools. Similarly, the test to compare the
Midwest vs the other three regions is barely significant
at 0.05 level.

In summary, we find that school size, school level,
and school type are the only three factors which have a
significant effect on school nonresponse. Neither the
three-level variable urbanicity or the four-level region
variable have significant overall effects, but a
rural/small town school has a significantly higher
probability to respond than an urban fringe/large town
or a central city school, and the Midwest has
significantly higher response rate than other regions.
Minority enroliment, which is highly significant in the
univariate model, is not significant at all in the
multivariate model. The sample frame source “CCD
update” is a little better than other three sources (close
to significant), but the other three sources are not
significantly different at all.

7. Conclusions '

Results of assessing the differences in known
characteristics of respondents and nonrespondents for
different subgroups of the sampled populations
indicated that patterns of nonresponse among
characteristics such as region, urbanicity, school level,
and school size persisted from the 1990-91 survey
round to the current round. For example, response rates
for rural/small town public schools were the highest
and response rates for central city schools were the
lowest in both 1990-91 and 1993-94. In addition, a set
of characteristics including some of those mentioned
above, whether a school submitted a teacher list, and
minority enrollment in a school were shown to have
significant differences between respondents and
nonrespondents.

One of the more striking results of our analysis
pertain to the examination of whether response patterns
in a survey component are hierarchically associated
with response patterns of linked components. Our
analysis showed response rates were higher among
linked responding units versus linked nonresponding
units. For example, response rates for LEAs were
higher for those LEAs linked with responding schools
versus those linked with nonresponding schools.
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Response rate components (e.g. out-of-scope rates,
refusals, non-locatables, etc.) were examined in an
attempt to provide tools to monitor the quality of the
SASS frame and the corresponding 1993-94 SASS
survey statistics. Out-of-scopes rates for the public
components were lower than their private counterparts.
In addition, out-of-scope rates for the private school
library component, and both the public and private
school librarian components were quite high.
Cooperation rates for components with high non-
locatable rates, such as the teacher component, were
calculated and tested. In most cases, for the teacher
survey, the significance results were different for
cooperation rates versus response rates indicating that
the unable to contact cases had a confounding effect on
the results of these significance tests.

Finally, the results of fitting a multivariate logistic
regression nonresponse model for the public school
component were compared to the univariate level
significance results. School size, school level, and
school type were the three factors shown to jointly have
a significant effect on school nonresponse. These
results show that the effects of some variables on the
response status can be explained by the other variables

hence a reduced model is preferable. The model results
can be used to adjust weights for nonresponse.
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Table 3.1 ~ Public component response rate ranks: Schools and Staffing Survey 1993-94, Public Ad ministrator, School, Teacher,

Library, Librarian, and Student Components.

Component Administrator School Teacher Library Librarian Student
Variable

Minority Enrollment (test result) S S S S S NS
Less than 5.5% 1 1 1 2 3 1
5.5-20.5% 2 2 2 1 1 4
20.5 - 50.5% 3 3 3 3 2 2
Greater than 50.5% 4 4 4 4 4 3
Region (test result) S S S NS NS S
Midwest 1 1 1 2 2 1
Northeast 3 4 4 3 1 3
South 2 2 2 1 3 2
West 4 3 3 4 4 4
School Level (test result) NS S NS S S NS
Elementary 3 2 2 2 2 2
Secondary 2 1 1 1 1 3
Combined 1 3 3 3 3 1
School Size (test result) S S S S NS NS
1to 149 1 1 1 4 4 1
150 to 499 2 2 2 3 2 3
500 to 749 3 3 3 1 3 2
750 or more 4 4 4 2 1 4
Urbanicity (test result) S S S S S NS
Rural/small town 1 1 1 1 1 2
Urban fringe/large town 2 2 2 2 2 3
Centrai City 3 3 3 3 3 1

“S” indicates a significant association between respondents and nonrespondents for the different levels of the variable.
“NS” indicates that there is not a significant association between respondents and nonrespondents for the different levels of the variable.
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Table 3.2 —- Private component response rate ranks: Schools and Staffing Survey 1993-94, Private Administrator, School, Teacher,
Library, Librarian, and Student Components.

Component Administrator School Teacher Library Librarian Student

Variable

Region (test result)
Midwest

Northeast

South

West

School Level (test result)
Elementary

Secondary

Combined

Scbool Size (test result)
1to 149

150 to 499

500 to 749

750 or more

Urbanicity (test result)
Rural/small town

Urban fringe/large town
Central City

4
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“S” indicates a significant association between respondents and nonrespondents for the different levels of the variable.
“NS” indicates that there is not a significant association between respondents and nonrespondents for the different levels of the variable.

Table 6.1 - P-values for Rao-Scott, univariate logistic regression model, and multivariate logistic regression model tests (Public School)
Variable Rao-Scott (RS3 Univariate Model Multivariate Model
Urbanicity 0.0001 . 0.0001 0.1016
Region 0.0030 0.0109 0.1115
Minority Enrollment 0.0002 0.0002 0.3936
Source 0.0175 0.0605 : 0.0746
School Level 0.0100 0.0119 0.0116
School Size 0.0000 0.0001 0.0001
School Type 0.0719 0.0397 0.0047

Table 6.2 - Parameter Estimate, Odds Ratio and P-value: Public School.

Parameter Standard 0Odds

Pairwise Comparison Estimate Error Ratio P-value
Urbanicity

Rural/small town vs Central City 0.32 0.154 1.377 0.0410
Urban fringe/large town vs Central city 0.07 0.159 1.073 0.6600
Region
‘Midwest vs West 0.29 0.162 1.336 0.0844
Northeast vs West -0.12 0.179 0.887 0.4928
South vs West 0.18 0.136 1.197 0.2019
Minority Enroliment .

Less than 5.5% vs Greater than 20.5% 0.16 0.136 1.174 0.2458
5.5-20.5% vs Greater than 20.5% 0.11 0.119 1.116 0.3615
Source

CCD update vs others 0.46 0.254 1.584 0.0746
School Level :

Combined vs Secondary -0.36 0.156 ‘ 0.698 0.0268
Elementary vs Secondary -0.23 0.089 0.795 0.0140
School Size

1to 149 vs 750 or more 0.84 0.156 2316 0.0000
150 to 499 vs 750 or more 0.40 0.120 1.492 0.0015
500 to 749 vs 750 or more 0.30 0.152 1.350 0.0543
School Type

Non-regular vs Regular -0.68 0.229 0.507 0.0047
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1. Introduction

The National Center for Education Statistics (NCES)
conducts a variety of programs to assess the quality of
the data it collects in its surveys. Traditionally, the
emphasis has been to estimate nonsampling error
components in a survey model: reinterview programs
and validity evaluations are part of the overall survey
design for most of its complex sample surveys. This
paper highlights the NCES application of the
reinterview while serving also as an overview of the
techniques and methods that quantify measurement
error which are used in NCES data quality assessment.

2. Programs Purpose and Background

A reinterview -- replicated measurement on the same
unit - is a new interview which repeats all or a subset
of the original interview questions. At the 1991
American Statistical Association (ASA) meeting, the
National Agricultural Statistics Service (NASS)
presented a paper which traced the history of
reinterview studies at NASS. The authors concluded
that “An important product of reinterview surveys has
been the identification of reasons for reporting errors.
These include definitional problems, misinterpretation
of questions and survey concepts, and simple reporting
errors. Such cognitive information obtained from
reinterviews has been valuable in survey instrument
development, training, and the interpretation of survey
results” (Hanuschak et al., 1991).

The purpose of NCES reinterview programs is:

1) to determine how good questions are with respect to
a measurement of the response error and 2) to assess
the quality of the data collected. The extent of the
research effort varies across surveys from small sample
reinterview programs conducted as part of a survey
questionnaire field test to larger samples that range
between 1 and 11 percent of a full-scale study. These
programs have been used for three major purposes:
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e Identifying specific questions that may be
problematic for respondents and result in high
variability

Quantifying the magnitude of the measurement
error

Providing feedback on the design of questionnaire

items for future surveys

Specifically, the purpose of the reinterview is to gain
insight into the adequacy of questions. This gain can be
achieved analytically by measuring two components of
survey response -- response variance and response bias.
These two measures are explained in more detail in
section 5.

Another common purpose of reinterview programs is to
verify that the original interviews were genuine. NCES
often uses a combination of mail and Computer
Assisted Telephone Interview (CATI) for its surveys.
Most of the NCES reinterview programs were done
using Computer Assisted Telephone Interview (CATI)
in a centralized setting. Since the CATI interviews were
closely monitored, it is highly unlikely that a telephone
interviewer could invent or falsify interviews.
Therefore, this aspect of reinterview is not typically a
focus of NCES reinterview programs.

3. Surveys and Reinterview Design

Several NCES surveys have conducted reinterview
programs for more than one round or cycle of the
survey, specifically Baccalaureate and Beyond (B&B),
Beginning Postsecondary Students (BPS), National
Household Education Survey (NHES), Schools and
Staffing Survey (SASS), and Teacher Follow-up
Survey (TFS). Most of the programs do not include the
same items on subsequent rounds of the reinterview,
however. The BPS reinterview programs, for example,
are designed “to build on previous analyses by
targeting revised or new items not previously
evaluated” (Burkheimer et al. 1992). Most of the NCES
reinterview programs were developed to estimate
response variance, but some, such as the Adult
Education component of NHES:95, included a response
bias study as well. However, the surveys that involved



testing, such as the National Adult Literacy Survey
(NALS), the National Assessment of Educational
Progress (NAEP), and the National Educational
Longitudinal Study (NELS) never considered retesting
or reinterviewing because NCES considered such
activities too much of a burden on the respondents.

in NCES

The following issues are considered

reinterview designs:
o Time Lag

Time lag between the original and the reinterview for
most of NCES surveys is usually stated as a range of
days or weeks following the original survey such as
“the reinterviews were conducted in October and
November, about 4 to 6 weeks after the original
interview” (Brick, Cahalan et al., 1994, p. 3-3). Early
Childhood Education (ECE) reinterviews for NHES
were designed for 14 days after the completion of the
original ECE interview, but they were actually
completed between 14 and 20 days after the original
interview. BPS reinterviews were conducted up to 8
weeks after completing the original interview, and
reinterviews in NPSAS were conducted between one
and three months after the original interview.

®  Reinterview Instrument

The reinterview instrument is a subset of the original
questionnaire, but the question wording is almost
always identical between the original and the
reinterview instrument. In some cases, however,
adjustments were made to the question wording in an
attempt to gain more reliable data such as National
Survey of Postsecondary Faculty (NSOPF). This is
most often the case if the reinterview is conducted as
part of the field test and not as part of the full-scale
study. Other case examples are National Postsecondary
Student Aid Study (NPSAS) and B&B.

*  Mode

The mode of reinterviews is usually telephone
regardless of the original interview mode. Conducting
all the reinterviews by telephone violates survey error
model assumptions that require the reinterview to be an
independent replication of the original interview in
order to estimate response variance accurately.
Therefore, SASS included research in its 1991
reinterview program to determine the impact mode
change might have on data quality. Most of the mail
respondents were reinterviewed by mail and the
telephone follow-up cases were reinterviewed by

telephone. Generally reinterviews conducted by mail
showed relatively lower response variance than the
telephone reinterviews (Royce, 1994).

4. Sample Size and Response Rates

The design of NCES reinterview programs typically
includes a target number or percentage of completed
reinterviews. The reinterview sample size for RCG:91,
for example, was 583 with a goal of 500 completed
reinterviews. SASS reinterviews 10 percent of the
School and Administrator samples and one percent of
the Teacher sample to have a reinterview sample of just
over 1,000 for each of its components. The reinterview
sample sizes are considerably smaller when the
reinterview program is conducted as part of the field
test. The reinterview sample size for the NPSAS 1992-
93 field test, for example, was 237.

NCES reinterview response rates vary from a low of 51
percent to a high of 94 percent with most reinterview
programs having response rates in the mid-eighties to
low nineties.

5. Measurement Error Estimation

Reinterview programs at NCES tend to measure the
response variance and response bias using simple
measures of consistency. Response variance is a
component of measurement error which examines how
consistently respondents answer questions in a survey.
Response bias, on the other hand, measures the
systematic nonsampling errors. In order to estimate
response variance and response bias, it is necessary to
define a general measurement error model:

Let Ytl =1 if Yes is recorded for unit t in the original

interview and Ytl = 0 otherwise.

Let Yt2 1 if Yes is recorded for unit t in the

reinterview and Yt2 = 0 otherwise.

For unit t (t = 1,2,...,n) and the ith measurement (i =
1,2), the assumed model is;

Y =X +B +e
t ot

t1
Where Yy is a Bernoulli random variable, Xy is the

“true” value of unit t, assumed unchanged between
measurements, By; is the response bias, and e is a

random measurement error.
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To illustrate the model consider the crossclassification
of two measurements of an individual population
characteristic (for example, whether a person who
participates is a college graduate) obtained from an
original interview and a reinterview of the same sample
of individuals. Table 1 shows the crossclassification
(Brick, Cahalan et al., 1994):

Tablel: Two measurement crossclassification

Reinterview Original Interview
Response Yes No Total

Yes a b atb

No c d c+d
Total atc| b+d | n=at+tb+c+d

In their simplest form, reinterview results are analyzed
using measurements derived from this
crossclassification. These measures include the overall
deviation between the interview and the reinterview,
deviations on individual responses, and the index of
crude agreement. The three specific measures most
commonly used by NCES are:
e  Gross Difference Rate (GDR)
-Measures the weighted percentage of cases
reported differently in the original and the
reinterview as
(b+c)/2n
¢ Index of Inconsistency (I0])
-Estimates the proportion of total survey
variance due to simple response variance as

6. NCES Reinterview Results

This section will present a summary of selected resuits
from reinterview programs conducted by NCES. Only
results from reinterview programs conducted as part of
full-scale studies are provided here. These studies
include NHES, RCG, and SASS.

National Household Education Survey (NHES)

The National Household Education Survey (NHES) is
designed to collect education data from U.S.
households through telephone interviews, using random
digit dialing (RDD) and computer-assisted telephone
interviewing (CATI) procedures. The sample is drawn
from the noninstitutionalized civilian population in
households having a telephone in the 50 states and the
District of Columbia.

NCES has conducted four comprehensive reinterview
programs for the full-scale NHES surveys. The
reinterview program for NHES:91 was administered
only on the early childhood (ECE) component. In
NHES:93 both components underwent reinterviews,
while only the adult education component was
reinterviewed for NHES:95.

All NHES reinterview programs have used gross
difference rate (GDR) and net difference rate (NDR), and
all except NHES:95 used index of inconsistency (IOI), as
measures of response variability and response bias for
critical items in the surveys.

The NHES:91 reinterview results suggested that the ECE

g n(b+c)/2(a+c)b+d interview measured some variables with relative success, but
-Assumes simple random sampling with it also revealed some items needed to be handled carefully
replacement when tabulating findings and for which alternative methods

of collection should be considered (Brick et al., 1991).
e Net Difference Rate (NDR)

® -Computed after reconcilia.tion for each The early childhood component of NHES:91 reinterview
answer category of a question program included questions on current enrollment (whether
-Weighted difference of the false positive and the child was attending school and, if so, what grade) and
false negative rates calculated as home environment (reading and television habits). All of the

(c-b)/n seven enrollment items had low GDRS and IOIs. Of the four
home environment variables there were two worth noting:

Typically, the first two measures, GDR and IOI, are

> used to estimate simple response variance. The third e PI19/E36: How often do you or other family
measure, NDR, is used to estimate response bias, which members read stories to (child)?
most measurement models at NCES assume to be e P22/FA0: How many hours each day does
constant in the repeated measurement. NDR is also (child) watch television or videotapes?
used to test the independence of the reinterview.

D
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Brick et al. (1991) suggested the relatively large 101
(42.0) for the television question might be due to the
“general ambiguity in the item, the crude measurement
scale (whole hours) relative to the internal variability in
the item, and differing circumstances” (p. D-20). The
reading question also had a relatively large GDR (23.3)
and IOI (33.5).

The two topical components of NHES:93 were: 1) the
School Readiness (SR) interview of parents of children
(ages 3-7 and 8-10) enrolled in second grade or below
and 2) the School Safety and Discipline (SS&D)
interview of parents of students enrolled in grades 3-12
and youths enrolled in grades 6 through 12. The subset
of the original SR and SS&D questionnaire items chosen
were selected because they were substantively important,
not highly time dependent, and not examined in the
NHES:91 reinterview. The reinterview sample sizes were
substantially increased from the 604 of the NHES:91
reinterview program to 977 for SR and 1,131 for SS&D
in order to obtain more reliable estimates of the response
variance for key questions. The reinterview did not reveal
any items with response problems that were severe
enough to cause researchers to question analysis based on
the item.

The NHES:95 reinterview program examined and
estimated measurement errors as components of
nonsampling error in the Adult Education (AE) survey. A
subset of items from the original interview were selected
and the original and reinterview responses were then
compared to estimate the consistency of reporting.
Interviews were sampled at different rates for participants
and nonparticipants (i.e., people who did not participate
in adult education activities), with a total of 1,289 cases
selected for reinterview.

The GDRs for the NHES:95 reinterview programs were
low for the adult education participation and the
education background items, indicating that responses to
those questions were consistent. The GDRs for barrier to
participation items (such as obstacles that prevented
respondents from adult education activities) were much
higher than for the other subject areas, indicating that
responses were not consistent. Only four (out of 15)
barrier items had GDRs of less than 10 percent, and the
highest GDR approached 50 percent. This inconsistency
may have been related to factors like recoding the
questions, additional eligibility criteria, and small sample
sizes. Nonetheless, barrier items had some response
problems and did not appear to be reliable.
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NCES also conducted a separate study to measure bias
for NHES:95. The methodology used for this survey
appeared to have potential for detecting biases;
however, this method -- intensive interviews -- was not
as successful as the standard NHES reinterviews for
estimating consistency of reporting.

Recent College Graduates (RCG)

The 1991 Survey of Recent College Graduates
(RCG:91) provides data on the occupational and
educational outcomes of bachelor’s degree and
master’s degree recipients one year after graduation.
Telephone interviews were conducted between July
1991 and December 1991 using computer-assisted
telephone interviewing (CATI).

Two measurement error models were estimated from
the reinterview data. The first model (the simple
response variance model) assumed the errors were all
from random sources. This model was then expanded
to allow for systematic errors or biases. Both models
assumed that the interviewers were not a source of
systematic error in the data collection process, but the
first assumed that the measurement errors were the
same across sampled graduates and from one trial to the
next. Thus, if the reinterview was uncorrelated with the
original interview, then the number of original and
reinterview errors should be roughly equal.

Of the 16 reinterview items in these categories, only
two had an IOI greater than fifty percent. One item was
related to employment experience, while the other was
a question dealing specifically with teacher certification
and employment:

Q24: Were you looking for work during the
week of April 22, 1991?

Q62: Prior to completing the requirements for
your 1989-90 degree, were you at any
time employed as a school teacher at
any grade level, from prekindergarten
through grade 12? Please exclude
student or practice teaching and work as
a teacher’s aide.

Question 24 was asked only of a subset of the sample
of graduates -- those who were unemployed. The
reduced sample size may have contributed to a larger
GDR and IOI. There were also potential recall
problems since the question referred to a specific
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period of time. For question 62, no explanation was
offered for the possibly high random measurement
error.

The overall conclusions of Brick, Cahalan et al. were
that even though measurement errors were an important
source of error in RCG:91, the estimates from the
survey were not greatly distorted by these errors. The
relatively small GDRs indicated responses were
consistent; however, the IOIs being generally moderate
implied that improvements in questionnaire wording
and construction might help to reduce measurement
errors in future surveys.

Schools and Staffing Survey (SASS)

The Schools and Staffing Survey (SASS) is a periodic,
integrated system of surveys designed to collect data on
characteristics of public and private school teachers,
administrators, and their workplaces. The first two
rounds of SASS (1987-88, and 1990-91) included the
School Survey, the School Administrator Survey, the
Teacher Demand and Shortage Survey (TDS), the
Teacher Survey, and, one year later each time, the
Teacher Follow-up Survey. SASS includes reinterview
programs as part of its survey design, although it has
used other methodologies for measuring response

variance and response bias as well, including validation
studies, such as the Teacher Listing Validation Study
(TLVS), and follow-up cognitive research.

The following part of this paper summarizes overall
results and comparison of the 1987-88 and 1990-91
reinterviews. There was no difference in response
variance between public and private administrators,
schools, or teachers.

Thirty-nine percent of the 1990-91 SASS reinterview
questions showed low response variance. This was
significantly better than the 11 percent of reinterview
questions for SASS 1987-88 with low response
variance (see table 2). Moreover, there was a 23
percentage point difference between 1990-91 and
1987-88 SASS items with a high response variance (26
percent versus 49 percent) (Royce, 1994).

It is important to note that the results across 1987-88
and 1990-91 are not strictly comparable. Different sets
of questions were used for the two interviews. Among
the 15 factual questions common to both years, 11
showed significant revisions in 1991. Four of these
items displayed reduced response variance, which
indicates improvement in these questions (Bushery,
Royce and Kasprzyk, 1992, p. 459).

Table 2. Summary of 1987-88 and 1990-91 SASS reinterview response variance results*

Low Moderate High
Number Percent Number Percent Number  Percent

All three components:

1988 4 11% 14 40% 17 49%

1991 43 39% 38 35% 28 26%
Administrator Survey:

1988 1 11% 4 44% 4 44%

1991 5 20% 10 40% 10 40%
Teacher Survey:

1988 3 25% 4 33% 5 42%

1991 21 44% 16 33% 11 23%
School Survey:

1988 0 0% 6 43% 8 57%

1991 17 47% 12 33% 7 19%

*Questions for which index could be reliably estimated.

SOURCE: Royce, D. (1994), 1991 Schools and Staffing Survey (SASS) Reinterview Response Variance Report,
(working paper 94-03), U.S. Department of Education, Office of Educational Research and Improvement, National

Center for Education Statistics.
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7. Conclusion

This study is part of the adjudicated report on “NCES
MEASUREMENT ERROR PROGRAMS” which is
scheduled for publication in the spring of 1997. This
report synthesizes results from a sample of NCES
reinterview programs, validity evaluations, and
cognitive research studies.

Results indicate that the measurement error programs
have helped NCES to improve the quality of its data.
Over different rounds of surveys, the reinterview
sample sizes have increased and response variance in
most of the surveys in different areas have been
improved. In some surveys it was found that
inconsistencies between responses were attributed to
factors like recoding the questions, lack of knowledge
about the questions, eligibility criteria and small sample
sizes. More recently, NCES applied alternative methods
separately from reinterview programs to measure
response bias. These methods were effective but costly.
It was suggested that these methods be used when there
is an indication of reporting errors.

Although, overall studies indicated that questions had
low to moderate GDRs and low to moderate IOIs in
several different NCES surveys, improvements in
questionnaire wording and construction might help to
reduce measurement errors in future surveys.
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1. Introduction

Estimates from surveys are subject to both
variable and systematic nonsampling errors. Variable
nonsampling errors, or response variance, are those that
might vary across repeated surveys administered to the
same sample, assuming that the conditions of the
interview could be controlled so that the surveys were
independent. For example, the same respondent might
report annual income differently when asked in
repetitions of the same survey because the method used
by the respondent to estimate income might vary
(records might be used, recall might be used, or the
value might be estimated using different schemes).
These circumstances would lead to variable errors for
estimates of income.

Systematic nonsampling errors, on the other
hand, are those that have a particular direction. For
example, if respondents tend to omit certain types of
income, say interest income from savings, then the
estimated income would be expected to be lower than
the true income. Inrepetitions of the same survey, the
estimated income would always be less than the true
income. These types of systematic errors are called
response bias. Survey estimates can be subject to both
response variance and response bias.

Measuring response bias is typically very
difficult. This study examines an intensive reinterview
as a particular approach to estimating response bias.
Other approaches for measuring response bias, the
reasons for using an intensive reinterview, and the goals
of the study are presented in the next section, after
describing the source of the data. Section 3 outlines the
methods used to collect the intensive reinterview data.
Section 4 gives the estimates of the response bias and
possible explanations of the findings. The last section
summarizes the highlights of the study and the
applicability of the method to other surveys. A more
complete analysis of this study is given in Brick et al.
(1996a).

2. Study Design

The source of the data for this analysis is a
special methodological study undertaken as part of the
1995 National Household Education  Survey
(NHES:95). The NHES is an ongoing data collection
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system of the National Center for Education Statistics
(NCES) conducted by Westat, Inc. designed to address a
wide range of education-related issues. It is a telephone
survey of the noninstitutionalized civilian population of
the US that has been conducted in 1991, 1993, 1995
and 1996.

In the NHES, households are selected for the
survey using random digit dialing (RDD) methods and
data are collected using computer-assisted telephone
interviewing (CATI) procedures. Approximately
60,000 households are screened for each administration.
The NHES survey for a given year typically consists of
a Screener, which collects household composition and
demographic data, and extended interviews on two
substantive components addressing education-related
topics. This study is based on the Adult Education
(AE) component of the NHES:95. It was designed to
estimate the percentage of adults participating in adult
education activities and the characteristics of both
participants and nonparticipants.

As noted above, it is often difficult to measure
response bias. A frequently used method of doing this
is to compare the results of the survey against answers
from a more definitive source, such as an administrative
record file. However, record checks have their own
limitations, e.g., , record checks can only be used if
records exist on the survey topic and those records can
be accessed. Brick et al. (1994) found that, even for the
well-defined topic of teacher certification, records were
not complete and accurate and could not be matched to
the survey respondents without error.

Another way of measuring response bias is
through the use of reinterviews. Reinterviews are
ordinarily undertaken to measure response variance
rather than response bias. However, sometimes a
process called reconciliation is used in reinterviewing to
measure bias. If the original and reinterview responses
are different, then the respondent is asked to reconcile
the differences and the resulting response is called the
reconciled response. The reconciliation is often
conducted by a supervisor rather than a regular
interviewer, assuming this will make the reconciled
response less subject to error. Under these
assumptions, the difference between the original and
reconciled response has been used to estimate response
bias (Forsman and Schreiner 1991).

Reconciliation has been used in earlier NHES
studies to estimate response bias (Brick er al. 1996b)
and a reinterview was also conducted for the NHES:95

39



Q

ERIC

Aruitoxt provided by Eic:

AE interviews (Brick er al. 1996c). However, there is
little evidence that reinterviews, even the reconciled
responses, actually measure response bias. As a result
of this, the NHES:95 reinterview study was designed to
estimate the response variance.

It should not be too surprising that this approach
does not provide reliable estimates of response bias.
The methods used in the reinterviews, such as selecting
interviewers from the original interviewer pool, asking
the questions in much the same way as asked in the
original interview, not informing the interviewer or the
respondent of the answers from the original interview,
and waiting at least 14 days between interviews so that
the respondent will not remember the details of the
original interview are all designed to support the
measurement of response variance rather than response
bias.

The intensive reinterview was designed to be an
alternative method of estimating response bias that did
not suffer from some of the shortcomings of the record
check or regular reinterviews. The intensive reinterview
method was pioneered by Belson (1986) who focused on
difficult or sensitive topics primarily in opinion and
marketing research.

The intensive reinterview differed from the
regular reinterview in a number of ways. The
interviewers were not selected from the regular pool of
telephone interviewers, but were persons with previous
experience in interviewing using less structured
methods. The interviewers were trained to use a protocol
and to conduct the reinterviews in a conversational
mode, using probes and other devices to trigger recall
and comprehension. The reinterview was focused on a
few topics and ample time was allowed for discussing
these few points. The respondents were encouraged to
voice their opinions and understanding of the topics.
Furthermore, attempts were made to engage the
respondents in the interview by explicitly asking for
their advice on ways to improve the interview. The
hope was that these methods would lead to more
complete and accurate reporting in the intensive
reinterview.

Although there were four major research
objectives of the study, only two of them are discussed
in this paper. The first goal of the study was to
examine the potential bias in the estimates of the
percentage of adults who participated in adult education
activities. The bias could be due to either
underreporting participation or overreporting activities
that took place outside of the time frame of the survey
(i.e., the past 12 months prior to the original
interview). Respondents  might  undemeport
participation either because they might not recall a
qualifying activity during the 12 months before they

32

were interviewed or because they might not comprehend
the range of activities that were included as adult
education. These types of underreporting would lead to
downward bias in participation rates. However, an
upward bias could occur if respondents "telescoped”
some activities. Telescoping is reporting activities that
took place outside of the time frame of the survey as
having taken place within that time frame. As described
below, underreporting was expected to be minimal in all
types of adult education (the six types of activities were:
ESL, adult basic education/GED preparation classes,
credential programs, apprenticeships, work-related
courses, and personal development courses), except
work-related and personal development courses. As a
result, the intensive reinterview focused on these two
types of participation in order to assess the bias in the
overall participation rate.

The second goal was to obtain more accurate
estimates of participation in work-related and personal
development courses, separately. As a result of the
differences between the estimates of participation from
earlier AE surveys and cognitive laboratory work, it was
suspected that work-related courses and personal
development courses were susceptible to underreporting.
One of the major concerns for reporting these types of
courses is that respondents might not comprehend the
full range of activities that are included as work-related
and personal development courses. These types of
comprehension problems could combine with recall
problems and result in underreporting of work-related
and personal development courses.

3. Intensive Reinterview Method

In an attempt to more closely determine the
respondent's actual status or opinions, the intensive
interview was more of a directed conversation between
the respondent and the interviewer rather than a formally
scripted interview. Respondents were reminded of their
answers in the original survey and asked if the answers
were still true for them. They were asked to recall other
details related to their responses. Interviewers were
fully knowledgeable about the original answers given
by the respondent. Tactics similar to those used in
cognitive laboratory work, such as asking open-ended
questions and using probes to encourage the respondent
to elaborate on his or her answer, were used. The goal
was to obtain more detailed and accurate information by
understanding the respondent's perspective and the
reasons for his or her answers.

The intensive reinterview was a new undertaking
and presented several challenges. For example, the
interviewers who conducted the NHES interviews were
thoroughly trained to read the questions verbatim and to
avoid affective behavior that might influence the
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respondent. Adopting the conversational and
unstructured interviewing method called for in the
intensive reinterview required major changes in their
behavior. The interviewers were also called upon to
implement some methods used in cognitive research,
but they were not previously trained in these methods.
The respondents also faced a challenge because the
intensive reinterview differed significantly from the type
of interview they had already done. They were called
upon to give reasons for their responses and provide
details rather than choose among response alternatives.

To address these challenges, a protocol and data
collection methods were developed especially for this
study. The full details of the protocol development, the
methods used to select and train the interviewers, the
sampling of respondents to the original interview, and
data collection methods are provided by Brick et al.
(1996a). These issues are very important but space
limitations prevent giving but a few important features
of the final sample in this paper.

Although the goal of the study was to develop
estimates of bias, only a very limited sample size could
be fielded. Because of the small sample sizes, it was
decided that the typical design-based estimates gathered
from the original interview would be subject to very
large sampling errors and relationships would be
obscured by these sampling errors. Thus, the results
from this relatively small sample were analyzed
assuming the observations were from independent,
identically distributed random variables and sampling
weights were not used. The sample was randomly
selected from both participants and nonparticipants who
completed the AE extended interview. In order for a
case to be eligible for the study, certain conditions had
to be met. For example, the original interview had to
be conducted in English.

A sample of 230 adults was selected to meet
specific targets by participation status and educational
level. Of the 206 sampled adults who completed the
intensive reinterviews (90 percent), 115 were
nonparticipants in the original interview and 91 were
participants.

4. Findings
4.1 Bias in Participation Rate Estimates

The first goal of the study was to estimate the
response bias associated with estimates of the rate of
participation in AE from the NHES:95. Adults were
classified as participants in AE if they had participated
in one or more of six different types of adult education
activities during the past 12 months. Based on the
responses in the NHES:95, 40 percent of all adults had
participated in one or more of these activities in the last
12 months (Kim et al. 1995).
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As noted earlier, responding to the items about
participation in work-related and personal development
courses was identified as being problematic during the
design phase of the NHES:95. After the survey was
completed, the results from the reinterview confirmed
that these two types of participation were much more
likely to be reported inconsistently than any of the other
types (Brick et al. 1996c). These results support the
decision to restrict this study to an in-depth examination
of reporting work-related and personal development
courses.

Adults were classified as nonparticipants in the
original interview if they said they had not taken any
courses in the last 12 months. Of the 115
nonparticipants who responded to the intensive
reinterview, 41 percent indicated that they had taken one
or more work-related or personal development courses
(in the intensive reinterview, respondents were not asked
about other types of courses). Since none of the
participants sampled for the intensive reinterview denied
having taken courses, the response bias in the overall
participation rate is one-directional and substantial.

Assuming the responding nonparticipants in the
Bias Study are a simple random sample of all adults
classified as nonparticipants in the NHES:95 (the
analysis is thus unweighted), the bias in the NHES:95
estimate is 24 percent. The bias is estimated by
multiplying the percent of all adults who were
nonparticipants as reported in the NHES:95 by the
percent of the nonparticipants who reported participating
in the intensive reinterview. In general, the estimated
bias is R

b(po)=P05’p -(loo_po)i’np 1)
where p, is the estimate of the percentage of adults
classified as participants in the initial interview, y* is
the estimate of the proportion of participants in the
initial interview who reported not participating in the
intensive reinterview, and &"p is the estimate of the
proportion of nonparticipants in the initial interview
who reported participating in the intensive reinterview.
In this case, the last term of the estimated bias is zero
($P=0), because no initial participants said they had
not taken any courses during the intensive reinterview.
If the bias in the estimated percentage of adults who
participated in AE is 24 percent, then the bias-corrected
estimate is that 64 percent of adults participated in AE
in 1995. This is substantially larger than the 40
percent reported in the NHES:95. Both the bias and the
percentage participating from the NHES:95 are subject
to sampling error and because of the sample size the
sampling error of the bias is very large relative to that
for the estimate from the NHES:95. Taking advantage



of the fact that y” =0, the estimated bias can be written
as

b(py) = (p, —100)5™.

Thus, the estimated variance of the bias is a
product of random variables and the approximate
variance for a product of independent random variables is
(Hansen et al. 1953)

Var(b) = (5" Var(p,) + (p, — 100)* Var(3)

@

Substituting the estimated values into (2) and
taking the square root, the standard error of the estimated
bias of 24 percent is 2.7 percent. Thus, a 95 percent
confidence interval for the estimated bias is from 19
percent to 29 percent, and for the percent of adults
participating, the confidence interval is from 59 to 69
percent.

Considering the nonparticipating respondents to
the intensive reinterview a simple random sample of all
nonparticipants in the original survey is a key
assumption in estimating the response bias. Usually,
the sampling procedures would ensure that this
assumption holds, but the sampling methods described
earlier were primarily concemed with making sure the
sample sizes for specific groups were large enough to
provide some  nonparticipants with  various
characteristics. In addition, the small sample size does
not allow for broad generalizations. Thus, these
estimates are exploratory and should not be used to
make bias corrections to the NHES:95 estimates.

To evaluate the reasonability of this assumption,
the characteristics of the responding nonparticipants
from the intensive reinterview were compared to the
characteristics of all nonparticipants from the NHES:95.
While the age and sex distributions are similar, the
educational attainment distributions are different, with a
much larger percentage of intenmsive reinterview
nonparticipants having less than a high school
education. This is a consequence of the sampling
methods used for the intensive reinterview.  This
difference highlights the fact that the point estimates
and confidence intervals from the study are subject to
specification errors that cannot be measured. Despite
this shortcoming, the findings clearly show that a
relatively large fraction of the adults classified as
nonparticipants in the original survey did identify AE
activities in the intensive reinterview.

In addition to nonparticipants, participants in the
original survey who were sampled were asked if there
were any courses they had not reported in the initial
interview by using the same types of probes described
above. All of the work-related and personal development
courses participants reported in the NHES:95 were
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verified as being within the eligible 12 month time
period. In addition, about one-third of the sampled
participants identified additional courses that were not
reported in the original interview.

The reporting of additional work-related and
personal development courses by adults classified as
participants in the original survey is a further indication
that the respondents may have had a more restrictive
understanding of the scope of activities than was
intended. Drawing on the work of Schwarz (1995), one
interpretation of this finding is that respondents might
have reacted to the context of the original interview in
determining what was an eligible activity.  The
NHES:95 interview began by asking about more formal
types of participation and some respondents may have
created a response paradigm before the questions about
the less formal activities were asked. In the intensive
reinterview the context was different because the only
types of courses discussed were work-related and
personal development courses.

4.2 Bias in Work-Related and Personal
Development Participation Estimates
Overall, about half the adults who named

additional courses reported work-related courses and half
reported personal development courses. Participants
were more likely to add personal development courses
and the nonparticipants were more likely to add work-
related courses, but these differences are not statistically
significant.

Based on the NHES:95 responses, 21 percent of
adults were estimated to have participated in work-
related courses during the previous 12 months and 20
percent were estimated to have participated in personal
development courses (Kim ez al. 1995). The extent of
the bias in these estimates can be estimated using
equation (1). The bias for the work-related participation
rate is

b(Po,ur) = (1= Py, )P 3)
where p,,, is the estimate of the percentage of adults
classified as work-related participants in the initial

interview, and )’3’3 is the estimate of the proportion of

adults who did not report participating in work-related
activities in the initial interview but reported
participating in the intensive reinterview. Because we
are now dealing with participation in a particular type of
adult education, the value of )’3'3 has two components:
those classified as nonparticipants who reported taking
work-related courses in the intensive reinterview, and
participants in the initial survey who reported taking
work-related courses for the first time in the intensive
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reinterview. In the intensive reinterview, 23 percent of
the nonparticipants reported taking work-related courses
and 8 percent of the participants reported taking work-
related courses for the first time.

Substituting the values into (3), the estimated
bias for the percent of adults participating in work-
related courses is 16 percent. The standard error can be

computed using (2), where 9:’,’ is treated as a sum of

the two components described above. Using this
approach, the standard error of the estimated bias is
3 percent and the 95 percent confidence interval for the
estimated bias is from 10 to 22 percent.

The same calculations can be performed for
personal development courses to compute the estimated
bias and its standard error. The estimated biases are
summarized in Table 1 below.

These estimates show that the underreporting
bias is approximately the same for both work-related
and personal development courses.  While these
estimates are subject to the same caveats as the overall
estimates of participation rates, they also have an
interesting implication because of the difference in the
wording of the questions about the two types of
participation. The introduction to the question about
work-related courses does not include specific examples,
but does mention courses taken at work, taken
somewhere else but related to work or career, and
courses taken to obtain a license or certificate related to
work or career. On the other hand, the introduction to
the question about personal development specifically
mentions courses including “arts and crafts, sports or
recreation, first aid or childbirth, Bible study, or any
other course.”

One way of interpreting the equal biases for the
two types of participation is that adding examples does
not improve the quality of reporting in this situation.
This interpretation is consistent with the hypothesis
that respondents develop a response paradigm in the
original interview that includes only more formal
courses. If this is true, then the addition of the specific
examples may not cause respondents to change their
paradigm and a different approach might be needed to
address the exclusion of less formal courses in
reporting.

5. Summary

The estimated bias in the overall participation
rate of adults was 24 percent and the bias-cormected
estimate is that 64 percent of adults participated in AE
in 1995. This is substantially larger than the 40
percent reported in the NHES:95. The underreporting of
participation for work-related and personal development
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courses was also substantial and of about the same
magnitude for each of these types of participation.

A reason for the underreporting interpretation
may be related to how respondents react to the context
of the interview. Some respondents may have created a
response paradigm that restricted their answers to more
formal courses before the questions about the work-
related and personal development courses were asked.
Despite the fact that more examples were used for the
personal development courses than for the work-related

course question, the estimated biases were
approximately the same for the two types of
participation.  This suggests that simply adding

examples to the wordings of the questions may not
improve the quality of reporting and that other
approaches to the undemreporting problem may be
needed.

If the adults have developed a response paradigm
that focuses on formal types of participation (i.e.,
traditional schooling or formal programs), then a
relatively drastic intervention may be needed to modify
this behavior. For example, a modification in which
the respondents are asked to actively cooperate in
changing the focus, for example by giving examples of
less formal courses, might be more effective.

The intensive reinterview methodology appears
to have good potential as a method for detecting biases,
especially if more traditional methods like record check
studies are not feasible. The alternative approach of
using reconciled reinterviews, on the other hand, has not
proven to be successful for estimating bias. However,
from an operational perspective, it is important to
understand that this method is more costly than a
regular reinterview. As a result, this method should be
used primarily when there is an indication of reporting
errors and the estimates subject to the biases are
important to the survey objectives.
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Table 1. Estimates of bias in overall, work-related, and personal development participation rates.
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Source: U.S. Depahment of Education, National Center for Education Statistics, Bias Study of the National

Household Education Survey, 1995.

44

36




OPTIMAL PERIODICITY OF A SURVEY: EXTENSIONS OF PROBABLE-ERROR MODELS

Wray Smith, Dhiren Ghosh, and Michael Chang, Synectics for Management Decisions
Wray Smith, Synectics for Management Decisions, 3030 Clarendon Blvd #305, Arlington VA 22201

KEY WORDS: Absolute error modeling, Data
deterioration, Fixed-and-variable costs, Repeated
surveys, Sampling designs

This paper extends prior work on the problem of
choosing optimal periodicity (and associated sample
sizes) for repeated surveys of public and private
schools with joint consideration of data deterioration
(resulting from unobserved year-to-year changes in the
underlying process variables), sampling error, and cost.
The family of “probable-error models” that was first
described in Ghosh ef al. (1994) has been extended and
empirical results obtained for state-level as well as
national-level estimates using data from three rounds
of the Schools and Staffing Survey (SASS). As noted
in the 1994 paper, the models provide “a direct
approximate method for characterizing the decision
problem of making a joint choice of inter-survey
intervals and sample sizes under a fixed cost
constraint.” The extensions reviewed in the present
paper assume, for the most part, that conventional
direct estimation methods will be used by the data user.
In the case of a proposed alternative sampling design
suggested by the modeling results, the data user may
wish to consider the use of an indirect estimation (time
series modeling) approach along the lines discussed in
Smith et al. (1995).

SASS was conducted at three-year intervals for
school years 1987-88, 1990-91, and 1993-94. Future
rounds may be conducted at intersurvey intervals of 4,
5, or 6 years. The modeling extensions are illustrated
here in a review of two of several new models that
were formulated as modifications of the earlier models.
The two models provide alternative formulations to
account for the approximate average errors incurred by
a data user within successive 12-month periods
following a SASS data collection and up to the time of
the next data collection. Projected absolute errors have
been estimated for future national-level and typical
state-level data collections for selected policy variables
and a range of fixed-to-variable cost ratios for each
possible periodicity.

The two illustrative models, denoted as Model 3A
and Model 4M, are modifications of Model 3 and
Model 4 of the 1994 paper. They combine a sampling
absolute error (s.a.e.) and a process shift D over time
in different ways to obtain, for different periodicities,
estimates of the year-by-year projected absolute errors
that would be incurred by a data user as well as

average projected absolute errors for each multi-year
periodicity. Annual dollar resources for SASS are
assumed to be fixed. For each of several scenarios this
assumption constrains the total annualized cost to a
fixed amount and hence determines the sample size for
each combination of a periodicity (4, 5, or 6 years) and
a fixed-to-variable cost ratio.

We assume that data users will keep on using the
data obtained from the most recent past survey until a
new survey is undertaken and the newly collected data
are processed and released to data users. Thus, if the
inter-survey period is long, "deterioration" of the data
could affect the quality of decisions made by users. On
the other hand, if the survey is undertaken very
frequently, the costs of conducting the survey and
analyzing the data and the indirect costs of the
response burden may be judged to have costs that
exceed the benefits achieved in using fresh data. In the
context of repeated surveys, it is useful to distinguish
both opportunities and problems presented by different
designs.

Typical analyses of cost-benefit tradeoffs tend to
focus on the best use of a fixed resource amount over a
time period that would include two or more survey data
collections. The present budgetary restrictions for the
1990s are such that the "fixed" resource amount may
be arbitrarily depressed and may overconstrain any
realistic formulation of the optimization problem. In
fact, the “truly optimal" formulation may be precluded
by external constraints.

The usual cost model for a sample survey
assumes a start-up cost C, and a per unit (ultimate
sample unit) cost C,. Thus, the total cost is
represented as C = Cp + nC; . However, the start-up
cost may depend on the periodicity. If so we represent
the start-up cost as C,, (where % is the periodicity),
which may be regarded as increasing with increasing
periodicity; that is, the start-up cost may be more if the
periodicity is five years compared to the start-up cost
for a periodicity of four years and so on. On the other
hand, the start-up cost may be considered to be
constant; that is, it may not depend on the periodicity
of the survey. Further details are given in Ghosh et al.
(1994).

We assume that the true value of a variable
remains constant for a year after the survey date. This
is an appropriate assumption for the SASS survey
system since nearly all of the observed variables under
the various SASS questionnaires have an annual
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accounting period and the SASS data user is interested
in changes in variables which are specified to change
as of some conventional time point. For example, the
official figure for enrollment and number of teachers in
a public school is the enrollment “on or about October
I’ of the school year. The corresponding number of
teachers or the full-time equivalent (FTE) number of
teachers are counted at about the same point in time.
The student enrollment and the teacher count may
fluctuate during the academic year, but SASS and the
Common Core of Data (CCD) are, in effect, taking
snapshots at the same time over a sequence of years.
The error committed in using a survey estimate is
exactly equal to the difference between the survey
estimate and the true value. Within the first twelve-
month interval from the survey date any user incurs an
error which equals the difference between the true
value and the survey estimate. The estimated standard
error of the survey estimate provides an indication of
this difference. '

If one were interested in estimating from SASS
data for a survey year the mean of some characteristic
for a specified group of schools, such as the average
“number of K-12 teachers that are new to the school
this year” for all regular public elementary schools in
the state of California, then the estimate would be
constructed by applying the school weight for each
school to the reported number of new teachers for that
school, summing the products and dividing by the sum
of the school weights. For some of the SASS-based
public school statistics published by NCES, such as
those in the Statistical Profiles for each round of
SASS, the NCES publications include tables of state-
by-state estimates of the statistics and, for a selected
subset of of the state-by-state statistics, they also
include tables of the estimated standard errors for those
statistics. For example, the publication Schools and
Staffing in the United States: A Statistical Profile,
1990-91 includes for public schools both estimates of
the statistics and estimated standard errors for these
statistics on a state-by-state basis for (1) Number of
public schools and students and average number of
students per full-time-equivalent (FTE) teacher, (2)
Percentage distribution of public school teachers by
sex and race-ethnicity, percent minority teachers, and
average teacher age, and (3) Average base salary for
full-time public school teachers and average public
school principal salary. As stated in the technical notes
to that publication, “Standard errors were estimated
using a balanced repeated replications procedure that
incorporates the design features of this complex
survey.”

The difference between the true value and the
survey estimate is the deviation from the mean m in
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the normal distribution of the survey estimate x
considered as random variables. We denote the
average of the absolute deviations as the “sampling
absolute error” or (s.a.e). Assuming a normal
distribution, the projected absolute error incurred by a
user during the first year after the survey is 0.8 s /
sqrt(n) where s/ sqrt(n) is the standard error of the
estimate, assuming simple random sampling. At the
end of each year we assume that the true value
undergoes a change. The magnitude of this change at
the end of each year is denoted | D |. The sampling
error component is 0.8 s / sqrt(n). Thus the expected
value of the total error committed by a data user is
dependenton (s.a.e) and on | D|. The magnitude of
the change at the end of the second year is also | D |,
and so on.

In Model 3A, which is a variant of the Model 3
described in Ghosh et al. (1994), we assume the year-
to-year process disturbance (process error) to be a
normal variable with a zero mean. (If needed, a
process error with a nonzero mean could be
incorporated into the analysis framework.) Since the
process error and the sampling error are both assumed
to be normally distributed, they can be readily
combined. The projected absolute error is then a linear
combination of the process absolute error and the
sampling absolute error.

In Model 4M, we explicitly assume that the
process change which occurs each year (for example,
every October) occurs in accordance with a Random
Walk process in discrete time. That is,

X = Xy T W,

where w, has mean zero. We then calculate the
average error for different possible periodicities of the
repeated survey. The optimal intersurvey interval can
be determined if the process variance and the sampling
variance are known. In a Random Walk model, the
current level of the process is the best current forecast
for any future year. One assumes that any known trend
component has already been subtracted out. In
general, data users will typically use the last available
survey value as long as no new survey has been
conducted. This assumption concerning user behavior
is consistent with our assumption of an underlying
Random Walk process.

As noted above, Model 3A is a variant of Model
3 of Ghosh et al. (1994). The new Model 4M is a
modification and replacement for Model 4 of that 1994
paper. In the original Model 4 we introduced the
concept of a loss parameter that converted the
sampling error together with the unobserved process
shift in non-survey years to a loss expressed in
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monetary units. The combination of average cost and
average error over a period of years was minimized to
determine the optimum periodicity. This was a
variation on an approach in Smith (1980) and also on
an analysis suggested by S. Kaufman. Model 4M,
however, does away with the need for a separate loss
parameter, thus avoiding the introduction of a
subjective judgment on the part of the survey
administrator.

The following table sets forth the year-by-year
evolution of the projected absolute errors for the two
models. In Model 3A the evolution is based on | D |,
the magnitude of the annual change in the true value,
and the sampling absolute error, (s.a.e.). For Model
4M, the evolution is based on D* , which is
proportional to the variance of the process disturbance,
and the sampling absolute error, (s.a.e). The (s.ae)
depends on the sample size which, in turn, depends on
the chosen periodicity under the constraint of fixed
annualized cost.

Projected Absolute Errors for Selected Models

Year Model 3A Model 4M
1
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We applied the models described above using three
rounds of SASS data at the national level (U.S.) and at
the state level for three selected states (California,
Iowa, and New York). The following twelve variables
were selected from the School, Administrator, and
Teacher questionnaires:

Item 1. Number of students served by chapter 1
services (Schools--public).

Number of K-12 teachers that are new to the
school this year (Schools--public).
Percentage of all schools with minority
principals (Adminr--public and private).
Number of students per FTE teacher, by
sector (Schools--public).

Number of students per FTE teacher, by
sector (Schools--private).

Percentage of schools in which various
programs and services were available
(Schools--public).

Percentage of schools in which various
programs and services were available
(Schools--private).

Percentage of principals having master's
degree (Administrator--public).

Percentage of full time teachers who
received various types of compensation
(Teacher--public).

Percentage of full time teachers who
received various types of compensation
(Teacher--private).

Percentage of full time teachers newly hired
and were first time teachers (Teacher--
public).

Percentage of full time teachers newly hired
and who were first time teachers (Teacher--
private).

Item 4.
Item 6.
Item 7A.
Item 7B.

Item 8A.

Item 8B.

Item 9.

Item 10A.

Item 10B.

Item 11A.

Item 11B.

Private school items 7B, 8B, 10B, and 11B were
omitted from the state-level computer runs since state-
level estimates are not published by NCES for private
schools. Item 6, which is based on pooled data for
public and private schools combined, was retained in
all runs.

We obtained approximate estimates for the fixed
cost and variable cost elements of SASS. We applied
the two models for each variable listed above, and
computed the projected absolute error for periodicities
of four, five, and six years and for specified scenarios
of fixed-to-variable cost. The accompanying graphs
for Model 3A and Model 4M, respectively, show the
average rel p.ae (where the rel p.ae for each
variable is its p.a.e. divided by its mean) for Iowa,
New York, California, and the U.S. for a set of eight
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policy variables with a fixed total cost and a fixed-to-
variable cost ratio of 50:50. We see that for the U.S. as
a whole, shorter periodicities (even with their smaller
sample sizes) result in smaller relative projected
absolute errors. For California and Iowa, under both
Model 3A and Model 4M, the averages of the relative
projected absolute errors are larger for short
periodicities and smaller for longer periodicities. For
New York, the mean values of the re/ p.a.e. are
essentially flat under Model 3A over the periodicity
range from 2 to 6 years but under Model 4M the values
decline initially, with a minimum at a periodicity of 4
years, and then rise slightly for periodicities of 5 and 6
years. .

Under the probable-error models the data users
who are primarily interested in carrying out analyses
for individual States will generally incur smaller errors
if they are provided with datasets from longer
periodicities and hence larger sample sizes. Data users
who are primarily interested in carrying out analyses
for the U.S. as a whole will incur smaller errors if they
are provided with datasets from shorter periodicities
and correspondingly smaller sample sizes.

These observations have led to an alternating
large-and-small-sample scenario which was formulated
as follows: Assume the same fixed annualized
resource budget that would otherwise support the
large-sample scenarios with a periodicity of five years
over a range of cost ratios (0.3, 0.4, 0.5, 0.6, or 0.7).
Then the assumed sample sizes for the U.S. at the mid-
point cost ratio p=0.5 were 9,000 public schools and
48,000 teachers. These sizes were proportionally
smaller or larger for smaller or larger cost ratios.
Assign these sample sizes to a periodicity of six years
instead of to a periodicity of five years. This results in
a "cost dividend” of 20 per cent which can be invested
in a one-fifth U.S. sample of 1,800 public schools and
9,600 teachers for a data collection which can be
conducted at the halfway point between two full-
sample data collections; namely, three years after the
previous large data collection. Assume that there is no
processing delay. For simplicity, assume that the
schools in the one-fifth sample are nonoverlapping
with the schools in the full sample. Further assume
that for the U.S. as whole only direct estimates will be
of interest and, hence, the two independent samples
(the full sample and the one-fifth sample) will be
treated as independent cross-section surveys three
years apart.

Now consider the projected absolute errors that
will be incurred by a data user over a six-year period.
During the first, second, and third years after a full-
sample data collection a data user who is interested in
national data will continue to use that sample. Under
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either Model 3A or Model 4M the projected absolute
errors will increase each year. In the fourth year after
the large sample data collection a new dataset from the
one-fifth size national sample will become available.
The data user then disregards the data in the old large
sample and begins to use the data from the new one-
fifth sample and continues to use it until data from the
next full sample becomes available in the seventh year.
For the U.S., the sample sizes in the one-fifth national
sample are large enough that quite good estimates may
be made. That is the user is not heavily penalized in
shifting every three years between the full national
sample and the one-fifth national sample.

For the cost ratio p=0.5 the average rel p.a.e.
values for an alternating large-and-small sample design
with large sample periodicity of six years are less than
or equal to the average rel p.a.e. values for the single
large-sample scenario with periodicity of five years.
Furthermore, the user of U.S.-level data will be
receiving the benefits associated with the receipt of
fresh data every three years instead of every five years.
Related numerical results will be found in Smith,
Ghosh, and Chang (1996).

Our main conclusion from the present study is
that the National Center for Education Statistics should
consider adopting an alternating large-and-small-
sample design for SASS with an appropriate full-
sample periodicity together with a mid-period
fractional-sample to provide a periodic update at the
national level and for larger States.
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1. Introduction

With most surveys there is always some item
nonresponse. One way of dealing with item nonre-
sponse is to include imputations for the missing
data. This makes it easy to compute appropriate
population estimates. However, the variance will be
underestimated in the presence of imputation. This
follows from the main assumption with design
based estimation; the only random variable is the
variable specifying which units are in sample.
When an imputation is generated from a sample,
the imputation is not known given the unit requir-
ing imputation. However, since it is assumed that
the imputed value is known (i.e., it has no variabil-
ity), standard variance estimation can not properly
reflect the imputation variance.

A number of methodologies have been proposed
to estimate imputation variance. Multiple imputa-
tion (Rubin,1978), a modified jacknife (Rao, 1992)
and a model assisted methodology (S4rndal, 1990)
are some of the approaches that have been pro-
posed. Rao’s and Sérndal’s methodologies require
special software to estimate the variance. Rubin’s
methodology requires the computation of the vari-
ance estimate associated with the average of the
multiple imputation estimates. With respect to ad-
ditional software requirements, the multiple impu-
tation variance estimate, although not as compli-
cated as the other methods, is still more compli-
cated then standard variance estimation.

The methodology proposed in this paper is a
mixture of the methodologies described above.
Like multiple imputation, two potential imputations
are assigned to each nonrespondent. The difference
between these values is a residual that is added to
appropriate data elements to reflect the imputation
variance. The residual term differs from the one
used in the modified jacknife, in that the modified
Jjacknife residual introduces the variability replicate
by replicate, while here the variability is introduced
to the actual data elements. Once the residuals have
been added, standard replication programs can
compute the total variance. The questions this pa-
per addresses are: 1) when will this process appro-
priately measure the total variance; and 2) when the
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process is not appropriate, what must be added to
provide appropriate estimates.

A simulation study, modeled after NCES’s
Schools and Staffing Survey (SASS), which has a
complex sample design, will demonstrate the pro-
posed procedures. A nearest neighbor imputation
will be used. The nonresponse will be modeled as-
suming unequal nonresponse-ates per cell and that
larger units are more likely to be nonrespondents.

2. Imputations

The nearest neighbor imputations used in this
paper are done within imputation cells, after the
schools have been sorted by the number of student
per school. The imputation cells are state/school
level/urbanicity. There are three school levels -
elementary, secondary and combined schools.
There are three levels of urbanicity - central city,
urban fringe/large town and rural/small town. After
the file is sorted, it is accessed sequentially using
the nearest responding school as the donor for a
nonresponding school. Two imputations will be
determined for each nonrespondent. One where the
file is sorted in ascending order and another where
the file is sorted in descending order. A random
selection is used to determine which imputation is
used in the estimate of interest ( y, ).

3. Definitions
r is the set of responding units

r is the set of nonresponding units

3.1 Terms defining the imputation and residual
ifker

Yi
[ykllk + yi(1-1;) ifk enr
I, represents an independent selection within each

unit £ with probability of .5 for a value of 1,
and 0 otherwise

¥, is the response from unit &

Yy is the nearest neighbor imputation in ascending
order

Yi» is the nearest neighbor imputation in descending

order
V. = 2. W, ¥, , the main estimate of interest

kes
w, is the sampling weight for unit &
s is a probability sample of units



' y=Y w,y, , the estimate with complete response

kes
0 ifker
JkR =|Y;,2 =¥ ifk enrandy,, is used inp,
Vjs1=Yj2 ifk enrandy,, isused in y,
where:
Jx s a unit independently and randomly selected
from { J |j enr and within k£'s imputation cell}.
The selection is done proportional to the w;'s.

Jj
In addition, R will be used to represent the selec -

tion of unit j .

IR TR
d* = Zwkdk
kes

3.2 Terms used in section 4
0 ifker

df =|Ym2 =Y ifk enrand i=1
Vmgl = Ym2 ifk enrand i=2

m, is defined like j, above, independently for
i=land 2.
T is used to represent the m; selection.

diT =Zwkgg=f’271‘f’1{
-kes
v, ifker

Yu=|yn ifkenrandi=1
Yi» ifkenrandi=2

j;i =zwkj;ld,
kes
7. =1/2(51 +5,)

3.3 Terms used in section 5
0 ifker

d, =|yi, -y, ifk enrandy,, is used in y,
Vi1 — Vi ifk enrandy,, is used in p,
¥ is the term subtracted in 3,
P'=2Xwyi
kes
dA = Z Wk Jk
kes
4. Measuring the Imputation Variance
The goal of this paper is to present a methodol-
ogy which measures the imputation variance using

standard replication variance software packages, in
a simple manner. One way of doing this is adding
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an independent residual term 4, Y to the data ele-
ments (¥, ), so that an appropriate amount of im-
putation variance is added. The estimate (y,) is

transformed into ¥ = P +d®. An appropriate con-
stant is added to the dR’s , so that ¥ = §,. Now,
the qhestion is when does V(¥) appropriately

measure the true variance. When V(¥)is not ap-
propriate, what must be done to make it appropri-

ate. The first step is to compute V).

4.1 Computation of Variance of )2
Let );=Zwk(5;k +gkR)=j;. +dAR.
kes
v =rEM+EV(®), (1)

where: 1 represents the selection of the sample s
and 2 represents the imputation selection

of I, and residual selection R.

4.2 Computation of I1/§ (I;)
E(D) = 1/2(5, +d7)+1/2(5, +dF)

dl has been normalized to equal zero
Looking at the right hand term first:

1/av(5+d7) =1/4¥(5, + 55 -5+ 5-31)

= VAV G)+V (5 -9)+VG-1)

+2c<1>v()‘1271 -$,9-3M)), since cov($;,df) =0

=14V Gy =0n =N+ G- 9) @

+2 c?v(jzr] ~5,7)), assuming 7, is distributed as 5,

Likewise,

1/4V (9, +d3 ) =114V (5, ~Gf - N +V G~ 3})
+2c0v(57; = 3,9)] €)

~ Combining 2 and 3 gives:

VEWD) =VG)+V(G~7.)+2c0v(. ~5,5), (4)

assuming that $7, and $7, are distributed as 5,;

and $}| and 57, are distributed as 7, ;.

cov(P+ $1 = F31, 5+ $ -$3)and

cov(F - 11,9 - $5 ) are zero by the independence

in the T selection

o3



43 Computation of V()
V() =v(G)+V@")

=r@.)+r™@") ®)
I;”z is the variance associated with probability

proportionate to size sampling with replac-
ement. The size is the w, 's for k enr within
each imputation cell.

4.4 Computation of V(f')
Putting 1, 4 and 5 together gives:

V(D) =V () +¥ (G- 7.)+200%(F, ~5,5)
+EV(.)+EV ™ (d")
=V +V (P -y.)+2c0v(F, - 3,)
FEETEn
As formulated by Simndal (1994), V(p) is the
variance assuming no nonresponse and V(y-7,)

is the imputation variance. The sum of these com-
ponents equals the total variance, assuming the

cov(y,y~y,) = 0. The simulation done in S#rndal
(1994), using nearest neighbor imputation, indi-
cates that the covariance term is small and can be
approximated by zero. .

2cov(y, —,¥) and 1;3 I;"P’ (d®)are terms not
included in the estimate of the true variance. There
are two ways of handling these terms. The first is to
estimate the terms and subtract them from V(I;).
The second way is realizing that the only non-zero
values in these terms comes from nonrespondents
and if the item response rate is relatively high,
these terms should be small and can be ignored.
5. Computation of cov(¥, -y, y)

Since cov(¥, — 7, ) requires y, fork enr, it can
not be computed with the given sample. However,
d,. If

d, = Y42 = Y11, and given how d, is formed, Yia

it can be approximated using

is the nearest neighbor imputation for y,,. There-
fore, d; can be viewed as the difference between
the nearest neighbor imputation for a known value

and the known value. Since d,, in terms of the
nearest neighbor imputation, is close to unit &, the

covariance might be approximated by cov(a, .
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6. Computation of IZ/”’ @®
1;3 I;"P’ (d®) is estimated from a sample by

computing I;"P’ (d®) for that sample. This is done

by either using an exact formula (see Cochran,
1977) or by replication given a set of replicate
weights designed for the conditional variance. For
this report the exact formula will be used.

7. Simulations

In order to determine how well the proposed im-
putations work, a simulation study is performed for
two variations of the proposed variance methodol-
ogy, using four states within the SASS sample de-
sign and performing 5,000 simulations.

For each simulation sample, a nearest neighbor
imputation (¥, ) is performed on the selected sam-
ple of nonrespondents. Three populations of nonre-
spondents with 5%, 15% and 30% nonresponse will
be generated and compared.

The simulation estimates are based on the design
and collection variables that can be found on the
frame. In this way, estimates for any selected sam-
ple, as well as, estimates of the true variance, can
be computed.

7.1 Population of Nonrespondents

In order to do the analysis, a population of non-
respondents must be defined. A school & is chosen
to be a member of the nonrespondent population by

independently selecting k, proportional to P*® .

P is determined to obtain an expected X% un-
weighted nonresponse rate in s.

p® =(Pk /;PZ)"N:NR
Py is the probability of selecting k in s

¢ is an imputation cell

N is the expected number of nonrespondents in ¢

NN = (encrc N )/ (z encrc)
cel
en, is the expected sample size in ¢ (i.e., Y. p;)
kec

r. is the relative rate of nonresponse in ¢

(i.e., 2 for central city schools, 1 otherwise)

N ,NR is the expected number of nonrespondents
required for the analysis in stratum /

NN = (Zd enc) x (X /100)
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It is easy to verify: 1) the expected nonresponse
rate for s will be X%, 2) the relative rate of nonre-
sponse in central city cells is twice that of other
cells; and 3) larger schools, as measured by p,,
will have a higher probability of being selected as
nonrespondents.

7.2 Simulation Sample Design

The Schools and Staffing Survey (SASS) is a
stratified probability proportionate to size sample of
elementary, secondary and combined schools. The
selection is done systematically using the square
root of the number of teachers per school as the
measure of size. State by school level cells define
the stratification. Before selection, schools are
_sorted to provide a good geographic distribution.
Estimates are designed to provide state estimates.

In order to assure unbiased variance estimation
using half-sample replication, the simulation design
has been slightly altered. Each state/school level
stratum has been split into a number of strata so
that exactly two schools are selected within each
stratum, while maintaining the original sample size.
Another modification is that the selection within
stratum is done with replacement.

7.3 Estimates
Three estimates per state are computed:

$e= SkPics Im= DSk Pim; and
kes kes

P =zskpkh'

kes
S} is the known number of students in school &
D is the proportion of the students in school &
in grades pre - kindergarten to 6
D is the proportion of the students in school &
in grades 7 to 9
Py, is the proportion of the students in school &
in grades 10 to 12
It is assumed that S, is known for all & and that
only the p’s require collection. Therefore, when k
requires imputation, a nearest neighbor donor’s
pwill be applied to S, . This is a common SASS
imputation that can be duplicated from the frame.

7.4 Simulated Variance Estimates
All variances below, except for Vi (y,)and

IZ”"” (d%), are estimated using a fully balanced

half-sample  replication  variance estimator

(Wolter,1985).
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The four variance estimates computed within
each sample and averaged across samples are:

‘;R = ‘;(?)

Vee () =V (1)=26v(F, - 5,9) -V #(d")

V(9) is the variance estimate when all sample
cases respond

V(3.) is the variance estimate of 3,

The following estimates can not be computed
from a single sample. However, they can be com-
puted in the simulation setting and are used for
comparison purposes. The first is the variance esti-
mate using a true estimate of the covariance and the
second is an estimate of the true variance.

Vre (1) = V() -2c0v(, - 5,5)-¥ 7 (@d")
Vr () =1/ nL G -5

y.sand 7, are the value of y, for the s simulation

and the average of the y,,, respectively.
8. Analysis Statistics

To evaluate the imputation methodology relative
bias of the estimated standard error (RB) and cov-

erage rates (C, and C,,) are computed.

&8 =(Vi (D~ 7rG2)) /77 Gw)
v, (}7) is one of the variance estimates defined above
C, is the coverage rate testing whether the true

estimate with complete response is in the 95%
confidence interval '

C,, is the coverage rate testing whether the average
of the simulated estimates (¥,,) is in the 95%

confidence interval
Since the estimates with imputation are biased,

the levels for C,are unknown. One however, ex-
pects them to be smaller than 95%. SinceC,,

should be closer to 95%, it is used for comparison.
9. Results

Tables 1-3 provide results for the populations of
nonrespondents, 30%, 15% and 5%, respectively.

By comparing C, and C,, for V($.), it can be
seen that the bias in j,, relative to the coverage

rates, is small. The only exception is state 24’s 3,

in table 1, where the coverage rates differ by 9
points (90-81).

The half-sample coverage rates (C, ’s for 17()7))

are usually less than 95%. Since C, for V(§) pro-
vides the coverage rate with complete response, it
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will be assumed that the best imputation coverage
rate, instead of being the one closest to 95%, will
be the coverage rate coming from the procedure

that gets closest to the C, ’s for V).
From table 1, it can be seen that when the nonre-

sponse rate is high I;EC ()7') is superior to VR ()7').
This is true for both relative bias and coverage
rates. VEC(?) has better coverage rates 11 times,
while VR(?) is better only once; VEC(?) has
smaller relative biases 9 times, while VR ()7') is

better only 3 times. Therefore, I;EC ()7') should be

used when the item nonresponse rate is high.
When the nonresponse rate is moderate in size,

tables 2 show that VR (17') and VEC(?) are compa-
rable with respect to coverage rates. I;EC (1) is
better or equal to VR (17') 7 times, while VR ()7') is
also better or equal to VEC(?) 7 times. With re-
spect to relative bias, VR ()7) is slightly better than
I;EC @. VR ()7) has smaller or equal relative biases

8 times, compared to I;EC [09) being better or equal
5 times. Hence, when computation simplicity is

important, VR ()7') can be used. However, it may
still be safer to use I;EC (.

When the nonresponse rate is low, table 3 shows
that I;EC (¥) has better coverage rates than VR ®.
I;EC (¥) is better or equal to VR (Y) 10 times, while
VR ();) is better or equal to I;EC ()7') 7 times. How-
ever, VR ()7') has smaller relative biases. VR ()7) is
better or equal 9 times, while I;EC (¥) is better or
equal 4 times. This probably means that it is safe to
assume the terms subtracted in I;EC (Y) are close to
zero and VR ()7') can safely be used to estimate the
total variance. However, since I;EC (Y) has better
coverage rates, it should still be considered.

Tables 1-3 shows that Vg (F) and Ve (¥) work
equally well for relative biases. This means that for
estimating the total variance, cdv(d,$") is a good
approximation for cov(y, - 3,7).

10. Conclusions
For the design and imputations simulated,

I;EC ()7) should be used when the item nonresponse
rate is high, although VR (Y) is still an improve-
ment over 17(}7,). When the item response rate is

moderate or low VR ()7') provides good results and
given its simplicity, can be used to estimate the to-
tal variance.

Table - 1 Relative Bias (RB) and Coverage Rates (C; and C,, ) for Population with 30% Nonresponse

30% Nonresponse Percent RB (C ) Percent RB (C,, )
Swate | Estimate | p5) | P(5.) | VG.) | Ve | VD) | VoD
5. 004 ] -1300] -1300] 00OD| 90| 2 ©3)
2 3, 1O3) | 25 @D| 25 @3 | 300 9©3| 390
A 100 | -28 @0)| 28 G| -11 (85)| -5 (89)| -14 (86)
3. 1 94) ] -28 (83)| -28 (83)| 2 (93)| 0 (98| -13 (39)
9 3, 004 | 298| 298| 13| 0 ©3)] -14 (39)
3, T O8] -15@88) ] -1569)| 303| -103)] 70D
3. TOD| 22 85| 22 85| -700)| -5 O] -13 (389)
w5, 092)| 26 &) | 26 83| -6 OD| -3 O] -13 (39)
A 187 | 31 (2)| -31 (713)] -1(88)| -10 (83) | -21 (77
3. 192 | 30 B2)| 30 G| 3 ©G3)| -103)| -15 (83)
7Y N 003)| 29 B | 29 8| 2 03)| 2 ©4)] -13 (39)
3, 0©3)| -13@D| -1300] 203 1506 203
49
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Table - 2 Relative Bias (RB) and Coverage Rates (C; and C,, ) for Population with 15% Nonresponse

15% Nonresponse Percent RB (C; ) Percent RB(C,, )
State | Estimate V3) vG.) VG.) | Ve | V(D Ve (D)
3. 004 | 602)| 602 203 505 1063
2 5. T3] 96| 90OD| 202] 863)| 0O
A TOD| -1OD| 12| 20D| 963 302
3. T (94| -10 90) | -10 OD)| 4 OB | 2 08| =4 92)
o 3. 0©a | -11 (89| -11 90)| 6 ®5 | 408 | <4 (2
3, T3] 701 70| 7065| 306H| 2 ©3)
3. TOD| 9G)| 900 202 3063)] <o)
0 002 | -10@Y)| -100D| 103 | 10| 52
Y -1 (87)| -10 (82) | -10 (86) 7 (90) -3 (86) -9 (86)
3. 1 (93)| -14 (90) | -14 90)| 7 93| 8 0% | 4 02
24 5. 00©3)| -1300)| -13060 | 8©5| 1105 -1©3)
A 0 (93) -5 (92) -5 (91 5 (93) 5 (93) 0 (93)

Table - 3 Relative Bias (RB) and Coverage Rates (C; and C,, ) for Population with 5% Nonresponse

5% Nonresponse Percent RB (Cr ) PercentRB (C,, )
Swte | Estimate | pi5) | 75.) | PG | P | PecD | Ve
Ve 0| -4092)] 403 10| -1 09| -2(93)
2 Pm 1 93) -7@8)]| -701] 11095 8 (93) 0 (92)
i 1 91)1 -6 @88)]| -6©0)|. -6(@87 30D 20D
V. 104 -3093)]| -33) 6 (95) 509| -19%
9 Pm 0Nl -502)| -5092 2 (99 300 -2 93)
P 1OH | -1 0949)]| -1099 0 (93) 03] -1003
V. 10D 20D -2 5 (92) 20| -109D)
10 Pm 09| -102)] -1092 2 (92) 2 (93) 0 (92
A 1@ 26N 2687 2388 268D -2 @)
P, 194 -T0OD) -7 (92 1 (95) 1 94)| -4 (93)
24 Pm 003 500 -5(02 4 (99) 4 93)| -2 (92
Pn 0 (93) 1 (93) 1 (93) 1 (93) 2 (93) 1 93)
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1. INTRODUCTION

For 1993-94, both NCES's Schools and Staffing
Survey (SASS) and its Private School Survey (PSS) were
conducted. SASS has a large private school component as
part of its overall sample. PSS is essentially a census of
private schools -- but with considerably less item content
than SASS. Over the last two years at these Joint Statistical
Meetings, a modified Generalized Least Squares (GLS)
estimator has been explored in SASS to see if we could
achieve simultaneous intersurvey consistency in comparable
totals for schools, teachers, and students between SASS and
PSS.

We were successful (Scheuren and LI 1996); but,
inthe end, the results were ultimately disappointing in that
so little use had been made of the exceptionally rich PSS
data. If our goal had been more general -- say, improving
SASS estimates -- not just trying to achieve a limited
consistency with PSS, then alternatives to GLS become
attractive. In this year's paper we look generally at what can
be done when conducting a survey in a data rich setting.
These general observations are then applied to private
school surveys. Among the methods advocated in this
setting, "mass imputation” is given special attention, since it
has not been used as often as its considerable strengths
might warrant. '

Organizationally, the present paper is divided into
four parts: This introduction begins the discussion (Section
1). A summary of our results with Generalized Least
Squares (GLS) estimators makes up Section 2. Section 3
presents an alternative to reweighting SASS which has been
called “mass imputation.” This technique, now roughly 20
years old (Colledge et al. 1978), imputes records from a
survey back to its sampling frame; and, in a sense, operates
in making estimates as if there had been a census. The final
section discusses some "What Nexts."

2.GLS ESTIMATION IN SASS

As already noted, a Generalized Least Squares
(GLS) technique was used to achieve simultaneous
consistency or near consistency in totals for schools,
teachers, and students between the private school
component of the 1993-4 SASS and the 1993-4 PSS

(Scheuren and Li, 1996). This technique is described briefly
below (subsections 2.1 and 2.2), then our 1993-4 results
summarized (subsection 2.3). A discussion of our (possibly
misplaced) expectations concludes the section (in subsection
2.4).

2.1 Generalized Least Squares. - Advocated by Deville and
Sirndal (1992), GLS can be used (as in Imbens and
Hellerstein 1993) to achieve consistency between SASS and
PSS. To see how GLS works in this setting it is necessary to
define some notation; in particular --

w, is the original SASS Private School base
weight for the ith SASS observation,

i=l,....n.

t, is the SASS total of teachers for ith

: SASS observation, i=1,...,n.

s, is the SASS total of the students for the
ith SASS observation, i=1,....n.

N is the total estimated number of schools,
as given by PSS. :

T is the total estimated number of teachers,
as given by PSS.

S is the estimated total number of schools,
as given by PSS.

In reweighting SASS three constraints are imposed on the
new weights u,,.
Z uy =N

Y wo-T
Y unes

For our application the new weights u;, subject to these
constraints, are to be chosen, as in Burton (1989), to
minimize a loss function which can be written as the sum of
squares, ¥ (u; - w)* . Motivating this loss function here is
outside our present scope, except to say that the sensitivity
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of the final results to the loss function chosen (e.g.,Deville
and Sarndal 1992; Deville et al. 1993) seems not to be too
great. Now the usual Lagrange multiplier formulation of
this problem yields after some algebra that the new weights
areof the formu,=w, + 4, + At, + 1,3, where the
A's are obtained from the matrix expression.d = M2 with
the vector d consisting of three elements, each a difference
between the corresponding PSS and SASS totals for schools
(first component), teachers (second component), and
students (third component); in particular

N
- Yot
5T ws

where the summations are over the SASS. sample
observations and the quantities: N, T, and S are known PSS
totals for schools (N), teachers (T), and students. (S)
respectively.

The matrix M is given by:

Yo Y
Y)Y, Lo
Y)Y

and A is the vector of unknown GLS adjustment factors
obtained from A = M™d. Notice that the M matrix is
based solely on the unweighted sample relationships among
schools, teachers and students. This is not an essential
feature of our approach; and, indeed, had we used another
loss fumction, a weighted version of the M matrix could have
been employed. ’

2.2 Olkin Modified GLS. —~ Based on concerns about
negative weights raised in our pilot application of GLS
(Scheuren and Li 1995), it seemed worthwhile to see if a
ratio adjustment step could be introduced before the GLS
algorithm was employed. An old idea of Olkin (1958)

formed our starting point. Assume we have a total T, say,
of student enrollment in the current application. Suppose
further, as is the case here, that this is to be estimated from
a sample. Following Olkin we tested a multivariate ratio
estimator for T of the form Y = a, R;w;+ a, Rt +aR,s
where the a, are positive and add to 1, where the w., t., and
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s. are sample totals, as before; and the R, are the ratios R,
= S/N, R, =S/T, and R, = S/S. In our application, the a,
were simply chosen to be equal to one-third; however, a
more natural approach would be to select them so as to
minimize the variance of Y. Given the complex sample
design of SASS, though, this has been left for the future.
In principle, an Olkin adjustment to the original
weights could be produced within whatever domain is
desired; then in order to determine the "new" weight for that
domain, all the cases would be adjusted such that they would
have new weights u, =rw, where the overall ratio r is
obtained by taking Y and dividing it by the corresponding
estimate obtained from the original sample. The intuition is
that if the Olkin estimation is first carried out for small
(appropriate) subdomains, then there would be a direct
benefit from this step in those subdomains; and, among
other things, the number of negative weights reduced..

2.3 Results of 1993-94 GL S Reweighting, -- For the nine
typologies that make up the private school population

separate GLS and Olkin GLS reweighting attempts were
made. Sometimes this was straightforward; sometimes
extremely difficult. In each case the complex nature of the
PSS and SASS sample designs was considered, operational
problems were documented, and independent comparisons
were made to PSS school size and community type
information. Measures of benefit and harm could be
developed because of the comparisons possible. Extensive
tabular, graphical, and analytic material have been looked at
in making the assessments required (Scheuren and Li 1996).
Table A at the end of this paper summarizes the results.

Our operational assessment of the Olkin GLS
adjustment to SASS was judged to be good to excellent. In
only one case, that for the Other Unaffiliated typology was
the evidence unclear. We consider this typology "unclear”
because the Olkin GLS did not work without a considerable
amount of ad hoc tinkering,

Based on the independent assessment by
community type and school size, the Olkin GLS seemed to
do no apparent harm and may have even been of benefit --
beyond the basic consistency achieved with PSS. However,
in the independent assessment we never judged the Olkin
GLS as "excellent"” because, especially by community type,
the Olkin GLS was never best overall. Regularly, it did a
"good" job, usually by school size, but even here the
performance was less than hoped. In three cases, the Olkin
GLS was judged only "fair.”" These were instances where
very mixed results were achieved: Some estimates much
improved, others quite adversely impacted.

2.4 Discussion. -- While a detailed comparison was also
conducted for the Basic GLS, we have omitted any detailed
comment on it here, because generally the Basic GLS was
inferior to the Olkin GLS.

5
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Frankly, as already noted, our expectations were
really not satisfied, even in the Olkin GLS case. Upon
reflection, we feel that part of our problem is that the
expectations were misplaced. After all, why should
introducing just three totals from PSS make a big
improvement in SASS. Conversely, why should such a
seemingly small change sometimes be so hard?

3 MASS IMPUTATION ALTERNATIVE

Because the positive benefits of the Olkin GLS
were often disappointing, we began to question the entire
reweighting approach. In order to avoid negative and small
weights we had already set aside a few of the largest schools
(about a half dozen to a dozen per typology) to be imputed
rather than reweighted. We asked ourselves why not do
more than just a few? In fact, why not impute the entire
SASS file to the PSS in order to take full advantage of the
opportunity that having PSS and SASS fielded for the same
year offered? In other words, why not do "mass imputation"?

In particular, let us suppose that mass imputation
were to be conducted as part of an overall change in SASS
estimation. How would it be done? Suppose, for the sake of
discussion, that we had PSS and SASS done in the same
year. What would the steps be?

Take a specific typology, "Other Religious
Unaffiliated" Schools. For the 1993-94 round of SASS,
there were 329 schools in the SASS sample with this
designation. In the corresponding PSS for the same period,
there were 3,193 such schools. The original SASS estimate
of students in other religious unaffiliated schools was
462,934. From PSS, the estimate was 37,578 smaller-- at
425,356 students.

An Olkin GLS reweighting approach was taken to
this problem to "solve it." However, as noted earlier, we
were not satisfied that we had done enough to use the PSS
data to improve SASS. If number of students was the major
predictive variable, a sensible mass imputation method that
could be applied would be to simply impute the SASS
records to nearby PSS cases where nearness is defined
simply by student enrollment. For parts of the distribution
where the SASS sampleis sparse, the SASS observation
could be used over and over as a donor perhaps up to, say,
1.5 times its original SASS - weight.! Conversely, in parts of
the distribution where there were lots of SASS cases relative
to those in the PSS, the SASS cases would be used as
donors less often than their original SASS weights would

' This factor, about 1.5, is clearly arbitrary and depends on-
how much of a potential variance price one is willing to pay
to get the "nearness” desired. In many weighting settings
(e.g., Oh and Scheuren 1987), truncating factors under the
square root of 2 work well.
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suggest. The SASS observation would always be used at
least once, of course, to represent itself.

It may be useful to think of choosing a mass
imputation approach after successively imputing SASS to
each of the PSS variables separately and looking at how
often each SASS observation was used as a donor. If this
range of donor use is not too large, then a single, perhaps
nearest neighbor, imputation model could work well. Widely
discrepant values in terms of donor use would suggest that
the imputation is sensitive to one's beliefs as to the
predictive power of the variables being used in the
imputation. In such settings a case can be made for doing
several different imputations that might be made available
to the final users for possibly different purposes. It may even
make sense simply to use some convex combination of the
separate imputations

In Kovar and Whitridge (1995), there is an
excellent discussion of mass imputation. Among other
things, they comment on the parallels that can exist between
weighting and imputation. They call attention to the work of
Folsom (1981) in this connection. Evidence that imputation
model sensitivity can be a serious problem exists, as they
point out -- citing Cox and Cohen (1985), among others.

Difficulties exist in calculating variances and
covariances when  using mass imputation. A multiple
imputation approach to their estimation has been advocated
(Rubin 1996) and could be workable since by design the
missing data is missing at random.

In another application, by Wong and Ho (1991)
bootstrapping was employed successfully. We think a form
of bootstrapping might be the best approach for SASS. The
presentation by Kaufman (1996), also glven at these
meetmgs, presents-related work. :

4. POSSIBLE NEXT STEPS

- Inthis paper we have brainstormed at length about
possible improvements in SASS that could be undertaken --
only one small aspect of which has been summarized in
these Proceedings (See Scheuren 1996 for further details).
We are not of one mind as to next steps. For one of us, some
effort to try out mass imputation seems warranted. Maybe a
single typology should be taken and alternative approaches
tried out. We both agree that mass imputation could be a lot
of fun,

On the other hand, efforts at reweighting SASS
have not all been explored and an additional look at some
form of poststratification,” using. GLS or some other
calibration estimator makes a lot of sense too, especially
since it is unlikely that PSS and SASS will ever be fielded
again in the same year.
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Table A.— Olkin GLS Comparisons to Original Weighted SASS Data, By Typology

D
SASS Operational Independent
Typology Assessment Assessment
Catholic Parochial excellent good
] Catholic Diocesan excellent fair
Catholic Private excellent good
Conservative Christian good fair
Other Affiliated excellent good
Other Unaﬂig'ated ' unclear good
D
Non-sectarian Regular good good
Non-sectarian Special _
Emphasis good ‘ good
Non-sectarian Special
Education good fair
D
Notes: The admittedly subjective conventions employed in table A were devised to separate typologies by level of perceived
difficulty or benefit. This was done as follows:
(1) Operationally typologies where a simple visual inspection was all that was needed to remove outliers are labelled
> "excellent” in the operational assessment column.
(2) Typologies labelled "good" operationally were ones where an analytic (potentially iterative) process was required to
identify SASS cases that might best be treated by imputation to similar PSS cases rather than being reweighted.
(3) Operationally, only in one case, that of the "Other Unaffiliated” typology was the label "unclear” used. This was done
because constructing the Olkin GLS weights proved enormously difficult and required great patience and persistence.
4 (Parenthetically, this typology may, also, have been the most instructive in terms of learning more about how to employ the
GLS.)
(4) Based on the independent assessment by community type and school size, the Olkin GLS seemed to do no apparent harm
and may have even been of benefit -- beyond the basic consistency achieved with PSS. The comparisons made are to the
> original SASS weighted data.
(5) The independent assessment column was never coded "excellent” because, especially by community type, the Olkin GLS
was never best overall. Regularly, it did a "good” job, usually by school size, but even here the performance was less than
hoped. In three cases, the Olkin GLS was judged only "fair.” These were instances where very mixed results were achieved:
some estimates much improved, others quite negatively impacted.
D
D
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Estimating State Totals from the Private School Universe Survey
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I Background and History

The Private School Survey (PSS) is designed and
conducted by the Census Bureau for the National Center for
Education Statistic to collect data for all private secondary
schools in 50 states and D.C. Every two years the survey
collects data in an attempt to obtain a complete count for all
private schools along with counts of students, teachers, and
graduates.

The survey collects data from an administrative list of
private schools. To improve the coverage of this list frame,
additional lists were obtained from private school
associations, state records, and other sources. These lists
were matched and unduplicated with the list frame. These
operations added about 4900 schools for 1991 and about
2300 schools for 1993. Despite these efforts, the private
school list frame remains incomplete, with around 8% of
private schools missing from the list. The list enumeration
estimates are therefore supplemented by a followup area
sample that aims to find and represent unlisted private
schools. While direct estimation from the followup area
sample produces estimates for unlisted schools of adequate
precision for the four geographical regions, it fails to do so
for individual states. This paper reports the empirical
results of an altemative method for providing estimates of
such state totals.

1. Current Methodology from the PSS

For this follow up survey, a stratified sample of primary
sampling units (PSUs) is drawn with probability
proportionate to size (PSS). The PSUs are comprised of
counties or groups of counties and the strata cross state
boundaries. Eight of the largest counties are included with
certainty and about 115 PSUs are selected with
noncertainty. In each sample PSU, seven different sources
(e.g., yellow pages, local government offices, etc.) were
used to identify missing schools which were not on the list
frame. For 1991, the search identified a total of 355
missing schools, and for 1993 there were 421 such schools
identified.

For direct estimation, each *“added school” is first
multiplied by its sampling weight (the reciprocal of the
PSU’s probability of selection). Then the weighted schools
are added up to the PSU level, summed over PSUs within
a state to obtain state totals, and summed over states to
obtain the four region totals of the number of schools,
missed by the list frame. Similar estimates can be obtained

for students, teachers, and graduates. Such regional totals
have adequate precision, but the state totals are dependent
upon which of a states’ PSUs are selected for the follow up
stratified area sample. For the largest states, there should
be no problem, as they will surely have at least one sample
PSU with which to estimate its private school
undercoverage rate. However, for the smaller states, they
may not have a sample PSU in the follow up area survey
and thus there would be no estimates of uncoverage rate for
such states. The direct estimation approach does provide a
unbiased estimator of total added schools to an area’s total,
and the sampling variance is relatively easily estimated.

. Proposed Methodolog
For the indirect estimator, each sample PSU receives
the actual number of unweighted added schools from the
followup survey. Each nonsample PSU school gets an
upward adjustment based on the sample PSUs’ estimation
of the add rates.
1. Assume for the moment an across the board
adjustment. Also suppose that in the area frame sample, the
sample PSUs have a total of n schools
For school i let w; be the weight associated with the school
y; = 1 if school is an add
= 0 if school is an original (originally on
the list frame)
Let p be the weighted proportion of school adds.

5

n
wiyi]/w. with w. = E w,

Then q = 1-p is the weighted proportion of original schools.
Consequently if 1/q is the ratio of weighted total schools to
the number of schools in the original listing. Letr=1/qbe
the adjustment factor by which each school outside the
sample PSUs is revised upward to reflect undercount. As
it turns out, equivalently, we will be estimating for each list
school outside the sample PSUs, p/q schools on average to
be added. Since

2. Knowledge of Postrata

Values of p and r can be quite different for different
kinds of schools. NCES has identified 9 groups of such
schools:
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Catholic Parochial

Catholic Diocesan

Catholic Private

Conservative Christian

Other Religious, Affiliated
Other Religious, Unaffiliated
Nonsectarian Regular
Nonsectarian Special Emphasis
Nonsectarian Special Education

RN AW~

Such groupings helps to distinguish between different
“coverage patterns for different schools. Therefore we will
develop a value of p within each poststratum j. But also we
can use that fact that big schools, (number of students) are
easier to find than small schools. So rather than just fit a
value p; for poststratum j we fit a relationship p(x) so that
aschool outside the sample belonging to poststratum j and
size X receives an adjustment factor ri(x)

Within the poststratum j we will drop the subscript j
and fit a logistical regression.
p = l/[14+exp (A + Bx)] subject to the constraints

y;i=0 Y wR, =Y w, y=1 4))
y;i=0 Yw *iRi =Yw X y=1 @
WhereR, = g—‘ = ; and the summation

q exp(A+Bx)
over i on the left hand side of the equation is where y,=<0
(original schools) and the summation on the right hand side
of the equation is for y=1 (add schools). We can now solve
for coefficients A&B to be used for deriving the adjustment
factors. The adjustment for the ith school isr=1 +R,.

Table 1
1993 Coefficients for Linear Adjustment

Poststratum A B
1 42144 .6137
2 4.5463 .0742
3 1.2842 1.6214
4 2.9289 2379
5 9181 1.0255
6 1.6024 .5807
7 1.6024 .5807
8 9071 6212
9 1.8757 2.3367

For the estimate of teacher adds, we refit A values with the
X variable representing teachers in equation (2). For the
estimate of graduate, data were sparse, so we collapsed
across poststrata j to one strata.

IV. Results

A. Application Rules of Proposed Methodology for
State Totals ’

The following summarizes the procedure for state
estimation in the PSS:

1. A school, its students, teachers and graduates
from a sample PSU are included in the adjusted
state counts (including adds) but not in original
count if it is an add.

2. A shool its students, teachers, and graduates
from a non sample PSU are in the original
count and with multiplied factor of r in the
adjusted count.

For each state, we derived original and adjusted counts of
schools, students, teachers, and graduates; also the ratio of
students to teachers, and the ratio of adjusted to original
counts were computed for each of these categories. In the
full paper and the appendix, to be published in a separate
document later, the adjustments for all 50 states and D.C.
for both 1991 and 1993 will be provided. The range of
adjusted values for most states was 8-12% for 1991 and 5-
11% for 1993. The 1993 adjustment results for 6 states
(Califomia, Indiana, New York, Texas, Vermont, and
‘Wyoming) are provided in Tables A, B, and C at the end of
this paper as examples for discussion.

We begin the discussion with Table A. The numbers
of Private Schools, Students, Teachers, Graduates, and
Student-Teacher Ratio, by States 1993. Note for each state
the ratio adjustment for schools is greater than that for
students and teachers. For the states of California, New
York, and Indiana, the ratio factors are near average. For
the states of Texas, Vermont, and Wyoming, the ratio
factors are above average.

B. Variance Estimates for Proposed Methodology

For the proposed methodology, there are two
components of variance. The first component is the
sampling error due to use of sample to estimate
parameters A & B of the model. The second
component reflects the variability due to the model. It
tumns out that the second component is many times
larger than the first component.

Table B provides the adjusted estimates with
standard deviations reflecting both components of
variance.

Note that the standard deviations are small relative
to the estimates. Also the first component is a
smaller proportion to total error.

C. Raking Adjustment to Regional Totals
For precision and consistency sake, we want the
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regional totals for the proposed method to equal
those for the current method.

Table 2
NCES Totals for Regions
Northeast Midwest South West
Schools 6183 7146 7558 05207
Students 1275924 1309211 1386268 865039
Teachers 94622 81862 105509 56128
Graduates 77513 60547 67842 36965

For an area sample PSU’s actal count, it includes the
original list plus the unweighted adds. Subtract from the
regional totals the area sample PSU actual count above to
obtain a set of reduced regional totals. For each region we
rake the nonsample PSU estimates across the board so that
their sum equals the reduced total.

Table 2 above gives the 1993 regional totals based on the
complete enumeration plus the follow up area sample
estimates of the adds. The raking factors associated with
the proposed procedure are given in Table 3.

Table 3
Raking Factors for Region
Northeast Midwest South West
Schools 9789 9725 1.0518 9557
Students 9933 9813 10156 9838
Teachers 9880 97% 1.0199 9862
Graduates 9962 5973 1.0044 9862
BEST COPY AVAILABLE

Note that the factors are all within 5% of 1.0000. It seems
in the South our indirect estimator slightly over estimated
adds.

Finally, for the raked counts by state for 1993 for the
proposed method we have Table C. The table entries which
are referred to as scaled counts are the adjusted state counts
of Table B after the application of the raking procedure.
The indicated errors are root mean square errors. The bias
component of the estimates were derived from estimates of
bias at the regional level, based on differences between
totals using the current estimation procedure (unbiased) and
the proposed indirect memod. These regional bias
estimates were proportionately allocated across the
respective states.

V. Summary and Recommendations

On the basis of our test results, we recommend the
indirect estimation approach to adjust the list frame
counts for the PSS along with the raking to regional totals
to obtain the adjusted state totals. We would use the
poststratification via NCES and size of school vs an
across the board adjustrment or poststratification based on
sample design. We have made preliminary evaluations of
the results of the techniques on 1991 and 1993 data and
plan to apply them on 1995 data.
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Table A

Numbers of Private Schools, Students, Teachers, Graduates, and Student-Teacher Ratio, by States, for 1993

CALIFORNIA Schoels Students Teachers S-T Ratio Graduates
Unadjusted 3009 562847 34501 16 23746
Adjusted 3224 576047 35718 16 24039
Ratio A/U 1.071609 1.023451 1.035274 0.988580 1.012336
INDIANA Schools Students Teachers S-T Ratio Graduates
Unadjusted 619 91985 6138 14 4012
Adjusted 686 95447 6450 14 4097
Ratio A/U 1.108312 1.037631 1.050840 0.987429 1.021151
NEW YORK Schools Students Teachers S-T Ratio Graduates

- Unadjusted 1865 464172 33812 13 25682
Adjusted 1974 472562 34735 13 26048
Ratio A/U 1.058298 1.018076 1.027305 0.991016 1.014259
TEXAS Schools Students Teachers S-T Ratio Graduates
Unadjusted 1024 186975 14529 12 7424
Adjusted 1177 199967 15728 12 7787
Ratio A/U 1.149020 1.069484 1.034274 0.987960 1.048821
VERMONT Schools Students Teachers S-T Ratio Graduates
Unadjusted 84 9107 945 9 1081
Adjusted 98 9648 1021 9 1116
Ratio A/U 1.165207 1.059432 1.080959 0.980085 1.032137
WYOMING Schools Students Teachers S-T Ratio Graduates
Unadjusted 34 1918 167 11 * 29
Adjusted 40 2112 192 11 35
Ratio A/U 1.185055 1.101031 1.148996 0.958255 1.210001
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Table B
Adjusted Figures and Standard Deviations, with Percent of Variance Attributed to 1st Component, for 1993

CALIFORNIA Schools Students Teachers S-T Ratio Graduates
Adjusted 3224 576047 35718 16 24039
Stand. Dev. 33 2967 240 0.0373 104
% 1st Comp. 28.982 15.746 20.568 6.478

INDIANA Schools Students Teachers S-T Ratio Graduates
Adjusted 686 95447 6450 14 4097
Stand. Dev. 16 1213 96 0.0643 58
% 1st. Comp. 39.289 13.057 16.186 2.955

NEW YORK Schools Students Teachers S-T Ratio Graduates
Adjusted 1974 472562 34735 13 26048
Stand. Dev. 19 2512 249 0.0337 131
% 1st Comp. 22.620 } 8.874 9.750 4,776

TEXAS Schools Students Teachers S-T Ratio Graduates
Adjusted 1177 199967 15728 12 7787
Stand. Dev. 15 1829 160 0.0359 66
% 1st Comp. 23.996 11.081 14.921 4.893

VERMONT Schools Students Teachers S-T Ratio Graduates
Adjusted 98 9648 1021 9 1116
Stand. Dev. 4 272 35 0.0975 38
% 1st Comp. 13.271 6.618 7.326 2.258

WYOMING Schools Students Teachers S-T Ratio Graduates
Adjusted 40 2112 192 11 35
Stand. Dev. 2 93 11 0.2242 5
% 1st Comp. 9.514 3.925 5.630 1.258
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Table C

Scaled Counts, and Student-Teacher Ratio, with Associated Errors, by State, for 1993: Proposed Method

CALIFORNIA Schools Students Teachers S-T Ratio Graduates
Scaled Value 3081 566722 35116 16 23707
Error 140.045 9627.003 636.866 0.563 342.895
INDIANA Schools Students - Teachers S-T Ratio Graduates
Scaled Value 667 93663 6319 14 4086
Error ' 24.163 2117.049 159.529 0.853 58.888
NEW YORK Schools Students Teachers S-T Ratio Graduates
Scaled Value 1932 469394 34317 13 25950
Error 44925 4016.141 481.261 0.281 163.220
TEXAS Schools Students Teachers S-T Ratio Graduates
Scaled Value 1238 203089 16041 12 7821
Error 66.289 3675.202 359.663 0.367 75.029
VERMONT Schools Students Teachers S-T Ratio Graduates
Scaled Value 96 9583 1009 9 1112
Error 4818 278.540 36.876 0.737 38.791
WYOMING Schools Students Teachers S-T Ratio Graduates
Scaled Value 39 2109 191 11 36
Error 2.814 92.107 11.296 1.828 5.023
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EFFECT OF HIGH SCHOOL PROGRAMS ON
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This article presents a study which addressed a
policy research issue regarding outmigration among
rural high school graduates. The study analyzed data
from a national longitudinal survey, the High School
and Beyond (HS&B) by the National Center for
Education Statistics, using two-level logit models for
generating reliable estimates of organization effects on
individual behavior. This study examined the post-
school outmigration pattern in connection to students’
coursework and schools’ curriculum, focusing on the
effect of academic program versus vocational program
adjusting for the effects of local labor market condition
and student sociodemographic background. This study
also systematically examined the implementation of
two-level logit models through the software MLn.
Related statistical issues were addressed.

1. Introduction

Rural America has been experiencing chronic
depression economically and psychologically, as a
result of more than a century's industrialization and
urbanization (Theobald, 1990). Rural-to-urban
migration of educated rural youth is a factor leading to
economic marginality and community decline in rural
America (McGranahan, D.A. & Ghelfi, L.M,, 1991;
O'Hare, 1988; Reid, 1990). Some analysts say that the
existing public school curriculum has contributed to the
problems (Berry, 1990; Theobald, 1992; Snauwaert,
1990; Thompson & Kutach, 1990). Schools, they
argue, have failed in educating the young to strengthen
their community identity and to preserve the
environment and community. Typical rural school
programs provide predominatly occupational skills,
which essentially prepare students for the urban labor
market. Thus, rural schools are contributing to the
decline of rural areas (Berry, 1990).

Some rural advocates suggest that it is necessary to
strengthen liberal arts and humanities education, rather
than occupational training, in rural schools (Berry,
1990, 1989,). The idea has drawn attention from some
rural educators who support strengthening liberal arts
and humanities curricula (Theobald, 1992; Snauwaert,
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1990; Thompson & Kutach, 1990). They believe that
liberal education can nurture the understanding and
appreciation of the links between man and the land,
local heritage and the global civilization, and help
students explore meanings of rural life and maintain
their attachment to the community. Only with a strong
root in the community, is it possible for young people
to contribute to the community development while
achieving personal wellness.

On the other hand, many aruge that vocational and
technical education oriented toward providing
marketable skills to students are essential for local
community development as well as for individual
earnings (e.g., Klerman & Karoly,1995; Vandegrift &
Danzig, 1993; Muraskin, 1993). In this perspective,
vocational/technical training, often developed to fulfill
the local market needs, not only helps students get jobs
but also foster entrenprieniorship that contributes to
local economic development (Finch, 1993; Sher, 1977).

Further, vocational and technical education may be
particularly helpful for youth who are disadvantaged in
socioeconomic background, disabilities, and rural
locale by training them to learn cognitive skills in job-
specific contexts (Teixeira & Swaim, 1991). The
programs require a shorter period for student to
complete than academic programs do, and allow them
to promptly apply learned knowledge and skills to their
workplace (Muraskin, 1993; Finch, 1993). Such
features in vocational/technical education may
contribute to graduates’ success in labor market of local
areas or elsewhere.

If we are to address problems in rural development,
it is critical for research to understand the mechanism
in which educated youth are moving out from rural
areas (Teixeira, 1993). The question about the functions
of the content of rural education regarding outmigration
calls for systematic research. This study is a response to
such research needs. We recognize, however, the
differential benifits of specific school programs to
different student subgroups, the unique concerns of
local communities, and the diverse contexts wherein
schooling takes place. The study is not meant to offer a
uniform answer to the question as what kind of
program is suited to a particular community.

Prior Studies
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The research literature on rural outmigration has
been largely motivated by economic and demographic
concemns. In dealing with the factors responsible for
rural outmigration, research often focused on job
market; life quality; housing conditions; and
demographic background of migrants such as race, age,
income, and residential history (e.g., Cromartie, 1993,
Sandefur & Jeon,1991; Voss & Futuitt, 1991; Johnson,
1989; Adamchak, 1987). Educational attainment has
been studied as a predictor variable for migration, but
the content of schooling in connection to subsequent
mobility has been rarely studied. Little is known about

- the differential effects of secondary school curriculum
and student coursework on later geographic mobility.

There is a study available (Pollard, O’Hare & Berg,
1990) that provides a ground for further research. This
study examined a series of correlates to post-high
school migration with HS&B data, including students’
enrollment in different curricular programs. It

- describes a pattern in which a large portion of
outmigrants-- relative to those who stayed in the
community-- were enrolled in high school academic
programs. The analysis however, is not adequate to
answer the questions we pose. While dealing with a
large number of variables in predicting migration, it has
not focused on the impact of content of schooling, nor
differentiated the effects of school program provision
vis-a-vis individual student coursework.

Building upon this line of research, we examine the
the issue by focusing on the joint effect of student
coursework and school instructional programs in
predicting post-school moving, adjusting for the effects
of student background and community context. With
the two perspectives about school curriculum as a
conceptual framework, we analyze data simultaneously
at student- and school-levels to sytematically
investigate the differential effects on outmigration by
academic and vocational\tecnical education in terms of
both student couretaking and school program
provisions.

The analysis links post-school migration to liberal
arts education embodied in academic curriculum in
contrast to vocational/technical education geared to
acquiring occupational skills. Theoretically, academic
learning differs from that of job-skill acquisition in
influencing students' willingness to stay in the local
community. We consider the school “compositional”
effect and the effect of individual students’ coursework
as two distinctive variables contributing to post-school
mobility. The compositional effect at the school level
can be represented by high enrollment in a particular
program. High enrollment in a program reflects the
school emphasis on the given program. A large
proportion of students in academic program often

indicates the school’s value of academic learning and
its commitment of resource and staff to the program.
Moreover, high enrollment in academic program
probably suggests an overall school atomosphere
pressing student toward academic learning. Likewise,
high enrollment in vocational/technical programs
represents the school emphaisis on job skill training and
likely a strong climate that forsters student interest and
effort to acquire such skills.

Normally, students who are in academic programs
tend to be involved in more liberal arts education
(literature, history, math, and science); whereas
students in vocational and technical programs are more
likely to learn practical, specific occupational skills.
Specific coursetaking also should be a factor
influencing the amount of students' exposure to liberal
arts and vocational learning.

2. Study Design
2.1 Data

We used HS&B (1980-1992)’s 1980 sophomore
cohort data combined with the senior cohort in order to
have adequate within-school student samples. For the
1980 sophomore cohort data, we used: (1) the first
followup (1982, the senior year) data on coursetaking
(from transcripts file), curriculum program (academic
vs. vocational), test scores (composite and 1982 IRT
scores on reading and math), and other background
measures; and (2) the third followup (1986) data on
migration. For the senior cohort, similar data from the
base year (1980, the senior year) and the second
followup were used. Local economic indicators from
the Census component were, as school-level variables,
attached to each student record of both cohorts.

A group of students whose schools contained less
than 3 students in the sample were removed from the
analysis. The final file contains 875 schools with a total
of 16,492 students. The within-school sample size
averaged 18.8, with a standard deviation of 7.78,
ranging from 3 to 48. The student sample represents
the 1980 and 1982 public high school seniors in the
U.S. who participated in the HS&B followup surveys as
specified above. The school sample represents the
public high schools to which these students went.

To improve the data quality, we edited data,
including recoding, rescaling, and imputation for
missing values. Data were largely compatible between
the two cohorts with one exception, the curriculum
credits. For sophomores, an official transcripts survey
provided valid records of their coursework and
composites for academic and vocational credits were in
file. For seniors, only self-reported coursework is
available. To retain the good quality of the sophomore
transcript data while making the senior self-reported
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credit data comparable, we took the following
approach: first, scales for senior self-reported academic
and vocational credits were developed; second, both
senior and sophomore scales were standardized so that
the measures were statistically compatible.

2.2 Variables
Following variables were selected for the analysis:

Outcome variable: Outmigration rate (MIGRATE).

A binary indicator for outmigrant. It is defined by the
student-reported residential location of 50 or more
miles away from the original community four years
after high school completion.

Student level variables:

Academic coursework measure (ACADCRC). A
standardized score of two source of information:
seniors’ self-reported course-taking and sophomores’
academic curriculum credits from the transcripts survey
file.

Vocational coursework measure (VOCTCRC).
Scaled with the same approach as for academic
coursework.

Senior-year test score (FUTESTC). A standardized
measure of academic achievement.

Parents’ education (PCOLLEGE). As an indicator
for student socioeconomic status because of substantial
missing of student economical status composite data.

Minority (MINORITY). A dummy variable (Black,
Hispanic, Native American and Others versus
otherwise).

School level variables:

School academic program enrollment rate
(ACADEMM).

School vocational program enrollment rate
(VOCATM).

Locale indicator of rural versus others (RURAL).

County-level employment growth rate between
1980 and 1982 (CEMPGO02). As an indicator of the
local labor market conditions, used as a school-level
variable. It was deemed more relevant to post-school
outmigration compared with the other three indicators
available from the local economic indicators file:
metropolitan area employment growth rate, county per
capita income relative to the national average, and
metropolitan area per capita income relative to the
national average.

Technical handling of the data included:

Imputation Missing values for most variables were
a small portion and imputed with the sample means.
MIGRATE, with approximately 3 percent nonresponse,
was examined in relation with race, parents' education,
program enrollment, coursework, and local economic
indicators. A pattern identified with these predictors
was used to generate imputing values. The rate of

outmigration among the imputed cases is similar to that
of the total sample.

Centering All student-level variables were
centered around their school mean. Centered metrics
was used since level-2 intra-unit correlation was found
substantial (for the debate on the issue, see Plewis, et
al., 1989).

2.3 Weighting After exploring a number of weighting
procedures, we decided not to use any of them due to
the restrictions imposed by the software and logistic
regression procedures. The weighting issue will be
discussed later in section 5.1 of this article.

3. Multilevel Logit Modeling

Multilevel logit models (Goldstein, 1995) were used
to analyze the data. The software MLn (Rasbash, et al.,
1995; Woodhouse, et al., 1995) was used to implement
the models.

For binary responses y;; for student i in school j,
with outcome probability= ;, the two-level logit model

is described as follows (Goldstein, 1995). At level-1,

Yy =Ty +Z;ey

where ze; is the level-1 binomial error,
, = /2 2 _
z;=[n;1-n;)]",0,=1,and

T
1-=n

logit(n ;) =log

i

is modeled by a linear predictor that contains student
explanatory variables with coefficients containing
random components representing the variation of
school characteristics. In a baseline model addressing
the question as how much is the variance of
outmigration across schools, the linear predictor

consists of only a random intercept $,; with

Boj =Y o0+, M

wherey o, is the fixed intercept and u,; is the level-2

error associated with the intercept, u,; ~ N(0,C ,2‘0 ).

More elaborate random-intercept-only model contains
school-level explanatory variables:

Boj = Yoo +7 o (RURAL) +7 o, (CEMPGO2)
+ s (ACADEMM) +7 ,, (VOCATMM) + @)
¥ os (RU_ACADM) +7 o (RU_VOCTM) + u,,
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addressing such question as how school-level variables
contribute to the average outmigration rate, and how
they explain the variance of the outmigration rate.

With all the five student variables included in the
level-1 model, the linear predictor is formed as

B,, + B, (ACADCRC) + B,,(VOCTCRC) +
B,, (FUTESTC) + B,, (PCOLLEGE) +
B, (MINORITY).

For our data, we found the slopes in the level-1 model
don’t vary significantly at level-2. Thus we focused on
the random-intercept-only model with fixed level-1
covariates.

Table 1 presents the estimates from two random-
intercept models: without and with level-1 covariates.

Table 1. Estimates of Two-level Random-Intercept
Logit Models (standard error in parenthesis): The
sample of the 1980 and 1982 seniors of US public
high schools

Without With
Estimate student variable student
variable

Fixed effects

School mean outmigrt. 1.160(.134) -1.245(.140)
RURAL .499(.053) .809(.214)
CEMPGO02 -.009(.004) -.009(.004)
ACADEMM .806(.206) .794(.215)
VOCATMM -.911(.228) -.893(.239)
RU_ACADM -.578(.353) -.655(.370)
RU_VOCTM -.135(.385) -.182(.403)
ACADCRC 217(.023)
VOCATCRC -.128(.021)
FUTESTC .041(.003)
PCOLLEGE 469(.042)
MINORITY .042(.050)
Random effects

School mean outmigrt. .202(.023) 232 (.025)
Log likelihood 19747.4 18304.2

Analysis of data on non-college goers

Findings from the two analyses are largely
consistent. Similar to the pattern found in the total
sample analysis, randome-intercept models with non-
college goer data confirm that outmigration is
positively related to school academic curriculum and

student academic coursework (in the model with level-

1 covariates, the two estimates are respectively .794
and .217 in logit), and negatively related to school

vocational program enrollment and student vocational
coursework (respectively, -.449 and -.131). The two
analyses also generate similar estimates of the effects of
other variables at both levels.

4. Discussion

This study systematically examined the effects of
public school curriculum on rural youth outmigration
with HS&B logitudinal data. Two-level random-
intercept logistic regression models were tested, taking
student-level logit of outmigration and school average
outmigration as the outcome variables in simultaneous
analyses. We decomposed the effects into school- and
individual-levels components, controlled for the effects
of local employment conditions and student test scores
and sociodemographic background, and introduced
interaction terms to determine the specific effects of
curriculum on rural school average outmigration. .

The analyses revealed that (1) school average
outmigration is positively related to the school
emphasis on academic programs and negatively related
to the school emphasis on vocational programs; (2)
also, the probability of student outmigration is
positively related to students’ academic coursework and
negatively related to students’ vocational coursework;
(3) these relationships hold in the subsample of the
youth who did not go to college in the period of the
four years after high school completion, as well as in
the total sample; and (4) overall, curriculum effects do
not differ in rural schools vis-a-vis schools elsewhere,
except that among the subsample of non-college goers,
school academic emphasis seem to reduce rural school
average migration in a marginal fashion. In brief,
vocational education seems to work better than
academic programs in retaining youth in the rural areas.

As discussed earlier, the findings from this study are
intended to further our general understanding about the
the functions of public school curriculum in connection
to postsecondary student mobility in rural areas. They
cannot be applied to assessing the value of specific
programs in local schools. An implication is that
vocational and technical education programs tailored to
local economic needs are capable of serving rural
communities in retaining educated youth and
consequently contribute to social and economic
development in rural areas. An emerging consensus
seems to favor curriculum integration that encompasses
cooperative learning, experiential education, outdoor
education, in addition to both conventional academic
and vocational education.

Future research may be directed to look at more
specific elements of school curriculum contents in
explaining student postsecondary mobility. Within
large categories of programs, sub-groups of courses
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that are more relevant to the needs of local
development may be identified and examined. For
example, rural areas with tourist resources may benifit
from educational programs that concentrate in tourist
business; whereas areas with correctional facilities may
need criminal justice and other related training
programs.

Further, innovative approaches to developing
community-oriented curricula should be studied.
Community-based curriculum appears promising.
Teaching and learning about local communities,
including the historical and cultural studies of the place,
and practical research into local problems and
solutions, is an effective way to orient students to the
communty needs. Such programs help students
understand their communities and acquire skills useful
for improving local conditions. More data on such
innovative programs are needed for research.

The rapid development of telecommunication
technology, for example, is making it possible for
professionals to work in places that are remote from
urban centers. Rural areas may anticipate opportunities
for growth thanks to such development. In responding
to such changes, schools are providing increasingly
more courses on new technology. This sort of
programs enable students to enter labor market with
competitive skills or to pursue postsecondary education
with good exposure to updated technology. The
changing curriculum is likely to contribute to retaining
educated youth in rural areas. How and to what extent
this actually happens is an issue needs to study.

Finally, it is also interesting to focus on those who
had extensive exposure to academic education yet took
vocational programs as the basis for post high school
career choice. This group, compared to those who
merely took vocational studies and missed a large
amount of liberal arts courses, perhaps would attain
marketable skills while managing to stay in the
community after high school graduation. We need to
conceptualize such issues and examine them with
empirical data.

5. Statistical issues

In this study, with the implementation of multilevel
logit models, related statistical issues in weighting and
model assessment were addressed methodologically
and empirically.

5.1 Weighting

Weighting for survey data in multilevel logit
modeling was an issue (Skinner ,1996). Literature
review showed there were few studies reported in
multilevel logit modeling of binary responses, and none
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of them involving use of weighted models (McArdle
and Hamagami, 1994; Rodriguez and Goldman, 1995).

Both MLn and HLM (Bryk, et al., 1996), another
widely used software for multilevel modeling, can
perform weighted multilevel linear modeling, though
they have different design of weighting procedure.
However, neither MLn nor HLM is ready to perform
weighted multilevel logit modeling. In fact, HLM’s
newly available procedure for hierarchical generalized
linear modeling (HGLM) doesn’t contain a weighting
device. And for MLn, our examination showed its
weighting procedure is applicable also only to linear
modeling. We thus decided to use unweighted models
for this study.

In an atempt to perform weighted multilevel ligit
modeling, we explored the way of adapting MLn’s
weighting device to implement weighted logit models.
A promising strategy is to use weights as frequencies
for modeling binary data in the event/trial model syntax
(SAS, 1992).

5.2 Intraclass correlation

It was desirable to have a simple measure assessing
the effect of clustering in the context of multilevel logit
model as does for multilevel linear model. We derived
the intraclass correlation associated with a random-
intercept-only logit model, as an analogue of the
intraclass correlation for multilevel linear model
(Goldstein, 1995; Bryk and Raudenbush, 1992), using
the technique of linearization (Rodriguez and Goldman,
1995). It takes the following form:

2
c’.uﬁ

Gio +[H1o(1- Ho)]-l

where o, is the level-2 variance associated with the
intercept, and = logit™'(y o) , where y o, is the
fixed intercept of the logit model. We used this measure
to our data. The intraclass correlation is calculated as
0.054 for a simple random-intercept-only model (not
containing school variables). Thus the level-2 variance
accounts for about 5 percent of the total variance. This
assessment is consistent with the models we obtained.
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