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What is The Nation’s Report Card?

THE NATION'S REPORT CARD. the National Assessment of Educational Progress (NAEP), is the only nationally
representative and continuing assessment of what America's students know and can do in various subject areas. Since 1969,
asscssments have been conducted periodically in reading. mathematics, science, writing, history/geography. and other fields. By
making objective information on student performance available to policymakers at the national, state, and local levels, NAEP is
an intcgral part of our nation's evaluation of the condition and progress of education. Only information related to academic
achievement is collected under this program. NAEP guarantees the privacy of individual students and their families.

NAEP is a congressionally mandated project of the National Center for Education Statistics, the U.S. Department of
Education. The Commissioner of Education Statistics is responsible, by law, for carrying out the NAEP project through
competitive awards to qualified organizations. NAEP reports dircctly to the Commissioner, who is also responsible for providing
continuing reviews, including validation studies and solicitation of public comment, on NAEP's conduct and usefulness.

In 1988. Congress established the National Assessment Governing Board (NAGB) to formulate policy guidelines for
NAEP. The Board is responsible for selecting the subject areas to be assessed from among those included in the National
E Jucation Goals: for setting appropriate student performance levels; for developing assessment objectives and test specitications
through a national consensus approach: for designing the assessment methodalogy: for developing guidelines for reporting and
disseminating NAEP results; for developing standards and procedures for interstate, regional. and national comparisons; for

determining the appropriateness of test items and ensuring they are free from bias; and for taking actions to improve the form and

use of the National Assessment.
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Chapter 1

OVERVIEW: THE DESIGN, IMPLEMENTATION, AND ANALYSIS
OF THE 1996 STATE ASSESSMENT PROGRAM
IN MATHEMATICS'

Nancy L. Allen and John Mazzeo
Educational Testing Service

1.1  OVERVIEW

In April 1988, Congress reauthorized the National Assessment of Educational Progress
(NAEP) and added a new dimension to the program—voluntary state-by-state assessments on a
trial basis in 1990 and 1992, in addition to continuing the national assessments that NAEP had
conducted since its inception. In 1994, Congress authorized a third Trial State Assessment for
administration in 1994. It should be noted that the word frial in Trial State Assessment refers to
the Congressionally mandated trial to determine whether such assessments can yield valid,
reliable state representative data. Enough experience had been gained for Congress to authorize
State Assessments, rather than Trial State Assessments, to be conducted in 1996. In this report,
we will refer to the voluntary state-by-state assessment program as the State Assessment
program. The State Assessment program, which is designed to provide representative data on
achievement for participating jurisdictions, is distinct from the assessment designed to provide
nationally representative data, referred to in this report as the national assessment. (This
terminology is also used in all other reports of the 1996 assessment results.) All instruments and
procedures used in the 1990, 1992, 1994, and 1996 state and national assessments were
previously piloted in field tests conducted in the year prior to each assessment.

The 1990 Trial State Assessment program collected information on the mathematics
knowledge, skills, understanding. and perceptions of a representative sample of eighth-grade
students in public schools in 37 states, the District of Columbia, and two territories. The second
phase of the Trial State Assessment program, conducted in 1992, collected information on the
mathematics knowledge, skills. understanding, and perceptions of a representative sample of
fourth- and eighth-grade students and the reading skills and understanding of a representative
sample of fourth-grade students in public schools in 41 states, the District of Columbia, and two
territories.

The 1994 Trial State Assessment program once again assessed the reading skills and
understanding of representative samples of fourth-grade students, this time in 44 participating
jurisdictions. The 1994 program broke new ground in two ways. The 1994 NAEP authorization
called for the assessment of samples of both public- and nonpublic-school students. Thus, for the
first time in NAEP, jurisdiction-level samples of students from Catholic schools, other religious
schools and private schools, Department of Defense Domestic Dependent Elementary and
Secondary Schools (DDESS), and Bureau of Indian Affairs (BIA) schools were added to the
Trial State Assessment program. Second, samples of students from the Department of Defense

' Naney L. Allen is the Director of Data Analysis and Scaling. NAEP Reseurch, Educational Testing Service John
Mavssco is the Director of NAEP Reporting. Educational Testing Service.



Dependents Schools (DoDDS) schools participated as a jurisdiction, along with the states and

territories that have traditionally had the opportunity to participate in the Trial State Assessment
program.

The 1996 State Assessment program, described in this report, again collected
information on the mathematics knowledge, skills, understanding, and perceptions of a
representative sample of fourth- and eighth-grade students for a third time. In addition, grade 8
public- and nonpublic-school students were assessed in science (see the Technical Report of the
NAEP 1996 State Assessment Program in Science, Allen, Swinton, & Zelenak, 1996).

A special feature of the 1996 State Assessments was the introduction of new rules for
student inclusion in NAEP assessments. In order to assure that the mathematics results for state
assessments in 1990, 1992, and 1996 are comparable, half of the schools selected for
participation in the 1996 assessment used the old inclusion rules to determine whether students
should be included in the assessment and the other half used the new inclusion rules. In addition
to the two groups of schools using the old and new inclusion rules without offering students
special testing accommodations, the 1996 national assessment included a third group of schools
that used the new inclusion rules and offered students within those schools the accommodations
to the standard NAEP administration procedures. More details on the procedures for student
exclusion are presented in the report on field procedures for the 1996 State Assessment program
(Westat, Inc., 1996). More details on the procedures used for student exclusion are presented in
the report on field procedures for the 1996 State Assessment program (Westat, 1996).

The accommodations provided by NAEP in the national assessments were meant to
match those specified in the student’s individualized education plan (IEP) or those ordinarily
provided in the classroom for testing situations. The most common accommodation was extended
time. In the State Assessment, no special accommodations were offered.

The old and new inclusion rules are applied only when a student has been categorized in
his or her IEP as a student with disabilities (SD) or as a student with limited English proficiency
(LEP); all other students are asked to participate in the assessment. For this reacon, the sample of
students that were selected for most analysis and reporting purposes consisted of students from
schools using either set of inclusion rules that were not categorized as SD or LEP students and
students from the schools using the old inclusion rules that were categorized as SD or LEP. The
advantage of this reporting sample is that it preserves trend with previous assessments and it
makes use of most of the data from the assessment.

Special analyses that used the national mathematics assessment data to compare the old
and new inclusion rules and examine the effect of offering testing accommodations, indicated
little difference in proportions of students included in the assessment using the old and new
inclusions. More students were included in the assessment when they were offered
accommodations; however, a portion of students who would have participated in the assessment
under standard conditions were assessed with accommodations when they were offered. A result
of this is that fewer students were assessed under standard conditions when accommodations
were offered.

Table 1-1 lists the jurisdictions that participated in the 1996 State Assessment program.
Over 125,000 students at each grade participated in the 1996 State Assessments in the
Jurisdictions shown. Students were administered the same assessment booklets that were used in
cither NAEP’s 1996 national mathematics or national science assessments.
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Table 1-1

Jurisdictions Participating in the 1996 State Assessment Program in Mathematics

Jurisdictions
Alabama Georgia Mississippi2 Pennsylvania*
Alaska' Guam Missouri’ Rhode Island
Arizona Hawaii Montana’ South Carolina’
Arkansas Indiana Nebraska Tennessee’
California Iowa Nevada' Texas
Colorado Kentucky New Hampshire’ Utah®
Connecticut Louisiana New Jersey Vermont'
Delaware Maine® New Mexico Virginia
DoDEA/DDESS" Maryland New York Washington'
DoDEA/DoDDS" Massachusetts’ North Carolina West Virginia
District of Columbia Michigan North Dakota Wisconsin
Florida Minnesota Oregon3 Wyoming

'Participated in the 1996 mathematics assessment program only.

Zparticipated in the 1992 and 1996 mathematics assessment programs but not in the 1990 program.

3Participated in the 1990 and 1996 mathematics assessment programs but not in the 1992 program.

*Grade 4 only.

5Grade 8 only.

SDoDEA is the Department of Defense Education Activity schools, DDESS is the Department of Defense Domestic
Dependent Elementary and Secondary Schools. and DoDDS is the Department of Defense Dependents Schools.

The 1996 NAEP mathematics assessments were based on the same framework that was
used to construct the 1990 and 1992 assessments. The mathematics framework and assessment
specifications were developed for NAEP through a consensus project conducted by the Council
of Chief State School Officers (CCSSO) under funding from the National Assessment Goveming
Board (NAGB). Subsequent to the 1992 assessment, assessment specifications were refined to
bring the assessment more in line with the Curriculum and Evaluation Standards for School
Mathematics, published by the National Council of Teachers of Mathematics (NCTM). Research
conducted as part of the 1995 NAEP field test indicated that despite these specifications, the
measurement constructs associated with the 1992 and 1996 instruments were sufficiently similar
to justify the continuation of the current NAEP scale. Hence, for grade 8, 1996 provides an
opportunity to report jurisdiction-level trend data for a NAEP mathematics instrument for those
states and territories that participated in the 1990, 1992, and 1996 State Assessment programs. In
addition, questionnaires completed by the students, their mathematics teachers, and principals or
other school administrators provided an abundance of contextual data within which to interpret
the mathematics results.

The purpose of this report is to provide technical information about the 1996 State
Assessment in mathematics. It provides a description of the design for the State Assessment and
gives an overview of the steps involved in the implementation of the program from the planning
stages through to the analysis and reporting of the data. The report describes in detail the
development of the cognitive and background questions, the field procedures, the creation of the
database and data products for analysis, and the methods and procedures used for sampling,
analysis, and reporting. It does not provide the results of the assessment—vather, it provides
information on how thosc results were derived.



This report is one of several documents that provide technical information about the
1996 State Assessment. For those interested in performing their own analyses of the data, this
report and the user guide for the secondary-use data should be used as primary sources of
information about NAEP. Information for lay audiences is provided in the procedural appendices
to the mathematics subject-area reports; theoretical information about the models and procedures
used in NAEP can be found in the special NAEP-related issue of the Journal of Educational
Statistics (Summer 1992/Volume 17, Number 2).

Under a cooperative agreement with the National Center for Education Statistics
(NCES), Educational Testing Service (ETS) was responsible for the development, analysis, and
reporting of the 1996 NAEP programs, including the State Assessment. ETS was responsible for
overall management of aspects of the programs as well as for development of the overall design,
the items and questionnaires, data analysis, and reporting. National Computer Systems (NCS)
was a subcontractor to ETS on both the national and State NAEP programs. NCS was
responsible for printing, distribution, and receipt of all assessment materials, and for data
processing, scanning, and professional scoring. All aspects of sampling and field operations for
both the national and State Assessments were the responsibility of Westat, Inc. NCES contracted
directly with Westat for these services for the national and state assessments.

This technical report provides information about the technical bases for a series of
reports that have been prepared for the 1996 State Assessment program in mathematics. They
include:

* A State Report for each participating jurisdiction that describes the
mathematics scale scores of the fourth-and eighth-grade public- and
nonpublic-school students in that jurisdiction and relates their scale scores to
contextual information about mathematics policies and instruction.

* The NAEP 1996 Mathematics Report Card for the Nation and the States,
which provides both public- and nonpublic-school data for major NAEP
reporting subgroups for all of the jurisdictions that participated in the State
Assessment program, as well as selected results from the 1996 national
mathematics assessment.

* The Cross-State Data Compendium from the NAEP 1996 Mathematics
Assessment, which includes jurisdiction-level results for all the demographic,
instructional, and experiential background variables included in the
Mathematics Report Card and State Report.

* Two Data Almanacs for each jurisdiction, one for grade 4 and one for grade
8. distributed only in electronic form, that contain a detailed breakdown of
the mathematics scale-score data according to the responses to the student,
teacher, and school questionnaires for the public school, nonpublic school,
and combined populations as a whole and for important subgroups of the
public-school population. There are six sections to each almanac:

= The Distribution Data Section provides information about the

pereentages of students at or above the three composite scale
achievement levels (and below basic). For the composite scale and!

\,5



each mathematics content strand scale,” this almanac also provides
selected percentiles for the public school, nonpublic school, and
combined populations and for the standard demographic subgroups
of the public-school population. Mathematics was previously
assessed in 1990 and 1992 for grade 8 and in 1992 for grade 4 in the
State Assessment program. For items that are common to 1990
and/or 1992, trend results are presented, as applicable.

— The Student Questionnaire Section provides a breakdown of the
composite scale score data according to the students’ responses to
questions in the three student questionnaires included in the
assessment booklets.

= The Teacher Questionnaire Section provides a breakdown of the
composite scale score data according to the teachers’ responses to
questions in the mathematics teacher questionnaire.

= The School Questionnaire Section provides a breakdown of the
composite scale score data according to the principals’ (or other
administrators’) responses to questions in the school characteristics
and policies questionnaire.

= The Scale Section provides a breakdown of selected items from the
questionnaires according to each of the scales measuring
mathematics content strands in the assessment.

= The Mathematics Item Section provides the response data for each
mathematics item in the assessment.

The state reports and the Mathematics Report Card will be available on the World Wide
Web as they are publicly released; the almanacs wiil be placed on the web about a month after
they are released on CD-ROM.

Organization of the Technical Report

This chapter provides a description of the design for the State Assessment in
mathematics and gives an overview of the steps involved in implementing the program from the
planning stages to the analysis and reporting of the data. The chapter summarizes the major
components of the program, with references to later chapters for more details. The organization
of this chapter, and of the report, is as follows:

e Section 1.2 provides an overview of the design of the 1996 State Assessment
program in mathematics.

“§eales were created for five content strands: number sense, properties, and operaiions, medsurement; geometry and
spatial sense; data analvsts, stanistics, and probabiliy; and algebra and functions.

T
-



Section 1.3 summarizes the development of the mathematics objectives and
the development and review of the items written to measure those objectives.
Details are provided in Chapter 2.

Section 1.4 discusses the assignment of the cognitive items to assessment
booklets. An initial discussion is provided of the balanced incomplete block
(BIB) spiral design that was used to assign cognitive items to assessment
booklets and assessment booklets to individuals. A more complete
description is provided in Chapter 2.

Section 1.5 outlines the sampling design used for the 1996 State Assessment
program in mathematics. A fuller description is provided in Chapter 3.

Section 1.6 summarizes the field administration procedures, including
securing school cooperation, training administrators, administering the
assessment, and conducting quality control. Further details appear in
Chapter 4.

Section 1.7 describes the flow of the ata from their receipt at NCS through
data entry, professional scoring, and entry into the ETS/NAEP database for
analysis, and the creation of data products for secondary users. Chapters 5
and 6 provide a detailed description of the process.

Section 1.8 provides an overview of the data obtained from the 1996 State
Assessment program in mathematics.

Section 1.9 summarizes the procedures used to weight the assessment data
and to obtain estimates of the sampling variability of subpopulation
estimates. Chapter 7 provides a full description of the weighting and
variance estimation procedures.

Section 1.10 describes the initial analyses performed to verify the quality of
the data in preparation for more refined analyses, with details given in
Chapter 9.

Section 1.11 describes the item response theory (IRT) scales and the overall
mathematics composite that were created for the primary analysis of the
State Assessment data. Further discussion of the theory and philosophy of
the scaling technology appears in Chapter 8. with details of the scaling
process in Chapter 9,

Section 1.12 provides an overview of the linking of the scaled results from
the State Assessment to those from the national mathematics assessment.
Details of the linking process appear in Chapter 9.

Section 1.13 describes the reporting of the assessment results, with further
details supplied in Chapter 10,

) .0
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e Appendices A through H include a list of the participants in the objectives
and item development process, a summary of the participation rates, a list of
the conditioning variables, the IRT parameters for the mathematics items, the
reporting subgroups, composite and derived common background and
reporting variables, a description of the process used to define achievement
fevels, an explanation and correction of the NAEP program documentation
error in the NAEP 1992 results, and a summary explaining the information
weighting error in setting the mathematics achievement levels,

1.2 DESIGN OF THE STATE ASSESSMENT IN MATHEMATICS

The major aspects of the design for the State Assessment in mathematics included the
following:

e Participation at the jurisdiction ievel was voluntary.

e Fourth- and cighth-grade students from public and nonpublic schools were
assessed. Nonpublic schools included Catholic schools, other religious
schools, private schools, Department of  Defense  Education  Activity
(DoDEA) schools.' and BIA schools. Separate representative samples of
public and nonpublic schools were selected v each participating jurisdiction
and students were randomby sampled within schools. The sizes of a
jurisdiction’s nonpublic-school samples were proportional to the percentage
of grade-level students in that jurisdiction attending such schools.

e The fourth- and cighth-grade mathematics student booklets used for the 1996
NAEP State Assessment. and ncluded as part of the 1996 national NAEP
instrument for grades 4 and 8, contained multiple-choice. short-constructed
response, and extended-constructed response cognitive items. Some items
required the use of calealators (four-function caleulators at erade 4 and
scientific caleulators at prade 8). geometric shapes. and protiactors/rulers.
The total pool of mathematics tems was divided into 13 blocks of items.
cach 15 minutes long, at cach grade level

e A compley form of matrin ~ampling called a balanced incomplete block
(BIB) sprraling design was used - Wath BIR <piraling, students in an
assessment session recenved different hooklets, which provides for greater
mathematics content coverage than would have been possible had every
student been admunistered the identical set of items, without ymposing an
undue testing burden on the student,

e Background queshiommaires given to the students. the students” mathematics
teachers, and the prcipals or other admimistrators provided a variety of
contextual formation  The backeround  questionnares for the State

Students from sever of the DDTSS wtiesdfoe fooces o0 bbb sy ool b evoeprhth weade DDESS wchoota
were included as part ot the State A sessiment and i the spec il eses-ment ol Probil A wchools Tohese cases thie
DDESS schoot 1 wast, aced with the see T




Assessment program were identical to those used in the fourth- and eighth-
grade national assessments.

e The assessment time for each student was approximately one hour. Each
assessed student was assigned a mathematics booklet that contained two
5-minute background questionnaires, one 3-minute motivation questionnaire,
and three of the 13 blocks containing mathematics items requiring 15
minutes each. Twenty-six different booklets were assembled.

* The assessments took place in the five-week period between january 29 and
March 4, 1996. One-fourth of the schools in each jurisdiction were to be
assessed each week throughout the first four weeks: however, due to severe
weather throughout much of the country, the fifth week was used for regular
testing as well as for makeup sessions.

* Data collection was, by law, the responsibility of each participating
jurisdiction. Security and uniform assessment administration were high
priorities. Extensive training of State Assessment personnel was conducted
to assure that the assessment would be administered under standard, uniform
procedures. For jurisdictions that had participated in previous NAEP state
assessments, 25 percent of both public- and nonpublic-school assessment
sessions were monitored by Westat staff. For the jurisdictions new to NAEP,
50 percent of both public- and nonpublic-school sessions were monitored.

1.3 DEVELOPMENT OF MATHEMATICS OBJECTIVES, ITEMS, AND
BACKGROUND QUESTIONS

The same {ramework was used for the 1990, 1992, and 1996 NAEP State Assessments in
mathematics. The 1996 assessment specifications represented an enhancement of the
specifications used for the 1992 and 1990 that was influenced by the National Council of
Teachers of Mathematics (NCTM) Curriculum and Evaluation Standards for School
Mathematics. Similar to all previous NAEP assessments, the mathematics framework and
specifications were developed through a broad-based consensus process. In developing the new
portion of the 1996 NAEP mathematics assessment, the same procedures used in 1992 were
followed, but with the newly-enhanced specifications. After careful reviews of the framework
and specifications, questions were developed that were aligned with the refined specifications.

The framework for the 1990, 1992, and 1996 assessments was organized according to
three mathematical abilities and five content strands. The mathematical abilities assessed were
conceptual understanding, procedural knowledge, and problem solving. Content was drawn
primarily from elementary and secondary school mathematics up to, but not including, calculus.
The content strands assessed were number sense, properties, and operations, measurement;
geometry and spatial sense; data analysis, statistics, and probability; and algeb-a and functions.

* The content strand number sense, praperties, and opcations was called numbers and operations in the 1990 and
1992 assessments, The content strand geometry and spatial sense was called geometry in the 1990 and 1992
assessments.



The instrument used in the 1996 mathematics assessment was composed of a
combination of new items developed for administration in 1996 and items from the 1992 and
1990 assessments. Those items that were carried over from the 1992 and 1990 instruments
comprised approximately 60 percent of the 1996 instrument. The remainder was made up of new
items developed according to the recommendations included in the enhanced framework for
1996. Based on field test results, items that had not been used previously in a NAEP assessment
were revised or modified as necessary and then again reviewed for sensitivity, content, and
editorial concerns. With the assistance of ETS/NAEP staff and outside reviewers, the
Mathematics Instrument Development Committee selected the items to include in the 1996
assessment. All questions underwent extensive reviews by specialists in mathematics,
measurement, and bias/sensitivity, as well as reviews by state representatives.

Maintaining approximately 70 percent of the instrument across the two assessment years
allowed for the reporting of trends in mathematics performance. At the same time, developing a
new set of items made it possible to release approximately 30 percent of the 1992 assessment for
public use. Copies of the released items are available from ETS after permission for access has
been received from NCES.

Chapter 2 includes specific details about developing the objectives and items for the
State Assessment.

1.«  ASSESSMENT INSTRUMENTS

The assembly of cognitive items into booklets and their subsequent assignment to
assessed students was determined by a BIB design with spiraled administration. Detzils of this
design, almost identical to the design used in 1990 and 1992, are provided in Chapter 2. The
single difference in these designs is that the 1996 State Assessment does not include blocks of
estimation items. In earlier assessments, the results of these blocks of items were summarized
separately from the mathematics composite scale. In addition to the student assessment booklets,
three other instruments provided data relating to the assessment—a mathematics teacher
questionnaire, a school characteristics and policies questionnaire, and an SD/LEP student
questionnaire.

The student assessment booklets contained five sections and included both cognitive and
noncognitive questions. In addition to three 15-minute sections of cognitive questions, each
booklet included two 5-minute sets of general and mathematics background items designed to
gather contextual information about students, their experiences in mathematics, and their
attitudes toward the subject, and one 3-minute section of motivation questions designed to gather
information about the student's level of motivation while taking the assessment.

The teacher questionnaire was administered to the fourth- and eighth-grade mathematics
teachers of the students participating in the assessment. The questionnaire consisted of three
sections and took approximately 20 minutes to complete. The first section focused on the
teacher's weneral background and experience; the second. on the teacher’s backgro ind related to
mathematics: and the third, on classroom information about mathematics instruction.

The school characteristics and policies questionnaire was given to the principal or other
administrator in each participating school and took about 20 minutes to complete. The questions



asked about the principal’s background and experience; school pblicies, programs, and facilities;
and the demographic composition and background of the students and teachers.

The SD/LEP student questionnaire was completed by the teachers of those students who
were selected to participate in the State Assessment sample but who were classified as students
with disabilities (SD) or were categorized as having limited English proficiency (LEP). Some of
these students did not participate in the assessment because they were determined by the school
personnel to be unable to participate, using inclusion rules provided by NAEP; others did
participate in the assessment because they were determined to be able to participate by not
meeting the specifications in the inclusion rules. Each questionnaire took approximately three

minutes to complete and asked about the student and the special programs in which the student
participated.

Further information on the assessment instruments can be found in Chapter 2.

1.5 THE SAMPLING DESIGN

The target populations for the State Assessment program in mathematics consisted of
fourth- and eighth-grade students enrolled in public and nonpublic schools. The public- and
nonpublic-school samples in each jurisdiction were designed to produce aggregate estimates for
the jurisdiction and for selected subpopulations (depending upon the size and distribution of the
various subpopulations within the jurisdiction), and also to enable comparisons to be made, at the
Jurisdiction level, between administration of assessment tasks with monitoring and without
monitoring.

The representative sample of public-school fourth- and eighth-grade students assessed in
the State Assessment came from about 100 schools (per grade) in most jurisdictions. However, if
a jurisdiction had fewer than 100 schools with a fourth or eighth grade, all or almost all schools
were asked to participate. If a jurisdiction had smaller numbers of students in each school than
expected, more than 100 schools were selected for participation. The public schools were
stratificd by urbanization, percentage of Black and Hispanic students enrolled, and median
household income within the ZIP code area of the school.

The nonpublic-school samples differed in size across the jurisdictions, with the number
of schools selected proportional to the nonpublic-school enrollment within each jurisdiction.
Typically, about 20 to 25 nonpublic schools (per grade) were included for each jurisdiction. The
nonpublic schools were stratified by type of control (Catholic, private/other religious, other
nonpublic), metro status, and enrollment size per grade.

In most jurisdictions, up to 30 students were selected from each school, with the aim of
providing an initial target sample size of approximately 3,000 public-school students per
jurisdiction. The student sample size of 30 for each school was chosen to ensure that at least
2.000 public-school students participated from each jurisdiction allowing for school
nonresponse, exclusion of students, inaccuracies in the measures of enrollment, and student
absenteeism from the assessment. In jurisdictions with fewer schools, larger numbers of students
per school were often required to ensure target samples of roughly 3,000 students. In certain
jurisdictions, all eligible fourth- and eighth-grade students were targeted for assessment. The
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overall student sample size for nonpublic schools was much smaller than the approximate 2,000
students from public schools that were assessed.

Students within a school were sampled from lists of fourth- or eighth-grade students. The
decisions to exclude students from the assessment were made by school personnel, in one of two
ways, also used in differing groups of schools in the national assessment. The students in one
group of schools were excluded using the inclusion rules used in previous assessments, in
particular, the 1990 and 1992 Trial State Assessments in mathematics; students in a second group
of schools were excluded on the basis of inclusion rules that were new for the 1996 assessment.
The new inclusion rules are meant to be clearer, more easily followed, and closer to inclusion
rules used in testing programs administered by school districts or state departments of education.
In the 1996 national assessments, students in a third group of schools were excluded using the
new inclusion rules, but SD and LEP students in these schools were offered special
accornmodations to the standard NAEP administration procedures. In the State Assessment, no
special accommodations were offered. Each excluded student in the State Assessment was
carefully accounted for to estimate the percentage of the state population deemed unassessable
and the reasons for exclusion, no matter which school the student attended.

Chapter 3 describes the various aspects of selecting the sample for the 1996 State
Assessment—selection of schools for use of the differing inclusion criteria, the construction of
the public- and nonpublic-school frames, the stratification processes, the updating of the school
frames with new schools, the actual sample selection, and the sample selection for the field test.

1.6 FIELD ADMINISTRATION

The administration of the 1996 program and the 1995 field test required collaboration
between staff in the participating jurisdictions and schools and the NAEP contractors, especially
Westat, the field administration contractor. The purpose of the field test conducted in 1995 was
to try out new blocks of items designed as replacements for the 1992 assessment blocks released
to the public.

Each jurisdiction volunteering to participate in the 1995 field test or in the 1996 State
Assessment program was asked to appoint a state coordinator as liaison between NAEP staff and
the participating schools. In addition, Westat hired and trained a supervisor for each jurisdiction
and six field managers, each of whom was assigned to work with groups of jurisdictions. The
state supervisors were responsible for working with the state coordinators, overseeing assessment
activities, training school district personnel to administer the assessment, and coordinating the
quality-control monitoring efforts. Each field manager was responsible for working with the state
coordinators of seven to eight jurisdictions and supervising the state supervisors assigned to
those jurisdictions. An assessment administrator was responsible for preparing for and
conducting the assessment session in one or more schools. These individuals were usually school
or district staff and were trained by Westat. Westat also hired and trained three to five quality
control monitors in each jurisdiction. For jurisdictions that had previously participated in the
State Assessment program, 25 percent of the public- and nonpublic-school sessions were
monitored. For jurisdictions new to the program, 50 percent of all sessions were monitored.
During the field test, the state supervisors monitored all sessions.,
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Chapter 4 describes the procedures for obtaining jurisdiction cooperation and provides
details about the field activities for both the field test and 1996 State Assessment program.
Chapter 4 also describes the planning and preparations for the actual administration of the
assessment, the training and monitoring of the assessment sessions, and the responsibilities of the
state coordinators, state supervisors, assessment administrators, and quality control monitors.

1.7 MATERIALS PROCESSING, PROFESSIONAL SCORING, AND
DATABASE CREATION

Upon completion of each assessment session, school personnel shipped the assessment
booklets and forms to NAEP contractor NCS for professional scoring, entry into computer files,
and checking. The files were then sent to ETS for creation of the database. Chapter 5 describes

the printing, distribution, receipt, processing, and final disposition of the 1996 State Assessment
materials.

The volume of collected data and the complexity of the State Assessment processing
design, with its spiraled distribution of booklets, as well as the concurrent administration of this
assessment and the national assessments, required the development and implementation of
flexible, innovative processing programs, and a sophisticated Process Control System. This
system, described in Chapter 5, allowed an integration of data entry and workflow management

systems that included carefully planned and delineated editing, quality control, and auditing
procedures.

Chapter 5 also describes the data transcription and editing procedures used to generate
the electronic files containing various assessment information, including the sampling weights
required to make valid statistical inferences about the population from which the State
Assessment sample was drawn. Before any analysis could begin, the data from these files
underwent a quality control check at ETS. The files were then merged into a comprehensive,
integrated database. Chapter 6 describes the transcribed data files, the procedure of merging them
to create the State Assessment database, the results of the quality control process, and the
procedures used to create data products for use in secondary research.

1.8 THE 1996 STATE ASSESSMENT DATA

The basic information collected from the State Assessment in mathematics consisted of
the responses of the assessed students to the 144 mathematics exercises at grade 4 and 164
exercises at grade 8. To limit the assessment time for each student to about one hour, a variant of
matrix sampling called BIB spiraling was used to assign a subset of the full exercise pool to each
student. At each grade level, the set of items was divided into 13 unique blocks, each requiring
15 minutes for completion. Each assessed student received a booklet containing three of the 13
blocks according to a design that ensured that each block was administered to a representative
sample of students within each jurisdiction. The data also included responses to the background
questionnaires (described in Section 1.4 of this chapter and in Chapter 2).

The national data to which the State Assessment results were compared came from
nationally representative samples of public- and nonpublic-school students in the fourth and
cighth grade. These samples were part of the full 1996 national mathematics assessment in which



nationally representative samples of students in public and nonpublic schools were assessed from
three age cohorts: fourth-, eighth-, and twelfth-grade students.

The assessment instruments used in the State Assessment were also used in the fourth-
and eighth-grade national assessments and were administered using almost identical procedures
in both assessments. The time of testing for the state assessments (January 29-March 4, 1996)
occurred within the time of testing of the national assessment (January 3-April 5, 1996).
However, the state assessments differed from the national assessment in one important regard:
Westat staff collected the data for the national assessment while, in accordance with the NAEP
legislation, data collection activities for the State Assessment were the responsibility of each
participating jurisdiction. These activities included ensuring the participation of selected schools
and students, assessing students according to standardized procedures, and observing procedures
for test security. To provide quality control of the State Assessment, a random half of the
administrations in jurisdictions participating in a State Assessment for the first time was
monitored; 25 percent of the administrations in other jurisdictions was monitored.

1.9  WEIGHTING AND VARIANCE ESTIMATION

A complex sample design was used to select the students to be assessed in each of the
participating jurisdictions. The properties of a sample from a complex design are very different
from those of a simple random sample in which every student in the target population has an
equal chance of selection and every combination of students of the size of the sample has an
equal chance of selection. The properties of the sample from the complex State Assessment
design were taken into account in the analysis of the assessment data.

One way that the properties of the sample design were addressed was by using sampling
weights to account for the fact that the probabilities of selection were not identical for all
students. These weights also included adjustments for school and student nonresponse. All
population and subpopulation characteristics based on the State Assessment data used sampling
weights in their estimation. Chapter 7 provides details on the computation of these weights.

In addition to deiiving appropriate estimates of population characteristics, it is essential
to obtain appropriate measures of the degree of uncertainty of those statistics. One component of
uncertainty is a result of sampling variability, which measures the dependence of the results on
the particular sample of students actually assessed. Because of the effects of cluster selection
(schools are selected first, then students are selected within those schools), observations made on
different students cannot be assumed to be independent of each other (and, in fact, are generally
positively correlated). As a result, classical variance estimation formulas will produce incorrect
results. Instead, a variance estimation procedure that takes the characteristics of the sample into
account was used for all analyses. This procedure, called jackknife variance estimation, is
discussed in Chapter 7 and described more fully in The NAEP 1994 Technical Report (Allen,
Kline, & Zelenak, 1996).

Jackknife variance estimation provides a reasonable measure of uncertainty for any
statistic based on values observed without error. Statistics such as the average proportion of
students correctly answering a given question meet this requirement, but other statistics based on
estimates of student mathematics performance, such as the average mathematics scale score of a
subpopulation, do not. Because cach student typically responds to relatively few items within a
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particular mathematics content strand. there exists a nontrivial amount of imprecision in the
measurciment of the proficiency of a given student. This imprecision adds an additional
component of variability to statistics bised on estimates of individual scale scores. The
estimation of this component of variability s discussed in Chapter 8,

1.10 PRELIMINARY DATA ANALYSIS

After the computer files of student responses were received from NCS. all cognitive and
noncognitive items were subjected to an extensive stem analysis, Eachublock of cognitive items
was subjected to item analysis routines, which vielded for each item the number of respondents,
the percentage of responses in each response category for an item, the percentage who omitted
the item. the percentage who did not reach the item. and the correlation between the item score
and the item block score. In addition, the item analy sis program provided summary statistics for
cach block, including a reliability (internal consistencey )y coefficient. These analyses were used to
check on the scoring of the items, to verify the appropriateness of the ditficulty level of the
ttems, and to cheek for speededness. The results also were reviewed by knowledgeable project
statf in search of aberrdtions that might signal unusual results or errors in the database.

Tables of the weighted percentages of students with responses in each category of each
cognitive and background item were created and distributed to cach jurisdiction. Additional
analy ses comparing the data fromn the monitored sessions with those from the unmonitored
sessions were conducted to determine the comparability of the assessment data from the two
types of administrations. Differential item functioning (DIF) analyses were carried out to identify
items new to the assessment that were differentially difficult for various subgroups and to
reexamine such items with respect to their farness and their appropriateness for inclusion in the
scaling process. Further details of the preliminary analy ses conducted on the data appear in
Chapter 9.

.11 SCALING THE ASSESSMENT I'TEMS

The primary analy sis and reporting of the results from the State Assessment program
wsed item response theory (IRT) scale-score models. Scaling models quantify a respondent’s
tendency to provide correct answers to the domain of ems contributing to a scale as a function
of a parameter called proficiency. estimated by a scale score. The scale scores can be viewed as a
summary measure of performance across the domam ot items that make up the scale. Three
distinet IRT maodels were used for scaling: 1y three-parameter logistic models for multiple-choice
ems: 2 two-parameter logistic models for short constructed-response items that were scored
correct or incorrect, and 3) generabized partial-credit models tor short and eatended constructed-
response items that were seored ona multipoint scale. Chapter 8 provides an overview of the
ealimg models used. Further details on the appheation of these models are provided in Chapter 9.

A sertes of seales were ereated for the State Assessment to summarize students’
mathematies performance. These scales were detined identicatly to those used for the scaling of
the national NAEP fourth- and erghth-grade mathematics data, Five content strand scales, based
on the paradigm deseribed in Chapter 20 were created to correspond o the following areas:
rmber sense, properties, dand operations, measrenie Rt ceamelry and spatial sense:. datu
analvsis, statistios, and probabilies . and aleebra ana froncnons Although the dems comprising
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each scale were identical to those used for the national program, the item parameters for the State
Assessment scales were estimated from the combined data from all jurisdictions participating in
the State Assessment. Item parameter estimation was based on an item calibration sample
consisting of an approximately 25 percent sample of all the available data. To ensure equal
representation in the scaling process, each jurisdiction was equally represented in the item
calibration sample, as were the monitored and unmonitored administrations from each
jurisdiction. Chapter 9 provides further details about the item parameter estimation.

Tr:e fit of the IRT model to the observed data was examined within each scale by
comparing the estimates of the empirical item characteristic functions with the theoretic curves.
For multiple-choice and dichotomously-scored constructed response items, nonmodel-based
estimates of the expected proportions of correct responses to each item for students with various
levels of scale scores were compared with the fitted item response curve; for partial-credit
polytomously-scored constructed-response items, the comparisons were based on the expected
proportions of students with various levels of scale scores who achieved each item score level. In
general, the item-level results were well fit by the scaling models.

Using the item parameter estimates, estimates of various population statistics were
obtained for each jurisdiction. The NAEP methods use random draws (“plausible values™) from
scale score distributions for each student to compute population statistics. Plausible values are
not optimal individual student scale scores; instead, they serve as intermediate values to be used
in estimating population characteristics. Under the assumptions of the scaling models, these
population estimates will be consistent, in the sense that the estimates approach the model-based
population values as the sample size increases. This would not be the case for population
estimates obtained by aggregating optimal individual scale scores. Chapter 8 provides further
details on the computation and use of plausible values.

In addition to the plausible values for each scale, a composite score scale of the five
mathematics content strand scales was created as a measure of overall mathematics proficiency.
This composite was a weighted average of the five mathematics content strand scales in which
the weights were proportional to the relative importance assigned to each content strand as
specified in the mathematics objectives. Consistent with the mathematics framework, the weights
used to define the composite were somewhat different at grades 4 and 8. The definitions of the
composites for the State Assessment program at grades 4 and 8 were identical to those used for
the national fourth- and eighth-grade mathematics assessments.

1.12  LINKING THE STATE RESULTS TO THE NATIONAL RESULTS

A major purpose of the State Assessment program was to allow each participating
Jurisdiction to compare its 1996 results with the nation as a whole and with the region of the
country in which that jurisdiction is located. For meaningful comparisons to be made between
each of the State Assessment jurisdictions and the relevant national sample, results from these
two assessments had to be expressed in terms of a similar system of scale units.

The results from the State Assessment program were linked to those from the national
assessment through linking functions determined by comparing the results for the aggregate of all
fourth- and eighth-grade public-school students assessed in the State Assessment with the results
for public-school students of the matching grade within a subsample (the National Linking
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sample) of the national NAEP sample. The National Linking sample for a given grade is a
representative sample of the population of all grade-eligible public-school students within the
aggregate of the 45 participating states and the District of Columbia (excluding Guam and the
two DoDEA jurisdictions). Specifically, the grade 4 National Linking sample consists of all
fourth-grade students in public schools in the states and the District of Columbia who were
assessed in the national mathematics assessment. The grade 8 National Linking sample is
equivalently defined for eighth-grade students who participated in the national assessment.

For each grade, a linear equating within each scale was used to link the results of the
State Assessment to the national assessment. For each scale, the adequacy of linear equating was
evaluated by comparing the distribution of mathematics scale scores based on the aggregation of
all assessed students at each grade from the participating states and the District of Columbia with
the equivalent distribution based on the students in the National Linking sample for the matching
grade. In the estimation of these distributions, the students were weighted to represent the target
population of public-school students in the specified grade in the aggregation of the states and
the District of Columbia. If a linear equating was adequate, the distribution for the aggregate of
states and the District of Columbia and that for the National Linking sample would have, to a
close approximation, the same shape, in terms of the skewness, kurtosis, and higher moments of
the distributions. The only differences in the distributions allowed by linear equating are in the
means and variances. This has been found to be the case for the 1996 State Assessment program.

Each mathematics content strand scale was linked by matching the mean and standard
deviation of the scale score averages across all fourth- or eighth-grade students in the State
Assessment to the corresponding scale mean and standard deviation across all students in the
matching grade National Linking sample. The results for nonpublic-school students were
transformed to the national scale using the same transformation as was used for the public-school
student results. Further details of the linking are given in Chapter 9.

1.13 REPORTING THE STATE ASSESSMENT RESULTS

Each jurisdiction in the State Assessment received a summary report providing its results
with accompanying text and tables, national and regional comparisons, and (for jurisdictions that
had participated in the 1990 and 1992 state programs) trend comparisons to the previous
assessments. These reports were generated by a computerized report-generation system for which
graphic designers, statisticians, data analysts, and report writers collaborated to develop shells of
the reports in advance of the analysis. These prototype reports were provided to State Education
Agency personnel for their reviews and comments. The results of the data analysis were then
automatically incorporated into the reports, which display tables and graphs of the results and
interpretations of those results, including indications of subpopulation comparisons of statistical
and substantive significance.

Each report contains state-level estimates of average scale score, both for the state as a
whole and for categories of the key reporting variables: gender, race/ethnicity, level of parental
education, and type of location. Results are presented for each mathematics scale score, for the
overall mathematics composite scale score, and by achievement levels. Results are also reported
for a variety of other subpopulations based on variables derived from the student, teacher, and
school questionnaires. Standard errors are included for all statistics.
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A second report, the NAEP 1996 Mathematics Report Card for the Nation and the States,
highlights key assessment results for the nation and summarizes results across the jurisdictions
participating in the assessment. This report contains composite scale-score results (scale-score
means, proportions at or above achievement levels, etc.) for the nation. each of the four regions
of the country, and each jurisdiction participating in the State Assessment, both overall and by
the primary reporting variables. In addition. overall results are reported for each of the content
strand scales.

The third type of sumamary report is entitled Cross-State Data Compendium from the
NAELP 1996 Mathematics Assessment. Like the Report Card, the Compendium reports results for
the nation and for all of the jurisdictions participating in the State Assessment. The Compendium
contains most of the tables included in the Report Card plus additional tables that provide
composite scale-score results for a large number of secondary reporting variables.

The fourth type of summary report is a six-section almanac. One section of the almanac
includes information about the percentages of students at or above the three composite scale
achievement levels (and below basic). Three of the sections of the almanac present analyses
based on responses to each of the questionnaires (student, mathematics teacher, and school)
administered as part of the State Assessment. Another section of the almanac, the scale section.
reports scale score means and associated standard errors for the five mathematics content strand
scales. Results in this section are also reported for the total group in each jurisdiction, as well as
for select subgroups of interest. The final section of the almanac. the “p-value™ section, provides
the total-group proportion of carrect responses to each cognitive item included in the assessment.

The production of the state reports, Marhematics Report Card, Data Compendium, and
the almanacs required a large number of decisions about a variety of data analysis and statistical
issues. For example, because the demographic characteristics of the fourth- and eighth-grade
public-school students vary widely by jurisdiction, the proportions of students in the various
categories of the race/ethnicity, parental education, and type of location variables also varied by
jurisdiction. Chapter 10 documents the major conventions and statistical procedures used in
generating the state reports, Mathematics Report Card, Datu Compendium, and the almanacs.
The chapter describes the rules, based on effect size and sample size considerations, that were
used to establish whether a particular category contained sufficient data for reliable reporting of
results for a particular jurisdiction. Chapter 10 also describes the multiple comparison and effect
size-based inferential rules that were used for evaluating the statistical and substantive
significance of subpopulation comparisons,

To provide information about the generalizability of the results, a variety of information
about participation rates was reported for each state and jurisdiction. This included the school
participation rates, both in terms of the initially selected samples of schools and in terms of the
finally achieved samples, including replacement schools. The student participation rates, the
rates of students excluded due to being identified as SD or LEP, and the estimated proportions of
assessed students who are classified as SD or LEP were also reported by jurisdiction. These rates
are described and reported in Appendix B.



Chapter 2

DEVELOPING THE MATHEMATICS OBJECTIVES, COGNITIVE
ITEMS, BACKGROUND QUESTIONS, AND ASSESSMENT
INSTRUMENTS!

Jeff Haberstroh and Chancey Jones
Educational Testing Service

2.1 OVERVIEW

A new framework was developed for the 1996 NAEP State Assessment in mathematics.
This framework represents an enhancement of the framework used for the 1992 and 1990
assessments. Similar to all previous NAEP assessments, the mathematics framework was
developed through a broad-based consensus process. The National Assessment Governing Board
(NAGB) contracted with The College Board to prepare the framework for the 1996 mathematics
assessment. The development process involved a committee of mathematicians and mathematics
educators. Educators, scholars, and citizens, representative of many diverse constituencies and

points of view, participated in the national consensus process to design objectives for the
assessment.

The instrument used in the 1996 mathematics assessment was composed of a
combination of new items developed for administration in 1996 and items from the 1992 and
1990 assessments. Those items that were carried over from the 1992 and 1990 instruments
comprised approximately 60 percent of the 1996 instrument. The remaining portion was made up
of new items developed according to the recommendations included in the enhanced
specifications for the 1996 framework. Maintaining approximately 60 percent of the instrument
across the two assessment years (1992 and 1996) allowed for the reporting of trends in
matheratics performance. At the same time, developing a new set of items made it possible to
release approximately 40 percent of the 1992 assessment for public use.

In developing the new portion of the 1996 NAEP mathematics assessment, the same
procedures used in 1992 were followed, but using the newly enhanced specifications from the
framework. After careful reviews of the framework, items were developed that were aligned with
the specifications described in the framework. All items underwent extensive reviews by
specialists in mathematics, measurement, and bias/sensitivity, as well as reviews by state
representatives.

The framework and item development efforts were governed by four major
considerations:

e The framework for the mathematics assessment had to be developed through
a consensus process.

! Jeff Haberstroh and Chancey Jones coordinated the development of the mathematics assessment instruments,

19

[ oL
BN



e As outlined in the ETS proposal for the administration of the NAEP
cooperative agreement (ETS, 1992), the development of the items had to be
guided by a Mathematics Instrument Development Pane! and receive further
review by state representatives and classroom teachers from across the

country. In addition, the items had to be carefully reviewed for potential
bias.

e As described in the ETS Standards of Quality and Fairness (ETS, 1987), all
materials developed at ETS had to be in compliance with specified
procedures.

o Acs per federal regulations, all NAEP cognitive and background items had to
be submitted to a federal clearance process.

This chapter includes details about developing the specifications and items for the State
Assessment in mathematics. The chapter also describes the instruments, the student assessment
booklets, mathematics teacher questionnaire, school characteristics and policies questionnaire,
and SD/LEP student questionnaire. Various committees worked on the development of the
framework, objectives, and items for the mathematics assessment. The list of committee
members and consultants who participated in the 1996 development process is provided in
Appendix A.

22 FRAMEWORK AND ASSESSMENT DESIGN PRINCIPLES

The guidelines for the development of the new mathematics framework specified that the
design of the framework contain some performance-oriented exercises in mathematics with a
focus on problem-solving and providing students with opportunities to communicate their
understanding in mathematics. The framework would embody a broad view of mathematics that
addressed the high levels of mathematical literacy needed for employability, personal
development, and citizenship. Also, the framework would take into account findings of
contemporary research on mathematics and mathematics education, and would expand the range
of assessment tools to include formats that more closely resembled desired classroom activities.

The development was further guided by the consideration that the assessment should
reflect many of the states’ curricular emphases and objectives in addition to what various
scholars, practitioners, and interested citizens believed should be included in the curriculum.
Accordingly. the committec focused on several frames of reference:

e The purpose of the NAEP mathematics assessment is to provide information
about the progress and achievement of students in general rather than to test
individual students’ ability. NAEP is designed to inform policymakers and
the public about mathematics ability in the United States. Furthermore,
NAEP state data can be used to inform states of their students’ relative
strengths and weaknesses.

e The term “mathematical literacy™ encompasses such broad skills and
abilitics as being able to reason numerically, algebraically, geometrically,
spatially, and with data; identify and apply problem-solving strategies
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appropriately in situations; and use the language of mathematics to construct
clear and coherent responses to problems or tasks.

e The mathematics assessment should use authentic problems and tasks that
address important mathematics concepts and skills so that the assessment
tool will demonstrate a close link to desired classroom instruction and
students’ mathematics experiences.

e Every effort should be made to make the best use of available methodology
and resources in driving assessment capabilities forward.

e Every effort must be made in developing the assessment to represent a

variety of opinions, perspectives, and emphases among professionals in
universities, as well as in state and local school districts.

23 FRAMEWORK DEVELOPMENT PROCESS

NAGB is responsible for guiding NAEP, including the development of the mathematics
assessment objectives and test specifications. Appointed by the Secretary of Education from lists
of nominees proposed by the board itself in various statutory categories, the 24-member board is
composed of state, local, and federal officials, as well as educators and members of the public.

Under contract with NAGB, The College Board convened a committee during 1991 and
1992 to develop an enhanced version of the framework that had been used for the 1990 and 1992
assessments. (Note that the 1992 mathematics assessment had already been developed at the time
the development of this enhanced framework was just beginning.) The enhanced version was
needed to better reflect the rapid evolution of mathematics instruction that was underway in the
early 1990s as a result of the emergence of the National Council of Teachers of Mathematics
Curriculum and Evaluation Standards for School Mathematics (NCTM Standards). The
Standards were rapidly becoming one of the acknowledged barometers for measuring
achievement in mathematics education. The development process for the enhanced framework
was based on consensus building, and included the committee listed in Appendix A.

During this development process, input and reactions were continually sought from a
wide range of members of the mathematics field, experts in assessment, school administrators,
and state staff in mathematics assessment. In particular, the process was informed by
recommendations of leading professional organizations in mathematics.

24 FRAMEWORK FOR THE ASSESSMENT

The framework for the 1996 mathematics assessment is organized according to a five-by-
three matrix of content strands by mathematical abilitics. The content strands are:

e Number Sense, Properties, and Operations,
o Measurement;
e Geometry and Spatial Sense:




o Data Analysis, Statistics, and Probability; and
e Algebra and Functions.

These content strands were assessed across the three mathematical abilities of:

e Conceptual Understanding,
e Procedural Knowledge, and
e Problem Solving.

While most questions in the assessment assessed understanding of a single subtopic in a
content strand and a single mathematical ability, some questions assessed muitiple content
subtopics, strands, and/or multiple mathematical abilities. Figures 2-1 and 2-2 describe the five
content strands and three mathematical abilities that guided the development of the 1996 State
Assessment program in mathematics.



Figure 2-1
. Descriptions of Content Strands in Mathematics

Number Sense, Prope;"\ties, and Operatiovs

A K
This strand focuses on students’ understanding of numbers (whole, numbers, fractions,
decimals, integers, real numbers, and complex numbers), operations, and estimation, and their
application to real-world situations. Students will be expected to demonstrate an understanding
of numerical relationships as expressed in ratios. proportions, and percents. Students also will be
expected to understand propeities of numbers and operations, generalize from number patterns,
and verify results.

Measurement

The measurement strand focuses on understanding of the process of measuremerit and on
the use of numbers and measures to describe and compare mathematical and real-world objects.
Students will be asked to identify attributes, select appropriate units and tools, apply
measurément cencepts, and communicate measurement-related ideas.

Geometry ¢‘i‘.'_‘zd Spatial Sense

As described in the NCTM Srandards, spatial sense must be an integral component of the
study and assessment of geometry. Understanding spatial relationships allows students to use the
dynamic nature of geometry to connect mathematics to their world.

This content strand is designed to extend well beyond low-level identification of
geometric shapes into transformations and combinations of those shapes. Informal constructions
and demonstrations (including drawing representations), along with their justifications, take
precedence over more traditional types of compass-and-straightedge constructions and proofs.
While reasoning is addressed throughout all of the content strands, this strand continues to lend
itself to the demonstration of reasoning within both formal and informal settings. The extension
of proportional thinking to similar figures and indirect measurement is an important connection
here.

Data Analysis, Statistics, and Probability

The important skills of collecting. organizing. reading, representing, and interpreting
data will be assessed in a variety of contexts to reflect the pervasive use of these skills in dealing
with information. Statistics and statistical concepts extend these basic skills to include analyzing
and communicating increasingly sophisticated interpretations of data. Dealing with uncertainty
and making predictions about outcomes require an understanding not only of the meaning of
basic probability concepts but also the application of those concepts in problem-solving and
decision-making situations.




Figure 2-1 (continued)
Descriptions of Content Strands in Mathematics

Questions will emphasize appropriate methods for gathering data, the visual exploration
of data, a variety of ways of representing data, and the development and evaluation of arguments
based on data analysis. Students will be expected to apply these ideas in increasingly
sophisticated situations that require increasingly comprehensive analysis and decision making.

Algebra and Functions

This strand extends from work with simple patterns at grade 4, to basic algebra concepts
at grade 8, to sophisticated analysis at grade 12, and involves not only algebra but also
precalculus and scme topics from discrete mathematics. As described in the NCTM Standards,
these algebraic concepts are developed throughout the grades with informal modeling done at the
elementary level and with increased emphasis on functions at the secondary level. The nature of
the algebraic concepts and procedures included in the assessment at all levels reflects the NCTM
Standards. Students will be expected to use algebraic notation and thinking in meaningful
contexts to solve mathematical and real-world problems, specifically addressing an increasing

understanding of the use of functions (including algebraic and geometric) as a representational
tool.
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Figure 2-2
Descriptions of Mathematical Abilities

Conceptual Understanding

Students demonstrate conceptual understanding in mathematics when they provide
evidence that they can recognize, label, and generate examples and nonexamples of concepts; use
and interrelate models, diagrams, manipulatives, and varied representations of concepts; identify
and apply principles (i.e., valid statements generalizing relationships among concepts in
conditional form); know and apply facts and definitions; compare, contrast, and integrate related
concepts and principles tc extend the nature of concepts and principles; recognize, interpret, and
apply the signs, symbols, and terms used to represent concepts; or interpret the assumptions and
relations involving concepts in mathematical settings.

Conceptual understandiag reflects a student’s ability to reason in settings involving the
careful application of concept definitions, relations, or representations of either. Such an ability
is reflected by student performance that indicates the production of examples, common or unique
representations, or communications indicating the ability to manipulate central ideas about the
understanding of a concept in a variety of ways.

Procedural Knowledge

Students demonstrate procedural knowledge in mathematics when they select and apply
appropriate procedures correctly; verify or justify the correctness of a procedure using concrete
models or symbolic methods; or extend or modify procedures to deal with factors inherent in
problem settings.

Procedural knowledge includes the various numerical algorithms in mathematics that
have been created as tools to meet specific needs efficiently. Procedural knowledge also
encompasses the abilitics to read and produce graphs and tables, execute gecmetric
constructions, and perform noncomputational skills such as rounding and ordering. These latter
activities can be differentiated from conceptual understanding by the task context or presumed
student background—that is, an assumption that the student has the conceptual understanding of
a representation and can apply it as a tool to create a product or {0 achieve a numerical result. In
these settings, the assessment question is how well the student executed a procedure or how well
the student selected the appropriate procedure to effect a given task.

Procedural knowledge is often reflected in a student’s ability to connect an algorithmic
process with a given problem situation, to employ that algorithm correctly, and to communicate
the results of the algorithm in the context of the problem setting. Procedural understanding “Iso
encompasses a student’s ability to reason through a situation, describing why a particular
procedure will give the correct answer for a problem in the context described.




Figure 2-2 (continued)
Descriptions of Mathematical Abilities

Problem Solving

In problem solving, students are required to use their accumulated knowledge of
mathematics in new situations. Problem solving requires students to recognize and formulate
problems; determine the sufficiency and consistency of data; use strategies, data, models, and
relevant mathematics; generate, extend, and modify procedures; use reasoning (i.e., spatial,
inductive, deductive, statistical, or proportional) in new settings; and judge the reasonableness
and correctness of solutions. Problem solving situations require students to connect all of their
mathematical knowledge of concepts, procedures, reasoning, and communication/
representational skills in confronting new situations. As such, these situations are, perhaps, the
most accurate measures of students’ proficiency in mathematics.

AN
-
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2.5 DISTRIBUTION OF ASSESSMENT ITEMS

In the 1996 mathematics assessment, a portion of the items at one grade also appeared at
the other grades. Specifically, for the grades included in the State Assessment, 104 items

appeared at grade 4 only, 54 items appeared at grades 4 and 8 only, and 129 items appeared at
grade 8 only.

Tables 2-1 and 2-2 show the percentages of each content strand and mathematical ability
in the assessment as specified in the mathematics framework.

Table 2-1
Minimum Distribution of Itzms by Grade and Content Strand

Grade 4 Grade 8
Content Strand Target Actual’ Target Actual'
Number Sense, Properties, and Operations 40%-70%" 42% 25%-60%" 26%
Measurement 20% 18% 15% 16%
Geometry and Spatial Sense 15% 16% 20% 20%
Data Analysis, Statistics, and Probability 10% 12% 15% 19%
Algebra and Functions 15% 12% 25% 19%

' Actual percentages are based on the classifications agreed upon by NAEP's Instrument Development Panel.
*For this category, these percentages are the minimum and maximum that are acceptable, respectively.

Table 2-2
Minimum Distribution of Items by Grade and Mathematical Ability

Grade 4 Grade 8
Mathematical Ability Target Actual' Target Actual'
Conceptual Understanding 33% 37% 33% 38%
Procedural Knowledge 33% 22% 33% 25%
Problem Solving 33% 41% 33% 37%

Note: Some items carry multiple classifications.
' Actual percentages are based on the classifications agreed upon by NAEP's Instrument Development Panel.

2.6 DEVELOPING THE COGNITIVE ITEMS

The development of cognitive items began with careful field testing, both locally and
nationally, of grade-appropriate questions and tasks for the assessment. Items were selected from
a pool of questions that were written by teachers from across the country as well as by
mathematics assessment specialists on staff at ETS. The framework stated that the assessment
should include some performance-based questions and tasks that require students to reason and
make connections within and across different content strands of mathematics. Final selections of

questions used in the 1996 assessment were approved by the Mathematics Instrument
Development Panel.
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The State Assessment included constructed-response (short and extended) and multiple-
choice items. The decision to use a specific item type was based on a consideration of the most
appropriate format for assessing the particular objective. Both types of constructed-response
iterns were designed to provide an in-depth view of students’ ability to communicate their
understanding of important concepts in mathematics. Short constructed-response questions
(scored with either a 2- or 3-level scoring rubric) were used when students needed to respond
briefly in order to demonstrate full comprehension. Extended constructed-response questions
(scored with a 4- or 5-level scoring rubric) were used when the task required more thoughtful
consideration of the problem and engagement in more complex reasoning processes. Multiple-
choice items were used when a straightforward, single correct answer was required. Guided by
the NAEP mathematics framework, the Instrument Development Panel monitored the
development of all three types of items to assess objectives in the framework. For more
information about item scoring, see Chapter 5.

The State Assessment at each grade consisted of 13 blocks of items, each 15 minutes in
length. As with the 1992 instrument development effort, a detailed series of steps was used to
create the new assessment items for 1996 that reflected the objectives.

. Ttem specifications and prototype items were provided in the /996
Mathematics Framework.

[$%]

The Mathematics Instrument Development Panel provided guidance to
NAEDP staff about how the objectives could be measured given the realistic
constraints of resources and the feasibility of measurement technology. The
Panel made recommendations about priorities for the assessment and types
of items to be developed.

3. ltems were chosen for the assessment through an extensive selection process
that involved the input of teachers from across the country as well as the
Mathematics Instrument Development Panel.

4. Item writers from both inside and outside ETS were selected based on their
knowledge about mathematics education and experience in creating items
according to specifications.

5. The ttems were reviewed and revised by NAEP/ETS staff and external test
specialists.

6. Items were reviewed by grade-appropriate teachers across the country for
developmental appropriateness.

7. Representatives from the State Education Agencies met and reviewed all
items and background questionnaires (see Section 2.8 for a discussion of the
background questionnaires).

8. Language cditing and sensitivity reviews were conducted according to ETS
quality control procedures.

9. tield test materials were prepared, including the materials necessary to
secure clearance by the Office of Management and Budget.



10. The field test was conducted in many states, the District of Columbia, and
three territories.

11. Representatives from State Education Agencies met and reviewed the field
test results.

12. Based on the field test analyses, new items for the 1996 assessment were
revised, modified, and re-edited, where necessary. The items once again
underwent ETS sensitivity review.

13. The Mathematics Instrument Development Panel approved the selection of
items to include in the 1996 assessment.

14. After a final review and check to ensure that each assessment booklet and
each block met the overall guidelines for the assessment, the booklets were
typeset and printed. In total, the items that appeared in the State Assessment
underwent 86 separate reviews, including reviews by NAEP/ETS staff,
external reviewers, State Education Agency representatives, and federal
officials.

2.7  STUDENT ASSESSMENT BOOKLETS

Each student assessment booklet included one section of general background questions.
one section of mathematics background questions, a section of motivation questions, and three
sections of mathematics cognitive questions. The assembly of mathematics blocks into booklets
and their subsequent assignment to sampled students was determined by a balanced incomplete
block (BIB) design with spiraled administration. The overall assessment time for each student
was approximately one hour.

The mathematics cognitive blocks were assigned to booklets in such a way that each
block appeared in the same number of booklets and every pair of blocks appeared together in
exactly one booklet. This is the balanced part of the balanced incomplete block design. It is an
incomplete block design because no booklet contained all items and hence there is incomplete
data for each assessed student.

The assessment booklets were then spiraled and bundled. Spiraling involves
interweaving the booklets in a systematic sequence so that each booklet appears an appropriaie
number of times in the sample. The bundles were designed so that each booklet would appear
equally often in each position in a bundle.

The final step in the BIB-spiraling procedure was the assigning of the booklets to the
assessed students. The students within an assessment session were assigned booklets in the order
in which the booklets were bundled. Thus, students in an assessment session received different
hooklets, and only a few students in a session received the same booklet. In most jurisdictions in
the State Assessment, up to 30 students were selected from each school, with the aim of
providing an initial sample size of approximately 3,000 public-school students per jurisdiction
per grade, who responded to cach item. The nonpublic-school samples differed in size across the
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jurisdictions, with the number of schools selected proportional to the nonpublic-school
enrollment within each jurisdiction. Typically, about 20 to 25 nonpublic schools (per grade) were
included for each jurisdiction.

Table 2-3 provides the composition of cach block of items administered in the
State Assessment program in mathematics. Table 2-4 shows the order of the blocks in each
booklet and how the 13 cognitive blocks were arranged across the 26 booklets to achieve the
BIB-spiral design. The 1996 design was identical to that used in 1992, The new blocks that were
developed for the 1996 State Assessment (MS, M7, M12, M 14, and M15) were arranged within
the booklet design in the same manner as were the 1992 blocks that they replaced.

Table 2-3
Cognitive and Noncognitive Block Information
Grade 4/Grade 8

Number of Number of Numbers of
Total Multiple-  Constructed- Booklets
Number Choice Response Containing

Block Type of Items Items Items Block’
BMI Common Background 24/26 24/26 00/00 26
MBI Mathematics Background 25/31 25/31 00/00 26
MB Mathematics Motivation 05/05 05/05 00/00 26
M3 Mathematics Cogmtive (Trend) 13/13 09/09 04/04 6-7
M4 Mathematics Cognitive! (Trend) 14721 14/21 00/00 6-7
M5 Mathematics Cognitive! 111 04/06 06/05 6-7
M6 Mathematies Cognitive' (Trend) 16 00/00 11/16 6-7
M7 Mathematics Cognitive! (Manipulatives) 0R/10) (3/05 05/05 6-7
MK Mathematics Cognitive (Caleulator) 15718 14/16 01/02 6-7
MY Mathematics Cognitive 12/09 09/05 03/04 6-7
M10 Mathematics Cognitive' (Manipulatives) 06/07 00/00 06/07 6-7
Ml Mathematics Cognitive' 16/19 11713 05/06 6-7
M12 Mathematies Cognitive (Calculaton 09/0Y 05/04 03/05 6-7
M13 Mathematics Cogmtive 12711 06/06 06/05 6-7
M4 Mathematies Cognitive (Calculator) 10/09 04/05 06/04 6-7
MIS Mathematics Cognitive

{Ruler/Protractor) 10/09 03/04 07/05 6-7

"Ihese blocks contained some items that appearcd at hoth grades 4 and 8
“Booklets that contained a 3-manute theme block had sis sections: booklets that did not contun a 30-nunute theme
block had seven sections There were no theme block booklets m the 1996 State Assessment.
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Table 2-4
Booklet Contents for Both Grades

Common Mathematics Cognitive Blocks  Mathematics
Booklet  Background Background Motivation
Number Block Blg(’)ck Ist 2nd J3rd Block

M1 BMI MBI M3 M4 M7 MB
M102 BMI MBI M4 MS M8 MB
MI103 BMI MBI M5 M6 M9 MB
M104 BMI MBI M6 M7 MIO MB
M105 BMI MBI M7 M8 Ml MB
M106 BMI MBI M8 MO MI2 MB
M107 BMI MBI M9 MI0O MI3 MB
MI108 BMI MBI MI0 MItT Mi4 MB
M109 BMI1 MBI M1l Mi2 Mi5 MB
M110 BM1 MBI Mi12 MI3 M3 MB
MI111 BMI MBI MI3 Ml4 M4 MB
M112 BMI MBI M14 MI5 MS MB
MI113 BMI MBI M5 M3 M6 MB
M114 BMI MBI M3 M5 MIO MB
M115 BMI MBI M4 M6 Ml MB
Mil6 BMI MBI M5 M7 Mi2 MB
M117 BMI MBI M6  M§ MI3 MB
MI118 BMI MBI M7 M9 Mil4 MB
M119 BMI MBI M8 MI0 Mi5 MB
M120 BMI1 MBI M9 MIl M3 MB
MI121 BMI1 MBI MI0 MI2 M4 MB
Mi22 BMI MBI Mil MI3 M5 MB

123 BMI MBI Mi2 MIi4 M6 MB
M124 BMI MBI M13 MI5s M7 MB
Mi25 BMI MBI Ml4 M3 M8 MB
M126 BMI MBI MIi5 M4 M9 MB

2.8  QUESTIONNAIRES

As part of the State Assessment (as well as the national assessment), a series of
questionnaires was administered to students, teachers, and school administrators. Similar to the
development of the cognitive items. the development of the policy issues and questionnaire items
was a consensual process that involved staff work, field testing, and review by external advisory
groups. A Background Questionnaire Panel drafted a set of policy issues and made
recommendations regarding the design of the questions. They were particularly interested in
capitalizing on the unique properties of NAEP and not duplicating other surveys (e.g., the
National Survey of Public and Private School Teachers and Administrators. the School and
Staffing Survey, and the National Educational Longitudinal Study).

Rl
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The Panel recommended a focused study that addressed the relationship between student
achievement and instructional practices. The policy issues, items, and field test results were
reviewed by the group of external consultants who identified specific items to be included in the
final questionnaires. In addition, the Mathematics Instrument Development Panel and state
representatives were consulted on the appropriateness of issues addressed in the questionnaires
as they relate to mathematics instruction and achievement. The items underwent internal ETS
review procedures to ensure fairness and quality and were then assembled into questionnaires.

2.8.1 Student Questionnaires

In addition to the cognitive items, the 1996 State Assessment included three student
questionnaires: two sets of general and mathematics background questions designed to gather
contextual information about students. their instructional experiences in mathematics, and their
attitudes toward mathematics, and one set of background questions, given to students at the end
of each booklet to determine their motivation in completing the assessment and their familiarity
with assessment tasks. In order to ensure that all fourth-grade students understood the questions
and had every opportunity to respond to them, the three questionnaires were read aloud by
administrators as fourth-grade students read along and responded in their booklets. Background
questionnaires were not read aloud to eighth-grade students.

The student demographics (common background) questionnaire included questions
about race/ethnicity, language spoken in the home, mother’s and father’s level of education,
reading materials in the home, homework, attendance, which parents live at home, and which
parents work. This questionnaire was the first section in every booklet. In many cases the

questions used were continued from prior assessments, so as to document changes in contextual
factors that occur over time.

The second section of background questions was the mathematics background
questionnaire. Categories of information represented in this section include:

Time Spent Studying Mathematics: Students were asked to describe both the
amount of instruction they reccived in mathematics and the time spent on
mathematics homework.

Instructional  Practices: Students were asked to report their instructional
experiences related to mathematics in the classroom, including group work, special
projects, and writing in response to mathematics. In addition, they were asked
about the instructional practices of their mathematics teachers and the extent to
which the students themselves discussed what they did in class and demonstrated
use of skills and strategies.

Attitudes Towards Mathematics: Students were asked a series of questions about
their attitudes and perceptions about mathematics.

The student motivation questionnaire asked students to describe how hard they tried
on the NAEP mathematics assessment, how difficult they found the assessment, how many
questions they thought they got right, how important it was for them to do well, and how familiar
they were with the assessment format.



2.8.2 Teacher, School, and SD/LEP Student Questionnaires

To supplement the information on instruction reported by students, the mathematics
teachers of the students participating in the State Assessment were asked to complete a
questionnaire about their instructional practices, teaching backgrounds, and characteristics. The
teacher questionnaire contained two parts. The first part pertained to the teachers’ background
and general training. The second part pertained to specific training in teaching mathematics and
the procedures the teacher uses for each class containing an assessed student, as well as
collecting information on teachers’ awareness and knowledge of the NCTM Standards.

The Teacher Questionnaire, Part I: Background and General Training included
questions pertaining to gender, race/ethnicity, years of teaching experience, certification,
degrees, major and minor fields of study, course work in education, course work in specific
subject areas, amount of in-service training. extent of control over instructional issues, and
availability of resources tor their classroom.

The Teacher Questionnaire, Part II: Training in Mathematics and Classroom
Instructional Information included questions on the teacher’s exposure to various issues
related to mathematics and teaching mathematics through pre- and in-service training, abality
level of students in the class, whether students were assigned to the class by ability level, time on
task, homework assignments, frequency of instructional activities used in class, methods of
assessing student progress in mathematics, instructional emphasis given to the mathematics
abilities covered in the assessment, and use of particular resources.

A School Characteristics and Policies Questionnaire was given to the principal or
other administrator of each school that participated in the State Assessment program. This
information provided an even broader picture of the instructional context for students’
mathematics achievement. This questionnaire included questions about background and
characteristics of school principals. length of school day and year, school enroliment,
absenteeism, drop-out rates, size and composition of teaching staff, policies about grouping
students, curriculum, testing practices and uses, special priorities and school-wide programs,
availability of resources, special services, community services, policies for parental involvement,
and school-wide problems.

The SD/LEP Student Questionnaire was completed by the teachers of students who
were selected to participate in the State Assessment sample who were also identified as students
with a disability (SD) or categorized as being of limited English proficiency (LEP). Some of
these students were determined by the school to be ineligible to be assessed. In order to be
excluded from the assessment, a student must have been identified as SD and must not have been
mainstreamed at least 50 percent of the time, or was categorized as LEP. In addition. the school
staff would have needed to determine that it was inappropriate to include the student in the
assessment. This questionnaire asked about the nature of the student’s disability or about the
student’s native language, and the special programs in which the student participated.

2.9  DEVELOPMENT OF FINAL FORMS

The field tests of new items for the 1996 assessment were conducted in February and
March 1993 and 1involved students in many states, the District of Columbia, and three U. S,
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territories. The intent of the field test was to try out the items and procedures and to give the
states and the contractors practice and experience with the proposed materials and procedures.
About 500 responses were obtained to each item in the field test,

The field test data were collected, scored, and analyzed in preparation for meetings with

the Mathematics Instrument Development Panel. The objectives that guided the review of these
items were:

¢ to determine which items were most suitable for assessing understanding in
mathematics in accordance with the framework;

¢ to determine the need for revisions of items that lacked clarity, or had
ineffective item formats;

e to prioritize items to be included in the State Assessment; and,
e todetermine appropriate timing for assessment items.

Committee members, ETS assessment staff, and NAEP/ETS staff reviewed the materials.
Item analyses (which provided the mean percentage of correct responses, the r-biserial
correlations, and the difficulty level for each item) were used as a guide in identifying and
flagging for further review those test items that were not measuring the intended objective well.
In addition, another meeting of representatives from state education agencies was convened to
review the field test results.

Once the committees had selected the items, all items were rechecked for content,
measurement, and sensitivity concerns. The federal clearance process was initiated in June 1993
with the submission of draft materials to NCES. The final package containing the final set of
cognitive items assembled into blocks and questionnaires was submitted in August 1993,
Throughout the clearance process, revisions were made in accordance with changes required by
the government. After approval, the blocks (assembled into booklets) and questionnaires were
readied for printing in preparation for the assessment.



Chapter 3

SAMPLE DESIGN AND SELECTION!

John Burke and James L. Green
Westat, Inc.

3.1 OVERVIEW

The 1996 State Assessment program in mathematics included assessments of fourth- and
eighth-grade students in public- and nonpublic-schools. The 1996 State Assessment program in
science was conducted at grade 8 only, except for Department of Defense Education Activity
(DoDEA) schools that were assessed at both grades 4 and 8. For the eighth-grade, the samples
selected for both the mathematics and science assessment were selected as part of the same
process. Some schools that were selected for participation in the eighth-grade sample provided
both students that were assessed in mathematics and students that were assessed in science. (This
was also true for the DDESS and DoDDS sample.) A representative sample of public- and
nonpublic-school students was drawn in each participating jurisdiction. Each sample was
designed to produce aggregate estimates as well as estimates for various subpopulations of
interest with approximately equal precision for the participating jurisdictions. The sample for the
fourth- and eighth-grade public-school assessments in each jurisdiction consisted of about 3,150
students (before attrition) in each subject from about 100 public schools in each case. The target

for nonpublic-school students varied by jurisdiction and was proportional to their representation
in the jurisdiction.

The target population for the 1996 State Assessment program included students in public
and nonpublic schools who were enrolled in the fourth and eighth grade at the time of
assessment. The sampling frame included public and nonpublic schools having the relevant grade
in each jurisdiction. The samples were selected based on a two-stage sample design; selection of
schools within participating jurisdictions, and selection of students within schools. The
first-stage samples of schools were selected with probability proportional to a measure of size
based on the estimated grade-specific enrollment in the schools. Special procedures were used

for jurisdictions with many small schools, and for jurisdictions having small numbers of grade-
eligible schools.

Stratification variables were added to the sampling frame prior to sample selection.

Public schools were stratified by urbanization and minority class and nonpublic schools were
stratified by metro area status and school type. The urbanization strata were defined in terms of
large or mid-size central city, urban fringe of large or mid-size city, large town, small town, and
rural areas. Within urbanization strata, public schools were further stratified explicitly on the
basis of minority enrollment in those jurisdictions with substantial Black or Hispanic student
population. Minority enroliment was defined as the total percent of Black and Hispanic students
enrolled in a school. Within minority strata, public schools were sorted by median household
income of the ZIP code area where the school was located. Metro area status was determined by
U.S. Bureau of Census definitions as of June 30, 1993. Other stratification variables were
obtained from Quality Education Data, Inc. (QED) and the National Center for Education

I John Burke was responsible for oversecing all sampling activitics: James Green carnied out most of these activities.
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Statistics’ Common Core of Data (CCD). School type was a dichotomous variable (Catholic or

other nonpublic). Within school type, nonpublic schools were sorted by estimated grade
enrollment.

From the stratified frame of public and nonpublic schools within each jurisdiction, a
systematic random sample of about 100 grade-eligible schools was drawn with probability
proportional to a measure of size based on the estimated grade-specific enrollment of the school.
One or more sessions were sampled within each school. The number of sessions selected
depended on the school’s estimated grade-specific enrollment, though the overwhelming
majority of schools at grade 4 were allocated a single session.

For jurisdictions that participated in the 1994 Trial State Assessment, 25 percent of the
selected public and nonpublic schools were designated at random to be monitored during the
assessment field period so that reliable comparisons could be made between sessions
administered with and without monitoring. For jurisdictions that did not participate in the

previcus assessment, SO percent of the selected public and nonpublic schools were designated to
be monitored.

Approximately 3,150 public-school students were targeted for selection for a given grade
and subject in a given jurisdiction. For nonpublic schools, the target for each grade and subject
varied by jurisdiction. On average, 109 public schools and 20 nonpublic schools were selected
for fourth grade in each jurisdiction and 105 public schools and 31 nonpublic schools were
selected for eighth grade in each jurisdiction. The maximum number of public and nonpublic
schools sampled in a jurisdiction were 139 and 44, respectively, for fourth grade. The minimum
number of public and nonpublic schools sampled in a jurisdiction were 22 and 10, respectively,
for fourth grade. The maximum number of public and nonpublic schools sampled for eighth
grade were 159 and 68, respectively. The minimum number of public and nonpublic schools
sampled in a jurisdiction were 6 and 10, respectively, for eighth grade.

Each selected school provided a list of eligible enrolled students, from which a
systematic sample of students was drawn. Thirty students were selected for each session.

The 1996 State Assessment was preceded in 1995 by a field test. The principal goals of
the field test were: (1) to test new items contemplated for 1996, and (2) to test procedures
contemplated for 1996. Some schools that participated in the field test were also given a chance
of selection in the 1996 assessment. Section 3.2 documents the procedures used to select the
schools for the field test.

The rest of this chapter documents the procedures used to select schools for the 1996
State Assessment. Section 3.3 describes the construction of the sampling frames, including the
sources of school data, missing data problems, and definition of in-scope schools. Section 3.4
includes a description of the various steps in stratification of schools within participating
jurisdictions. School sample selection procedures (including new and substitute schools) are
described in Section 3.5. Section 3.5.5 includes information about the selection of schools for
application of the two sets of inclusion rules (S1 and S2 subsamples) used in the State
Assessment. Section 3.6 includes the steps involved in selection of students within participating
schools.
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3.2 SAMPLE SELECTION FOR THE 1995 FIELD TEST

The 1995 field test for the State Assessment program was conducted together with the
field test for the national portion of the assessment. In these field tests, assessments were piloted
in: mathematics, science, and the arts (dance, music, theater, and visual arts). All jurisdictions
were included in the field test except Alaska, Delaware, the District of Columbia, Hawaii, Rhode
Island and Wyoming, which were excluded due to the heavy burden placed on these small
population jurisdiction:. "'y the main assessment. The field test was conducted for grades 4, 8,
and 12. Pairs of schools were identified, with one of each pair to be included in the test. This
allowed state participation in the selection of the test schools and also facilitated replacement of

schools that declined to participate in the assessment. Sampling weights were not computed for
the field test samples.

3.2.1 Primary Sampling Units

The field test primary sampling unit (PSU) sampling frame was derived from the national
list of U.S. counties. The frame was stratified by state and metro area status. Two hundred and
fifteen PSUs were selected from the resulting field test frame. Twenty PSUs were selected with
certainty and 195 noncertainty PSUs were selected—one per noncertainty stratum. The PSUs
were selected systematically and with probability proportional to the 1990 PSU population.
Counties that were noncertainty selections for the Third International Mathematics and Science
Study (TIMSS), the 1996 NAEP national assessment, and the 1996 NAEP trend samples were
excluded from the sampling frame. The number of counties, and so, PSU’s, selected per
jurisdiction ranged from 2 to 10.

3.2.2 Selection of Schools and Students

Public and nonpublic schools with fourth-, eighth-, or twelfth-grade students were
in-scope for the field test assessment. Schools with fewer than 40 students were eliminated from
the sampling frame to avoid the relatively high per student cost of conducting assessments in
small schools. Schools selected as originals or substitutes for TIMSS were also eliminated from
the frame.

Across all three grades from the resulting sampling frame, 1,285 pairs of schools were
selected. The first member of cach pair was selected systematically and with probability
proportional to grade enroliment. The twelfth-grade sample was drawn first followed by the
eighth- and fourth- grade samples. The selected twelfth-grade schools were removed from the
frame before drawing the eighth-grade sample. The selected twelfth- and eighth-grade schools
were removed from the frame before drawing the fourth-grade samnl~_In this way, no school
was selected for more than one grade.

The second member of each pair was selected in such a way that the “distance” from the
primary selection, based on percent of Black students, percent of Hispanic students, grade
enroliment, and percent of students living below poverty was the smailest across all schools
remaining after the fourth-, eighth-, and twelfth-grade sampling.
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3.2.3 Assignment to Sessions for Different Subjects

Up to six different session types were assigned in a given jurisdiction. The particular
number of session types varied by grade. Table 3-1 gives the overall number of schools selected
for each grade and session type. The number of sessions assigned to an individual school
depended on the size of the school and the subject(s) that school was assigned.

Table 3-1
Number of Schools Selected for Each Grade and Session Type
Session Type' Grade 4 Grade 8 Grade 12
Mathematics/Science 75 80 90
Mathematics Trend 75 75 75
Visual Arts/Music 75 70 100
Theater and Dance 85 85 120
Spanish/Bilingual 120 120 0
SD Accommodations 20 20 0
Total 450 450 385

"The mathematics and science sessions were sessions where items selected for the 1996 State Assessment program were
administered. The mathematics trend sessions were sessions where booklets from the 1996 Trial State Assessment
program in mathematics were administered. The results from students included in these sessions were used to verify
that the 1996 and 1992 assessments could be placed on the same scale. The two types of arts sessions were sclected for
cvery grade. They were administered at grades 4 and 8, although the grade 12 sessions were administered the arts field
test in 1997. The Spanish/bilingual and SD accommodations sessions were administered using special booklets to
determine whether SD/LEP students could participate in the 1996 assessment with special accommodations.

33  TARGET POPULATION AND SAMPLING FRAME FOR THE 1996
ASSESSMENT

3.3.1 Target Population

The target population for the 1996 State Assessment included students in public and
nonpublic schools who were enrolled in the fourth or eighth grade. Nonpublic schools included
Catholic schools, other religious schools, private schools, DDESS, and Bureau of Indian Affairs
(BIA) schools. Special education schools were not included. Both S1, based on the old inclusion
rules, and S2, based on the new inclusion rules, shared this target population.

3.3.2 Sampling Frame

In order to draw the school samples for the 1996 State Assessment, it was necessary to
obtain a comprehensive list of public and nonpublic schools in each jurisdiction. For each school,
uscful information for stratification purposes, reliable information about grade span and
cnrollment, and accurate information for identifying the school to the state coordinator (district
memibership, name, address) were required.
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Based on the experience with the 1992 and 1994 Trial State Assessments, and national
assessments from 1984 to 1994, the file made available by QED was elected as the sampling
frame. The CCD school file was used to check the completeness of the QED file.

The QED list covers all U.S. states and jurisdictions except Puerto Rico. The version of
the QED file used was released in late 1994, in time for selection of the school sample in early
1995. The file was missing racial/ethnic minority enrollment and urbanization data for a sizable
minority of schools (due to the inability of QED to match these schools with the corresponding
CCD file). Considerable efforts were undertaken to obtain these variables for all schools in
jurisdictions where these variables were to be used for stratification. These efforts are described
in the next section.

A new addition for 1996 was the joint use of QED and National Center for Education
Statistics’ Private School Universe Survey (PSS) lists of nonpublic schools. These two sources
were combined, eliminating duplicates as necessary and increasing coverage throughout the
combined frame. When a given school was found on both lists, the PSS data were given priority.

Tables 3-2 and 3-3 show the distribution of fourth- and eighth-grade schools and
enrollment within schools as reported in the combined frame. Grade-specific enrollment was
estimated for each school as the quotient of total school enrollment and the number of grades in
the school.
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Table 3-2

Distribution of Fourth-Grade Schools and E:crollment in Combined Frame

Public Schools Nonpublic Schools
Jurisdiction Total Schools Total Enrollment Total Schools Total Enrollment
Alabama 760 58,446 271 6,319
Alaska 344 9,838 70 650
Arizona 685 59,386 265 4,772
Arkansas 535 35,580 152 2,566
California 4,823 436,578 2,521 57,037
Colorado - 764 51,068 251 4,517
Connecticut 565 40,703 248 5,497
Delaware 52 7,573 108 2,200
District of Columbia 107 6,156 53 1,602
DoDEA/DDESS 39 3,118 N/A N/A
DoDEA/DoDDS 113 7,291 N/A N/A
Florida 1,444 167,900 1,019 23,748
Georgia 1,034 104,129 455 10,162
Guam 21 2,356 14 566
Hawaii 176 14,848 100 2,857
Indiana 1,130 74,784 640 10,537
lowa 758 38,645 236 5,278
Kentucky 796 50,603 272 6,851
Louisiana 793 63,887 369 12,201
Maine 394 17,589 109 1,254
Maryland 792 60,409 426 10,638
Massachusetts 1,030 72,171 421 10,191
Michigan 1,871 129,209 943 18,573
Minnesota 827 63,255 481 9,013
Mississippi 458 41,251 171 4,580
Missouri 1,093 67,929 492 11,110
Montana 458 13,482 88 1,076
Nebraska 882 22,310 202 3,786
Nevada 244 18,780 52 974
New Jersey 1,315 91,263 698 18,578
New Mexico 384 26,072 187 2,668
New York 2,255 204,385 1,526 43,627
North Carolina 1,116 91917 441 8,536
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Table 3-2 (continued)
Distribution of Fourth-Grade Schools and Enrollment in Combined Frame

Public Schools Nonpublic Schools
Jurisdiction Total Schools Total Enrollment Total Schools Total Enrollment
North Dakota 325 9,704 77 1,002
Oregon 752 41,320 234 3,602
Pennsylvania 1,831 136,418 1,558 31,902
Rhode Island 178 11,688 78 1,926
South Carolina 552 51,328 251 5,062
Tennessee 929 70,073 342 6,825
Texas 3,181 285,699 931 21,560
Utah 434 37,425 55 959
Vermont 247 8,051 58 676
Virginia 1,042 84,306 409 7,788
Washington 1,051 74,964 406 7,275
West Virginia 553 23,628 137 1,322
Wisconsin 1,137 65,421 873 14,968
Wyoming 226 8,032 35 281
Total 40,323 3,048,203 18,711 406,546
Table 3-3
Distribution of Eighth-Grade Schools and Enrollment In Combined Frame
Public Schools Nonpublic Schoels
Jurisdiction Total Schools Total Enrollment Tetal Schools Total Enroliment
Alabama 484 56,995 245 5,363
Alaska 256 9,240 59 481
Arizona 328 54,351 227 4,210
Arkansas 344 35,074 110 1,846
California 1,642 379,030 2,023 47,939
Colorado 325 46,695 224 3,795
Connecticut 207 34,383 248 5,828
Delaware 29 7,751 101 2,097
District of Columbia 32 4,808 46 1,435
DoDEA/DDESS 12 1,517 N/A N/A
DoDEA/DoDDS 66 5,353 N/A N/A
Florida 466 152,838 839 19,767
Georgia 398 97,029 385 8,297
Guam 6 2,199 12 498
Hawaii 52 12.845 84 3,341
Indiana 437 76,101 558 9.073
Jowa 409 38,331 194 4,461
Kentucky 357 51,275 238 6,293
Louisiana 431 59,102 352 13,767
Maine 235 16,134 98 1,077
Maryland 229 57,586 383 9,942
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Table 3-3 (continued)
Distribution of Eighth-Grade Schools and Enrollment In Combined Frame

Public Schools Nonpublic Schools
Jurisdiction Total Schools Total Enrollment Total Schools Total Enrollment
Massachusetts 383 61,789 407 10,656
Michigan 737 120,422 819 16,577
Minnesota 424 59,224 361 7,447
Mississippi 301 39,570 143 4,076
Missouri 633 63,768 441 10,375
Montana 321 12,800 81 834
Nebraska 577 22,137 173 3,502
Nevada 95 18,626 44 840
New Hampshire 132 14,600 78 1,228
New Jersey 664 84,346 660 18,516
New Mexico 152 24,249 148 2,387
New York 1,013 187,305 1,368 42,412
North Carolina 526 89,074 377 6,856
North Dakota 237 9,065 54 743
Oregon 343 39,630 195 2,808
Rhode Island 52 10,286 77 2,163
South Carolina 252 51,010 206 3,679
Tennessee 533 66,684 325 7,044
Texas 1,488 271,798 680 16,095
Utah 142 36,877 54 913
Vermont 126 7,413 52 575
Virginia 336 79,009 362 7,124
Washington 425 70,998 345 6,430
West Virginia 206 24,448 126 1,214
Wisconsin 513 61,628 778 13,729
Wyoming 96 7,971 31 195
Total 21,740 3,243,013 18,452 423,591

34 STRATIFICATION
3.4.1 Stratification Variables

The stratification used for sample selection varied by school type (public or nonpublic).
Stratification of public schools involved four primary dimensions whereas the stratification of
nonpublic schools involved three primary dimensions. Public schools were stratified
hicrarchically by small or large district status, school size class, urbanization classification and
minority classification. Nonpublic schools were stratified by size class, metro area status and
schoot type (Catholic or other nonpublic). Public schools were further stratified implicitly by
median household income (i.e., sorted in ascending or descending order) of the ZIP code area
where the school was located, and nonpublic schools were further stratified implicitly by
estimated grade enrollment in order to provide some control of these variables. Tables 3-4
through 3-7 provide counts of sampled schools by the primary stratification variables. The
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DDESS schools, the DoDDS schools (except fourth grade), and Guam samples are not included
in these tables as all schools in these jurisdictions were sampled with certainty, thereby requiring
no stratification. The DoDDS fourth-grade sample was sorted by Department of Defense
Education Activity (DoDEA) area (Europe, Pacific, etc.), DoDEA district (Brussels, Heidelberg,
Italy, etc.), and estimated fourth-grade enrollment prior to sample selection.

3.4.2 Missing Stratification Variables

As stated earlier, the sampling frame for the 1996 State Assessment was the most recent
version of the QED file available combined with the 1993 PSS list of nonpublic schools. The
CCD file was used to extract information on urbanization (“type of location™) for public schools
where this information was missing on the QED file. Any public schools with missing values
remaining in urbanization or minority enrollment data were imputed.

Schools with missing values in urbanization data were assigned the urbanization of other
school records within the same state, county, and city when urbanization did not vary within the
given city. Any schools still missing urbanization were assigned the modal value of urbanization
within their city. Any remaining missing values were assigned individually based on city using
U.S. Bureau of Census publications.

Schools with missing values in minority enrollment data were assigned the average
minority enrollment within their school district. Any schools still missing minority enroliment
data were assigned values individually using ZIP code and U.S. Bureau of Census data. The
minority data were extracted only for those schools in jurisdictions in which minority
stratification was performed.

Metro area status was assigned to each nonpublic school based on U.S. Bureau of Census
definitions as of June 30, 1993, based on Federal Information Processing Standard (FIPS) county
code, and was found for all schools in the sampling frame. The Catholic school flag was assigned
to each nonpublic school based on the QED or PSS school type and was found for all schools in
the sampling frame.

Median household income wa- assigned to every school in the sampling frame by
merging on ZIP code with a file from Donnelly Marketing Information Services. Any schools
still missing median household income were assigned the mean value of median houschold
income for the three-digit ZIP code prefix or county within which they were located.

3.4.3 Urbanization Classification

Urbanization classification was created based on the NCES type of location variable.
The type of location variable contains at most seven levels:

1. Large Central City: A central city of a Metropolitan Statistical Area (MSA)

with a population greater than or equal to 400,000, or a population density
greater than or equal to 6,000 persons per square mile;
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2. Mid-size Central City: A central city of an MSA but not designated as a
large central city;

3. Urban Fringe of Large City: A place within an MSA of a large central city
and defined as urban by the U.S. Bureau of Census;

4. Urban Fringe of Mid-Size City: A place within an MSA of a mid-size central
city and defined as urban by the U.S. Bureau of Census;

5. Large Town: A place not within an MSA, but with a population greater than
or equal to 25,000 and defined as urban by the U.S. Bureau of Census;

6. Small Town: A place not within an MSA, with a population less than 25,000,
but greater than 2,499 and defined as urban by U.S. Bureau of Census; and

7. Rural: A place with a population of less than 2,500 and defined as rural by
the U.S. Bureau of Census.

Urbanization classification was created by collapsing type of location categories as
necessary and according to specific rules until each urbanization stratum included a minimum of
10 percent of eligible students in the participating jurisdiction. Tables I-1 and I-2 in Appendix I
provide the urbanization classifications used within each jurisdiction and grade.

3.4.4 Minority Classification

Minority classification was created within urbanization strata and was based on a
school’s percentages of Black and Hispanic students. Three different minority classification
schemes were used and are described as follows:

e Cuse [: Urbanization strata with less than 10 percent Black students and 7

percent Hispanic students were not stratified by minority enrollment
(Level 0);

e (ase 2: Urbanization strata with greater than or equal to 10 percent Black
students or 7 percent Hispanic students, but not more than 20 percent of
each, were stratified by ordering percent minority enrollment (Black plus
Hispanic) within the urbanization classes and dividing the schools into three
groups with about equal numbers of students per minority classification
(Levels 1, 2, and 3); and

e Case 3: In urbanization strata with greater than 20 percent of both Black and
Hispanic students, minority strata were formed with the objective of
providing equal strata with emphasis on the minority group (Black or
Hispanic) with the higher concentration. The stratification was performed as
follows. ‘The minority group with the higher percentage gave the primary
stratification variable; the remaining group gave the secondary stratification
variable. Within urbanization class. the schools were sorted based on the
primary stratification variable and divided into two groups of schools



containing approximately equal numbers of students based on estimated
grade enrollment. Within each of these two groups, the schools were sorted
by the secondary stratification variable and subdivided into two subgroups of
schools containing approximately equal numbers of students. As a result,
within urbanization strata there were four minority classifications (e.g., low
Black/low Hispanic, low Black/high Hispanic, high Black/low Hispanic, and
high Black/high Hispanic (Levels 4, S, 6, and 7).

The minority groups and classifications were formed solely for the purpose of creating
efficient stratification design at this stage of sampling. These classifications are not directly used
in analysis and reporting of the data, but will act to reduce sampling errors for achievement-level
estimates. Tables I-1 and I-2 in Appendix I provide information on minority stratification for the
participating jurisdictions.

3.4.5 Median Household Income

Prior to the selection of the school samples, the public schools were sorted by their four
stratification varnables (small or large district status, school class size, urbanization classification,
and minority classification) in an order such that changes occur on only one variable at a time
(also known as a serpentine order.) This is accomplished by alternating between ascending and
descending sort order on each variable successively through the sort hierarchy. Within this sorted
list, the schools were sorted, in serpentine order, by the median household income. This final
stage of sorting resulted in implicit stratification of median household income. The data on
median household income was related to the ZIP code area in which the school is located. The
data were derived from the 1990 Census and are obtained from Donnelly Marketing Information
Services.

3.4.6 Metro Area Status

All schools in the sampling frame were assigned a metro area status based on their FIPS
county code and Office of Management and Budget (OMB) Metropolitan Area Definitions as of
June 30, 1993. This field indicated if a school was located within a metropolitan arca or not.
Tables I-3 and I-4 in Appendix I provide information on metro area status stratification for the
participating jurisdictions.

3.4.7 School Type

All nonpublic schools were assigned a school type (Catholic or other nonpublic) based
on their QED or PSS school-type variable. Tables [-3 and I-4 in Appendix 1 provide information
on school-type stratification for the participating jurisdictions.
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3.5 SCHOOL SAMPLE SELECTION
3.5.1 Maeasure of Size and Sample Selection

Each grade-eligible school was assigned an estimated grade enrollment by dividing its
total student enrollment by its number of grades. Each school was then assigned a measure of
size based on the following function of estimated grade enrollment (EGE). Tables 3-4 and 3-5
provide the estimated grade enrollment and measure of size for grades 4 and 8.

Table 3-4
Estimated Grade Enrollment and Measure of Size, Grade 4
Estimated Grade Enrollment Measure of Size
EGE < 10 15
10 < EGE < 20 1.5 * EGE
20<EGE <33 30
33 <EGE EGE
Table 3-5
Estimated Grade Enrollment and Measure of Size, Grade 8
Estimated Grade Enrollment Measure of Size
EGE < 10 30
10 < EGE < 20 3 *EGE
20 <EGE <65 60
65 < EGE EGE

Schools were designated as being in “small” or “large” districts and were assigned to one
of two size classes as shown in Tables 3-4 and 3-5. A large district was defined as a district
containing 20 percent or more of a jurisdiction's student population. All other districts were
considered small. Schools were assigned to the large size class if their estimated grade
enrollment was greater than 19. Otherwise schools were assigned to the small size class.

A sample of schools was then selected for each jurisdiction with probability proportional
to cach school's measure of size. The sampling frame of schools was sorted in systematic order
prior to sample selection, as follows:

e Public schools
= Small or large district status,
=5 Size class,
= Urbanicity stratum,
=» Minority stratum, and
= Median houschold income.
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¢ Nonpublic schools
=> Size class,
= Metro area status,
=> Catholic/non Cathotic, and
= Estimated grade enrollment.

Sorting the sampling frame in a specific order prior to systematic sample selection
ensures that the sampled units represent a variety of population subgroups.

3.5.2 Control of Overlap of School Samples for National Educational Studies

The 1ssue of school sample overlap has been relevant in all rounds of NAEP in recent
years. To avoid undue burden on individual schools, NAEP developed a policy for 1996 of
avoiding overlap between national and state samples. This was to be achieved without unduly
distorting the resulting samples by introducing bias or substantial variance. The procedure used
was an extension of the method proposed by Keyfitz (1951). The general approach is given in
The NAEP 1994 Technical Report (Allen, Kline, & Zelenak, 1996). Counts of school selection

for both state and national NAEP are found in Table 3-6.

Table 3-6

Number of Schools Selected for Both State and National NAEP, by Grade and School Type

National NAEP Grade
8 Trend

12 Trend

State NAEP
Grade  School Type 4 Main 4 Trend
4 Public 10 29
4 Nonpublic 0 2
8 Public 8 4
8 Nonpublic 23 5

EAE Y R e

3.5.3 Selection of Schools in Small Jurisdictions

All schools in jurisdictions with small numbers of public schools were selected.

jurisdictions and grades are shown in Table 3-7.
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Table 3-7
Jurisdictions Where All Public Schools were Selected, by Grade and School Type

Public Nonpublic
Jurisdiction Grade 4 Grade 8 Grade 4 Grade 8
Delaware * *
District of Columbia * *
DoDEA/DDESS *
DoDEA/DoDDS *
Guam * * * *
Hawaii *
Rhode Island *

3.5.4 New School Selection

A sample of new schools was drawn to properly reflect additions to the target population
occurring after the sampling frame building information was created. A district-level file was
constructed from the combined QED and PSS school-level files. The district-level file was
divided into a “small” districts file that was not used in the selection of new schools, and a
“medium and large” districts files that was used for this purpose. Small districts consisted of
those districts in which there were at most three schools on the aggregate frame and no more than
one fourth-, one eighth-, and one twelfth-grade school. The remainder of districts were denoted
as “medium and large” districts.

A sample of medium and large districts was drawn in each jurisdiction. Ali districts were
selected in Delaware, the District of Columbia, Hawaii, and Rhode Island. The remaining
jurisdictions in the file of medium and large districts (eligible for sampling) were divided into
two files within each district. Two districts were selected per jurisdiction with equal probability
among the smaller districts with combined enroliment of less than or equal to 20 percent of the
state enrollment in the medium and large districts file. From the rest of the file, eight districts
were selected per jurisdiction with probability proportional to enrollment. The breakdown given
above applied to all jurisdictions except Alaska and Nevada, where four and seven districts were
selected with equal probability and six and three districts were selected with probability
proportional to enrollment, respectively. The 10 selected districts in each jurisdiction were then
sent a listing of all their schools that appeared on the file, and were asked to provide information
about the new schools not included in the file. These listings, provided by selected districts, were
used as sampling frames for selection of new schools.

The eligibility of a school was determined based on the grade span. A school was also
classified as “new” if a change of grade span was such that the school status changed from
ineligible to eligible. The average grade enroliment for these schools was set to the average grade
enroliment before the grade-span change. The schools found eligible for sampling due to the
grade-span change were added to the new school selection frame.

The probability of selecting a school was minimum —
P(district)

where P(district) was the probability of sclection of a district and the sampling rate was the rate

used for the particular jurisdiction in the selection of the original sample of schools.

sampling rate * measure of size }
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In each jurisdiction, the sampling rate used for the main sample of grade-eligible schools
was used to select the new schools. Additionally, all new eligible schools coming from small
districts (those with at most one grade 4 and one grade 8 school and at most three schools on the
aggregate frame) that had a school selected in the regular sample for the fourth grade were
included in the sample with certainty. In the 1996 State Assessment, there were no such schools.

Tables 3-8 and 3-9 shows the number of new schools coming from the medium and large
and small districts for the fourth- and eighth-grade samples.

Table 3-8
Distribution of New Schools Coming from “Medium™ or “Large" and “Smali” Districts
in the Fourth-Grade Sample

Number of New Schools

Jurisdiction “Medium” or “Large” Districts “Small” Districts
Alabama 1 0
Alaska 0 0
Arizona 0 0
Arkansas 0 0
California 0 0
Colorado 0 0
Connecticut 0 0
Delaware | 0
DoDEA/DDESS 0 0
DoDEA/DoDDS 0 {
District of Columbia 2 0
Florida | 0
Georgia I 0
Guam 0 0
Hawaii 0 0
Indiana 0 0
fowa 0 0
Kentucky 1 0
Louisiana 3 0
Maine 2 0
Maryland 2 0
Massachusetts 2 Q0
Michigan 2 0
Minnesota 0 0
Mississippi 3 0
Missouri 4] ()
Montana 0 0
Nebraska l 0
Nevada 3 0

New Jersey

0

L B
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Table 3-8 (continued)
Distribution of New Schoois Coming from “Medium” or “Large” and “Small” Districts in the
Fourth-Grade Sample

Number of New Schools

Jurisdiction “Medium” or “Large” Districts “Small” Districts
New Mexico 0 0
New York 1 0
North Carolina 3 0
North Dakota | 0
Oregon 1 0
Pennsylvania 1 0
Rhode Island 3 0
South Carolina 1 0
Tennessee 2 0
Texas | 0
Utah ] 0
Vermont 3 0
Virginia 0 0
Washington 0 0
West Virginia 0 0
Wisconsin 0 0
Wyoming 1 0
Total 45 0

Table 3-9
Distribution of New Schools Coming from “Medium” or “Large " and “Small” Districts in the
Eighth-Grade Sample

Number of New Schools

Jurisdiction “Medium” or “Large” Districts “Small” Districts
Alabama 0 0
Alaska 0 0
Arizona 1 0
Arkansas 1 0
California 0 0
Colorado 1 0
Connecticut 0 0
Delaware 2 0
DoDEA/DDESS 0 0
DoDEA/DoDDS 0 0
District of Columbia 2 0
Florida 4 0
Georgia 2 0
Guam () 0
Hawaii 1 0
Indiana } 0
[owa (0 0
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Table 3-9 (continued)
Distribution of New Schools Coming from “Medium” or “Large” and “Small” Districts
in the Eighth-Grade Sample

Number of New Schools

Jurisdiction “Medium” or “Large’ Districts “Small” Districts
Kentucky 0 0
Louisiana 3 0
Maine 0 0
Maryland 1 0
Massachusetts 1 0
Michigan 0 0
Minnesota 0 0
Mississippi 2 0
Missouri 1 0
Montana 1 0
Nebraska 3 0
Nevada 2 0
New Hampshire 0 0
New Jersey 0 0
New Mexico 0 0
New York 0 0
North Carolina 1 0
North Dakota 0 0
Oregon 2 0
Rhode Island 0 0
South Carolina 1 0
Tennessee 2 0
Texas 1 0
Utah 3 0
Vermont 2 0
Virginia 0 0
Washington 1 0
West Virginia 0 0
Wisconsin 3 0
Wyoming 4 0
Total 55 0

3.5.5 Assigning Subject, Sample Type, and Monitor Status

Subject assignment rules varied by grade. All fourth grade schools were assigned to
participate in mathematics assessments except for the DDESS and DoDDS samples where the
rules for subject assignment at eighth grade were followed. All eighth-grade schools with 20 or
more students were assigned to participate in both mathematics and science assessments. Schools
with less than 20 students were assigned one subject selected at random.

The 1996 State Assessment used two different sets of inclusion rules (see Chapter 4) for
different sets of schools (S1 and S2 subsamples). A sample type variable was created to reflect
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which set of rules to use within a given school. The sampled schools were sorted by stratum
(public and nonpublic) and subject (both mathematics and science. mathematics only, and
science only) and then randomly assigned sample type within the sorted list. The sets of inclusion
rules are described in Chapter 4.

Jurisdictions received 25 or 50 percent monitoring of sessions depending on previous
participation in the state assessments. All jurisdictions received 25 percent monitoring except
Alaska, Nevada, Vermont, and Washington, where 50 percent monitoring was used. The sampled
schools were sorted by stratum, subject, and sample type, and then assigned the two levels of
monitoring at random.

3.5.6 School Substitution and Retrofitting

A substitute school was assigned to each sampled school (to the extent possible) prior to
the field period through an automated substitute selection mechanism that used distance
measures as the matching criterion. Schools were also required to be of the same type (i.e.,
public, nonpublic, BIA, and DoDEA schools were only allowed to substitute for cach other), and
substitutes for nonpublic, BIA, and DoDEA schools were required to come from within the same
district. Public-school substitutes were required to come from different districts. Two passes
were made at the substitution, with the second pass raising the maximum distance measure
allowed and removing the different district assignment for public schools. This strategy was
motivated from the fact that most public-school nonresponse is really at the district level.

A distance measure was used in cach pass and was calculated between each sampled
school and each potential substitute. The distance measure was equal to the sum of four squared
standardized differences. The differences were calculated between the sampled and potential
substitute school’s estimated grade enrollment, median houschold income, percent Black
enrollment and percent Hispanic enrollment. Each difference was squared and standardized to
the population standard deviation of the component variable (e.g., estimated grade enrollment)
across all grade-eligible schools and jurisdictions. The potential substitutes were then assigned to
sampled schools by order of increasing distance measure. An acceptance limit was put on the
distance measure of 60 for the first pass. A given potential substitute was assigned to one and
only one sampled school. Some sampled schools did not receive assigned substitutes (at least in
the first pass) because the number of potential substitutes was less than the number of sampled
schools or the distance measure for all remaining potential substitutes from different districts was
greater than .60,

In the second pass, th ditferent district constraint for public schools was lifted and the
maximum distance allowed was raised to .75, This generally brought in a smalt number of
additional assigned substitutes. Although the selected cut-off points of .60 and .75 on the
distance measure were somewhat arbitrary, they had been decided upon for the 1994 Trial State
Assessment by a group of statisticians reviewing a large number of listings beforehand and
finding a consensus on the distance measures at which substitutes began to appear unacceptable.
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Jurisdictions that did not receive substitutes for all selected schools were allowed to
retrofit unused substitutes after part of the field period elapsed. Substitutes that were assigned to
cooperating or ineligible original selections were free to be assigned to other original selections
that did not receive substitutes. These free snbstitutes were put back into the substitute selection
mechanism described above and allowed to pair up with other original selections.

Cooperating original selections were also allowed to serve as “double session”
substitutes for other pending or refusing schools and were put through the substitute selection
mechanism after retrofitting unused regular substitutes. Double session substitutes are
particularly helpful to small jurisdictions where all or most schools are taken as original
selections, thereby leaving no or few schools available as substitutes.

Tables I-5 and I-6 in Appendix I include information about the number of substitutes
previded in each jurisdiction. Of the 47 participating jurisdictions, 42 were provided with at least
one substitute at grade 4, and 41 were provided with at least one substitute at grade 8. Among
jurisdictions receiving no substitutes, the majority had 100 percent participation from the original
sample. The number of substitutes provided to a jurisdiction ranged from 0 to 24 in the fourth-
grade sample. A total of 243 substitutes were selected.

Tables I-7 through 1-10 in Appendix [ show the number of schools in the fourth- and
eighth-grade mathematics samples, together with school response rates observed within
participating jurisdictions. The tables also show the number of substitutes in each jurisdiction
that were associated with a nonparticipating original school selection, and the number of those
that participated.

3.6 STUDENT SAMPLE SELECTION
3.6.1 Student Sampling and Participation

Schools initiaily sent a complete list of students to a central location in November 1995.
They were not asked to list students in any particular order, but were asked to implement checks
to ensure that all grade-eligible students were listed. Based on the total number of students on
this list, the “Student Listing Form,” sample line numbers were generated for student sample
selection. To generate t} 2se line numbers, the sampler entered the number of students on the
form and the number of vessions into a calculator or personal computer that had been
programmed with the sampling algorithm. The program generated a random start that was used to
systematically select the student line numbers (30 per session). To compensate for new enrollees
not on the Student Listing Form, extra line numbers were generated for a supplemental sample of
new students.

After the student sample was selected, the administrator at each school identified
students who were incapable of taking the assessment either because they were identified as
students with disabilities (SD) or because they were classified as being of limited English
proficiency (LEP). Two different sets of inclusion rules were used: a set used in previous
assessments and a new set that was meant to clarify the inclusion rules used in NAEP and to
provide wider inclusion of SID and LEP students. More details on the procedures for student
exclusion are presented in the report on field procedures for the 1996 State Asscssment program
(Westat, Inc., 1996).
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When the assessment was conducted in a given school, a count was made of the number
of nonexcluded students who did not attend the session. If this number exceeded three students,
the school was instructed to conduct a makeup session, to which all students who were absent
from the initial session were invited.

Tables I-11 through I-14 in Appendix I provide the distribution of the student samples
and response rates by grade, school type, and jurisdiction.

3.6.2 The Reduced Sample Option

All jurisdictions were given the option to reduce the expected student sample size in
order to reduce testing burden and the number of multiple-testing sessions for participating
schools. If jurisdictions chose to exercise this option, the estimates obtained from the assessment
were more variable than they otherwise would have been. In general, jurisdictions could reduce

student sample sizes by adjusting the number of sessions with participating schools subject to the
following constraints:

¢ The minimum number of sessions per school had to be equal to 1;

¢ The maximum number of sessions per school had to be equal to 2 at fourth
grade and 3 at eighth grade;

o The expected student size from the reduced sample was greater than or equal
to half of the original student sample size.

Table 3-10 shows the jurisdictions that exercised the reduced sample option at each

grade.
Table 3-10
Jurisdictions Exercising the Reduced Sample Option, By Grade
Jurisdiction Grade 4 Grade 8

Alaska *
Delaware * *
Guam *
Hawaii

Rhode [sland

.



Chapter 4

STATE AND SCHOOL COOPERATION AND FIELD
ADMINISTRATION!

Lucy M. Gray ’
Westat, Inc.

41 OVERVIEW

By volunteering to participate in the State Assessment and in the field test that preceded
it, each jurisdiction assumed responsibility for securing the cooperation of the schools sampled
by NAEP. The participating jurisdictions were responsible for the actual administration of the
1996 State Assessment at the school level. The 1995 field test, however, operated within the
framework of the national (rather than state) model. Therefore, for the field test, NAEP field staff
were responsible for securing cooperation for, scheduling. and conducting the assessments. This
chapter describes state and school cooperation and field administration procedures for both the
1995 field test and the 1996 assessment program. Section 4.2 presents information on the field
test, while Section 4.3 focuses on the 1996 State Assessment.

4.2 THE FIELD TEST

4.2.1 Conduct of the Field Test

In preparation for the 1996 state and national assessment programs, a field test of the
forms, procedures, and booklet items was held in late January through early March 1995. In this
field test, assessments were piloted in: mathematics, science, and the arts (dance, music, theater,
and visual arts). In an effort to increase the participation of limited English proficient (LEP)
students and students with disabilities (SD), the mathematics field test included bilingual and
Spanish-language versions of three test booklets, newly developed Braille and large-print
booklets, and the provision of additional testing accommodations for students with disabilities
and students with limited English proficicncy. Results for the field testing of the Spanish-
language mathematics assessment, Braille and large-print booklets, and special testing
accommodations are contained in a separate report prepared by Educational Testing Service
(ETS) (Anderson, Jenkins, & Miller, 1996).

A number of new complexities were planned for the 1996 assessment, such as increased
use of manipulatives in mathematics, theme blocks in mathematics, hands-on tasks in science,
and performance items in dance, music, theater, and visual arts. The complexities of mathematics
and science substantially increased the scope of the 1996 assessment, as originally defined, and
were rehearsed as part of the field test.

' Lucy Gray was responsible for sartaus aspects of the field activities tor the NARP nattonal and State Assessments in
mathematics.
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In September 1994, letters were sent from the U.S. Department of Education to all Chief
State School Officers inviting them to participate in the 1995 field test of materials and
procedures. In an effort to secure the participation of more schools and to lessen the burden of
participation on jurisdictions, ETS and Westat offered to perform all of the work involved,
including sampling, communicating with school staff, and administering the assessment.

The school sample for the field test included both public and nonpublic schools and was
designed to involve as many states as possible, thus limiting the burden on each state. However,
states with small numbers of schools in which all schools were already involved in the 1994
National Assessment program were excluded from the field test sample. As a result, the original
field test sample consisted of 1,129 public and nonpublic schools spread roughly in proportion to
the population across 38 states. Because the states’ responsibilities were very limited in the field
test, they were asked only to notify districts of their inclusion, and to indicate their support for
participation in the field test. Schools selected for the 1995 field test were designated to have
either arts sessions or mathematics and science sessions, but not both.

Because the focus of the field test was to have as many schools participate as possible,
flexibility was allowed in substituting for the original selections. Three forms of substitution
were available to replace sampled schools that did not participate in the field test. The first type
were schools identified by Westat and located within the same district as the originally sampled
schools. These substitute schools were demographically comparable to those in the original
sample. A second school substitution option allowed district superintendents to choose their own
alternate school. In the event that a district refused to participate, the third option was an *“out of
district” substitute, identified by Westat. The type and number of sessions scheduled for an
originally selected school were carried over to the substitute school.

During the period from October to December 1994, all districts and schools in the field
test sample were contacted, cooperation secured, and assessment schedules set. To accomplish
these initial tasks, 21 of the most experienced NAEP supervisors were trained during a three-day
session (in early October 1994) conducted by Westat project staff. Following training, each of
the supervisors was responsible for scheduling activities in several states. In December 1994, the
NAEP field staff was expanded to 72 supervisors. All supervisors, including those in the original
group, attended the second training session. After opening plenary sessions, the trainees were
divided into two groups: arts and mathematics/science. Because of the complicated nature of the
arts field test, it was decided to have supervisors specialize in the administration of either arts or
mathematics/science sessions. Training focused on a review of the scheduling activities during
the fall (e.g., results of initial contacts with districts and schools); sampling procedures;
preparation and distribution of school, teacher, and student questionnaires; administration of the
performance-based arts tasks; classroom management techniques; exercise administrator
training; and completion of administrative forms and procedures.

The period from January 2-20, 1995, was set aside for supervisors to call and visit the
schools in their assignments, draw student samples, prepare Administration Schedules, and
prepare and distribute teacher, school, and SD/LEP student questionnaires. Assessments were
conducted during the period from January 23 through Maich 10, 1995. Mathematics and science
sessions were scheduled to be completed by February 24, and arts sessions continued through the
end of the data collection period. Throughout the field testing period, supervisors reported
directly to Westat’s field director through six field managers.



4.2.2 Results of the Field Tast

A total of 963 originally selected schools and alternates actually participated in the field
test. The final assessed sample of schools included 434 schools at grade 4, 395 schools at grade
8, and 134 schools at grade 12.

A total of 46,514 students participated in the field test. Of this number, 17,212 students
participated in the 1995 arts field test; these students will be discussed in a later report on the arts
assessment. Student participation in mathematics and science included 11,014 students at grade
4, 11,641 students at grade 8, and 6,647 students at grade 12.

4.3 THE 1996 STATE ASSESSMENT

Forty-four states, the District of Columbia, and Guam volunteered for the 1996 State
Assessment, as did the Department of Defense Domestic Dependent Elementary and Secondary
Schools (DDESS) and the Department of Defense Dependents Schools (DoDDS). Table 4-1
identifies the jurisdictions participating in the State Assessment.

Table 4-1
Jurisdictions Participating in the 1996 State Assessment Program in Mathematics
Jurisdictions

Alabama Georgia Mississippi® Pennsylvania®
Alaska' Guam Missouri’ Rhode Island
Arizona Hawaii Montana® South Carolina®
Arkansas Indiana Nebraska Tennessee’
California Iowa Nevada' Texas
Colorado Kentucky New Hampshire® Utah®
Connecticut Louisiana New Jersey Vermont'
Delaware Maine® New Mexico Virginia
DoDEA/DDESS ' Maryland New York Washington'
DoDEA/DoDDS'" Massachusetts’ North Carolina West Virginia
District of Columbia Michigan North Dakota Wisconsin
Florida Minnesota Oregon’ Wyoming

'Participated in the 1996 mathematics assessment program only.
*Participated in the 1992 and 1996 mathematics assessment programs bhut not in the 1990 program.
*Participated in the 1990 and 1996 mathematics assessment programs but not in the 1992 program.

*Grade 4 only.
Grade 8 only.

°DoDEA is the Department of Defense Education Activity schools, DDESS is the Department of Defense Domestic
Dependent Elementary and Secondary Schools, and DoDDS is the Department of Defense Dependents Schools.
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4.3.1 Overview of Responsibilities

Data collection for the 1996 State Assessment involved a collaborative effort between
the participating jurisdictions and the NAEP contractors, especially Westat, the field
administration contractor. Westat's responsibilities included:

e selecting the sample of schools and students for each participating
jurisdiction;

» developing the administration procedures and manuals;
training state personnel to conduct the assessments; and

¢ conducting an extensive quality assurance program.

Each jurisdiction volunteering to participate in the 1996 program was asked to appoint a
state coordinator. In general, the coordinator was the liaison between NAEP/Westat staff and the
participating schools. In particular, the state coordinator was asked to:

gain the cooperation of the selected schools;

assist in the development of the assessment schedule;

receive the lists of all grade-eligible students from the schools;

coordinate the flow of information between the schools and NAEP;

provide space for the Westat state supervisor to use when selecting the
sample of students;

e notify assessment administrators about training and send them their manuals;
and

¢ send the lists of sampled students to the schools.

At the school level, an assessment administrator was responsible for preparing for and
conducting the assessment session(s) in one or more schools. These individuals were usually
schoo! or district staff and were trained by Westat staff. The assessment administrator’s
responsibilities included:

e receiving the list of sampled students from the state coordinator;
¢ identifying sampled students who should be excluded;

distributing assessment questionnaires to appropriate school staff and
collecting them upon their completion;

notifying sampled students and their teachers;

administering the assessment sessions(s);

completing assessment forms; and

preparing the assessment materials for shipment.

Decisions on exclusion were made in consultation with school staff and were guided by the
SD/LEP questionnaires completed by the school staff.
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Westat also hired and trained a state supervisor for each jurisdiction. The 1996 State
Assessment involved about the same number of state supervisors (Westat staff) as both the 1992
and 1994 assessments, since approximately the same number of jurisdictions were involved each
year. In addition, three troubleshooters were trained in case any state supervisor was unable to
complete their assignment. The primary tasks of the state supervisor were to:

select the samples of students to be assessed,

recruit and hire the quality control monitors throughout their jurisdiction;
conduct in-person assessment administration training sessions; and
coordinate the monitoring of the assessment sessions and makeup sessions.

Westat hired and trained six field managers for the State Assessment. Each field manager
was responsible for working with the state coordinators of seven to eight jurisdictions and for
overseeing assessment activities. The primary tasks of the field managers were to:

¢ obtain information about cooperation and scheduling;

e make sure the arrangements for the assessments were set and assessment
administrators identified; and

e schedule the assessment administrators training sessions.

In addition, Westat hired between four and six quality control monitors in each
jurisdiction to monitor assessment sessions.

4.3.2 Schedule of Data Collection Activities

Mid-September 1995 Westat sent lists of sampled schools for the national and state
assessments and informational materials to the state coordinators.

October 1995 Westat field managers visited individual jurisdictions to explain
the computerized state coordinator system, which was used to
keep track of assessment-related activities.

September - December 1995  State coordinators obtained cooperation from districts and
schools. State coordinators reported participation status to Westat
field managers via computer files or printed lists. State
coordinators sent student listing forms and supplemental student
listing forms to participating schools.

November 9 - 12, 1995 State supervisor training.
November 17, 1995 Suggested cutoff for decisions on school participation and

submission of lists of grade-eligible students to state coordinators
for sampling purposes.
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December 4 - 15, 1995 NAEP supervisor visited state coordinators’ offices to select

student samples and prepare Administration Schedules listing the
students selected for each sample.

December 15, 1995 Westat delivered training session schedule and copies of

assessment administrator manuals to state coordinators for
distribution.

December 15, 1995 - State coordinators notified assessment administrators of the date,
January 15, 1996 time, and location of training and sent each a copy of the manual
for assessment administrators.

January 4 - 6, 1996 Training session for quality control monitors.

January 9 - 26, 1996 Supervisors conducted assessment administrator training sessions
throughout respective jurisdictions.

January 29 - March 1, 1996 Assessments conducted and monitored.

March 4 - 8, 1996 Makeup week for rescheduled assessments or completed
assessments requiring makeup.

4.3.3 Preparations for the State Assessment

The focal point of the schedule for the State Assessment was the period between January
29 and March 4, 1995, when the assessments were conducted in the schools. However, as with
any undertaking of this magnitude, the project required many months of planning and
preparation.

Westat selected the samples of schools according to the procedures described in
Chapter 3. In mid-September 1995, lists of the selected schools and other materials describing
the State Assessment program were sent to state coordinators. Most state coordinators preferred
that NAEP provide a suggested assessment date for each school. School listings were updated
with this information and were sent to the state coordinators, along with other descriptive
materials and forms, by December.

State coordinators were also given the option of receiving the schcol information in the
form of a computer database with accompanying management information software. This system
enabled state coordinators to keep track of the cooperating schools, the assessment schedule, the
training schedule, and the assessment administrators. Coordinators could choose to receive a
laptop computer and printer or to have the system installed on their own computer. Westat field
managers traveled to the state offices to explain the computer system to the state coordinators
and their staff. Only one jurisdiction chose not to use the computerized system. In this case, the
state coordinator kept track of information on logs and lists provided by Westat. This printed
information was mailed to the field manager and dictated during a regularly scheduled telephone
conversation. The field manager then entered the data into the computer database, the data were
transmitted to Westat, and reports were produced.
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Six of the most experienced NAEP supervisors served as field managers, the primary
link between NAEP and the state coordinators. During late summer and early fall 1995, the field
managers received copies of all materials sent to state coordinators, developed a preliminary
Assessment Schedule for all schools in their jurisdictions, and became thoroughly familiar with
the computer system. As liaisons with the state coordinators, they visited each jurisdiction to
train staff in the use of the computer system. Later in the project schedule, they attended training

sessions for the supervisors and quality control monitors and also presented some of the training
material at each of these sessions.

The field managers used the same computer system as the state coordinators to keep
track of the schools and the schedule. The state coordinators sent updates via computer disks,
telephone, or print to their field manager, who then entered the information into the system.
Weekly transmissions were made from the field manager to Westat.

By November, Westat had hired one state supervisor for each participating jurisdiction.
The state supervisors attended a training session held November 9-12, 1995. This training
session focused on the state supervisors’ immediate tasks—selecting the student samples and
hiring quality control monitors. Supervisors were given the training script and materials for the
assessment administrators’ training sessions they would conduct in January so they could
become familiar with these materials.

The state supervisors® first task after training was to complete the selection cf the sample
of students who were to be assessed in each school. All participating schools were asked to send
a list of their grade-eligible students to the state coordinator by November 17. Sample selection
activities were conducted in the state coordinator’s office unless the state coordinator preferred
that the lists be taken to another location.

Using a preprogrammed calculator, the supervisors generally selected a sample of 30
students per session type per school with three exceptions: in schools with fewer than 30 students
in the grade to be assessed, all of the students were selected; in schools in which more than one
session was scheduled, 60 students (or some multiple of 30 students) were selected; and in
schools with no more than 33 students in the grade, all students were selected for the assessment.

After the sample was selected, the supervisor completed an Administration Schedule for
each session, listing the students to be assessed. The Administration Schedules for each school
were put into an envelope and given to the state coordinator to send to the school two weeks
before the scheduled assessment date. Included in the envelope were instructions for sampling
students who had enrolled at the schools since the creation of the original list.

During the months of November and December 1995, the state supervisors also recruited
and hired quality control monitors to work in their jurisdictions. It was the quality control
monitor’s job to observe the sessions designated to be monitored, to complete an observation
form on each session, and to intervene when the correct procedures were not followed. Because
earlier results indicated little difference in performance between monitored and unmonitored
schools, and in an effort to reduce costs, the percentage of public schools to be monitored was
maintained at 25 percent (i.¢., the reduced monitoring rate initiated in 1994). The monitoring rate
for nonpublic schools was also reduced to 25 percent (from 50% in 1994, which was the first
year that nonpublic schools were assessed by NAEP). As has been customary in the past,
monitoring was conducted at 50 percent for jurisdictions that were new to the State Assessment
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in 1996. The schools to be monitored were known only to contractor staff; it was not indicated
on any of the listings provided to state staff.

Approximately 400 quality control monitors were trained in a session held in early
January 1996. The first day of the training session was devoted to a presentation of the
assessment administrators’ training program by the state supervisors, which not only gave the
monitors an understanding of what assessment administrators were expected to do, but gave state
supervisors an opportunity to practice presenting the training program. The remaining days of the
training session were spent reviewing the quality control monitor observation form and the role
and responsibilities of the quality control monitors.

Almost immediately following the quality control monitor training, supervisors began
conducting training for assessment administrators. Each quality control monitor attended at least
two training sessions, to assist the state supervisor and to become thoroughly familiar with the
assessment administrator’s responsibilities. Most jurisdictions had approximately 14 training
sessions in which approximately 217 assessment administrators were trained. Almost 10,400
assessment adrninistrators were trained by the time assessments began on January 29, 1996.

To ensure uniformity in the training sessions, Westat developed a highly structured
program involving a script for trainers, a videotape, and an example to be completed by the
trainees. The training package, developed for previous state assessments, was revised to reflect
the subjects and grades assessed in 1996. The supervisors were instructed to read the script
verbatim as they proceeded through the training, ensuring that each trainee received the same
information. The script was supplemented by the use of overhead transparencies, displaying the
various forms that were (o be used and enabling the trainer to demonstrate how they were to be
filled out.

The videotape was also revised from previous versions to include information about
assessing both fourth- and eighth-grade students. The 1996 version of the video ran just over one

hour.

All of the information presented in the training session was included in Westat’'s Manual

for Assessment Administrators. Copies of the mantual were sent by Westat to the state

coordinators by December 15, 1995, so that they could be distributed to the assessment
administrators before the training sessions. The method of distribution and the amount of time
that the assessment administrators had to study the manual probably varied from jurisdiction to
jurisdiction. The majority of the ass=ssment administrators appeared to have become at least
somewhat familiar with the manual prior to their training. The training stressed that answers to
all questions about procedures or forms could be found in the manual. In addition, assessment
administrators were provided with a toll-frec number that could be used to contact Westat if they
had any procedural questions or were in need of additional materials. Duing the assessment
period, this telephone number was used extensively.

The entire training session generally ran for about one-half day until 2 p.m. including
lunch.



4.3.4 Monitoring of Assessment Activities

Two weeks prior to the scheduled assessment date, the assessment administrator received
the Administration Schedule and assessment questionnaires and materials. Five days before the
assessment, the quality control monitor made a cali to the administrator and recorded the resuits
of the call on the Quality Control Form for Monitored Schools because the assessment
administrators were not supposed to know in advance which sessions were designated to be
monitored. The pre-assessment call was conducted in exactly the same way regardless of whether
the school was to be monitored or not. For example, directions to the school were obtained even
if the school was in the unmonitored sample. Most of the questions asked in the pre-assessment
call were designed to gauge whether the assessment administrator had received all materials
needed and had completed the preparations for the assessment.

If the sessions in a school were designated to be monitored, the quality control monitor
was to arrive at the school one hour before the scheduled beginning of the assessment to observe
preparations for the assessment. To ensure the confidentiality of the assessment items, the
booklets were packaged in shrink-wrapped bundles and were not to be opened until the quality
control monitor arrived or 45 minutes before the session began, whichever occurred first.

In addition to observing the opening of the bundles, the quality control monitor used the
Quality Control Form to check that the following had been done correctly: sampling newly
enrolled students, reading the script, distributing and collecting assessment materials, timing the
booklet sections, answering questions from students, and preparing assessment materials for
shipment. After the assessment was over, the quality control monitor obtained the assessment
administrator’s opinions of how the session went and how well the materials and forms worked.
The 14-section booklet, Quality Control Form for Monitored Schools, is included in the Report

on Data Collection Activities for the 1996 National Assessment of Educational Progress (Westat,
Inc., 1996).

If four or more students were absent from the session, a makeup session was to be held.
If the original session had been monitored, the makeup session was also monitored. This required
coordination of scheduling between the quality control monitor and assessment adm:inistrator.

4.3.5 Participation of Department of Defense Education Activity Schools (DoDEA)

The schools run by the Department of Defense at military bases and other installations
around the world participated in the NAEP State Assessment for the second time in 1996. The
participation of the selected schools was mandated by DoDEA. To accommodate the geographic
diversity of DoDEA schools, some minor adaptations were made in the preparatory activities
used for the other jurisdictions.

The data collection in DoDEA schools was expanded in 1996 so that both DDESS and
DoDDS DoDEA schools were surveyed. In 1994, only the schools at overseas installations were
sampled as part of the Statc Assessment. Also, DoDEA chose to conduct science assessments at
grade 4 (in other State NAEP schools, science was conducted only at grade 8) so that both
mathematics and science data were collected at both grades 4 and 8 in DoDEA schools.
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Many of the quality control monitors hired for the DoDEA schools were based overseas,
and many had previous experience working within the DoDEA system. They were referred to
Westat by DoDEA. All quality control monitors for the DoDEA schools attended the quality
control training in Los Angeles and several assessment administrator training sessions in the
geographic areas in which they worked.

The samples of students to be assessed in the DoDEA schools were selected in the
Westat home office, using standard NAEP procedures, from lists of students produced in the
DoDEA offices in Northern Virginia. Due to privacy concerns, only student ID numbers and not
student names appeared on the DoDEA lists. Thus, after sampling, the Administration Schedules
contained only the ID numbers, and the assessment administrators consulted school records and
added the names of the students to the Administration Schedules prior to the assessments.

Two field supervisors were hired specifically to conduct assessment administrator
trainings and monitor quality control monitors in the DoDDS schools. The DoDEA liaison in
Northern Virginia, who essentially functioned as the state coordinator, arranged the assessment
administrator training sessions, all of which were held in schools or other facilities on the bases.
In many cases, the quality control monitors were required to obtain special clearances through
DoDEA to visit the bases for training and the assessments.

The assessments in DoODEA schools were conducted using the same procedures as in all

State Assessment schools with the one exception that DoDEA included science assessments at
both grades 4 and 8.

4.3.6 Exclusion of Students from the Assessment

Due to recent interest in including as many students as possible in NAEP and other
educational assessments, efforts were initiated in the 1995 field test to explore the impact of
redefining the NAEP inclusion criteria for students with disabilities and/or limited English

proficiency (SD/LEP). This investigation was continued in 1996 in both the national and State
Assessments.

The approach taken in the 1996 State Assessment was to divide the school sample into
two, equal-size subsamples, referred to as S1 and S2. The schools in the S1 subsample were
asked to apply the “old” (used in previous years) inclusion criteria; the S2 schools received a
“new,” revised criteria. The assessment administration for a school assured that the appropriate
set of inclusion criteria were used in each school. Training of each member of the field staff

included information about the two sets of inclusion criteria. Figures 4-1 and 4-2 describe the
criteria for S1 and S2.
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Figure 4-1
S1 Criteria

A student identified on the Administration Schedule as LEP may be excluded from the
assessment if he or she:

1. isa native speaker of a language other than English,

2. has been enrolled in an English-speaking school (not including a bilingual education
program) for less than two years, and

3. is judged to be incapable of taking part in the assessment.

A student identified on the Administration Schedule as SD or an equivalent classification
may be excluded from the assessment if:

1. the student is mainstreamed less than 50 percent of the time in academic subjects and is
judged incapable of participating meaningfully in the assessment, or

2. the Individualized Education Plan (IEP) team or equivalent group has determined that the
student is incapable of participating meaningfully in the assessment.

SD/LEP students meeting the above criteria should be assessed if, in the judgment of
school staff, they are capable of taking the assessment.

Figure 4-2
S2 Criteria

A student who is identified on the Administration Schedule as LEP and who is a native
speaker of a language other than English should be included in the NAEP assessment unless:

I. the student has received mathematics, science, and language arts instruction primarily in
English for less than three school years, including the current year, or

2. the student cannot demonstrate his or her knowledge of mathematics or science in English
without an accommodation or adaptation.

A student identified on the Administration Schedule as SD or an equivalent classification
should be included in the NAEP assessment unless:

1. the IEP team or equivalent group has determined that the student cannot participate in

assessments such as NAEP,

the student’s cognitive functioning is so severely impaired that she or he cannot participate,

or

3. the student's IEP requires that the student be tested with an accommodation or adaptation
and the student cannot demonstrate his/her knowledge of mathematics or science without that
accommodation or adaptation.

to

The school person most knowledgeable about cach student classified as IEP or LEP
should complete an SD/LEP Questionnaire about the student.
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The preliminary, unweighted proportion of students in the S1/S2 subsampling suggest
that applying the new (S2) or old (S1) criteria result in virtually no change in the proportions of
students excluded from the NAEP assessments as SD or LEP. For example, in grade 4 public .
schools, in both subsamples, about 5.6-5.7 percent of the students were excluded as SD and
about 1.6-1.7 percent were consistently excluded as LEP students. The rates are slightly lower
for grade 8 public-school students—just below five percent for SD exclusions, and about one
percent for LEP—and again consistent across the two subsamples. The rates for nonpublic
schools were lower still, that is, consistently less than half the size of the public-school rates and
very similar across the S1 and S2 subsamples.

/

4.3.7 School and Student Participation

Table 4-2 shows the results of the state coordinators’ efforts to gain the cooperation of
the selected schools. Overall, for the 1996 State Assessment in mathematics, 4,573 public
schools and 470 nonpublic schools for grade 4 participated. For grade 8, 3,913 public schools
and 455 nonpublic schools participated.

Participation results for students in the 1996 State Assessment in mathematics are given
in Table 4-3. Over 148,000 fourth-grade students and over 136,500 eighth-grade students were
sampled. As can be seen from the table the original sample, which was selected by the NAEP
state supervisors, comprised approximately 144,500 (or 98%) of the total number of students
sampled for grade 4, and approximately 134,000 (or 98%) of the total number of students
sampled for grade 8. The original sample size was increased somewhat after the supplemental
samples had been drawn (from students newly enrolled since the creation of the originai lists).

Table 4-2
School Participation, 1996 State Assessment in Mathematics

Grade 4 Grade 8
Public  Nonpublic Public Nonpublic

Number of schools in original sample 4,980 869 4,482 1,068
Number of schools not eligible (closed, no 4th
grade) 88 126 128 220
Number of eligible schools in original sample 4,892 743 4,354 848

Non-cooperating (e.g., school, district, or

state refusal) 492 224 552 299

Cooperating 4,400 519 3,802 549
Number of substitutes provided for non-
cooperating schools 450 144 403 154
Number of participating substitutes for non-
cooperating schools 173 17 111 12
Total number of schools participating (after
substitution) 4,573 470 3,913 455
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Table 4-3
Student Participation, 1996 State Assessment in Mathematics
Grade 4 Grade 8
Public Nonpublic Public Nonpublic

Number sampled 137,892 10,370 128,608 8,291

Original sample 134,525 10,249 125,688 8,230

Supplemental sample 3,307 121 2,920 61

Percent increase in original sample

by adding supplemental sample 2.5% 1.2% 2.3% 0.7%
Number (%) of originally sampled
students withdrawn 5,432 (4.0%) 148 (1.4%) 5,669 (4.5%) 104 (1.3%)
Number of students excluded' 9,649 117 7,488 44

Number (%) of sampled students

ideutified as SD 15573 (11.3%) 291 (2.8%) 13,489 (10.5%) 155 (1.9%)

Number (%) of sampled students

excluded as SD 7.678 (5.6%) 104 (1.0%) 6,223 (4.8%) 33 (0.4%)

Number (%) of sampled students

idex:ified as LEP 4,917 (3.6%) 186 (1.8%) 2,866 (2.2%) 43 (0.5%)

Number (%) of sampled students

excluded as LEP 2,215 (1.6%) 18 (0.2%) 1,388 (1.1%) 11(0.1%)
Number of students to be assessed 122,811 10,105 115,451 8,143
Number of students assessed 116,583 9,704 105,073 7,764

Original sessions 115,744 9,661 103,571 7,749

Makeup sessions 839 43 1,502 15
Student participation rates

Before makeups 94.2% 95.6% 89.7% 95.2%

After makeups i 94.9% 96.0% 91.0% 95.3%

[ To be excluded. a student had to be designated as SD or LEP and judged incapable of participating in the assessment.
A student could e identified as toth SD and LEP, resulting in this number being less than the sum of the students
excluded as SD or LEP.

4.3.8 Results of the Gbservations

During the assessment sessions, the quality control monitors observed whether the
assessment environment was adequate or inadequate based on factors such as room size, seating
arrangements, noise from hallways or adjacent rooms, and lighting. (If the room was unsuitable,
however, the quality control monitors did not routinely ask the assessment administrator to make
other arrangements.) Of the 3,776 monitored assessment sessions where quality control monitors
recorded an observation, the quality control monitors felt that 96 percent of the sessions were
held in suitable surroundings

The Manual for Assessment Administrators encouraged assessment administrators to use
an assistant during the assessment session, a suggestion that came from the earliest state
assessment in 1990. To measure how frequently that advice was heeded, quality control monitors
noted whether an assistant was used in the monitored sessions. The results indicate that assistants
were used for 60 to 70 percent of the public-school sessions, with the largest percentage
(66-709%) noted for grade 8 sessions. In nonpublic schools, however, an assistant was employed
less often (29-40% of t.¢ time), which is possibly & reflection of fewer staff resources and
generally smaller session sizes in nonpublic schools. Assessment administrators used assistants
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in varying capacities. The Manual for Assessment Administrators was very emphatic that only a
NAEP-trained person could actually administer the assessment session. Almost always, assistants

helped to supervise the session and ‘o prepare, distribute, and collect assessment materials and/or
booklets.

The assessment administrators were asked to estimate the total time that they spent on
the preparations for and the conduct of the assessment, including their attendance at the training
session. Estimates for 1996 were similar to those for 1992 because two subjects were assessed in
each of these years (compared to 1994 when only one subject was assessed). In 1996, a majority
of the assessment administrators with grade 4 sessions (63% in public and 82% in nonpublic
schools) stated that they spent less than 20 hours on the assessment. For grade 8, however, only
30 percent of the assessment administrators in public schools, compared to 73 percent of those in
nonpublic schools, spent fewer than 20 hours. The variation in time distribution for grade 8
public schools, particularly compared to public schools at grade 4, is most likely due to the fact
that two session types (mathematics and science) were usually conducted by each grade 8
assessment administrator, but only one session type (mathematics) was held at grade 4. This does
not appear to hold true for nonpublic schools, however, where the distribution of time spent is
more similar for grades 4 and 8. It is evident that assessment administrators in nonpublic schools
spent fewer hours overall on the assessment than did assessment administrators in public schools.
Potential explanations might be the generally smaller sessions sizes in nonpublic schools (i.e.,
fewer materials to prepare and ship) and the possibility that some grade 8 schools may have used
more than one assessment administrator with each assessment administrator conducting one
session (but compiling a larger total time for all sessions combined).

Quality control monitors reported that they observed the opening of assessment booklet
bundles for 3,539 (or 89%) of the monitored sessions, and it is assumed that these bundles were
opened at the proper time. In two percent of the sessions, however, the bundle opening was not
observed due to quality control monitor error, (e.g., the quality control monitor was late, in the
wrong place, or miscommunicated with the assessment administrator); presumably, some (or
probably most) of these bundles were opened at the correct time. For another two percent of
sessions, the quality control monitors were unable to observe the bundle opening that occurred
early due to assessment administrator error (e.g., the assessment administrator misunderstood the
procedures, felt more time was needed, had scheduling conflicts, or needed to prepare for
multiple sessions starting at the same time). Information on the opening of the assessment
booklet bundles was not reported for the remaining seven percent of the monitored sessions.

When queried, the quality control monitors felt most positive about the attitudes of the
assessment administrators and somewhat less positive about the attitudes of other school staff
and the students towards the assessment.

Quality control monitors concluded the summary section by assigning a final rating of
the assessment administrator’s performance. With this rating, the quality control monitor
reconsidered the session from the vantage point of how well it would have gone without the
quality control monitor’s presence. Eighty-four percent of the assessment administrators in
monitored sessions were self-reliant or needed to consult the quality control monitors for only
one or two minor items. Only about four or five percent had serious difficulty conducting the
session (that is, relied on the quality control monitor to initiate procedures or conduct the
session).

After the conclusion of the assessment sessions, Westat mailed state coordinators a short
survey to obtain their reactions to the operations associated with the 1996 State Assessment and
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any suggestions they had for improving the program. Thirty-seven state coordinators responded
by returning the survey or by providing their responses over the telephone. A detailed summary
of the state coordinators’ responses is contained in the Report on Data Collection Activities for
All States (Westat, Inc., 1996), which was distributed to state coordinators in October 1996.
Some of the responses from the state coordinators included:

e Fifteen of the 37 reporting jurisdictions mandated participation in the 1996
State Assessment;

e Seven jurisdictions reported that they helped gain the cooperation of
nonpublic schools. Most of these provided a letter from the state
superintendent of schools, and others answered questions.

s Twenty-nine jurisdictions used the computer system throughout the field
testing period. Seven jurisdictions used the system initially but not
necessarily during the assessment period, and one jurisdiction did not use the
system at all. The jurisdictions seemed to be comfortable with the computer
system and were able to use it effectively. A fairly common suggestion was
to expand the documentation and capabilities regarding label production.

e Of the jurisdictions reporting on staff time devoted to NAEP, state
coordinators spent an average of 34 days (ranging from 2 to 100 days) on
NAEP activities, and other staff spent an average of 28 days (ranging from 2
to 85 days).

e Reuctions to the 1996 State Assessment were quite positive. Twenty-five of
th> 28 state coordinators who expressed an opinion said that the assessments
went “very well” or “well™—even though this was a challenging year in
terms of bad weather, missed instruction time, and school staff burden.
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Chapter 5

PROCESSING AND SCORING ASSESSMENT MATERIALS'

Patrick B. Bourgeacq, Charles L. Brungardt, Luann Forinash, Mary Lynn Helscher,
Tillie Kennel, Linda L. Reynolds, Tim Robinson, Mary Schulte,
Connie Smith, Patricia M. Stearns, and Bradley J. Thayer
National Computer Systems

51 OVERVIEW

This chapter reviews the processing and scoring activities conducted by National Computer
Systemns (NCS) for the 1996 NAEP State Assessment. The 1996 assessment presented the greatest
challenge in processing and scoring NAEP data to date. For this assessment. NCS was charged with
processing and scoring the largest assessment in the history of NAEP in the shortest amount of time.
Further, image scanning processes, eliminating almost all paper handling during scoring and improving
monitoring and reliability scoring, increased to nearly twice that of the 1994 assessment. In the early
1990s, NCS developed and implemented flexible, innovatively designed processing programs and a
sophisticated Process Control System that allows the integration of data entry and workflow management
systemns to accomplish this work.

This chapter begins with a description of the various tasks performed by NCS. detailing printing.
distribution, receipt control, scoring, and processing activities. It also discusses specific activities
involved in processing the assessment materials, and presents an analysis of several of those activities.
The chapter provides documentation for the professional scoring effort—scoring guides, training papers.
papers illustrating sample score points, calibration papers, calibration bridges. and interreader reliability
reports. The detailed processing specifications and documentation of the NAEP Process Control System
are presented in the final sections of the chapter.

5.1.1 Innovations for 1996

Much of the information necessary for documentation of accurate sampling and for calculaung
sampling weights is collected on the Administration Schedules that, until 1993, were painstakingly filled
out by hand by Westat administrative personnel. In 1994, for the first ume. much of the work was
coraputerized—boci..ets were preassigned and booklet 1D numbers were preprinted on the
Administration Schedule. When Westat personnel received the documents. they filled in only the
“exception” information. This new method also permitted computerized updating of information when
the Administration Schedules were received at NCS, eliminating the need to sort and track thousands of
pieces of paper through the processing stream.

The introduction of image processing and image scoring futher enhanced the work of NAEP.
Image processing and scoring were successfully piloted in a side-by-side study conducted during the
1993 NAEP field test, and so became the primary processing and scoring methods for the 1994 and 1996

" Patrick Bourgeacq is the project director for scoring. All of the authors were imvelved i the processimye and sconng procedones
for the NAEP State Asscssments. Jeff Haberstroh and Chances Jones of Educational Testing Service contnibuted to the
professional scoring section of this chapter.
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State Assessments. Image processing allowed the automatic collection of handwritten demographic data
from the administrative schedules and the student test booklet covers through intelligent character
recognition (ICR). This service was a benefit to the jurisdictions participating in NAEP because they
were able to write rather than grid certain information—a reduction of burden on the schools. Image
processing also made image scoring possible, eliminating much of the time spent moving paper as part of
the scoring process. The images of student responses to be scored were transmitted electronically to the
scoring center, located at a separate facility from where the materials were processed. This process
enhanced the reliability and monitoring of scoring and allowed both NCS and ETS to focus attention on
the intellectual process of scoring student responses.

Tables 5-1 and 5-2 give an overview of the processing volume and the schedule for the 1996
NAEDP State Assessment.

Table 5-1
1996 NAEF State Assessment Processing Totals

Document/Category Totals

Number of sessions 15,487
Assessed student booklets 356,447
Absent student booklets 27,743
Excluded student booklets 25,713
SD/LEP questionnaires 47,708
School questionnaires 9,470
Teacher questionnaires 39,311
Scanned documents 356,447
Scanned sheets 9,829,970
Key-entered documents' 0

'No Braille booklets and only one large-print booklet were received from
the 1995 ficld test. Rather than key enter only one booklet. the decision
was made to bypass the key-entry stage and let the scoring center score it
direct!y from the booklet. Thus. there were zero key-entered documents.



Table 5-2
1996 NAEP State Assessment, NCS Schedule

Planned Planned Actual Actual
Activity Start Date Finish Date | Start Date | Finish Date

Printing 9/2/95 12/11/95 9/2/95 12/11/95
Grade 4 Mathematics Teacher
Questionnaire Roster delivered to NCS 10/12/95 10/12/95 10/16/95 10/16/95
Grade 8 Teacher Questionnaires
delivered to NCS 10/12/95 10/12/95 10/16/95 10/16/95
Administration Schedule delivered to
NCS 10/18/95 10/18/95 10/23/95 10/23/95
Grade 8 School Characteristics and
Policies Questionnaires at NCS 10/20/95 10/20/95 10/23/95 10/23/95
SD/LEP Roster delivered to NCS 10/20/95 10720/95 10/24/95 10/24/95
Grade 4 School Characteristics and
Policies Questionnaires at NCS 10/20/95 10/20/95 10/25/95 10/25/95
Grade 8 Mathematics spiral material at
NCS 10/23/95 11/2/95 10/18/95 11/3/95
Pre-packaging begins 10/23/95 12/20/95 10/16/95 12/1/95
Grade 4 mathematics Teacher
Questionnaires 10/26/95 10/26/95 11/1/95 11/1/95
Grade 4 mathematics spiral material at
NCS 10/26/95 11/1/95 11/1/95 11/1/95
Grade 8 mathematics Teacher
Questionnaires at NCS 10/30/95 10/30/95 10/25/95 10/25/95
NCS/ETS meet to review items and
scoring schedule 11/2/95 11/3/95 11/2/95 11/3/95
State supervisor training 11/9/95 11/12/95 11/9/95 11/11/95
Administration Schedule address file
from Westat 11/20/95 11/20/95 11/22/95 11/22/95
95% session data file of schools from
Westat 11/22/95 11/22/95 11/22/95 1/5/96
SD/LEP Questionnaire delivered to NCS 11/22/95 11/22/95 12/5/95 12/11/95
Print Administration Schedules 11/27/95 11/27/95 11/28/95 10/23/95
Ship Administration Schedules to Westat
state supervisors 11/29/95 11/29/95 10/23/95 10/23/95
All materials at NCS for packaging 11/29/95 12/1/95 12/1/95 12/15/95
State supervisor training materials
shipped 12/15/95 12/15/95 12/13/95 12/13/95
School address file from Westat 12/18/95 12/18/95 11/29/95 11/29/95
Final packaging 12/26/95 2/3/96 12/26/95 277196
Receiving 1/30/96 3/5/96 2/6/96 3/12/96
Processing 2/2/96 3/22/96 2/6/96 4/5/96
PSC selects mathematics table leaders 3/1/96 3/1/96 2/1/96 2/28/96
Scoring training preparaticn 3/4/96 3/22/96 3/4/96 3/22/96
Scorers assigned to teams 3/11/96 3/11/96 3/11/96 3/11/96
Training and scoring 3/13/96 5/3/96 3/13/96 5/6/96
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Table 5-2 (continued)

1996 NAEP State Assessment, NCS Schedule

Planned Planned Actuail Actual
Activity Start Date Finish Date | Start Date | Finish Date

Weights data shipped - grade 4 3/15/96 3/18/96 3/28/96 4/22/96
Weights data shipped - grade 8 3/30/96 4/1/96 4/8/96 4/22/96
Grade 8 mathematics weights 5/4/96 5/6/96 5/3/96 5/3/96
Grade 4 mathematics weights 5/4196 5/6/96 5/9/96 5/9/96
School Characteristics and Policies
Questionnaires data tape shipped to ETS 7/11/96 7/12/96 7/11/96 7/11/96
Teacher Questionnaires data tape
shipped 7/18/96 7/19/96 7/24/96 7/24/96
SD/LEP Questionnaires data shipped to
ETS 7/26/96 7/29/96 8/7/96 8/7/96

5.2 PRINTING
5.2.1 Overview

For the 1996 NAEP assessments, 255 unique documents were designed. NCS printed more than
1.900,000 booklets and forms, totaling over 58 million pages.

Printing preparations began with the design of the booklet covers in June 1995. This was a
collaborative effort involving staff from ETS, Westat, and NCS. Because the goal was to design one
format for use with all of the booklets, necessary data elements to be collected for the different
assessment types had to be agreed upon. In a similar collaboration with ETS and Westat, NCS prepared
Administration Schedules and questionnaire rosters, and the camera-ready copies for the documents were
created and edited. The printing of assessment booklets, questionnaires, and tracking forms for the main
and state assessments was complete by December 11, 1995,

5.2.2 State Assessment Printing

The printing effort for the State Assessment materials began with the receipt of camera-ready
copy of short-term trend cognitive mathematics blocks. Camera-ready data for the new mathematics
blocks were created by ETS, as were some of the directions and all of the background blocks.

Because large numbers of documents were to be printed in a rclatively short period of time,
preliminary composition work was begun by the NCS printer in Columbia, Pennsylvania, and the
required numbers of negatives for each booklet component were made. Performing these preliminary
tasks was crucial to meeting the delivery schedule.

The actual assembly of booklets began after all parts needed for a particular booklet were
received and the Office of Manage ment and Budget (OMB) had given its approval to print. ETS supplied
hooklet maps that specified the order of blocks in each booklet (see Chapter 2, Table 2-4, for the contents
of cach booklet). Using these booklet maps and mock-ups of booklets as guides, the NCS printer
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assembled prepared negatives into complete booklets. Generally, five weeks elapsed between receipt of
final copy and delivery of printed booklets.

The printer forwarded proofs of the booklets and questionnaires to ETS and to NCS for review
and approval to print. Clean-up work and changes, where necessary, were indicated on the proofs, which
were returned to the printer. Once approved, the booklets were printed.

As the booklets and forms were printed, pallets of documents were received and entered into
NCS’s Inventory Control system. Sample booklets were selected and quality-checked for printing and

collating errors. All printing for the 1996 NAEP State Assessment in mathematics was completed by
December 11, 1995.
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5.3 PACKAGING AND SHIPPING
5.3.1 Distribution

The distribution effort for the 1996 NAEP State Assessment involved packaging and mailing
documents and associated forms and materials to individual schools. The NAEP Materials Distribution
System, initially developed by NCS in 1990 to control shipments to the schools and supervisors, was
utilized again in 1996. Files in the system contained the names and addresses for shipment of materials,
scheduled assessment dates, and a listing of all materials available for use by a participant. Changes to
any of this information were made directly in the distribution file either manually or via file updates
provided by Westat. Figure 5-1 illustrates the process flow for the accountability system and online
bundle assignment and distribution system utilized for NAEP.

Bar code technology continued to be utilized in document control. To identify each document,
NCS utilized a unique ten-digit numbering system. This numbering system consisted of the three-digit
hooklet number or form type, a six-digit sequential number, and a check digit. Each form was assigned a
range of ID numbers. Bar codes reflecting this ID number were applied to the front cover of each
document by NCS bar code processes and high-speed ink jet printers.

Once all booklets from a subject area were bar coded, they were spiraled and bundled into groups
of eleven documents. For State Assessment samples in mathematics, NCS spiraled the booklets according
to the pattern dictated by ETS in the bundle maps. Booklets were spiraled in such a manner that each
booklet appeared in the first position in a bundle approximately the same number of times and that the
booklets were evenly distributed across the bundles. This assured that sample sizes of individual booklet
types would not be jeopardized if entire bundles were not used.

All booklets had to be arranged in the exact order listed on the bundle header sheet. To ensure
the accuracy of each bundle and the security of the NAEP assessment, a quality control plan was utilized
to verify the document order of each bundle and to account for all booklets. All bundles that contained a
bundle slip were taken to a bar code reader/document transport machine where they were scanned to
interpret exch bundle’s "«ar code. The file of scanned bar codes was then transferred from the personal
computer connected to the scanner to a mainframe data set.

The unique bundle number on the header sheet informed the system program what type of bundle
should follow. A computer job was run to compare the bundle type expected to the sequence of booklets
that was scanned after the header. This job also verified that the appropriate number of booklets was
included in each bundle. Any discrepancies were printed on an error listing. The NCS packaging
department corrected the error and the bundle was again read into the system. This process was repeated
until no discrepancies existed. By using this quality-control plan, NCS could verify the document order
of each bundle and account for all booklets.

Once a bundle clearcd the bundle quality control process, it was shrink-wrapped and flagged on
the system as ready for distribution. In the State Assessment, the bundles were not to be opened until 45
minutes before the assessment. The mathematics bundles were shrink-wrapped, strapped, and a label was
placed on the top of each bundle that read “Do Not Open Until 45 Minutes Before Assessment.”
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Once all bundles for a subject area passed the bundle quality control process,
information from the bundle quality control file was uploaded to the mainframe computer system
and used in the creation of Administration Schedules. All Administration Schedules for each
scheduled session were pre-printed with the booklet IDs designated for that session. Three
bundles of booklets were pre-assigned to each session, giving each session 33 booklets. This
number most closely approximated the average projected session size plus an additional supply
of booklets for any extra students.

Using sampling files provided by Westat, NCS assigned bundles to schools and
customized the packing lists. File data from Westat was coupled with the file of bundle numbers
and the corresponding booklet numbers. This file was then used to pre-print all booklet
identification numbers, school name. school number and session type, directly onto the scannable
Administration Schedule. As a result, every pre-scheduled session had specific bundles assigned
to it in advance. This increased the quality level of the booklet accountability system by enabling
NCS to identify where any booklet should be at any time during the assessments. It also
eliminated the possibility of transcription errors by assessment administrators for booklet ID
nurnbers. Lastly, by pre-printing booklet ID numbers, the burden on the schools for transcription
of data was notably reduced. NCS distributed the pre-printed Administration Schedules to state
supervisors. The supervisors subsequently forwarded them to the assessment administrators in
the schools before their session materials arrived. Having the preprinted Administration
Schedules early assisted with sampling in the schools.

Distribution of materials for the State Assessment was accomplished in five waves or
shipment dates. Except for wave “zero,” session materials were sent to a school two weeks
before the assessment date. All school materials were sent directly to an assessment
administrator at a school or school district. Materials for Alaska, Guam, Hawaii and Department
of Defense Education Activity (DoDEA) schools were sent first in wave “zero.” These shipments
required using an alternate carrier to ensure timely delivery and minimize the impact of customs
delays. NCS received customs forms provided by the carrier. These forms were attached to the
outside of the shipment boxes. Information such as address, school number and return address
were pre-printed on these forms. Extra forms were also sent for returning boxes back to NCS in
[owa City. The remaining four waves were sent out weekly based on the schools scheduled
assessment date. In case any of the quantities were insufficient for the assessment, administrators
were given the NAEP toll-free number to request additional materials.

Initially, a total of 8,950 sets of session materials were shipped for the 1996 State
Assessments. Approximately 3,000 additional shipments of booklets and miscellaneous materials
were sent. All outbound shipments were recorded in the NCS outbound mail management
system. This was accomplished by having a bar code containing the school number on cach
address label. This bar code was read into the system, which determined the routing of the
shipment and the charges. Information was recorded in a file on the system that, at the end of
cach day, was transferred by a PC upload to the mainframe. A computer program could then
access information to produce reports on all shipments sent, regardless of the carrier used. These
reports helped NCS phone staff trace shipments for state supervisors and assessment
administrators.
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5.3.2 Short Shipment and Phones

A toll-free telephone line was maintained for school administrators to request additional
materials for the State Assessments. To process a shipment, NCS phone staff asked the caller for
information such as PSU, school 1D, assessment type, city, state, and zip code. This information
was then entered into the online short shipment system and the school’s mailing address would
be displayed on the screen to verify with the caller. The system allowed NCS staff to change the
shipping address for individual requests. The clerk proceeded to the next screen that dispiayed
the materials to be selected. After the requested items, due date and method of shipment were
entered, the system produced a packing list and mailing labels. Phone staff also took phone calls
concerning initial shipment delivery dates, tracing a shipment, and questions concerning NAEP.
Approximately 3,750 calls were received regarding the 1996 NAEP State Assessments. Table 5-4
lists the types of requests and number of calls per request.

Table 5-4
1996 NAEP State Assessment
Phone Request Summary

Number of Calls Request

46 Additional test booklets—increase in session

977 Additional SD/LEP questionnaires

940 Additional teacher questionnaires

515 Miscellaneous materials (excluding science kits)

212 Science kits

248 Missing materials in shipments
51 Add on school

236 Tracing Shipments

400 Other (delivery dates. NAEP questions)

54 PROCESSING
5.4.1 Overview

The following describes the various stages of work involved in receiving and processing
the documents used in the 1996 NAEP State Assessment. NCS staff created a set of
predetermined rules and specifications for the processing departments within NCS to follow.
Project staff performed a variety of procedures on materials received from the assessment
administrators before releasing these materials into the NCS NAEP processing system. Control
systems were used to monitor all NAEP materials returned from the field. The NAEP Process
Control System contained the status of sampled schools for all sessions and their scheduled
assessment dates. As materials were returned, the Process Control System was updated to
indicate receipt dates, to record counts of materials returned, and to document any problems
discovered in the shipments. As documents were processed, the system was updated to reflect
processed counts. NCS report programs were utilized to allow ETS, Westat, and NCS staff to
monitor the progress in the reccipt control operations. The processing flow is illustrated in Figure
5-2
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An “alert” process was used to record, monitor, and categorize all discrepant or
problematic situations. Throughout the processing cycle, alert situations were either flagged by
computer programs or identified during clerical check-in procedures. Certain alerts, such as
missing demographic information on the Administration Schedule, were resolved by opening
staff retrieving the information from booklet covers. Alert situations that could not be resolved
by opening personnel were described on alert forms that were forwarded to project personunel for
resolution. Once resolved, the problems and resolutions were recorded online in the Process
Control System.

NCS's Workflow Management System was used to track batches of student booklets
through each processing step, allowing project staff to monitor the status of all work in progress.
It was also used by NCS to analyze the current work load, by project, across all work stations. By
routinely monitoring these data, NCS's management staff was able to assign priorities to various
components of the work and to monitor all phases of the data receipt and processing.

5.4.2 Document Receipt and Tracking

All shipments were to be returned to NCS packaged in their original boxes. As
mentioned earlier, NCS packaging staff applied a bar code label to each box indicating the NAEP
«choo! ID number. When a shipment arrived at the NCS dock area, this bar code was scanned to
a personal computer file, and the shipment was forwarded to the receiving area. The personal
computer file was then transferred to the mainframe and the shipment receipt date was applied to
the appropriate school within the Process Control System, providing the status of receipts
regardless of any processing delays. Each receipt was reflected on the Process Control System
status report provided to the NCS receiving department and supplied to Westat via electronic file
transfer and in hard-copy format. ETS also received a hard copy. The Process Control System
file could be manually updated to reflect changes, if necessary.

Receiving personnel also checked the shipment to verify that the contents of the box
matched the school and session indicated on the label. Each shipment was checked for
completeness and accuracy. Any shipment not received within two days of the scheduled
assessment date was flagged in the Process Control System and annotated on the Process Control
System report. The administration status of these delayed shipments was checked and in some
cases a trace was initiated on the shipment.

A new requirement for NCS was to open all shipments within 48 hours of their receipt
and to key-enter preliminary processing information into the Process Control System from the
Administration Schedule. The preliminary information wis written on the Administration
Schedule by assessment administrators and consisted of the following:

e School number

s  Scssion number

e Original test date

e Total number to be assessed

Total number assessed



This preliminary information, used to provide Westat with timely student response rates,
was updated with actual data when materials passed through processing error free. A

completeness flag was also applied to the process control file by NCS opening staff if any part of
the shipment was missing.

If multiple sessions were returned in one box, the contents of the package were separated
by session. The shipment was checked to verify that all booklets preprinted or handwritten on the
Administration Schedule were returned with the shipment and that all administration codes from
booklet covers matched the Administration Schedule. If discrepancies were discovered at any
step in this process, the receiving staff issued an alert to facilitate tracking.

If the administrator indicated that a make-up session was being held the documents were
placed on holding carts until the make-up session documents arrived. If no make-up session was
indicated, Westat was contacted for the status of the missing materials. If the missing materials
were to be returned, the documents already received were held until that time. If the materials
were not being returned, processing continued and the appropriate administration code was
applied to the Administration Schedule.

Once all booklets listed on the Administration Schedule for a session were verified as
present, the entire session (both the Administration Schedule and booklets) was batched by grade
level and session type. Each batch was assigned a unique batch number. This number, created on
the Image Capture Environment system for all image-scannable documents and on the Workflow
Management System for all key-entry and OMR-scannable documents, facilitated the internal
tracking of the batches and allowed departmental resource planning. All other scannable
documents (School Characteristics and Policies Questionnaires, Teacher Questionnaires,
SD/LEP Questionnaires, and rosters) were batched by document type in the same manner.

Because the State Assessment mathematics booklets were image-scannable, batch
numbers for these documents were created on the Image Capture Environment system. Sessions
were sorted by grade level and automatically uploaded to the Workflow Management System
after batch creation. The Administration Schedule for these document types was used as a
session header within a batch.

When batching State Assessment documents, NCS needed to allow for having both
image-scannable and key-entry documents present in the same session, or having booklets listed
on the Administration Schedule that wouid not be present in processing. This was due to the
testing accommodations of large-print and Braille that were key-entry documents. Large-print
booklets had to be processed separately from the Administration Schedule and scannable
booklets in their session. A key-entry session header was created for these booklets. This session
header contained the school ID number and session code from the Administration Schedule.

The 1996 NAEP State Assessment utilized one roster to document and track the School
Characteristics and Policies Questionnaire and the Students with Disabilities/Limited English
Proficiency (SD/LEP) Questionnaire. In addition, the State Asscssment used the Teacher
Questionnaire Roster to record the distribution and return of Teacher Questionnaires.

Some questionnaires may not have been available for return with the shipment. These
were returned to NCS at a later date in an envelope provided for that purpose. The questionnatres

were submitted for scanning as sufficient quantities became available for batching.
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Receipt of the questionnaires was entered into the system using the same process as was
used fer the Administration Schedule described in previous sections. The rosters were grouped
with other rosters of the same type {rom other sessions, and a batch was created on the Image
Capture Environment system. The batch was then forwarded to scanning where all information
on the rosters was scanned into the system.

In the 1996 NAEP State Assessment. NCS used a sophisticated booklet accountability
system to track all distributed booklets. As stated earlier, prior to the distribution of NAEP
materials, unique booklet numbers were read by bundle into a file. Specific bundles were then
assigned to particular supervisors or schools. This assignment was recorded in the NAEP
Materials Distribution System. When shipments arrived at NCS from the tield. all used booklets
were submitted for processing and a “processed documents™ file was maintained. Unused
booklets were submitted for security scanning where booklet 1D bar codes were read and
recorded into a separate file. This file and the “processed documents™ file were later compared to
the original bundie security file for individual booklet matching. A list of unmatched booklet 1Ds
was printed in i report used to confirm non-receipt of individual booklets. Efforts were made to
be sure unused materials from the State Assessment were returned by school personnel. The used
but returned booklet IDs were also read by the bar code scanner and added to the bundle security
{ile. All unused materials received were then inventoried and sent to the NCS warehouse for
storage while awaiting authorization from ETS to salvage them.

The transcription ot the student response data into machine-readable form was achieved
through the use of the following three separate systems: data entry (which included optical mark
recognition (OMR)Y and image scanning, ICR. and key eotry). data validation (edit), and data
resolution,

5.4.3 Data Entry

The data entry process was the fust pomnt at which booklet-level data were directly
available to the computer system. Depending on the NAEP document, one of three methods was
used to transeribe NAEP data to a computerized form. The data on scannable documents were
collected using NCS optical-scanning equipment that also captured images of the constructed-
response items and 1CR fields. Nonscannable materials were keyed through an interactive online
svstem. In both of these cases. the data were edited and suspect cases were resolved before
further processing.

All student booklets, questionnaires, snd control documents were scannable. Throughout
all phases of processing, the student booklets were batched by grade and session type. The
scannable docwmments were then transported to a slitting arca where the folded and stapled spine
was removed trom the document. This process utilized an “intelligent shitter”™ to prevent slhitting
the wrong side of the document. The documents were jogged by machine so that the registration
edges of the NALP documents were smoothly aligned, and the stacks were then returned to the
cart 1o he scanned.

Puring the scanning process (shown in Frgure 5-3), cach scannable NAEP document was
ontquehy dentitied using o print-atter-sean number consisting of the sean batch number, the
sequental namber wathin the batch, and the har code 11 of the booklet. These numbers were
printed on cach sheet of cach document as it exited the scanner. This permtted the data editors to



quickly and accurately locate specific documents during the editing phase. The print-after-scan
number remained with the data record, providing a method for casy identification and quick
retrieval of any document,

The data values were captured from the booklet covers and Administration Schedules
and were coded as numeric data. Unmarked fields were coded as blanks and editing staff were
alerted to missing or uncoded critical data. Fields that had multiple marks were coded as asterisks
(*). The data values for the item responses and scores were returned as numeric codes. The
multiple-choice single response format items were assigned codes depending on the position of
the response alternative: that s, the first choice was assigned the code *1,” the secc ad 2. and

1 forth. The mark-all-that-apply items were given as many data fields as response alternatives;
the marked choices were coded as 17 while the unmarked choices were recorded as blanks. The
images of constructed-response items were saved as a digitized computer file. The area of the
page that needed to be clipped was defined prior to scanning through the document definition
process. The fields from unrcadable pages were coded "X as a flag for resolution staff to
correct. In addition to capturing the student responses, the bar code identification numbers used
to maintain process control were decoded and transeribed to the NAEP computeiized data file.

As the scanning program completed scanning cuch stack. the stack was removed from the
output hopper and placed n the same order they were scanned on the output cart. The neat stack
was removed from the input cart and placed into the input hopper. after which the scanning
restined. When the operator had completed processing the last stack of the bateh, the program
was terminated. This closed the dataset that automatically became available for the data
vahdation (cdit) process. The scanned documents were then forwarded to a holding arca in case
they needed to be retrieved for resolution of edit errors.

NCS again used the ICR engine to read various hand and machine printing on the front
cover of the assessment and supervisor documents for the 1996 NALEP assessments. Some
mtormation from scannable student documents, such as the Administration Schedule, the Roster
of Questionnaires, and some guestions in the School Characteristics and Policies Questionnaires,
were read by the ICR engine and verified by an online kev-entry operator. In all, the ICR engine
read approximately 15 million characters. The ICR engine saved NAEP tield staft and school
personnel a significant amount of time because they no fonger had to enter this data by gridding
rows and columns of data.

NCS also mmplemented new programs that allowed the scanners to read imprinted codes,
known as 2-out-of-5 codes, that were printed via a Nerox 4280 printer on the Administration
Schedule. These 2-out-of-5 codes were imprinted at the same time the booklet TH numbers were
printed on the Administration Schedule and dentitied which booklet [Ds were Tisted on that
document When the scanning programs were unable to transtte the 2-out-of=5 codes (thereby
identifying the booklet I numbers on the documenty image clips of the booklet 1D numbers
were displayed to online editing staff for verification. This eliminated a significant amount of
online editing time needed (o process the NAFP assessments.



1996 NAEP State Assessment
Image Scanning Flow Chart

Figure 5-3
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To provide another quality check on the image scanning and scoring system, NCS staff
implemented a quality check process by creating a rubber stamp with a valid score designated on
it. In this way, sample responses for each item could be scanned through the system as part of the
regular scanning and scoring process. An example of the stamp used is given below.

IMAGE SCORING
| QUALITY ASSURANCE
\ SAMPLE

I Hé
ST

Clerical staff stamped blank unused booklets with mock scores and sent them through

the scanning process. Each unique item type scored via the image system had two quality control
stamps per valid score.

The quality control booklets were batched and processed together with student
documents of the same type. Because all of a specific item were batched together for
transmission to the scoring facility, the quality control-stamped responses were integrated with
the student responses and transmitted simultaneously to the scoring facility. During the scoring

process, both student responses and the quality control items were randomly displayed so scores
could be applied.

When a person who was scoring responses (reader) later saw the quality control sample
on the monitor during scoring, he or she was to notify the team leader, who confirmed the score
assigned by the reader was the score listed on the sample. The quality control booklets were
inciuded in the pool of all items to be drawn from for the 25 percent reliability rescore.

All image quality-assurance documents were created prior to the beginning of scoring
and all pre-determined score points were used. Because during the process of scoring, valid score
points can be changed or dropped completely, NCS provided ETS with documentation
explaining what quality control documents were produced and which score points on these items
were no longer valid. When an image quality control stamp was displayed to a reader that
contained a score point that was no longer valid, the reader gave the response a score point of
zero.

A key entry and verification process was used to make corrections to the teacher
questionnaires and the SD/LEP student questionnaires. The Falcon system that was used to enter
these data is an online data entry system designed to replace most methods of data input such as
keypunch, key-to-disk, and many of the microcomputer data entry systems. The terminal screens
were uniquely designed for NAEP to facilitate operator speed and convenience. The fields to be
entered were titled to reflect the actual source document.

5.4.4 Data Validation
Fach dataset produced by the scanning system contains data for a particular batch. These

data had to be validated (or ediicd) for type and range of response. The data-entry and resolution
system used was able to simultancously process a varicty of materials from all age groups,

8Y
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subject areas, control documents, and questionnaires as the materials were submitted to the
systern from scannable and non-scannable media.

The data records in the scan file were organized in the same order in which the paper
materials were processed by the scanner. A record for each batch header preceded all data
records for that batch. The document code field on each record distinguished the header record
from the data records.

When a batch-header record was read, a pre-edit data file and an edit log were generated.
As the program processed each record within a batch from the scan file, it wrote the edited and
reformatted data records to the pre-edit file and recorded all errors on the edit log. The data fields
on an edit log record identified each data problem by the batch sequence number, booklet serial
number, section or block code, field name or item number, and data value. After ach batch had
been processed, the program generated a listing or online edit file of the data problems and
resolution guidelines. An edit log listing was printed at the termination of the program for all
non-image documents. Image “clips” requiring editing were routed to online editing stations for
those documents that were image scanned.

As the program processed each data record, it first read the booklet number and checked
it against the session code for appropriate session type. Any mismatch was recorded on the error
log and processing continued. The booklet number was then compared against the first three
digits of the student identification number. If they did not match, a message was written on the
error log. The remaining booklet cover fields were read and validated for the correct range of
values. The school codes had to be identical to those on the Process Control System record. All
data values that were out of range were read “as is” but were flagged as suspect. All data fields
that were read as asterisks (*) were recorded on the edit log or online edit file.

Document definition files described each document as a series of blocks that in turn were
described as a series of items. The blocks in a document were transcribed in the order that they
appeared in the document. Each block’s fields were validated during this process. If a document
contained suspect ficlds, the cover information was recorded on the edit log along with a
description of the suspect data. The edited booklet cover was transferred to an output bufter area
within the program. As the program processed each block of data from the dataset record, it
appended the edited data fields to the data already in this buffer.

The program then cycled through the data arca corresponding to the item blocks. The
task of translating, validating, and reporting errors for each data field in each block was
performed by a routine that required only the block identification code and the string of input
data. This routine had access to a block definition file that had, for each block, the number of
fields to be processed, and, for each field, the field type (alphabetic or numeric), the field width
in the data record, and the valid range of values. The routine then processed each field in
sequence order, performing the necessary translation, validation, and reporting tasks.

The first of these tasks checkec for the presence of blanks or asterisks (*) in a critical
field. These were recorded on the edit log or online edit file and processing continued with the
next field. No action was taken on blank fields for multiple-choice items because the asterisk
code indicated a non-response. The field was validated for range of response, and any values
outside of the specificd range were recorded on the edit log or online edit file. The program used
the item-type code to make a further distinction among constructed-response item scores and
other numeric data fields.

90



Moving the translated and edited data field into the output buffer was the last task
performed in this phase of processing. When the entire document was processed, the completed
string of data was written to the data file. When the program encountered the end of a file, it
closed the dataset and generated an edit listing for non-image and key-entered documents. Image-
scanned items that required correction were displayed at an online editing terminal.

5.4.5 Editing for Non-Image and Key-Entered Documents

Throughout the system, quality procedures and software ensured that the NAEP data
were correct. All student documents on the Administration Schedule were accounted for, as
receipt control personnel checked that the materials were undamaged and assembled correctly.
The machine edits performed during data capture verified that each sheet of each document was
present and that each field had an appropriate value. All batches entered into the system, whether
key-entered or machine-scanned, were edited for errors.

Data editing took place after these checks. This consisted of a computerized edit review
of each respondent’s document and the clerical edits necessary to make corrections based upon
the computer edit. This data-editing step was repeated until all data were correct.

The first phase of data editing was designed to validate the population and ensure that all
documents were present. A computerized edit list, produced after NAEP documents were
scanned or key entered, and all the supporting documentation sent from the field were used to
perform the edit function. The hard-copy edit list contained all the vital statistics about the batch:
number of students, school code, type of document, assessment code, suspect cases, and record
serial numbers. Using these inputs, the data editor verified that the batch had been assembled
correctly and that each school number was correct.

During data entry, counts of processed documents were generated by type. These counts
were compared against the information captured from the Administration Schedules. The number
of assessed and absent students processed had to match the numbers indicated on the Process
Control System.

In the second phase of data editing, expericnced editing staff used a predetermined set of
specifications to review the field errors and record necessary corrections to the student data file.
The same computerized edit list used in phase one was used to perform this function. The editing
staff reviewed the computer-generated edit log and the area of the source document that was
noted as being suspect or as containing possible errors. The composition of the field was shown
in the edit box. The editing staff checked this piece of information against the NAEP source
document. At that point, one of the following took place:

Correctable error. If the error was correctable by the editing staff as per the
editing specifications, the correction was noted on the edit log for later
correction via key-entry.

Alert. If an error was not correctable as per the specifications, an alert was issued

to NAEP project staff for resolution. Once the correct information was obtained,
the correction was noted on the edit log for key-entry correction.
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Non-correctable error. If a suspected error was found to be correct as stated and
no alteration was possible according to the source document and specifications,
the programs were tailored to allow this information to be accepted into the data
record. No corrective action was taken.

The corrected edit log was then forwarded to the key-entry staff for processing. When all
corrections were entered and verified for a batch, an extract program pulled the corrected records
into a ma:nframe dataset. At this point, the mainframe edit program was initiated. The edit
criteria were again applied to all records. If there were further errors, a new edit listing was
printed and the cycle was repeated.

When the edit process produced an error-free file, the booklet ID number was posted to
the NAEP tracking file by age, assessment, and school. This permitted NCS staff to monitor the
NAEP processing effort by accurately measuring the number of documents processed by form.
The posting of booklet IDs also ensured that a booklet ID was not processed more than once.

5.4.6 Data Validation and Editing of Image-Processed Documents

The paper edit log for key-entered documents was replaced by online viewing of suspect
duta for all image-processed documents. For rapid resolution, the edit criteria for each item in
question appeared on the screen along with the suspect item. Corrections were maie
immediately. The system employed an edit/verify system that ultimately meant that two different
people viewed the same suspect data and operated on it separately. The “verifier” made sure the
two responses (one from either the entry operator or the ICR engine) were the same before the
system accepted that item as being correct. The verifiers could either overrule or agree with the
original correction made if the two did not match. If the editor could not determine the
appropriate response, he or she escalated the suspect situation to a supervisor. For errors or
suspect information that could not be resolved by supervisory staff, a product-line queue was
created. This allowed supervisors to escalate edits to project staff for resolution. By having this
product-line queue, project staff were able to quickly locate edit clips within the image system,
speeding up the resolution process.

Once an entire batch was through the edit phase, it became eligible for the count-
verification phase. The Administration Schedule data were examined systematically for booklet
IDs that should have been processed (assessed administration codes). All documents under that
Administration Schedule were then inspected to ensure that all of the booklets were included.

With the satisfactory conclusion of the count-verification phase, the edited batch file was
uploaded to the mainframe, where it went through yet another edit process. A paper edit log was
produced and, if errors remained, was forwarded to another cditor. When this paper edit was
satisfied, the Process Control System and Workflow Management System were updated. Because
there was a possible time lag between a clean edit in the image system and a clean edit in the
mainframe systems, the batch was not archived until 48 hours after the image edit phase was
completed.



5.4.7 Data Transmission

Due to the rapid pace of scoring on an item-by-item basis, the NCS scoring specialists
found it necessary to continually monitor the status of work available to the readers and plan the
scoring schedule several weeks in advance. On Wednesday of each week, the NCS performance
assessment specialist in charge of each subject area planned the next two weeks’ schedule. That
information was then provided to the person in charge of downloading data to the scoring center.
By planning the scoring schedule two weeks in advance, the scoring specialists were able to
ensure that readers would have sufficient work for at least one week, after which the next
download would occur to suppiement the volume of any unscored items and add an additional
week’s work to the pool of items to score. Additionally, by scheduling two weeks’ data
transmission, flexibility was added to the scoring schedule, making it possible to implement last-
minute changes in the schedule once the items had been delivered to the scoring center.
Depending on the number of items to be transmitted, the actual downloading was conducted on
Friday or was divided into two smaller sessions for Thursday and Friday download. By the first
week of May 1996, there was sufficient space on the scoring servers to load all remaining
unscored items to the scoring center.

Delivery of data to the scoring center was accomplished via several T1 transmission lines
linking the mainframe computers and the NAEP servers at the document-scanning site in the
NCS main facility with the scoring servers dedicated to distributing work to the professional
readers at the scoring center. The actual task of scheduling items for downloading was
accomplished using a code written by the Image Software Development team. This code enabled
the person scheduling the download to choose a team of readers and select the scheduled items
from a list of all items that that team would be scoring throughout the scoring project. This
process was repeated for all teams of readers until all anticipated work was scheduled. Once this
task was completed, the scheduled job was tested to determine if there was sufficient free disk
space on the servers at the scoring center. If for any reason sufficient disk space was not
available, scheduled items could be deleted from the batch individually or as a group until the
scheduled batch job could accommodate all items on the available disk space at the scoring
center. Once it was determined that sufficient disk space was available, transmission of student
responses commenced. Data transmission was typically accomplished during off-shift hours to
minimize the impact on system-load capacity.

5.5 PROFESSIONAL SCORING
5.5.1 Overview

Scoring of the 1996 NAEP State Assessment constructed-response items was conducted
using NCS’s imaging technology. All 1996 responses were scored online by readers working at

image stations. The logistical problems associated with handling large quantities of student
booklets were removed for those items scored on the image system.
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One of the greatest advantages image technology presented for NAEP scoring was in the
area of sorting and distributing work to scorers. All student responses for a particular item,
regardless of where spiraling had placed that item in the various booklet forms, were grouped
together for presentation to a team of readers. This allowed training to be conducted one item at a
time, rather than in blocks of related items, thus focusing readers’ attention on the complexities
of a single item.

A number of tools built into the system allowed table leaders and trainers to closely and
continuously monitor reader performance. A detailed discussion of these tools can be found later
in this chapter.

The system automatically routed six percent of student responses to other members of
the team for second scoring. Readers were given no indication of whether the response had been
scored by another reader, thereby making the second scoring truly blind. On-demand, real-time
reports on interreader reliability (drawn from those items that were second-scored) presented
extremely valuable information on team and individual scoring. Information on adjacent and
perfect agreement, score distribution, and quantity of responses scored were continuously
available for consultation. Similarly, back-reading of student responses could be accomplished in
an efficient and umely manner. Also, table leaders were able to read a large percentage of
responses, evaluating the appropriateness and accuracy of the scores assigned by readers on their
tcams.

Project management tools assisted table leaders in making well-informed decisions. For
example, knowledge of the precise number of responses remaining to be scored for a particular
item allowed table feaders to determine the least disruptive times for lunch breaks.

Concerns about possible reader fatigue or other problems that might result from working
continuously at a computer terminal proved unfounded. Both readers and table leaders responded
with enthusiasm to the system, remarking on the case with which student responses could be read
and on the increased sense of professionalism they felt in working in this technoiogical
environment. Readers took periodic breaks, in addition to their lunch break, to reduce the degree
of visual fatigue. Readers were grouped in teams of 9 to 14 readers per team: each team working
with a specific table leader.

5.5.2  Training Paper Selection

A pool of pupers to be used during triunmyg for the national main assessment was selected
by NCS statf in March 1996. During the interview process, NCS performance assessment
specialists identified those candidates with team leader potential. Individuals recruited to be team
leaders during the actual scoring were asked to select student responses to send to ETS
assessment division subject specialists, who created the master training set. Team leaders were
used for this task because it gave them the advantages of working on specific items, learning the
make-up of the various booklets, Tearning the terminology. and understanding the processing of
the hooklets at NCS. This was especially important in 1996, because most scoring activities
occurred via the image processing system.
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Generally, the training set for each short (two- or three-point) item included 40 papers:

¢ 10 anchor papers

e 20 practice papers

e 5 papers in Calibration Set #1
o 5 papers in Calibration Set #2

Generally, the training set for each extended (four- or five-point) item included 85
papers:

e |5 anchor papers

e 40 practice papers

e 10 papers in each of two qualification sets
e 5 papers in Calibration Set #1

e 5 papers in Calibration Set #2

Anchor papers, or sets, are those papers that represent the best examples of cach score
point. They arc used to illustrate the scoring guide so that the reader can return to this set and
compare it with student responses during scoring. Practice papers, or sets, include the remainder
of the scored examples, excluding the scores, so that the reader can practice on some student
responses prior to scoring. The purpose is to clicit discussion and give scorers a chance to ask
questions. Qualification sets are used by the trainer to ensure that each reader has understood the
scoring guide and can apply it to student documents. Similar to practice papers, the scores are
masked so the reader can assign a score. A predetermined number of scores must be correct for
the reader to remain on the scoring project. Calibration sets are used after a fong break in scoring
has occurred (e.g., after lunch in the carly days of a project, or first thing in the morning) to
ensure that the readers review the scoring guide and the anchor papers, and to prevent the scorers
from drifting to the middle range of possible score points.

To ensure that the ETS assessment specialist would have a wide range of student
responses to encompass all score points, NCS personncl copied approximately 125 papers for
cach five-point item, 100 papers for cach four-point item. 75 papers for cach three-point item,
and 50 papers for cach two-point item. To ensure that training papers represented the range of
responses obtained from the sample population, NCS personnel selected papers randomly from
across the sample. The student identitier (barcode) was written on the copy and NCS team
leaders assigned tentative scores to the responses. The responses were numbered sequentially.
copied. and sent via overnight delivery to ETS. When the training packet was compiled, the ETS
assessment specialist faxed the composition of the packets back using the sequential numbers.
ETS staff kept its copy of the training sets.

From the faxed sheets. packets were created for cach item using the original copies of the
student responses. These packets were then forwarded to the NCS communication center for
copying, and stored for the team’s use in training. ETS also sent the most up-to-date version of
the training packet to the NCS scoring center for cach item to be included in the scoring guide.
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5.5.3 General Training Guidelines

ETS and NCS personnel conducted training for the constructed-response items on an
item-by-item basis, so that each item could be scored immediately after training.

In all, 14 table leaders and 196 readers worked from March 13 to May 5, 1996, to
complete scoring for the 1996 NAEP State Assessments. Each member of a team received a copy
of the stimulus and training materials for the items that his or her team would be scoring. Before
training, each team member became fami'iar with those materials under the guidance of the
trainer who explained the anchor papers, exemplifying the various score-point levels. Next, ETS
and NCS staff (the trainers) conducted training sessions to explain the anchor papers,
exemplifying the various score point levels. The tearn proceeded with each member scoring the
practice papers, and then discussing those papers as a group while the trainer clarified issues and
answered questions. The papers selected for each training set were chosen to illustrate a range
from easily classifiable responses to borderline responses for each score point.

When the trainer was confident the readers were ready to begin scoring short constructed
responses, the table leader signaled the system to release the responses to the team members who
had successfully completed training. For extended constructed-response items, each team
member was given a qualifying set that had been prescored by the trainer in conjunction with the
table leader. Readers were required to score an exact match on 80 percent of the items in order to
qualify for scoring. If a reader failed on the first attempt, the trainer discussed the discrepant
scores with the reader and administered a second qualifying set. Again, 80 percent exact
agreement was required to score the item. During the beginning stages of scoring, the team
members discussed student responses with the trainer and table leader to ensure that issues not
addressed in training were handled in the same manner by all team members.

After the initial training, readers scored the items, addressing questions to the table
leader and/or trainer when appropriate. Depending upon the number of responses, length of
responses and complexity of the rubric, scoring of an individual item ranged anywhere from one-
half hour to two weeks. Whenever a break longer than 15 minutes occurred in scoring, each team
member received a set of calibration papers that had been prescored by the trainer and table
leader. Each team member scored the calibration set individually, and then the team discussed
the papers lo ensure against scorer drift.

5.5.4 Table Leader Utilities and Reliability Reports

Among the many advantages of the image scoring system is the ease with which
workflow to readers can be regulated and scoring can be monitored. One of the utilities at a table
leader’s disposal was a qualification algorithm used after training on extended constructed-
response items. This algorithm was used to compare readers’ scores with the scores agreed upon
by the trainer and the table leader for the qualifying set of responses. The table leader would give
identical paper-copy qualification packets to each reader. These packets contained ten student
responses to be independently scored by the readers. After the readers finished, the table leader
would enter each reader’s scores into the computer for tabulation. The computer would calculate
cach reader’s percent of exact, adjacent, and non-adjacent agreement with the master key. If a
reader attained a percent of exact agreement above a pre-determined threshold (usuaily 80%), the
reader would be allowed to score. Readers not attaining the pre-determined threshold were
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handled on a case-by-case basis—typically receiving individual training by the trainer or the
NCS table leader before being allowed to score. A table leader could also cancel a reader’s
qualification to score an item if review of a reader’s work indicated inaccurate scoring and that
supplemental training was necessary after scoring had begun.

After scoring began, NCS table leaders reviewed each reader’s progress using a
backreading utility that allowed the table leader to review papers scored by each reader on the
team. Typically, a table leader reviewed responses scored by each reader at the same rate at
which second scoring occurred (i.e., six percent for items with both state and national samples
and more for items with only a national sample). Table leaders made certain to note the score the
reader awarded each response as well as the score a second reader gave that same paper. This
was done as an interreader reliability check. Alternatively, a table leader could choose to review
all1 :ponses given a particular score to determine if the team as a whole was scoring
consistently. Both of these review methods used the same display screen and showed the ID
number of the reader and the scores awarded. If the table leader disagreed with the score given an
item, he or she discussed it with the reader for possible correction. Replacement of scores by the
table leader was done only with the knowledge and approval of the reader. thereby serving as a
learning experience for the reader. In the case where the response was second scored, neither
score was changed.

The table leaders were able to monitor workflow using a status tool that displayed the
number of items scored, the number of items first-scored that still needed to be second-scored,
the number of items remaining to be second-scored, and the total number of items remaining to
be scored. This allowed the team leaders and performance assessment specialists to accurately
monitor the rate of scoring and to estimate the time needed for completion of the various phases
of scoring.

The reliability information about the constructed-response items used in the NAEP scale
will be discussed in The NAEP 1996 Technical Report (Allen, Carlson, & Zelenak, 1998).

5.5.5 Main and State Mathematics Assessments

It is important to note that the student responses in the fourth- and eighth-grade
mathematics assessments were scored concurrently for the national and the state samples.
Another advantage of image-based item-by-item scoring is that the comparability of the scoring
of the two samples is ensured because all responses are scored simultaneously and in a manner
that makes it impossible to know which sample any individual response belongs to. Because of
this, the following discussion addresses both national (main) and state mathematics assessments.
Training procedures for the scoring of mathematics items followed the steps outlined in Section
553

5.5.6 Scoring the Main and State Mathematics Assessments
Each constructed-response item had a unique scoring standard that identified the range of

passible scores for the item and defined the criteria to be used in evaluating the students’
responses. Point values were assigned with the following general meanings:
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Dichotomous items from the 1992 assessment’

e | = Unacceptable
e 7= Acceptable

Three-point items developed during the 1993 field test

¢ | =Evidence of little or no understanding
e 2 =Evidence of partial understanding
e 3 = Evidence of full understanding

Four- and five-point items

1 = No evidence of understanding

2 = Evidence of minimal understanding

3 = Evidence of partial understanding

4/5 = Evidence of satisfactory/extended understanding

The scores for these items also included a O for no response, 8 for an erased or crossed-out
response, and a 9 for any response found to be unratable (i.e., illegible, off-task, responses
written in a language other than English, responses of “I don’t know,” or refusal to participate).

During scoring, the table leaders compiled notes on various responses for the readers’
reference and guidance and for the permanent record. In addition, trainers were accessible for
consultation in interpreting the guides for unusual or unanticipated responses. Each item was
scored by a single team immediately after training for that item. The table leaders conducted
constant online back-reading of all team members’ work throughout the scoring process, bringing
to the attention of each reader any problems relating to scoring. When deemed appropriate,
scoring issues were discussed among the team as a whole. Table leaders also monitored the
number of responses scored and individual and team reliability figures throughout the course of
scoring.

Grades 4 and 8 items came from both national and state-by-state samples. Responses
were delivered by image in such a way that the student demographics were unknown to the
reader. Thus, readers did not know from which sample any given item came when it appeared on
the screen. In the case of overlap items, all readers scored responses at both grade levels.

* Some dichotomous items have other unacceptable responses tracked as a 2, 3, 4, or 5, while some have other correct
responses tracked as eithera 6 or 7.
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5.6 DATA DELIVERY

The 1996 NAEP assessment data collection resulted in several classes of data
files—student background, school, teacher, weights, SD/LEP student, student/teacher match, and
student-response information. Student-response information included response data from all
assessed students in 1996. Data resolution activitics occurred prior to the submission of data files
to ETS and Westat to resolve any irregularities that existed. This section details additional steps

performed before creating the final data files to ensure capture of the most complete and accurate
information.

An important quality-control component of the image-scoring system was the inclusion,
with a student's response to one item, of an exact copy of the student edit record, including the
student booklet ID number, with every image of a student’s response to a constructed-response
item. This information was used to identify the file within the image-scoring system. These edit
files also remained in the main data files residing on the NCS mainframe computer. By attaching
this information to a student's response, exact matching of scores assigned to constructed-
response items and all other data for each individual student was guaranteed, because the booklet
ID for each image was part of every image file. This ensured scores were applied to the correct
student’s record on the mainframe.

When all the responses for an individual item had been scored, the system automatically
submitted all item scores assigned during scoring, along with their student edit records, to a
queue to be transmitted to the mainframe. Project staff then initiated a system job to transmit all
scoring data to be matched with the original student records on the mainframe. A custom edit
program matched the edit records of the scoring files to those of the original edit records on the
mainframe. As matches were confirmed, the scores were applied to those individual files. After
completion of this stage, all data collected for an individual student was located in one single and
complete record/file identified by the student edit record.

NCS processed the SD/LEP Student Questionnaires via OMR scanning. Edits performed
on the questionnaires assured that responses to questions fell within the valid range for that
question. SD/LEP q -stionnaires were then matched to a student record. SD/LEP questionnaires
that were not matched to a student document were cross-referenced with the corresponding
Administration Schedule, Roster of Questionnaire, and student data files to correct. if necessary.
the information needed to result in a match.

In 1996, NCS continued to use ICR technology to capture percentage figures written by
school personnel directly in boxes on the School Characteristics and Policies Questionnaires
rather than requiring the school official to grid ovals in a matrix. The data were then verified by
an cdit operator.

The same processes that were followed in previous cycles were used in 1996 to achieve
the best possible student/teacher match rate. The first step was to identify Teacher
Questionnaires not returned to NCS for processing so as to exclude from the matching process
the students of these teachers. Student identification numbers that were not matched to a Teacher
Questionnaire were cross-referenced with the corresponding Administration Schedule and Roster
of Teacher Questionnaires to verify (and change, if necessary) the teacher number, tcacher
period, and questionnaire number recorded on these control documents. The NAEP school
numbers listed on the Roster of Questionnaires and Teacher Questionnaire were verified and
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corrected, if necessary. Once these changes were made, any duplicate teacher numbers existing
within a school were, if possible, cross-referenced for resoluticn with the Rosters of
Questionnaires. Because this information was located together on a single, central control
document, the ability to match and resolve discrepant or missing fields was simplified.

After all data processing activities were completed, data cartridges and/or diskattes were
created and shipped via overnight delivery to ETS and/or Westat, as appropriate. NCS maintains
a duplicate archive file for security/backup purposes.

5.7 MISCELLANEOUS
5.7.1 Storage of Documents

After the batches of image-scanned documents had successfully passed the editing
process, they were sent to the warehouse for storage. Due to the large number of rescore projects
done with NAEP material, the documents were unspiraled and sequenced by grade and booklet
type after all of the processing/scoring was completed. Unspiraled and sequenced booklets were
then assigned a new inventory number by grade and booklet type and sent back to the warehouse
for storage The storage locations of all documents were recorded on the inventory control
system. Unused materials were sent to temporary storage to await completion of the entire
assessment. Once the assessment was complete, NCS received authorization from ETS to salvage
unused materials after determining that a sufficient quantity of each form type was retained
permanently.

5.7.2  Quality Control Documents

ETS requires that a random sample of booklets and the corresponding scores/scoring
sheets be pulled for an additional quality-control check that verifies the accuracy and
completeness of the data. For image-scanned documents, a scoring sheet is not used, so ETS uses
scores sent to them on a data tape to verify the accuracy of applied score . During the scoring of
mathematics, a selected number of image-processed booklets were paper scored. If any of the
random sample of mathematics booklets used for paper scoring were selected as quality control
documents, the scoring sheet was also sent to ETS. All of these documents were selected prior to
sending the booklets to storage. A random sample of all the questionnaires used in the 1996
NAEP assessment was also sent to ETS.

5.7.3 Alert Analysis

Table 5-5 identifies the different types of alerts to problems that were encountered in the
processing of NAEP data. For the 1996 State Assessment, there was a total of 3,812 alerts.

Discrepancies were found in the receiving process that did not require an alert to be
issued to Westat. They did require a great deal of effort by the opening staff to resolve in order to
provide the most complete and accurate information, These are referred to as “info alerts.” These
were citegorized and codes were assigned to them. They are listed in the left-hand column of
Tuble 5-5.
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£ven though receipt-control staff were well trained in the resolution of many situations,
there were some problems that required resolution by NCS NAEP product line staff. These are
referred to as “problem alerts.” The various types of problem alerts were also categorized and
coded. They are listed in the right-hand column of Table 5-5. For any unusual situations, Westat
was contacted to help with the resolution of the alert.

Table 5-5
Alerts for the 1996 National and State Assessments

Information Alerts

Problem Alerts

Code 57 not written on Administration
Schedules

The yes/no box not gridded on Rosters
Session Number not on Administration
Schedules

Administration Codes not on A/S; but on
booklets

Administration Codes not on booklets; but on
A/S

Items returned for Westat

Writing on booklet covers

Other

Change of Administration Codes-A/S or Booklets

Incorrect Rosters/Questionnaires
Administration Notes/Writing on Covers

Duplicate Student / Booklet Number/
Administration Schedule
All material not returned

Affected Testing - Problem

Transcribed page(s) for student booklet(s)
Processed as is

Involves Inclusion Check List

Other

A/S = Administration Schedules
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Chapter 6

CREATION OF THE DATABASE, QUALITY CONTROL OF DATA
ENTRY, AND CREATION OF THE DATABASE PRODUCTS'

John J. Ferris, Katharine E. Pashley, Patricia E. O’Reilly,
David S. Freund, and Alfred M. Rogers
Educational Testing Service

6.1 OVERVIEW

The data processing, scoring, and editing procedures described in Chapter 5 resulted in
the generation of disk and tape files containing various data for students (assessed and excluded),
teachers, and schools, along with SD/LEP (students with disabilities and students with limited
English proficiency) information. The weighting procedures described in Chapter 7 resulted in
the generation of data files that included the sampling weights required to make valid statistical
inferences about the populations from which the 1996 fourth- and eighth-grade State Assessment
mathematics samples were drawn. These files were merged into a comprehensive, integrated
database. The creation of this database is described in Section 6.2

Section 6.3 describes a central repository or master catalog of this information. The
master catalog is accessible by all analysis and reporting programs and provides correct
parameters for processing the data fields and consistent labeling for identifying the results of the
analyses.

To evaluate the effectiveness of the quality control of the data entry process, the
corresponding portion of the final integrated database was verified in detail against a sample of
the origmal instruments received from the field. The results of this procedure are given in
Section 6.4,

The integrated database was the source for the creation of the NAEP item information
database and the NAEP secondary-use data files. These are described in Section 6.5.

6.2 MERGING FILES INTO THE STATE ASSESSMENT DATABASE

The data processing conducted by National Computer Systems (NCS) resulted in the
transmittal to ETS of four data files for both fourth and eighth grade: one for the student
background and item response data and one file for each of the three questionnaires
(Mathematics Teacher Questionnaire, School Characteristics and Policies Questionnaire, and
SD/LEP Questionnaire). The sampling weights, derived by Westat, Inc., comprised an additional
ceven files for cach grade—three sets for assessed students, three sets for excluded students and
one for schools. (See Chapter 7 for a discussion of the sampling weights.) Thes 11 files at each
grade were the foundation for the analysis of the 1996 State Assessment data. Before data

"ol b Lerris was responsible for the evaluation of the quilty of the database and the date entry process; Katharine E.
Pashley waas responsible for database penetation under the supernvision of David S Frewed, Patnicia L. O Reilly and
Allred M ORogers ereated the secondary -use data hles,
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analyses could be performed, these data files had to be integrated into a coherent and
comprehensive database.

The 1996 State Assessment database for both fourth and eighth grade consisted of two
files—student and school. Each record on the student file contained a student’s responses to the

particular assessment booklet the student was administered—Booklets 101 to 126 (in the case of
excluded students, a booklet was assigned but the student response fields contain a special code
indicating no response), and the information from the questionnaire that the student’s
mathematics teacher completed. Additionally, for a student (assessed or excluded) who was
identified as SD or LEP, the data from the SD/LEP Questionnaire is included. This questionnaire
is filled out for all students identified as SD and/or LEP, both assessed and excluded. (See
Chapter 2 for information regarding assessment instruments.) Also added to the student files
were variables with school-level information supplied by Quality Education Data, Inc. (QED),
including demographic information about schools such as race/ethnicity percentages. Since the
teacher data is not a representative sample of teachers and as the focus of NAEP is to report
student level results, the teacher response data was added to the student records. The school files
were separate files that could be analyzed on their own and could also be linked to the student
files through the unique school ID code.

The creation of the student data files for fourth and eighth grade began with the
reorganization of the data files received from NCS. This involved two major tasks: 1) the files
were restructured, eliminating unused (blank) areas to reduce the size of the files; and 2) in cases
where students had chosen not to respond to an item, the missing responses were recoded as
either “omitted” or “not reached,” as discussed in Chapter 9. Next, the student response data
were merged with the student weights files. The resulting file was then merged with the SD/LEP
and teacher data. In all merging steps, the 10-digit booklet ID (the three-digit booklet number
common to every booklet with the same block of items, a six-digit serial number unique to the
booklet a student was given, and a single check digit, distinguishing bilingual booklets) was used
as the matching criterion.

The school file for each grade was created by merging the School Characteristics and
Policies Questionnaire file with the filc of school weights and school variables, supplied by
Westat. The state and school codes were used as the matching criteria. Since some schools did
not return a questionnaire, some of the records in the school file contained only
school-identifying information and sampling weight information.

When the student and school files for each grade had been created, the database was
ready for analysis. In addition, whenever new data values, such as composite background
variables or scale scores, were derived, they were added to the appropriate database files using
the same matching procedures described above.

For archival purposes and to provide data to the states, to researchers, and to
policymakers, secondary-use data files and codebooks for each jurisdiction were generated from
this database. The secondary-use data files, described in Section 6.5.2, contain all responses and
response-related data from the assessment. including responses from the student booklets,
Teacher Questionnaires, and School Characteristics and Policies Questionnaires, scale scores,
sampling weights, and variables used to compute standard crrors.
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6.3 CREATING THE MASTER CATALOG

A critical part of any database is its processing control and descriptive information.
Having a central repository of this information, which may be accessed by all analysis and
reporting programs, will provide correct parameters for processing the data fields and consistent
labeling for identifying the results of the analyses. The State Assessment master catalog file was
designed and constructed to serve these purposes for the State Assessment database.

Each record of the master catalog contains the processing, labeling, classification, and
location information for a data field in the State Assessment database. The control parameters are
used by the access routines in the analysis programs to define the manner in which the data
values are to be transformed and processed.

Each data field has a 50-character label in the master catalog describing the contents of
the field and, where applicable, the source of the field. The data fields with discrete or
categorical response values (e.g., multiple-choice items, professionally scored items, and most
questionnaire items, but not weight fields) have additional label fields in the catalog containing
8- and 20-character labels for those response values. These shorter labels can be used for
reporting purposes as a concise description of the responses for the items.

The classification area of the master catalog record contains distinct fields corresponding
to predefined classification categories (e.g., mathematics content and process areas) for the data
fields. For a particular classification field, a nonblank value indicates the code of the subcategory
within the classification categories for the data field. This classification area permits the
grouping of identically classified items or data fields by performing a selection process on one or
more classification fields in the master catalog.

The master catalog file was constructed concurrently with the collection and
transcription of the State Assessment data so that it would be ready for use by analysis programs
when the database was created. As new data fields were derived and added to the database, their
corresponding descriptive and control information were entered into the master catalog.
Machine-readable catalog files, created from the master catalog, are available as part of the
secondary-use data files package for use in analyzing the data with programming languages other
than SAS or SPSS (see Section 6.5.2.8). For SAS and SPSS users, files of control statements that
create SAS or SPSS system files are provided (see Section 6.5.2.7).

6.4 QUALITY CONTROL EVALUATION

The purpose of the data entry quality control procedure is to gauge the overall accuracy
of the process that transforms responses into machine-readable data. The procedure involves
examining the actual responses made in a random sample of booklets and comparing them, mark
by mark and character by character, with the responses recorded in the final database, which is
used for analysis and reporting. Notwithstanding the marks made by the respondent. if the
respondent’s intention is unambiguous, and if the data entry system has failed to accurately
capture the intended response, the erroncous data is considered a failure for purposes of this
quality control evaluation,
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The selection of booklets for this comparison took place at the point of first entry into
the scanning process for data from the field. These selected quality control booklets were set
aside in a predetermined proportion, using systematic random sampling, and then collected for
subsequent close scrutiny. Selection proportions comparable to, or greater than, those used in
previous assessments were used. The results of this process are discussed in detail below, and
Table 6-2 contains detailed information about the sampling rates, numbers of booklets and data
characters examined, and errors found.

6.4.1 Student Data

Twenty-six assessment booklets, numbered 101 through 126, were administered to
students as part of the State Assessment in mathematics. Table 6-1 provides the numbers of each
booklet in the database for each grade. Note that these numbers, and others reported below for
various categories of data, may vary somewhat from other totals given in this report for a variety
of reasons, having to do with the appropriateness of inclusion for different purposes. The
variation in the numbers of student booklets is insignificant, according to a chi-square test,
indicating very good control of the distribution process.

Student booklets were sampled in adequate numbers and the average rate of selection
was about | out of 380, a selection rate comparable to that used in past assessments at both the
state and national levels. The few errors found during this quality control examination did not
cluster by booklet number, so there is no reason to believe that the variation in numbers of

booklets selected had a significant effect on the estimates of overall error rate confidence limits
reported below.

The quality control evaluation detected 32 errors in these student booklet samples, 15 at
grade 4 and 17 at grade 8. All the errors involved either multiple responses that were not
identified as such by the scanner or erasures that were recorded instead of ignored. To be
considered a scanning error, the scanning process must have failed to correctly determine the
respondent’s intent when it was plain to the human eye. While such a failure might seem to cast
doubt on the scanning process, the final error rate determined from the quality control evaluation
was reassuring. A very large volume of data was scanned with consistently usable results. An
analysis of this evaluation based on the binomial theorem permits the inference of confidence
limits indicated in the last column of Table 6-2; it is unlikely, for instance, that more than a tenth
of a percent (.0010) of the data characters processed at grade 4 would differ from what a careful
reader would have found in the student booklets.

6.4.2 Mathematics Teacher Questionnaires

A total of 15,456 questionnaires from mathematics teachers were associated with
corresponding student data in the final database at grade 4, and 11,423 at grade 8. These teacher
questionnaires were sampled at the rate of about 1 in 100, about the same rate used in the
previous assessment. The 265 questtonnaires sclected for quality control contained a total of 177
errors in 84 different booklets. This is about two to three times the error rate found in recent
assessments for this instrument.
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While this error rate is not bad enough to render the teacher data unusable, there is some
cause for concern in the fact that about one third of these errors were concentrated in a single
item—the item requesting information on classroom size. This suggests the possible need for
changing the presentation of this item in the questionnaire booklet. While such changes can
cause unforeseen problems with response behavior and data reliability, it is being considered in
this case because the design of this item appears to be unnecessarily complex and confusing to
quite a few of the teachers. Secondary users of NAEP data are cautioned that although the
classroom size was included as a conditioning variable in the analysis of these data, the errors
found in the responses to this question make its use inadvisable. Other classroom data items also
proved to be problematic for teachers, especially at Grade 8. The issue is currently undergoing
study and alternatives are being considered.

Table 6-1
Number of Mathematics Booklets Scanned into Database
and Selected for Quality Control Evaluation

Number of Number of
Booklet Booklets in Database Booklets Selected
Number Grade 4 Grade 8 Grade 4 Grade 8
101 4,874 4,641 13 10
102 4,827 4,602 13 13
103 4,855 4,641 12 12
104 4,820 4,643 12 12
105 4,878 4,644 13 10
106 4,858 4,659 13 12
107 4,886 4,684 13 13
108 4,877 4,637 13 12
109 4,844 4,654 14 10
110 4,877 4,643 12 12
111 4,849 4,613 12 1
112 4,825 4,654 11 12
113 4,889 4,589 13 10
114 4,892 4,644 13 11
115 4,870 4,614 12 12
116 4,828 4,601 14 12
117 4,832 4,649 13 13
118 4,836 4,659 13 11
119 4,907 4,570 14 11
120 4,879 4,643 13 12
121 4,847 4,589 13 12
122 4,871 4,596 13 10
123 4,800 4,634 12 12
124 4,867 4,647 13 11
125 4,866 4,639 12 12
126 4,823 4,587 13 il
Total 126,287 120,369 332 299

BEST COPY AVAILABLE
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Table 6-2
Summary of the Quality Control Evaluation of Mathematics Data

Number Upper
Different of Number of Number Observed 99.8%
Selection Booklets Booklets Characters of Error Confidence
Subsample Rate Selected Selected of Data Errors Rate Limit
GRADE 4:
Student 1/380 26 332 30,214 15 .0005 .0010
Teacher 1/103 ] 150 24,450 73 .0030 .0042
School 1/75 1 61 10,858 11 .0010 .0023
SD/LEP 1/100 ] 175 22,050 16 .0007 .0015
GRADE 8:
Student 1/377 26 299 36,136 17 0005 .0009
Teacher 1199 1 115 18,515 104 .0056 0070
School 1/78 | 54 9,882 6 .0006 .0017
SD/LEP 1/103 | 123 15,498 17 0011 .0021

6.4.3 School Characteristics and Policies Questionnaires

A total of 4,595 questionnaires were collected from school administrators and included
in the database at grade 4, and 4,225 at grade 8. These questionnaires were sampled for quality
control evaluation at the rate of about 1 in 75, resulting in the selection of 61 questionnaires at
grade 4, and 54 at grade 8. The 17 errors that were found represent an error rate about the same
as that for school questionnaires in past assessments, well below any reasonable threshold for
alarm.

6.4.4 SD/LEP Student Questionnaires

A total of 17,554 SD/LEP questionnaires were scanned and included in the database at
grade 4, and 12,708 at grade 8. Nearly half of these questionnaires represented students who
were part of the cognitive assessment; the balance of the questionnaires came from students who
were excluded. The overall selection rate was about  in 100, roughly double that used in earlier
assessments for this type of questionnaire. A total of 298 questionnaires were selected across
both grades. The resulting error rate indicated that the quality of this data was second only to the
student data and certainly adequate for the purposes to which it was put.

The results of the evaluation of all questionnaire data, as well as the student data, are
summarized in Table 6-2.
6.5 NAEP DATABASE PRODUCTS

The NAEP database described to this point serves primarily to support analysis and

reporting activities that are directly related to the NAEP cooperative agreement. This database
has a singular structure and access methodology that is integrated with the NAEP analysis and



reporting programs. One of the directives of the NAEP cooperative agreement is to provide
secondary researchers with a nonproprietary version of the database that is portable to any
computer system. In the event of transfer of NAEP to another client, the cooperative agreement
further requires ETS to provide a full copy of the internal database in a format that may be
installed on a different computer system.

In fulfillment of these requirements, ETS provides two sets of database products: the
item information database and the secondary-use data files. The contents, format, and usage of

these products are documented more extensively in the publications listed under the appropriate
sections below.

6.5.1 The Item Information Database

The NAEP item information database contains all of the descriptive, processing, and
usage information for each item or variable used for NAEP since 1970. The primary unit of this
database is the item. Each NAEP item is associated with different levels of information.
including usage across years and age cohorts, subject area classifications, response category
descriptors, and locations of response data on secondary-use data files.

The item information database can be used for a variety of NAEP tasks: providing
statistical information to aid in test construction, determining the usage of items across
assessment years and ages for trend and cross-sectional analyses, providing text labels for
analyses and reports, and organizing items by subject area classifications for scaling analysis.

6.5.2 The Secondary-Use Data Files

The secondary-use data files are designed to enable any researcher with an interest in
NAEP to perform secondary analysis on the same data as those used for analysis at ETS.
Supporting documentation accompanies the data files. The set of files for each sample (e.g., the
North Dakota grade 4 assessed students) or instrument (e.g., the Florida grade 4 school data)
includes: a file containing the data; a file of control statements that will generate an SPSS system
file; a file of control statements that will generate a SAS system file; and a machine-readable
catalog file. Each machine-readable catalog file (discussed in Section 6.5.2.8) contains sufficient
control and descriptive information to aid those users without SAS or SPSS to set up and perform
data analyses. The printed documentation consists of three volumes: a guide to the use of the data
files, and for each grade, a set of data file layouts and codebooks for cach participating
jurisdiction.

The remainder of this section summarizes the procedures used in generating the data files
and related materials. More information about the contents and use of the data files is contained
in the NAEP 1996 State Assessment Program in Mathematics Secondary-Use Data Files User
Guide (O'Reilly, Zelenak, Rogers, & Kline, 1997),
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6.5.2.1 File Definition

There are essentially four samples for analysis in the 1996 State Assessment in
mathematics: the students (assessed and excluded), the schools in the State Assessment, and the
students and the schools in a matched National Reporting Sample drawn from the national
mathematics assessment. The four samples are divided into separate files by grade and also by
participating jurisdiction (for the two State Assessment samples). resulting in a total of over 190
files: however, the same file formats, file linking conventions, and analysis considerations apply
to each file within a given sample. For example. the analysis specification that links school and
student data for a given grade for California would apply identically to New York. Tennessee. or
any other participating jurisdiction or group of jurisdictions.

Every data file for each participating jurisdiction requires its own data codebook,
detailing the frequencies of data values within that jurisdiction for the given sample and grade.
The file layouts, SPSS and SAS syntax. and machine-readable catalog files, however. need only
be generated for each of the four samples at grade 4 and at grade 8, since the individual
jurisdiction data files for each 1996 State Assessment sample at a given grade are identical in
format and data code definition.

6.5.2.2 Definition of the Variables

Prior to the 1990 assessment, information that could potentially be used to identify
ctudents or schools was not included on the secondary-use files. When these public-use data files
were replaced by the current restricted-use data files, the restraint on confidential data was lifted.
This change simplified the variable definition process, as it permitted the transfer of all variables
from the database to the secondary-use files.

The initial step in this process was the generation of a LABELS file of descriptors of the
variables for each data file to be created. Each record in a LABELS file contains, for a single
data field, the variable name. a short description of the variable, and processing control
information to be used by later steps in the process of generating the secondary-use data files.
ETS staff could edit this file for deletion of variables, modification of control parameters, or
reordering of the variables within the file. The LABELS file is an intermediate file only: 1t1s not
distributed with the secondary-use data files.

The next program in the processing stream, GENLYT, produced a printed layout for
each data file from the information in its corresponding LABELS file. These Tayouts are
reviewed for the ordering of the variables. The variables on all data files are grouped ind
arranged in the following order: identification information, weights, derived variables, scale
scores (where applicable), and item response data. On the student data files. these fields are
followed by the teacher response data and the SD/LEP student questionnaire data, where
applicable. The identification information is taken from the front covers of the instrumenis. The
weight data include sample descriptors, selection probabilitics, and replicate weights for the
estimation of sampling error. The derived data include sample descriptions from othcr sources
and variables that are derived from the item response data for use in analy<is or reporting. Item
response data consist of responses (o questionnaire iems; {or assessed students, these data
include responses to cognitive items, as well.
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In the assessed student data files for each participating jurisdiction of the State
Assessment in mathematics and for the National Reporting Sample, the item response data within
each block were left in their order of presentation. The blocks, however, were arranged according
to the following scheme: common background, subject-related background, the cognitive blocks
in ascending numerical order, and student motivation. The responses to cognitive blocks that
were not present in a given booklet were left blank, signifying a condition of ‘missing by design.’

In order to process and analyze the spiral sample data effectively, the user must also be
able to determine, from a given booklet record, which blocks of item response data were present
and their relative order in the instrument. The user obtains this information from a set of control
variables, one for each block, which indicate not only the presence or absence of the block but its
order in the instrument. These control variables created by ETS are included with the derived
variables.

6.5.2.3 Data Definition

To enable the data files to be processed on any computer system using any procedural or
programming language, it was desirable that the data be expressed in numeric format. This was
possible, but not without the adoption of certain conventions for expressing the data values
numerically.

During creation of the NAEP database, the responses to all multiple-choice items (both
cognitive multiple-choice items and those in the questionnaires) were processed and stored in the
database using the letter codes printed in the instruments. This scheme afforded the advantage of
saving storage space for items with 10 or more response options, but at the expense of translating
these codes into their numeric equivalents for analysis purposes. The response data fields for
most of these items would require a simple alphabetic-to-numeric conversion. However, the data
fields for items with 10 or more response choices would require “expansion” before the
conversion, since the numeric value would require two column positions. One of the processing
control parameters on the LABELS file indicates whether or not the data field is to be expanded
before conversion and output to the secondary-use data files.

The ETS database contained special codes to indicate certain response conditions:
“I'don’t know” responses, multiple responses, omitted responses, not-reached responses, and
unresolvable responses, which included out-of-range responses and responses that were missing
due to errors in printing or processing. The scoring guides for the mathematics constructed-
response items included additional special codes for ratings of erased or crossed out and for
ratings of illegible, “I don’t know,” off task. or nonratable by the scorers. All of these codes had to
be reexpressed in a consistent numeric format.

The following convention was adopted and used in the designation of these codes: The
“I don’t know™ and nonratable response codes (including off-task and illegible responses) were
always converted to 7; the omitted response codes were converted to 8; the not-reached response
codes were converted to 9; the multiple response codes were converted to 0; and the erased and
crossed out response codes were converted to 5. The out-of-range and missing responses were
coded as blank fields. corresponding to the ‘missing by design® designation.

This coding scheme created conflicts for those multiple-choice items that had seven or
more valid response options as well as the “Tdon’t know" response, and also for those
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constructed-response items whose scoring guide had five or more categories. These data fields
were also expanded to accommodate the valid response values and the special codes. In these
cases, the special codes were ‘extended’ to fill the output data field: the “I don’t know” and
nonratable codes were extended from 7 to 77, omitted response codes from 8 to 88, etc.

Each numeric variable on the secondary-use files was classified as either continuous or
discrete. These classifications are related to machine-level characteristics, rather than to the
precise mathematical meaning of these terms. The discrete variables include those items for
which each numeric value corresponds to a response category. The continuous variables include
the weights, scale scores, the identification information codes, and questionnaire item responses
for which counts or percentages were requested. The designation of “discrete” includes those
derived variables to which numeric classification categories have been assigned. The
constructed-response items were treated as a special subset of the discrete variables and were
assigned to a separate category to facilitate their identification in the documentation.

6.5.2.4 Data File Catalogs

The LABELS file contains sufficient descriptive information for generating a brief
layout of the data file. However, to generate a complete codebook document, substantially more
information about the data is required. The CATALOG file provides most of this information.

The CATALOG file is created by the GENCAT program from the LABELS file and the
1996 master catalog file, as described in Section 6.3. Each record on the LABELS file generates
a CATALOG record by first retrieving the master catalog record corresponding to the field name.
The master catalog record contains usage, classification, and response code information, along
with positional information from the LABELS file: field sequence number, output column
position, and field width. Like the LABELS file, the CATALOG file is an intermediate file and
is not included with the secondary-use data files.

The information for the response codes, also referred to as “foils,” consists of the valid
data values for the discrete numeric fields and a 20-character descriptive label for each valid data
value. (Readers who are familiar with standard usage of the term “foil” in testing and
measurement will notice that it has an expanded meaning in this discussion of the secondary-use
data files.) The GENCAT program uses additional control information from the LABELS file to
determine if extra foils should be generated and saved with each CATALOG record. The first
flag controls generation of the “I don’t know” or nonratable foil; the second flag regulates
omitted or not-reached foil generation; and the third flag denotes the possibility of multiple
responses for that field and sets up an appropriate foil. All of these control parameters, including
the expansion flag, may be altered in the LABELS file by use of a text editor, in order to control
the generation of data or descriptive information for any given field.

The LABELS file supplies control information for many of the subsequent
secondary-use data processing steps. The CATALOG file provides detailed information for those
and other steps.
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6.5.2.5 Data File Layouts

The data file layouts, as mentioned above, were the first user product to be generated in
the secondary-use data files process. The generation program, GENLYT, used a LABELS file,
described in Section 6.5.2.2, and a CATALOG file as input and produced a printable file. The
LAYOUT file is basically a formatted listing of the LABELS file; it documents the layout and
contents of the data files. The layouts are part of the printed documentation; the secondary-use

data file package includes not only the printed layouts, but also the electronic files frorn which
they were printed.

Each line of the LAYOUT file contains the following information for a single data field:
sequence number, field name, output column position, field width, number of decimal places,
data type, value range, key or correct response value, and a short description of the field. The
sequence number of each field is implied from its order on the LABELS file. The field name is
an 8-character label for the field that is used consistently by all secondary-use data file materials
to refer to that field on that file. The output column position is the relative location of the
beginning of that field on each record for that file. using bytes or characters as the unit of
measure. The field width indicates the number of columns used in representing the data values
for a ficld. If the field contains continuous numeric data, the value under the number of decimal
places entry indicates how many places to shift the decimal point before processing data values.

The data type category uses five codes to designate the nature of the data in the field:
Continuous numeric data are coded “C; discrete numeric data are coded “D™; constructed-
response item data are coded “OS™ if the item was dichotomized for scaling and “OE” if it was
scaled under a polytomous response medel. Additionally, the discrete numeric fields that include
“I don’t know™ response codes are coded “DL™ If the field type is discrete numeric, the value
range is listed as the minimum and maximum permitted values separated by a hyphen to indicate
range. If the field is a response to a multiple-choice item, the correct option value, or key, is
printed: if the field is an assigned score for a constructed-response itemn that was scaled as a
dichotomous item using cutpoint scoring, the range of correct scores is printed. Each variable is
further identified by its 50-character descriptive label.

6.5.2.6 Data Codebooks

The data codebooks form the bulk of the printed documentation of the secondary-use
data files: they contain complete descriptive information for cach data field. Most of this
information originates from the CATALOG file; the remaining data comes from the COUNTS
file and the IRT parameters file, described below. The secondary-use data file package includes
the electronic files from which the codebooks were printed, in addition to the printed codebooks.

Euach data field receives at least one line of descriptive information in the codebook. If
the data tyvpe is continuous numeric, no more information is given. If the variable is discrete
numeric, the codebook lists the foil codes, foil labels, and frequencies of each value in the data
file. Additionally. if the ficld represents an item used in IRT scaling, the codebook lists the final
parameters estimated by the scaling program. (Sce Chapters 8 and 9 for information about
scaling.)
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Certain blocks of cognitive items in the 1996 assessment that are to be used again in later
assessments for trend comparisons have been designated as nonreleased. In order to maintain
confidentiality of nonreleased multiple-choice items, generic foil labels have been substituted for
the foils (i.e., the response category descriptions) for these items in the data codebooks and the
secondary-use files.

The frequency counts are not available on the CATALOG file, but must be generated
from the data. The GENFREQ program creates the COUNTS file using the field name to locate
the variable in the database, and the foil values to validate the range of data values for each field.
This program also serves as a check on the completeness of the foils in the CATALOG file, as it
flags any data values not represented by a foil value and label.

The IRT parameter file is linked to the CATALOG file through the field name. Printing
of the IRT parameters is governed by a control flag in the classification section of the
CATALOG record. If an item has been scaled, and, thus, used in deriving the scale scores, the
IRT parameters are listed to the right of the foil values and labels, and the score value for each
response code is printed to the immediate right of the corresponding frequency.

The LAYOUT and CODEBOOK files are written by their respective generation
programs to print-image disk data files. Draft copies are printed and distributed for review before
the production copy is generated. The production copy is printed on an IBM printer that uses
laser-imaging technology to produce high-quality, reproducible documentation.

6.5.2.7 Control Statement Files for Statistical Packages

An additional requirement of the NAEP cooperative agreement is to provide, for each
cecondary-use data file, a file of SAS control statements that will convert the secondary-use data
file into a system data file for use with the SAS statistical system. Also required is a file of SPSS
control statements that will produce a system data file for the SPSS statistical system. Two
separate programs, GENSAS and GENSPX, generate these control statement files using the
CATALOG file as input.

The control statement files create a SAS or SPSS system data file that corresponds to an
entire NAEP secondary-use data file. NAEPEX, the NAEP data extraction software described in
Section 6.5.2.9, can be used to produce control statement files that create a SAS or SPSS system
data file corresponding to a user-defined subset of the NAEP secondary-use data files. Also
described in that section are the NAEP analysis modules, currently available for use with SPSS®
for WindowsT™,

Each of the control statement files contains scparate sections for variable definition,
variable labeling, missing value declaration. value labeling, and creation of scored variables from
the cognitive items. The variable definition section describes the locations of the fields, by name,
in the file. and, if applicable, the number of decimal places or type of data. The variable label
identifies cach field with its 50-character descriptive label. The missing value section identifies
values of those variables that are to be treated as missing and excluded from analyses. The value
labels correspond to the foils in the CATALOG file. The code values and their descriptors are
listed for cach discrete numeric variable. The scoring section is provided to permit secondary
users to generate item score variables in addition to the item response variables,

T
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Each of the control statement generation programs combines three steps into one
complex procedure. As each CATALOG file record is read, it is broken into several component
records according to the information to be used in each of the resultant sections. These
component records are tagged with the field sequence number and « section sequence code. They
are then sorted by section code and sequence number. Finally, the reorganized information is
output in a structured format dictated by the syntax of the processing language.

ETS tests the control statement files by using them to generate system data files from the
secondary-use data files. The control statement files are distributed in the secondary-use data

files package to permit users with access to SAS and/or SPSS to create their own system data
files.

6.5.2.8 Machine-Readable Catalog Files

For those NAEP data users who have neither SAS nor SPSS capabilities, yet require
processing control information in a computer-readable format, the distribution files also contain
machine-readable catalog files. Each machine-readable catalog record contains processing
control information, IRT parameters, and foil codes and labels.

6.5.2.9 Secondary-Use Data Files on CD-ROM

The complete set of secondary-use data files described above are available on CD-ROM
as part of the NAEP Data on Disk product suite. This medium can be used by researchers and
policy makers operating in a personal computing environment.

The NAEP Data on Disk product suite includes two additional components that facilitate
the analysis of NAEP secondary-use data. The PC-based NAEP data extraction software,
NAEPEX, enables users to create customized extracts from the NAEP secondary-use data files
and to generate SAS or SPSS control statements for preparing analyses or generating customized
system files. Both Windows 3.1 and DOS versions of NAEPEX are available. The NAEP
analysis modules, which currently run under SPSS® for Windows™, use output files from the

extraction software to perform analyses that incorporate statistical procedures appropriate for the
NAEP design.

Summarized NAEP data in tabular format (the NAEP data almanacs described in
Chapter 10) are also available on CD-ROM. This product, which is distinct from the secc 1dary-
use data files, includes the NAEP almanac viewer, a program that allows users to locate and
display data of interest.
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Chapter 7

WEIGHTING PROCEDURES AND VARIANCE ESTIMATION'

John Burke and Penny James
Westat, Inc.

7.1 OVERVIEW

Following the collection of assessment and background data from and about assessed and
excluded students, the processes of deriving sampling weights and associated sets of replicate
weights were carried out. The sampling weights are needed to make valid inferences from the
student samples to the respective populations from which they were drawn. Replicate weights are

used in the estimation of sampling variance, through the procedure known as jackknife repeated
replication.

Each student was assigned a weight to be used for making inferences about the state’s
students. This weight is known as the full-sample or overall sample weight. The full-sample
weight contains three components. First, a base weight is established that is the inverse of the
overall probability of selection of the sampled student. The base weight incorporates the
probability of selecting a school and the student within a school. This weight is then adjusted for
two sources of nonparticipation—school level and student level. These weighting adjustments
seek to reduce the potential for bias from such nonparticipation by increasing the weights of
students from schools similar to those schools not participating, and increasing the weights of
students similar to those students from within participating schools who did not attend the
assessment session (or makeup session) as scheduled. The details of how these weighting steps
were 1implemented are given in Sections 7.2 and 7.3.

Section 7.4 addresses the effectiveness of the adjustments made to the weights using the
procedures described in Section 7.3. The section examines characteristics of nonresponding
schools and students, and investigates the extent to which nonrespondents differ from
respondents in ways not accounted for in the weight adjustment procedures. Section 7.5
considers the distributions of the final student weights in each jurisdiction, and whether there
were outliers that called for further adjustment.

In addition to the full-sample weights, a set of replicate weights was provided for each
student. These replicate weights are used in calculating the sampling errors of estimates obtained
from the data, using the jackknife repeated replication method. Full details of the method of
using these replicate weights to estimate sampling errors are contained in the Technical Report of
the NAEP 1994 Trial State Assessment Program in Reading (Mazzeo, Allen, & Kline, 1995) and
in earlier state technical reports. Section 7.6 of this report describes how the sets of replicate
weights were generated for the 1996 State Assessment data. The methods of deriving these
weights were aimed at reflecting the features of the sample design appropriately in each
jurisdiction, so that when the jackknife variance estimation procedure is implemented,
approximately unbiased estimates of sampling variance result.

" In addition to his responsibility in the sampling activities, John Burke was responsible for directing all weighting and
variance estimation procedures. Penny James contributed by carrying out most of these procedures.

17



As detailed in Chapter 4, two different sets of inclusion rules indicated by the sample
type field were used in the 1996 State Assessment program. To enable ETS to analyze these
subsets separately, the student weights for each subset were raked in order to force agreement

with the totals estimated using both subsets combined. This raking process 1s detailed in
Section 7.7.

7.2  CALCULATION OF BASE WEIGHTS
7.2.1 Calculation of School Base Weights

The base weight assigned to a school w?™ was the reciprocal of the probability of

selection of that school. For the eighth-grade samples and fourth-grade Department of Defense
Domestic Dependent Elementary and Secondary Schools (DDESS) and Department of Defense
Dependents Schools (DoDDS), the school base weight depended on the subject of assessment
because some schools were so small that students were tested in only one subject. For “new”
schools selected using the supplemental new school sampling procedures (see Chapter 3), the

school base weight reflected the combined probability of selection of the district, and school
within district.

In each jurisdiction, all schools included in the sample with certainty were assigned
school base weights of unity. Schools sampled with certainty were sometimes selected more than
once in the systematic sampling process. For example, a school that was selected twice was
allocated twice the usual number of students for the assessments, or two sessions; a school that
was selected three times was allocated three times the usual number of students for the
assessments, or three sessions. All schools at grade 8 and DDESS and DoDDS schools at grade 4
that had less than 20 students were assigned one subject (See Chapter 3). For these schools, the
base weight included a factor of 2. Additional details about the weighting process are given in
the sections below.

7.2.2 Weighting New Schools

New public schools were identified and sampled through a two-stage sampling process,
involving the selection of districts, and then of new schools within selected districts. This
process is described in Chapter 3. There were two distinct processes used depending upon the
size of the district.

Within each jurisdiction, public school districts were partitioned into “‘small” districts,
which are those having at most three schools on the aggregate frame and no more than one
fourth-, one eighth-, and one twelfth-grade school. The remainder of the districts were denoted as
“large” districts. For the larger districts (those having multiple schools in at least one of grades 4,
8, and 12), a sample of districts was selected in each jurisdiction. Districts in the sample were
asked to identify schools having grade 4 or grade 8 that were not included on the school frame. A
sample of these newly identified schools was then selected. The base weight for these schools
reflected both the probability that the district was selected for this updating process, and that the
school was included in the NAEP sample, having been identified as new by the district. If the
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school was in grade 8 or grade 4 DDESS and DoDDS schools, but was only large enouga to do
one subject, the base weight included a factor of 2 as described in Section 7.2.1.

There were no schools identified in small districts (see Tables 3-9 and 3-10).

7.2.3 Treatment of Substitute and Double-Session Substitute Schools

Schools that replaced a refusing school (i.e., substitute schools) were assigned the weight
of the refusing school. Thus the substitute school was treated as if it were the original school that
it replaced, for purposes of obtaining school base weights. Schools conducting extra sessions that
served as substitutes for a refusing school (i.e., double-session substitutes) in effect had two
school weights. The students in the school who were assigned to the original session were given
the school base weight of the participating school, while those students assigned to the extra
session(s) were assigned the school base weight of the refusing school. The base weight was
adjusted by a factor of 2 if the grade 8 or DDESS or DoDDS school was only large enough to do
one subject.

7.2.4 Calculation of Student Base Weighis

Within the sampled schools, eligible students were sampled for assessment using the
procedures described in Chapter 3. The within-school probability of selection for mathematics
therefore depended on the number of grade-eligible students in the school and the number of
students selected for the assessment (usually 30). The within-school weights for the substitute
schools were further adjusted to compensate for differences in the sizes of the substitute and the
originally sampled (replaced) schools. In the case of the fourth grade DDESS and DoDDS
schools and all eighth-grade schools, the within-school weight also reflected the fact that a small
school could have been selected for one subject but not the oihicr. Thus, in general, the
within-school student weight for the jth student in school i was equal to:

dthin Ni
Wl\}l un - T Ki Koi
{

where

N, = the number of grade-eligible students enrolled in the school, as reported
in the sampling worksheets; and

n, the number of students selected for the given subject.

The factors K;, and K-, in the formula for the within-school student weight generally
apply to only a few schools in each jurisdiction. The factor K; adjusts the count of grade-ctigible
students in a substitute school *» be consistent with the corresponding count of the originally
sampled (replaced) school. Specifically, for substitute schools,
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with

E; the grade enrollment of the originally sampled (replaced) school; and

E! the grade enrollment of the substitute school.

For nonsubstitute schools, K;, = 1.

The factor K5, that was applied to schools determined to be year-round schools, is
defined as:

1

Koy = -
1 - pO/f
where p,y is the percentage of students enrolled in the school who were not scheduled to attend

school at the time of assessment. For schools that are not year-round schools (the great majority),
Kz,' =1,

The overall student base weight for a student j selected for the mathematics assessment
in school i was obtained by multiplying the school base weight by the within-school student
weight and therefore was computed as:

Wg_ase - W;_sch Wl\_fjgirhin .

7.3  ADJUSTMENTS FOR NONRESPONSE

As mentioned earlier, the base weight for a student was adjusted by two factors: one to
adjust for nonparticipating schools for which no substitute participated, and one to adjust for
students who were invited to the assessment but did not appear in the scheduled sessions
(original or makeup).

7.3.1 Defining Initial School-Level Nonresponse Adjustment Classes

School-level nonresponse adjustment classes were created separately for public and
nonpublic schools within each jurisdiction. For each set these classes were defined as a function
of their sampling strata, as follows.

Public Schools. For each jurisdiction, except Guam, the initial school nonresponse
adjustment classes were formed by crossclassifying the level of urbanization and minority status
(see Chapter 3 for definitions of these characteristics). Where there were no minority strata
within a particular level of urbanization, a categorized version of median household income was
used. For this purpose within each level of urbanization, public schools were sorted by the
median household income, and then divided into three groups of about equal size, representing
low, middle, and high income areas. In Guam, where there was no information on minority status
or median household income, grade enrollment was used.
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DDESS and DoDDS Schools. For the jurisdictions comprised of DDESS and DoDDS
schools, the initial nonresponse adjustment classes were defined by other geographic variables.
For the DDESS schools, the classes were defined by military installation and grouped by nearby
jurisdictions. For DoDDS, schools were grouped by the regions of Europe or the Pacific where
the military installation was located.

Nonpublic Schools. For each jurisdiction (excluding District of Columbia and Guam
nonpublic schools), initia! ronresponse adjustment classes were formed by crossclassifying
school type (Catholic and non-Catholic) and metropolitan status (metro/nonmetro). For District
of Columbia nonpublic schools, these classes were defined by crossclassifying school type and
twy levels of estimated grade enrollment (25 or fewer students, versus 26 or more students). For
(uam, initial nonresponse classes for nonpublic schools were defined by school type only. The
District of Columbia is entirely metropolitan, and Guam is entirely nonmetropolitan, so
alternatives were needed for these two jurisdictions.

7.3.2 Constructing the Final Nonresponse Adjustment Classes

The objective in forming the nonresponse adjustment classes is to create as many classes
as possible that are internally as homogeneous as possible, but such that the resulting
nonresponse adjustment factors are not subject to large random variation. Consequently, all
initial nonresponse adjustment classes deemed unstable were collapsed with suitable neighboring
classes so that: (1) the combined class contained at least six sessions, and (2) the resulting
nonresponse adjustment factor did not exceed 1.35 (in a few cases a factor in excess of 1.35 was
permitted). These limits had been used for the 1994 Trial State Assessment. One change was
implemented for the 1996 State Assessment. When 100 percent of the public schools in a
jurisdiction responded, no action was taken for a public-school adjustment class that contained
tewer than six sessions. The same aprroach was used for nonpublic schools where 100 percent of
them participated. Although clearly there is no adjustment for school nonresponse in these cases,
this change in procedure could have an effect on the final definition of the student nonresponse
adjustment classes (Section 7.3.4).

Public Schools. For these schools, inadequate nonresponse adjustment classes were
reinforced by collapsing adjacent levels of minority status (or median household income level if
minority information was missing). In doing so, metropolitan and nonmetropolitan schools were
not mixed. All DDESS and DoDDS schools cooperated, so no collapsing of schools was
necessary.

Nonpublic Schools. For nonpublic schools, excluding schools in District of Columbia,
Guam, DDESS, and DoDDS, inadequate classes were reinfcrced by collapsing adjacent levels of
metropolitan-area status. Catholic and non-Catholic schools were kept apart to the extent
possible, particularly when the only requirement to combine such schools was as a means of
reducing the adjustment factors below 1.35. For schools in the District of Columbia, inadequate
classes were collapsed over similar values of estimated grade enrollment. Catholic and non-
Catholic schools were kept apart to the extent possible. For nonpublic schools in Guam, Catholic
and non-Catholic schools were collapsed together in order to form a stable nonresponse
adjustment class.



7.3.3 Sch

The

ool Nonresponse Adjustment Factors

school-level nonresponse adjustment factor for the ith school in the Ath class was

computed as:

where
Ch
ach
Wi

Ehi

6hi

N wish En
ieC
FSI) - h
1 ZWifh Epidni
ieCy,

= the subset of school records in class 4;
= the base weight of the ith school in class k;

= the grade enrollment for the ith school in class A;

—

if the ith school in adjustment class A participated in the assessments; and

0 otherwise.

Both the numerator and denominator of the nonresponse adjustment factor contained only

schools that

were determined to have eligible students enrolled.

In the calculation of the above nonresponse adjustment factors, a school was said to have

participated

The

il

It was selected for the sample from the frame or from the lists of new
schools provided by participating school districts, and student assessment
data were obtained from the school; or

The school participated as a substitute school and student assessment data
were obtained (so that the substitute participated in place of the originally

selected school).

nonresponse-adjusted weight for the ith school in class h was computed as:
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7.3.4 Student Nonresponse Adjustment Classes

The initial student nonresponse classes for assessed students were formed based on
several variables. The first of these was public/nonpublic strata. Public/nonpublic strata were
then crossclassified by a variable created from combining SD/LEP status and the sample type for
the student. SD denotes students with disabilities, while LEP denotes students classified as
having limited English proficiency. Within these categories, the initial student nonresponse
adjustment classifications were defined separately depending on the SD/LEP status of a student.

If a student was SD or LEP, then the class was formed by urbanicity crossclassified by
student age. Age was used to classity students into two groups (for grade 4, those born in
September 1985 or earlier and those born in October 1985 or later, and for grade 8, those born in
September 1981 or earlier and those born in October 1981 or later). If a student was neither SD
nor LEP, then the initial nonresponse adjustment class was formed by urbanicity crossclassified
by student age (as defined above), by the quality control monitoring status (see Chapter 3), then
finally by minority status as collapsed for the school nonresponse. For the DDESS and DoDDS
schools, the nonresponse adjustment classes for SD and LEP students was student age
crossclassified by the geographic variable as defined for the school nonresponse adjustment
classes.

Following creation of the initial student nonresponse adjustment classifications, all
unstable classes were identified for possible collapsing with other classes. A class was
considered to be unstable when either of the following conditions was true for the given class:

e Number of responding eligible students was fewer than 20; or

e Nonresponse adjustment factor exceeded 1.5.

All classes deemed unstable in the previous step were collapsed with other classes using
the following rules:

¢ Do not collapse across public and nonpublic;

¢ Do not collapse across SD/LEP and non-SD/non-LEP;

o If within cells defined by the crossclassification of public/nonpublic and SD-
LEP/nonSD-nonLEP status, and sample type within the SD/LEP categories,
all of the adjustments are one, no adjustments are made; and

e Collapsc across the last variable of the nonresponse adjustment cell only
(i.e., collapse across geography for SD/LEP students in Department of
Defense Education Activity (DoDEA) schools).

More collapsing was necessary only if the resulting classes had fewer than 15 responding

eligible students. Collapsing then continued within the successive variables until the class size
was no longer deficient or until a “set” boundary that could not be crossed was rcached.
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7.3.5 Student Nonresponse Adjustments

As described above, the student-level nonresponse adjustments for the assessed students
were made within classes defined by the SD/LEP status, sample type, final school-level
nonresponse adjustment classes, monitoring status of the school, and age group of the students.
Subsequently, in each jurisdiction, the final student weight for the jth student of the ith school in
class k was then computed as:

‘Vﬁrul - W:lll] X ‘V;}'ilhm X Fk

where

W = the nonresponse-adjusted school weight for school i;

W,»,“"’“” = the within-school weight for the jth student in school i;

and
2 Wi
J

Fi = =—— -
2 Wiidy
J

In the above formulation, the summation included all students, j, in the kth final (collapsed)
nonresponse class. The indicator variable §;; had a value of 1 when the jth student in adjustment

class & participated in the assessment; otherwise, §;; = 0.

For excluded students, no nonresponse adjustment procedures were applied because
excluded students were not required to complete an assessment. In effect. all excluded students
were considered respondents. Weights are provided for excluded students so as to estimate the
size of this group and its population characteristics. Tables 7-1 through 7-4 summarize the

unweighted and final weighted counts of assessed and excluded students in public and nonpublic
schools for each jurisdiction and grade.
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Table 7-1
Unweighted and Final Weighted Counts of Assessed and Excluded Students by Jurisdiction
Grade 4 Public Schools
Assessed Excluded Assessed and Excluded
Jurisdiction Unweighted Weighted Unweighted Weighted Unweighted Weighted
Alabama 2,610 51,861 189 3,716 2,799 55,578
Alaska 2,456 9,237 134 454 2,590 9,691
Arizona 2,213 53,327 333 7,508 2,546 60,835
Arkansas 2,090 30,099 142 2,047 2,232 32,146
California 2,247 342,180 537 73,235 2,784 415,416
Colorado 2,731 46,828 223 3,681 2,954 50,508
Connecticut 2.679 35,194 284 3,411 2,963 38,605
Delaware 2,073 1,797 168 555 2,241 8,352
District of Columbia 2,609 4953 340 629 2,949 5,583
Florida 2,690 153,556 308 16,370 2,998 169,926
Georgia 2,618 90,729 231 7.599 2,849 98,327
Guam 1,497 2,403 175 271 1,672 2,674
Hawaii 2,698 13,487 170 817 2,868 14,304
Indiana 2,545 65,220 151 3,700 2,696 68,920
Towa 2,435 34,536 170 2,37¢ 2,605 36,905
Kentucky 2,627 43,170 175 2,775 2,802 45,945
Louisiana 2,758 56,898 256 5,109 3,014 62,006
Maine 2,178 15,786 214 1,412 2,392 17,198
Maryland 2,547 56,121 223 4,786 2,770 60.908
Massachusetts 2,628 63,186 269 6,169 2,897 69,356
Michigan 2,435 115,749 171 7,930 2,606 123,679
Minnesota 2,548 58,933 162 3,495 2,710 62,428
Mississippi 2,767 36,384 164 2,088 2,931 38,472
Missouri 2,744 62,724 185 4,000 2,929 66,724
Montana 2,317 12,533 119 598 2,436 13,131
Nebraska 2,816 21,143 175 1,193 2,991 22,336
Nevada 2,299 18.557 247 1,755 2.546 20,312
New Jersey 2,017 81,411 137 5,383 2,154 86,794
New Mexico 2,566 21,373 322 2,506 2,888 23,879
New York 2,321 195,835 217 17,463 2,538 213,299
North Carolina 2,743 85,495 225 6,739 2,968 92,234
North Dakota 2,758 8.494 123 332 2,881 8,826
Oregon 2,362 37,991 226 3.535 2,588 41,526
Pennsylvania 2,384 133,892 126 6,354 2,510 140,246
Rhode Island 2,622 10,663 201 728 2.823 11,392
South Carolina 2,433 46,406 168 3,097 2,601 49,502
Tennessee 2574 61.138 162 3.648 2.736 