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A Comparison of Procedures for Ability Estimation
Under the Graded Response Model

Abstract

This study was designed to compare the accuracy of three commonly used ability estimation
procedures under the graded response model. The three methods, maximum likelihood(ML),
expected a posteriori (EAP), and maximum a posteriori (MAP), were compared using a
recovery study design for two sample sizes, two underlying abi.lity distributions, and three test
lengths. Recovery of ability was generally better for the longer tests and for the conditions
in which ability was matched to test difficulty. ML tended to recover less well than either
EAP or MAP, particularly for the short test in the unmatched ability condition. For longer

tests, all three methods recovered about equally well.

Key words: ability estimation, graded response model, item response theory, MULTILOG.



Introduction

The majority of work on the evaluation and comparison of ability estimation procedures
in item response theory (IRT) has been done using dichotomous models (e.g., Seong, 1990;
Swaminathan & Gifford, 1983; Yen, 1987). (See Baker (1987) and Swaminathan (1983)
for reviews of the estimation procedures for dichotomous IRT model.) Recent efforts to
develop alternative measurement methods, such as performance assessment, however, have
sparked interest in looking at other models. Several polytomous models have been proposed
in the context of IRT. The graded response model (Samejima, 1969, 1972), the partial credit
model (Masters, 1982), the generalized partial credit model (Muraki, 1992), and the nominal
response model (Bock, 1972) appear to offer some important promise for ability estimation in
performance testing situations. Thissen and Steinberg (1986) and Dodd, De Ayala, and Koch
(1995) present useful classifications of the different types of IRT models for polytomously
scored items.

The majority of work on these models, however, has been done on item parameter
estimation: Ankemann and Stone (1992) and Reise and Yu (1990) investigated parameter
recovery for the graded response model; Choi, Cook, and Dodd (1996) for the partial credit
model; and, De Ayala (1995) for the nominal response model. Results of these studies
point to test length, sample size, and matched versus non-matched ability distributions as
important factors in the accuracy of item parameter recovery. There do not appear to be
any studies which have focused on accuracy of estimation procedures for ability parameters
under the graded response model. In this study, therefore, we examined factors which affect
ability estimation in the context of the graded response model.

Under Saméjirna’s (1969, 1972) graded response model, the catégory response function
P;(0) is the probability of response k to item j as a function of 8. This function is defined

as

(9) when k =1
(9) when k = K (1)
Pi-1)(0) — Pi(0)  otherwise,

J

where P} (0)is the boundary response function in the form of the logistic model given by
Pii(0) = {1+ exp[—a;(0 - B;x)]} 7, (2)

where a; is the discrimination parameter for item j, ;¢ is the location parameter, and 0 is

the trait level parameter. With Pj(0) = 1 and P} = 0, the category response function can

4



be succinctly written as .
Pik(0) = Pj_1)(6) — Pi(9), (3)
where k = 1(1)K and K is the total number of categories. Figures 1 and 2 illustrate the

category response functions and the boundary response functions, respectively, for a typical

graded response model item with five ordered response categories: a; = 1.46, B = —.35,

- Bjz = .67, Biz = .97, B4 = 1.94.

Insert Figures 1 and 2 about here

Ability Estimation Under the Graded Response Model

The three ability estimation methods examined in this study were maximum likelihood
(ML), expected a posterior (EAP) and maximum a posteriori (MAP)."
EAP Estimation

The calculation of EAP estimates is relatively simple and noniterative (Bock & Aitkin, 1981;
Bock & Mislevy, 1982). The EAP estimate is the mean of the posterior distribution of 8

given either the vector of observed responses or a response pattern. Let y; be the polytomous

score for item j (i.e., y; = 1,2,..., or K) and let
ik = { 0  otherwise (4)

be the indicator variable for item j. Without loss of generality, we assume that all items in
the test have the same number of categories K. The probability that y; = k at point 8 on

ability continuum is

K
Prob {y; = kl0} = P,u(0) = [] Px(0)". (5)

k=1
The likelihood of 0 given a response vector or a response pattern y; = (y1,92,...,yJ) can be

written as -
(yl|0 H H qu . (6)

where J is the total number of items in the test:
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The EAP estimate of 6 with y; can be approximated to any specified degree of precision

with quadrature points X, and weights A(X,) of a prior distribution using

XQ:XQLI(Xq)A(Xq)

. o
f="25 , (7)

S Li(X,)A(X

9=1

where @ is the total number of quadrature points. When a normal prior is assumed,
Gauss-Hermite quadratures (Stroud & Secrest, 1966) or equally spaced quadratures and the
corresponding weights can be applied. See also Bock and Mislevy (1982) for the posterior

standard deviation formula.

ML Estimation

In maximum likelihood estimation, the likelihood function will be maximized to find an

estimate of . Equivalently, we may work with the log likelihood function
J K
L =1logp(yl6) =Y > ujklog Px(8 (8)
=1 k=1

In order to obtain the § estimate, we differentiate L with respect to 6 and set it to zero. The
equation cannot be solved directly as it is a nonlinear function of 6.

Newton’s method can be used, however, to iteratively estimate §:

dL/do ] | o)

Y0 = 0y - [m (

where () designates the iteration, and dL/d0 and d?L/d0? are the first and second derivatives
of L with respect to 0. (See Baker (1992a) for the required derivatives.)

MAP Estimation

If we assume a prior distribution of 0, we can obtain Bayes modal (MAP) estimates of ability.

According to Bayes theorem,
P(Olyr) o p(wil0) x p(0), (10)

where p(0]y,) is the posterior distribution, oc denotes proportionality, p(y1]0) is the likelihood

function, and p(0) is the prior distribution of 0. The posterior distribution is maximized to
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obtain the MAP ability estimate. Equivalently, we can use the log posterior distribution and

the posterior function F',

log p(6ly1) o log p(yi|6) + log p(8) = F(6). (11)

The Newton’s equation is

dF/df } | 12)
(t-1)

b0 = b6 - [W
where (t) designates the iteration, and dF/df and d? F/d6? are the first and second derivatives

of F' with respect to . For p(f), the standard normal distribution was used in this study.
That is,

0) = sp=enp (-3 ). (13)

The focus of this study was on accuracy of recovery of underlying ability parameters for
three commonly used methods of ability estimation under the graded response model in the
context of marginal maximum likelihood estimation (MMLE). In addition, item parameter

recovery was investigated and compared with results from previous studies (e.g., Ankenmann

& Stone, 1992; Reise & Yu, 1990).

Methods

Data Generation

Data for the simulation study were generated under the graded response model using the
computer program GENIRV (Baker, 1988). The item parameters used to generate the data
(see Table 1) were based on calibration results of the mathematics tests developed as a part
of the Wisconsin Student Assessment System (Webb, 1994). All items had five ordered
categories. The mean of the location parameters Bj; of the original 36 items was .962 and

the standard deviation was .893.

Insert Table 1 about here

Three diflerent lengths of tests were simulated: 5, 10, and 30 items. The items appearing
on cach of the three test lengths are identified in Table 1. Tests of all three lengths are

common in different kinds of performance testing. Performance tests which require students
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to show all of their work often have fewer items than tests which permit students to give
shorter answers. A writing test, for example, which requires examinees to provide an outline
and an essay that is written and then re-written or expanded one or more times in response
to editorial comments, often can have as few as 5 items. Mathematics tests which require
students to show only their answers can often include more items, sometimes as many as 30. ‘

Items were selected so that the three tests all retained approximately the same level of
difficulty. 'The means and standard deviations of the location parameters for each of the
three lengths of tests are given at the bottom of Table 1. For the 5-item .test, for example,
the mean and standard deviation of the location parameters were .966 and .860, respectively.
Note that the mean of the location parameters reflects the difficulty level of the test.

Data were generated for two sample sizes, 300 and 1,000 simulated examinees, with
two underlying ability distributions: N(0,1) and N(1,1). For the purpose of this study,
an approximation based on histograms was used to define the ability parameters instead of
randomly sampling the underlying ability parameters from the specified normal distributions.
There were 11 ability levels. Table 5 contains the number of examinees in each of the @
level for both 300 and 1,000 examinees with N(0,1) and N(1,1), respectively. The difficulty
level of a well-designed test is typically matched to the ability of the examinee group. The
N(1,1) distribution was essentially matéhed to the mean difficulty of the test. The test
would be considered hard, however, for examinees whose ability distribution was N(0,1).
100 replications were generated for each sample size by ability distribution by test length

(2 x 2 x 3) condition.

Item and Ability Parameter Estimation

Two of the most commonly used computer programs implementihg the MMLE algorithm
are MULTILOG (Thissen, 1991) and PARSCALE (Muraki & Bock, 1993). MULTILOG
was used in this study for estimation of item and ability parameters. In MMLE (e.g., Bock
& Aitkin, 1981), the likelihood is marginalized under the assumption that a population
distribution exists. Default MULTILOG options under the graded response model were used
for estimation of item parameters. MULTILOG provides marginal maximum likelihood item
parameter estimates. The AP estirnates of ability can also be obtained in a single item
and ability calibration run. Note that in the context of MMLE, all ability estimates (i.e.,

EAP, ML, and MAP) are obtained assuming itein parameter estimates from the marginalized



likelihood are fixed and true values. Two additional MULTILOG runs for each data set were
required to obtain ability estimates of ML and MAP. A standard normal prior was employed
in ability estimation of EAP and MAP. . |

Linking Item and Ability Parameter Estimates

Since the IRT metric is inherently indeterminate, it was necessary to link parameter estimates
onto a common metric before comparisons could be made. The test characteristic method
for the graded response model (Baker, 1992b) as implemented in the computer program
EQUATE (Baker, 1993) was used to link both item and ability parameter estimafes to the
metric of the underlying (i.e., generating) parameters. Once this was done, then ability
parameter estimates could be compared among the three methods investigated in this study.

First, item and ability parameters were estimated and then linked to the underlying
metric. Next, the computer program EQUATE was used to obtain the transformation
coefficients A and B used to link the parameter estimates to the underlying metric. The

transformation equations for the item parameters under the graded response model are

a; =aj/A (14)

and
. k=Axbi+B (15)
where * indicates the transformed item parameter estimates on the underlying metric.
Similarly, the transformation for the ability parameter estimate for person i (z =1,..., N)

1s

0r = Ax0; +B. (16)

Since the test characteristic curve method of linking used only item parameters, only one
EQUATE run had to be performed for the three ability estimation conditions. In case of the
5-item test, for example, the EQUATE run produced linking coefficients A and B based on

the 5 items. Then, using the A and B coefficients from the EQUATE run, item parameter

estimates for that replication as well as three sets of ability estimates, respectively, were
transformed to the metric of the underlying parameters. A total of 1,200 EQUATE runs
were performed, that is, 100 replications for the three test lengths of the N(0,1) and N(1,1)

ability groups in each of the two combinations of sample sizes.
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Accuracy of Item and Ability Parameter Estimates

In a recovery study such as this, it is possible to evaluate the quality of the results of different
estimation methods by comparing the parameter estimates with the underlying parameters.
Three indices were used in this study: Root mean square errors (RMSEs), statistical bias,
and correlations between the parameter estimates and the underlying parameters.

RMSE for each item discrimination parameter, a;, is defined as

1 & ,
JEE(ajr _aj) » (17)

r=1
where 7 designates the replication and R = 100 is the total number of replications used in
this study.

Similarly, RMSE for an item location parameter, B, is defined similarly as

r=1

1 R
J E Z( jkr IBJk) . (18)

RMSE for ability 0; is defined as

(6;, - 6.2, | (19)
N" r=1

where designates the replication and N, is the number of examinees assigned to 6; for all

100 replications.

Bias is defined for an item discrimination parameter, a;, as

1 R
PN

r=1

(20)

where r designates the replication and R = 100 is the total number of replications.
Bias for an item location parameter, B¢, is defined as

R

z Jkr :BJ’C (21)

Bias for ability 0; is defined as

1 N

-

(22)

T r=1
where r designates the replication and N, is the number of examinces assigned to 0; for all

100 replications.
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Results

Recovery of Item Parameters

Average RMSEs for item parameters over the number of items in the test are given in
Table 2. Figures 3 and 4 present RMSE results to illustrate the patterns of errors for
item discrimination and item location, respectively. RMSEs for item discrimination were
smaller for both the large sample and matched ability conditions. RMSEs were also smallest
for the 30-item test, although differences were generally in the second and third decimal
places. Likewise, RMSEs for location were smaller for the large sample and matched ability
conditions. No differences were found for test length. In addition, RMSEs were smaller
across all cond{tions for boundary location parameters that were relatively matched with

the underlying ability parameters.

Insert Table 2 and Figures 3 and 4 About Here

The patterns of bias results for item discrimination and location parameters are shown
in Figures 5 and 6, respectively. Average bias values for item parameters are given in Table
3. Biases for discrimination parameters were very small for all conditions simulated in the
study. The large sample and the matched ability condition in general yielded better bias
results for item discrimination. Bias values were also very small for location parameters.
There was a tendency for bias results for location parameters to be slightly smaller in the
large sample condition and in the matched ability condition. Essentially, MMLE yielded

item parameter estimates with virtually no bias.

Insert Table 3 and Figures 5 and 6 About Here

Average correlations between generating parameters and parameter estimates over 100
replications are given in Table 4. In general, quality of recovery as indicated by correlations
was similar to results for bias and RMSEs. Correlations for item discrimination were higher
in the large sample and in the matched ability conditions. Correlations were smallest in
the 5-item test. Recovery of location parameters tended to follow the same pattern as for
discrimination except that correlations were very high for all test lengths. Correlations for

the first three boundary location parameters were larger than correlations for the fourth.
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Insert Table 4 About Here

These results indicate that recovery of item discrimination and location parameters was
adequate. Recovery in the large sample and matched ability conditions was better, but
recovery in the small sample and unmatched ability conditions was actually acceptable as

well.

Recovery of Ability Parameters

In the context of ML estimation for 5-category graded response items, examinees whose
responses are all 1’s or 5’s can not be estimated. The average numbers of such candidates
over 100 replications are given in Tables 5a to 5d at the ability levels used to generate the
data for each sample size for both matched and unmatched ability conditions.

The number of candidates generated at each ability level in the sample is indicated in
the last line of each of these smaller tables. As an example, 20 candidates were generated
at an ability of —.5 in the 300 examinee, matched ability condition (see Table 5b). An
average of 2.44 of these examinees had non-finite ability estimates on the 5-item test. On
the 10-item test, this average was .34 examinees and for the 30-itemn test, the average was
0. The results in Table 5 do not indicate the quality of recovery of ability parameters under
ML estimation but they do indicate where the bulk of the data were located and how much

data were recovered by the ML method.

Insert Table 5 About Here

The pattern of RMSEs across ability can be seen in Figure 7. For the 10-item test,
RMSEs were larger at the ends of the ability distribution and smaller in the middle of the

distribution. This same general pattern was found for both the 5-item and 30-item tests.

Insert Figure 7 About Here

Average RMSEs in ability estimates are given in Table 6. Recovery of underlying ability
parameters did not appear to differ by methods of estimation. There was a clear effect on

recovery, however, for test length: RMSEs decrcased with an increase in test length. In

10
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addition, RMSEs were slightly smaller for the matched ability condition. Sample size did
not appear to have an effect on magnitude of the RMSEs in Table 6.

Insert Table 6 About Here

The pattern of bias statistics across ability levels can be seen clearly in Figure 8. For
example, for the 5-item test in the small sample condition, recovery was poorer for the
low ability examinees in the unmatched ability condition. This same general pattern: was
observed for the 10-item and 30-item test lengths as well. Sample size did not appear to
have an effect on recovery of ability parameters. Bias values were smaller, however, for
all methods in the matched ability condition and decreased as test length increased. ML
tended to yield relatively smaller sizes of bias than did EAP and MAP except 5-item test
with N(0,1). Bias patterns from EAP and MAP are very similar. EAP in general yielded
smaller bias than did MAP. Note that there are many cases where ML estimation was not

possible.

Insert Figure 8 About Here

The averége biases for ability parameter estimates for each of the three estimation
methods are given in Table 7. Bias statistics decreased as test length increased. Sample
size did not appear to have an effect on recovery of ability parameters. Bias statistics were
also smaller for all methods in the matched ability condition and for the EAP method in the

unmatched ability condition in both large and small samples.

Insert Table 7 About Here

Average correlations between generating parameters and ability estimates over 100
replications are given in Table 8. The average number of non-finite cases excluded under ML
is also given in the right column in Table 8. As an example, an average of 44.34 cases were
excluded from each replication for the 5-item test in the small sample unmatched ability
condition. In general, the results appear to be consistent across estimation method. ML
estimation did have slightly lower correlations in the 5-item length test due to exclusion of

examinees but these differences were quite small and are essentially negligible. Recovery as
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measured by correlations improved with an increase in test length. Both test length and

ability matching condition appeared to have some impact on recovery.

Insert Table 8 About Here

Discussion

The comparability of ability estimates under IRT across different estimation algorithms is
an important concern for test developers. The expectation is that ability estimates should
be the same across all methods. Whether or not this is the case for the graded response
model, however, is not clear. The only work that has been reported on this Asubject has been
done in the context of dichotomous models. This is unfortunate given the importance of
polytomous models in alternative measurement procedures such as performance assessment.
Several different methods are available for ability estimation for the graded response model.

In this paper, we have compared simulation results from three of the more commonly used

‘methods, maximum likelihood estimation, expected a posteriori estimation and maximum a

posteriori estimation.

The recovery study approach used here permitted comparison to be made between
the generating parameters and the estimates of those parameters. The simulation results
indicated that recovery of item parameters was good. Consistent with previous research,

test length was an important factor in recovery of the discrimination parameters. Recovery

“of discrimination parameters was not as good for the short, 5-item test as for the 10- or

30-item tests. Recovery of both discrimination and location parameters was better in the
large sample size and the matched ability conditions.

Recovery of ability parameters was generally better in the longer tests. Sample size
appeared to have had little effect on recovery. Test length, however, did have an effect:
Recovery for the 1.0- and 30-item tests was better. Few differences were found among the
three methods in recovery of ability parameters. As might be expected, ML was not able
to estimate ability for examinees with answers that were all 1s or all 5s. In the unmatched
ability condition, bias statistics suggested that ML estimation recovered less well for the
short, 5-item test than either EAP or MAP. But, both ML and MAP recovered underlying
ability parameters better for the 10- and 30-item tests in the unmatched ability conditions.

These results were not present, however, in either the RMSEs or correlations.
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Results from the present suggest that, in general, ability estimation using any of the
three algorithms is appropriate when ability is well-matched to test difficulty. When this
1s not the case, based on the bias results, choice of algorithm may need to take test length
into account. That is, when examinees are tested with a hard test, ability estimation for
short tests might be better with either.the EAP or MAP methods. Results of this study are
‘encouraging in that recovery under all simulated conditions was generally quite good. That
is, the ability estimation algorithms implemented in MULTILOG appeared to be relatively

robust under the conditions simulated here.
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Figure 2.
Figure 3.
Figure 4.
Figure §.
Figure 6.
Figure 7.

Figure 8.

Figure Captions

Category Response Functions for a Five-Category Item

Boundary Response Functions for a Five-Category Item

Pattern of RMSEs for Item Discrimination Parameter Estimates
Pattern of RMSEs for Item Location Parameter Estimates
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Pattern of Biases for Ability Parameter Estimates

17



1c

09
BleyL

wa3l A10583ED-2ATI B 103 suorzoung ssuodsasy £310H533e) 1 8anbig

00

¢0.

AV

90

80

0L

(eyaul)d




€0

a2
2

SEIT
¢ z L 0 L- z- ¢-
| | | |
. : ! | o
(]
o
N
| ©
H O
Py
-
=3
Q
| o 2
(e))
o
(0 0]
-
- o

wa31I Ax06931€3-3ATJ B 0] Suorioung asuodsay Axepunog -z aanbrg




PRI P

(1'L)N ssauiwex3 gool swal| og

eydyy
o€ )4 0z Sl ol
P L LR I

(1'LN saaulwex3 pog swal og

00

¥

8’0

00

¥o

80

ISWY

ISWY

eydy

[+2% gz 0z Sl [

R A

(1'0)N saaulwex3 ppoL sway o¢

eydyy
0t ¥4 0z Sl ot
P T

(1'0)N sasulwex3 pgog sway og

SRS uvaoE.&udL uoryeurasi(y EU: 10} SHSINY Jjouneg g u.sab.w.%

00

144

80

00

(4]

8’0

ISWY

ISNY

eydyy ml_ m<J _<><->Qoo ,.-.wm mmﬁz

0¢ K4 0z gl 0l

(1'1)N saauiwex3 g0l sway o)

eydyy

0t S¢ 0z Sl 0L

(1'L)N s3auiwex3 ppg sway o1

eydyy

(42 ST 0z Sl 0l

(L'1)N s@auiwex3 pop|L sway §

eydjy

13 x4 0z Sl ot

(1'L)N s@3ulwex3 gog sway §

o
o

¥o

80

00

¥

80

00

¥

80

00

¥o

80

ISNY

ISNY

ISWY

ISWY

ve

o¢c ST 0z Sl ol

(1'0)N sasuiwex3 oot swayy oL

eydyy

e S¢ 0z Sl 0l

(1'0)N s@aulwex3 gog sway 01

eydjy

ot x4 0z Sl 0l

(L'0)N sasulwex3 ppo| sway g

eydjy

0¢ x4 0z Sl alt

(1'0)N saauiwex3 pog sway g

v 0 00
ISNY

80

144 0¢
ISWY

80

144 00
ISWY

80

vo 00
3ISWY

80

E

Q
-RIC



el d e

Pieedy O AABAIAY, MR e ¢ W 4w, o

(1'1N ssauiex3 gogL sway og

ejag

(1'1)N seaulwex3 0og sway og

00

[ 4Y]

80

00

¥'0

80

g
@\

ISWY

ISWY

€ Z 3 0

elag

I-

TP Sathaalal Dl e SEON
-

(1'0)N s@aulwex3 oo sway og

ejag

Z 3 0

. PR SURY L R L LT X
w5 v

(1'0)N sa@auiwex3 gog sway o¢

m,vawE:mm_ 191pwete | 101120 WY 10§ SFSNY Jo utnye ] *§ aunbig

00

[ 4Y]

80

00

¥'0

8'0

ISWY

ISWY

eleg

€ Z i 0 i-

arate S eveas sl o L,

(1'1)N s@auiwex3 ggo| sway g}

elag

(11N saauiwex3 gog sway oL

(1'1)N saauiwex3 ggo| sway g

elag

Z 3 0 L-

e R ..

(1'1)N sosulwex3 go¢ sway §

00

(&Y

80

00

[4Y]

80

00

(&Y

80

00

14

80

ISWY

ISWY

ISy

ISWY

93
€ Z [} 0 t
S »
<
9
(1'0)N ssaulwex3 Qoo swaij g}
ejlag
% Z [ 0 -
RN bt L !..n.. . M
.
<
a
(1'0)N s@auiwex3 pog swayj 0}
ejag
% Z [} 0 i-
S =
<
@
(L'0IN seauiwex3 goo| sway g
elag
% Z [ 4] t-
, ARSI | " . LY 4
S =
<
@
@]
o=
(1'0)N seaulwex3 gQg sway G ;
E ym

-



eydiy m N
o¢ s 0z St ot

. Mg ms Pme e,

(1'1)N sasuiwex3 0p0 | swayf og

eydjy

0t 5 0z s1 ol

. " *Sma. eNds e

(1'1)N s@aunuex3 pog sway og

[

00

[

00

oL

selg

seig

J7aVIIVAV AdOD 1§34

eydjy eydjy
oe ST 0z g ot o¢ (44 0z [} [}
e Y mame ttpms e o % .. e v e o
(1'0)N s@auiwex3 pooi sway| o (1'L)N sasuiwex3 gooy sway o1
eydy eydyy
0o¢ X4 (1)r4 S'L [V¥} (13 ST 0z [} 0l
. Tt P as senay s o M % . . . « ta M
(1'0)N saauwex3 oog sway| og (1'1)N saauiwex3 pog sway o1
eydyy
0¢ (A [ 4 Sl ot
(L'L)N s@auiwex3 po0 | swaj) §
eydjy
o¢ ST 0e Sl LY

$9j1ewsy Jonowrele | :O_aﬁ:m—:_.—Ume w1y 10j m.:_,_mOM.— selqy jo uIoed ¢ wk.:%.ﬂk

(L'1LIN saaujwex3 gog¢ swayl G

seig

ot

00

00

0

seig

selg

seig

m m eydiy
0¢ (¥4 0z ¢l ot
(1'0)N seauiex3 ppoL sway g}
eydiy
ot s 0z 51 01
-t . LI ) M
(1'0)N saauiex3 pog sway o)
eydjy
o¢ s 0z g1 o
(1'0)N s@suiwex3 poo | swall §
eydjy
o¢ ST 0z Sl ot

(1'0)N saaulwex3g pog swal| §

seig

seig

00 oL .

oL

oL

00

Q
-RIC

seig

selg

1



elag

® e i s & o P s Sre

(L'L)N saauiwex3 0oL swal| og

elag

€ 4 3 0 i-

WPl o s mage. o e o § Sas B

(1'1)N saauiwex3 gog sway| og

0L-

00

oL

0L

00

seig

seig

eleg

MO PI L adues S e & - o .

(L'0)N ssauiwex3 ggg| sway og

elag

£ z 1 0 i

Ll 0 1 P Nwmptambie, wiy et @ @ @ Pt

(1'0)N s@sulwex3 gog sway) o¢

9IRS J9jPWRIR] UOINeI0T] WY 10} s)[nsoy selgy jo uroe g aunb,g

[N

00

0'L-

00

oL

seig

seig

LT O Mumer ey e g e .

(L'L)N saaulwex3 gogL sway g1

0'L-

00

oL

00

oL

[

00

ejag
€ Z A 0 L-
(1'1)N sa@aulwex3 gog swal| 0|
ejag
€ Z l 0 L-
(1'L)N saauiwex3 0oL sway ¢
elag
€ Z A 0 L-

oL

[

00

(1'L)N sasulwex3 gog sway §

oL

seig

seig

seig

seig

uo

W tamt o e semar  tewe e e e .

(L'0)N seauiwex3 ggo1 sway g}

ejog

€ 4 3 . 0 -

Pl LI N T Y s S e .

(1'0)N saaulwex3 gog sway g1

elag

0'L-

00
seig

ot

0L

00
seg

0L

00
selg

(L'0)N sa@auiwex3 goQL sway g

elag

€ 4 3 0 -

(1'0)N se3uiwex3 opg sway) g

[

0L

00
seig

Aruitoxt provided by Eic:

E\.



ﬁv Anqy
€¢ .
Z

3 0 -

dvW - -
dv3
W —

(1'1)N seauiwex3 pooL sway og

Anay

dviN
dv3

(11N s@auiwex3 gpg swayj og

00

[

0T

00

0T

IS

ISWY

Ay

dviW - -
dv3
W —

(L'0)N saaujwex3 0ol sway| og

Aunay

dvYW
dv3
W —

(1L'0)N s@suiwex3 gog sway| o¢

soyewrtysy AY[IQY 10f SIS Jo uiajye 4 aunbiyg

00

oL

0T

00

ot

02z

ISWY

3ISWY

Aunay

dvW - — .
dv3
W —

(L'L)N saauiwex3 gpo | sway g1

Aunay

dviN
dv3
W —

(11N saaunwex3 gog sway| g

Aay

dVvW
dv3
W —

(1'1L)N seauiwex3 ool sway G

3:5(

dvW
dv3
[ J—

{(1'1)N sasuiuex3 pg¢ swayl g

00

0z

00

[N

0z

00

oL

0z

00

0z

ISNY

3ISWY

3SWY

ISWY

Annay

(1'0)N s@auiwex3 gooL sway) g}

Amay

dv3
W

(1'0)N seauiwex3 gpg sway g

Aay

(1'0)N s@3ulwiex3 gQo| sway §

Amay

W

(%)

(1'0)N saauiwex3 gpg sway| §

00

[

0z

ot 00

0z

00

0l

JAruntoxt provided by exc |8

E

IS

IS

IS

ISWY



Ay

€ z 3 0 -

(L'LIN saauiwex3 0001 sway O¢

Ay
€ z I 0 -
[N TP s
=t
dv
dv3
1 J——

(11N saauiwex3 oog sway) 0g

selg

selg

Aurgy = dﬁ—<&-<>< >Qoo -—-wwm

z 3 0 I- z -

dviv. - .. — -

(1'0)N sesuwex3 ooy sway og

Aurqy

z 1 o z

dvin
dv3
W —

(1'0)N saauiex3 gog sway og

soreWNST] £)[IqY 10§ saself] jo uIdIR ] *@ unbiy

seig

selg

Anqy
€ z 1 0 1
TR T
dvil - — — ~
dv3
W —

(1'1L)N seauiwex3 ool sway 0}

Aqy

€ z 3 0 -

(1'1)N saaurwex3 gog swayl o}

Auay

(L'L)N saauiwex3 oot sway) §

Ay

€ z 3 0 -

(1'L)N s@aulwex3 gog sway g

seig

selg

seig

seig

Aupay
4 l 0 1 z
M-l TP T
dvyW - —
dv3 BRI
W —

(L'0)N sa@autwex3 ool sway o)

Amqy

z 3 0 - z

Nl B N

dviN
dv3

(1'0)N s@auiwex3 gog sway gl

Aurqy

z 3 0 - z

(1'0)N saauiwex3 ppgL sway| g

Ay

z 3 0

selg

0
seig

0
serg

(L'0)N saauiwex3 gog swal g

)

4 0 - FAd

E



Table 1
Item Parameters Estimates for Spring, 1994 Mathematics Field Test and
Generating Item Parameters for 5-, 10- and 30-Item Tests

Parameter Test Length
Item No. aj R B2 B3 Bj4s  S5-Item 10-Item 30-Item
1 1.46 -.35 67 97 1.94 1
2 1.73 .18 90 1.29 1.94 1 2
3 1.81 -.37 .03 91 2.29 1 3
4 1.53 -.56 -.13 .80 2.22 4
5 1.57 -.38 49 1.04 2.33 5
6 1.89 -.61 .63 1.37 2.34 6
7 1.89 .01 .67 . 1.33 2.18 7
8 1.84 -.23 31 .98 2.46 : 8
9 1.71 -.98 -.16 1.45 1.94 2
10 1.93 -.31 .60 1.27 2.44 3 9
11 2.53 -.36 .53 1.20 2.34 4 10
12 2.09 -.26 .70 1.46 2.17 2
13 2.42 .24 .70 1.41 2.14
14 1.79 -.52 .39 1.54 2.00 11
15 1.86 -.53 -.12 1.27 2.25 12
16 2.35 .06 99 1.50 2.20 13
17 1.79 -.20 .49 1.00 2.40 5 14
18 2.12 .20 .56 1.40 2.00 15
19 2.07  -.44 18 1.34 2.15 16
20 1.95 -.04 .74 1.14 2.30
21 2.19 -.01 .39 1.36 2.01 17
22 2.40 .10 1.06 1.61 2.01 6 18
23 1.79 -.10 35 1.01. 2.22 7 19
24 2.12 .19 1.10 1.45 2.01 8 20
25 1.75 -.57 .93 1.31 2.01 3 21
26 2.16 .59 91 1.32 2.01 4 22
27 1.86 -.02 .63 1.28 2.01 23
28 1.71 .14 .45 98 2.16 ’ 9
29 2.22 .52 .85 1.43 2.01 24
30 2.18 -.27 .58 1.24 2.25 25
31 2.01 —.66 41 1.63 2.24 26
32 2.14 .05 71 1.03 2.09 5 27
33 2.13 .43 1.15 1.47 2.06 10 28
34 2.12 .08 .70 1.12 2.09 ’ 29
35 1.95 -.18 .78 1.31 2.01
36 2.05 .19 .61 94 2.38 30
Mean 1.975 -.138 877 1.254 2.156 .966 .995 996
SD 252 355 .330 215 .154 .860 879 .887

- BEST COPY AVAILABLE
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Table 2
Average Root Mean Square Errors
In Item Parameter Estimation

Parameter

Examinee Ability Item a; By B2 Bz Bi

300 N(0,1) 5 244 .075 .079 .109 .176
10 .209 .077 .080 .105 .184

30 190 .077 082 .109 .178

N(1,1) 5 216 .103 .075 .069 .101

- 10 .185 .101 .075 .074 .095

30 .176 .103 .080 .075 .106

1,000 N(0,1) 5  .126 .042 .043 .058 .099
10 .110 .041 .047 .061 .098

30 .100 .041 .044 .058 .096

N(1,1) 5  .116 .054 .038 .038 .053

10 .100 .055 .043 .039 .058

30 .092 .057 042 .041 .056




* e

Table 3

Average Bias in Item Parameter Estimation

Parameter
Examinee Ability Item aj B Biz Bz B
300 N(0,1) 5 027 .022 .004 .003 .001
10 021 .006 .002 -.001 -.006
30 .029 .003 .002 -.001 .008
N(1,1) 5 .018 .003 .003 -.000 -.002
10 .011.  .002 -.000 .000 -.004
30~ .024 -.004 -.000 .001 .001
1,000 N(0,1) 5 .007 .003 .002 -.002 .001
10 -.006 .008 .003 -.002 -.003
30 .009 .001 .000 -.001 .003
N(1,1) 5 .002 .001 .001 .002 -.004
10 -.009 .005 .003 -.000 -.001
30 .006 -.001 -.000 .000 .000

28



Table 4

Average Correlations Between Item Parameters and Estimates

Parameter
Examinee Ability Item aj Py Pz Bis B
300 N(0,1) 5 559  .988 .978 .909 .449
10 810 .984 .982 906 .734
30 803 .976 .970 .892 .662
N(1,1) 5 .601 .975 .982 960 .750
10 848 973 .984 .948 .896
30 828 957 .972 .946 .826
1,000 N(0,1) 5 826 997 .994 972 .738
10 932 995 .994 .965 .889
30 927 993 .991 .968 .859
N(1,1) 5 841 992 996 .988 .911
10 944 992 995 .986 .958
30 939 986 .992 .983 .943

39
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Table 5 : .
Average Number of Non-Finite Ability Estimates from Mazimum Likelihood Estimation in 100 Replications

Table 5a: 300 Examinees N(0,1)
Underlying Ability

No. of Items —-2.5 -2.0 -1.5 ~1.0 -5 0 .5 1.0 1.5 2.0 2.5
5 3.70 6.75 13.46 13.20 5.59 .85 0 0 01 17 61
10 3.41 5.69 8.30 4.94 .73 .01 0 0 0 . 0 .03
. 30 2.65 2.54 1.75 .10 0 0 0 0 0 0 0
No. of Examinees 4 8 20 36 52 60 52 36 20 8 4
Table 5b: 300 Examinees N(1,1)
] Underlying Ability
No. of Items -~1.5 -1.0 -.5 0 .5 1.0 1.5 2.0 2.5 3.0 3.5
5 2.52 297 2.44 .51 .02 0 .05 .59  2.80 3.60 2.89
10 1.43 1.18 .34 0 0 0 0 .01 .36 1.36 2.07
30 .27 .02 0 0 0 0 0 0 0 .01 37
No. of Examinees 4 8 20 36 52 60 52 36 20 8 4
Table 5c: 1000 Examinees N(0,1)
Underlying Ability
No. of Items —-2.5 -~2.0 -1.5 -~1.0 -5 0 .5 1.0 1.5 2.0 2.5
.5 11.30 23.66 4354 4544 19.62 2.78 .13 0 .03 .55 1.62
10 10.40 19.41 28.29 17.24 2.54 .04 0 0 0 0 17
30 7.60 10.29 5.15 33 0 0 0 0 0 0 0
No. of Examinees 12 28 66 121 174 198 174 121 66 28 12
Table 5d: 1000 Examinees N(1,1)
Underlying Ability
No. of Items . -~1.5 -~1.0 -.5 0 .5 1.0 1.5 2.0 2.5 3.0 3.5
5 7.75 10.51 6.99 1.55 11 0 .07 2.26 9.32 12.58 8.71
10 4.84 3.81 .94 .03 0 0 0 0 1.18 4.64 584
30 .92 .06 0 0 0 0 0 0 0 .06 1.19
No. of Examinees 12 28 66 121 174 198 174 121 66 28 12

Q 30 4 0
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Table 6
Average Root Mean Square Errors in Ability Estimates

Method
Examinee Ability Item EAP MAP ML  +oo°

300 N(0,1) 5 450 441 446  44.34
10 352 335 334 23.11

30 206  .208 .209 7.04

N(1,1) 5 410 402 430  18.39

10 322 298 315 6.75

30 174 179 188 67

1,000 N(0,1) 5 444 438 442  148.67
10 349 333 .33¢  78.09

30 205 206 .210  23.37

N(1,1) 5 405  .399 429  59.85

10 316 296 314 21.28

30 171 178 186 2.23

®Average number of non-finite ability estimates under ML.

41
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_ Table 7
Average Bias in Ability Parameter Estimates

Examinee Ability Item

Method

EAP MAP ML o0

300 N(0,1) 5
10

30

N(1,1) 5

10

30

1,000 N(0,1) 5
4 10

30

N(1,1) 5

10

30

.005
.024
.014
-.001
.004
-.001
.005
.019
.012
.002
.000 -
.000

050 .130 44.34
059 .051 23.11
036 .002  7.04
000 -.007 18.39
006 .001  6.75
-.001 -.001 67
049 .130 148.67
051 .049  78.09
035 .002 23.37
003 -.006 59.85
.00l -.002 21.28
000 .000 223

¢ Average number of non-finite ability estimates under ML.

32
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Table 8
Average Correlations Between Ability Parameters and Estimates

Method

Examinee Ability Item EAP MAP ML +oo®
300 N(0,1) 5 887 891 .867 44.34
10 932 938 932 23.11
30 976 976 975 7.04
N(,I) -~ 5 911 .914 .894 18.39
10 945 954 .949 6.75
30 985  .984 .983 .67
1,000 N(0,1) 5 889 891 .869 148.67
10 932 938 932 78.09
30 976 976 .975 23.37
N(L,1) 5 912 914 .894 59.85
10 946 954 949 21.28
30 985  .984 .983 2.23

®Average number of cases excluded under ML.
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