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The Use of Planned Comparisoiis in Analysis of Variance Research

Although classical OVA tests (ANOVA, ANCOVA, MANOVA, MANCOV A) remain

pepular in educational research, some researchers (Benton, 1989; DuRapau, 1988; Keppel, 1982;

Kuehne, 1993; Thompson, 1988, Tucker, 1991) have recently suggested that planned
comparisons can be superior alternative to unplanned comparisons or classical ANOVA tests
followed by post hoc testing . They all maintained two important advantages of using the
planned comparisons. One important advantage of planned comparisons is that planned
comparisons can have more statistical power against Type Il error (not rejecting the null
hypothesis when it is false) than unplanned post hoc tests. In other words, it is possible for a
specific comparison to be statistically significant when tested by planned comparisons but not
significant when tested by unplanned post hoc comparisons (Pedhazur, 1982, pp. 304-305).
Another advantage is that planned comparisons may force the researcher to think thoughtfully
about research design. To use planned comparisons, a researcher must carefully consider the
possible relationships among groups and then decide to which groups ought to be compared.

The present paper briefly describes unplanned and planned methods of cvaluating
differences between means and explains orthogonal versus nonorthogonal contrasts to help the
researcher understand a framework of planned comparisons. A small heuristic data set is
generated to illustrate the superiority of planned comparisons over omnibus ANOVA testing and
to compare nontrend orthogonal contrasts and nonorthogonal contrasts.

Classical ANOVA Followed by Post Hoc Unplanned Comparisons

Unplanned comparisons (also called g posteriori or post hoc) refer to classical omnibus

OVA tests followed by post hoc tests. Classical ANOV A mcethods traditionally test the null
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hypothesis of equality among means. If a statistically significant difference is found in the initial
ANOVA test involving more than two groups, then the researcher using classical ANOVA

methods needs to conduct post hoc or a posteriori tests to locate where the statistically

significant results occur within ways having three or more levels. Many “unplanned” or “post-

hoc™ tests are available, including Scheffe, Tukey, L.SD, or Duncan tests, etc. Post hoc
comparisons usually involve all possible comparisons of mea. .s, even though researchers may be
only interested in testing only a few of these comparisons. When a researcher performs multiple
t-tests on all possible pairs of means within one study, there is an inflation of experimentwise
Type [ error rate, i.¢., the possibility of making one or more Type I errors for the set of all
possible comparisons. As Thompson (1990) notes,

When several hypotheses are tested within a single study, the experimentwise

crror rate may not equal the nominal testwise alpha level used to test each of the

separatc hypotheses. If all hypotheses are perfectly correlated, then and only then

will there be no inflation of experimentwise error rate, because in actuality only

one hypothesis is rcally being tested. 1f the hypotheses are at all uncorrelated,

then there will be at least some inflation of the experimentwise error probability.

The inflation is at its maximum when the hypotheses are perfectly uncorrelated.

(P. 6)
In order to maintain the a priori Type [ error rate (), statistical adjusiments (i.e.. Bonferroni-type
corrections) are incorporated into unplanned tests of comparisons. Fven though this procedure
controls the experimentwise error rate, it is extremely conservative and may result in no

statistically significant comparisons even when the ANOVA test is statistically significont
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(Hinkle, Wiersma, & Jurs, 1988). In other words, these adjustments decrease power against

Type 11 errors. Tucker (1991) states that because a given unplanned post hoc test corrects the
alpha level for all the possible comparisons for a given study, even comparisons not of interest to
the researcher, unplanned tests have less statistical power against Type Il error. Due to this

trade-off, many researchers encourage the use of alternative analytical methods for comparing

group means.

Planned Comparisons

Planned contrasts refer to comparisons of means (simple or complex) that are of the only
interest to researchers and the researchers anticipate that these means might be different (Wang,
1993). Planned (also called “a priori” or “focused™) comparisons, as stated earlier, have been
suggested as a valuable alternative to post hoc tests, for two reasons. In addition to increasing
power against Type Il errors, planned comparisons tend to make the researcher plan the research
more thoughtfully. In planned contrasts, a researcher choose hypotheses carefully and then goes
directly to the questions (differences between particular groups) that the researcher is interested
in, bypassing the omnibus test. Planned comparisons typically involve the weighting of data by
sets of contrasts. Various types of planned comparisons are available, including both orthogonal
and nonorthogonal comparisons. Also, the contrasts may be nontrend or trend, depending upon
the nature ot the research design. If a researcher is interested in the patterns in the group means
across all the groups, trend contrasts (i.e., linear, quadratic, cubic. ¢tc.) can be performed instcad
of nontrend contrasts. Discussion on trend contrasts is beyond this paper and more information
can be found in Fisher and Yotes (1957, pp. 90-100) and icks (1973). This paper focuscs on

orthogonal or nonorthogonal nontrend contrasts.
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Orthogonal versus Nonorthogonal Contrasts

Planned comparisons are uncorrelated or orthogonal when each contrast totals zero and
when the sum of the cross-products of each pair of contrasts totals to zero. With orthogonal
planned comparisons, complete sets of orthogonal contrasts for different hypotheses can be

generated. The orthogonal contrasts for three, four, and five treatment groups are presented in

Table 1.

INSERT TABLE 1 ABOUT HERE

Each set of orthogonal contrasts can make K-1 contrasts (hypotheses) which always

equals to the number of degrees of freedom for a given effect. In three group case, two contrasts
(3 - 1 =2) are possible, testing two hypotheses (Ho(): YA - (LB + LLe) /2= 0, Ho@): UR-Uc=0).

Each contrast costs only one degree of freedom. Both planned contrasts and omnibus effects
followed by post hoc tests account for the same variance, but do so in different ways. Figure 1
presents three diagrams to ill*-strate the difference with a three level way.

Some researchers have disagreed on whether to use orthogonal or nonorthogonal
contrasts. Some researchers argue that planned comparisons should not necessarily be
orthogonal. Hubery and Morris (1988, p. 576) argue that a rescarcher should ask interesting
research questions and not be restricted by orthogonality. The argument is that orthogonal
contrasts may not address all possible interest. Furthermore, it is possible for a set of orthogonal
contrasts to test extra hypothesis, which are not of interest, to meet the orthogonal constraints.
For example, for a three level way presented in Table 1. the rescarcher is only interested in the

first hypothesis . Once the first contrast (2. -1, -1) is established, to be orthogonal the sccond
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contrast (0, 1, -1) must test an additional hypothesis which is not of interest. Winer(1971, p.175)
maintains that “whether these comparisons are orthogonal or not makes little or no difference.”
However, most researchers believe that orthogonal planned comparisons have special appeal.
Keppel (1982, p. 147) explains that orthogonal comparisons are uncorrelated. That is, decisions
regarding the null hypothesis of one comparison is not influenced by decisions regarding any
other orthogonal comparison. Such independence seems desirable in the analysis of relationships
among means. The potential difficulty with nonorthogonal comparisons is interpreting the
different outcomes because nonorthogonal contrasts provide some overlapping information.
Thompson (1990) suggests three advantages of using orthogonal contrasts. First, the exact
testwise and experimentwise error rates are both known to us. Second, interpretation tends to be
facilitated since equivocal or ambiguous results are less likely. And third, the logic underlying
findings can be better gencralized to the practice in popular omnibus OV A applications using
balanced designs, since classical omnibus tests in such cases arc also periectly uncorrelated.

A Concrete Heuristic Example

A small heuristic data set was generated to illustrate the superiority of planned
comparisons over omnibus ANOVA testing. Suppose the research questions arc:

1). Is Group 1 different from Group 2, 3, and 4 in the performance score?

2) Are Group 1 and 2 diffcrent from Group 3 and 4 in the performance score?

Table 2 presents the example of one-way case with four groups. Three subjects are
evenly assigned to cach group, thus creating a balanced design. The dependent variable consisted
of hypothetical scores on a measure of performance. The one-way ANOVA procedure tests the

null hypothesis Ho: [Li= 2 = 3= b
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INSERT TABLE 2 ABOUT HERE

Table 3 presents the results of an one-way ANOVA tests for these data. The procedure
indicated no statistically significant differences among the means of the four groups(F=2.4,
df=3/8, p=0.1433). Therefore the null hypothesis (11=p2=p3=p4) is not rejected, indicating no
statistically significant difference in the overall F test. Although a post hoc test is not necessary
when statistically no significant results are found in one-way ANOV A, for illustrative purposes
post hoc analyses were performed. None of the post hoc or unplanned tests detected that any two

group means were significantly different at the 0.05 level.

INSERT TABLE 3 ABOUT HERE

However, if a planned comparison tests are performed in the place of the overall
ANOVA, a statistically significant difference between means would be discovered. As an
cxampie of nontrend orthogonal contrasts, two sets of contrasts (A and B contrasts presented in

Table 2) are applied. Each set is made with three contrasts (e.g., Al, A2, A3, ---). The sct A is
to address the first research question ( Ho: 1 — ({2 + p3 + p4) = 0). The set B is to address the
second ( Ho: (M1 + p2) - (W3 + pa) =0). In fact, contrasts A3 and B1 address the very
questions the researcher is interested in.

Table 4 presents the results of nontrend orthogonal comparison tests. In Set A, the

contrast between G1,2.3 and G4 is found statistically siguificant at 0.05 level. Also. the contrast

hetween (1.2 and G3. 4 is found significant in Sct B at 0.05 level. The total variance (450)
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explained by three contrasts in each set equals to the sum of squares explained in OV A test in

Table 2.

INSERT TABLE 4 ABOUT HERE

As an example of nonorthogonal contrasts, two contrasts (C1 and C2 presented Table 2)
are applied to address the same research questions used in the orthogonal contrasts. Note that the

sum of the cross products of the contrast coetficient in the pair is not zero. Only the first contrast

testing the hypothesis Ho: p1 — ({2 + 13 + Lls) = 0 has statistically significant results at 0.05

level, as noted in Table 5. The sum of variance explained by two contrasts (400 + 300 = 700)

exceeds the sum of squares explained by ANOVA (450) because these two contrasts provide

overlapping information about the explained variance.

INSERT TABLE 5 ABOUT HERE

Summary

This paper used a hypothetical data to show that planned comparisons can detect a
significant difference between means or a pair of means while a classical OVA test fails to find
any statistical significance. Methodolosjically, planned comparisons have important advantages
over unplanned or post hoc tests when researcher has theoretical grounds for focusing on a
particular hypothesis or hypotheses. Therefore, researchers need to think about the research topic
thoughtfully before they merely choose an cmnibus ANOVA test. When researchers arc
uncertain of the comparisons they wish to make, omnibus ANOVA tests would be applied.

Kerlinger (1986, p. 219) concedes that a posteriori comparisons can be usclul in rescarch “for
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exploring one’s cata and for getting leads for future study” but suggests that planned or priori

comparisons are “‘perhaps more important scientifically.” To encourage the use of planned

comparisons, an in-depth explanation about the methods should be introduced in statistical

textbooks.
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Figure 1
Variance cxplained by three methods

One-way ANOVA Planned Orthogonal Planned Nonorthogonal
Contrasts (C1, C2, C3) Contrasts (C1, C2)

/N
_ \Y/

Explained

Table 1

Examples of Orthogonal Planned Contrasts
3 Levels

Ha: Is any one group (A in this case) different from other groups?

A B C

2 -1 -1 (» The hypothesis that a researcher wish to test)
0 1 -1

4 Levels

Hal. Is any one group (A in this case) different from other groups (B, C, & D)?

Ha2: Is there any difference between pairs of treatment groups (A & B vs C, D)?

Ha Ua>
B | B C
- ‘l ES - 1

2 0
0 ! -1
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5 Levels
Hai.Is any one group (A in this case) different from other groups (B, C, D, & E)?

Ha2: Is any pair of groups (A and B in this case) different from other groups (C, D, & E)?

Hat Haz
A B C D E A B C D E
C1 4 -1 -1 -1 -1 % ct -3 -3 2 2
N C2 0 3 -1 -1 -1 c2 0 0 0 1 -1
- C3 0 0 2 -1 -1 C3 0 0 2 -1 -1
C4 0 0 0 1 -1 Cc4 1 -1 0 0
- Table 2
A Hypothetical Data for Analysis
- - ID Group DV Al A2 A3 Bl B2 B3 C1 C2
_ I D) SRS (RS SRS S S Y S B :
2 120 -1 -1 - -l - 0 -1 -
3 1 30 -1 -1 -1 -1 -1 0 -1 -1 :
4 2 10 1 -1 -1 -1 1 0 -1 -1
- 5 2 20 1 -1 -1 -1 1 0 -1 -1
6 2 30 1 -1 -1 -1 1 0 -1 -1
7 320 0 2 -1 1 0 -1 -1 1
8 325 0 2 -1 1 0 -1 -1 1
-~ 9 330 0 2 -1 1 0 -1 -1 1
10 4 3 0 0 3 ] 0 1 3 1
11 4 35 0 0 3 1 0 1 3 1
12 4 40 0 0 3 1 0 1 3 1
i Table 3
Classical ANOVA Analysis Results
Source SOS  DF  MS F Sig IF I:ffect Size
Explained 450 3 150.00 2.4 01433 47.37 %
Residual 500 8 62.50
Total 950 11

LG
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Table 4

Resuits from Planned Orthogonal Contrasts (set A)
Source SOS DF MS F Sig F Effect Size
Gl vs G2 (Al) 0 1 0.00 0.0 0%
G1,2 vs G3 (A2) 50 1 50.00 0.8 5%
G1,2,3vs G4 (A3) 400 1 400.00 6.4 <.05 42 %
Residual 500 8 62.50
Total 950 11

Results from Planned Qrthogonal Contrasts (set B)

Source SOS DF MS F Sig F Effect Size
Gl2vsG3,4(B1) 300 I 300.00 4.8 <.05 31 %
Gl vsG2 (B2) 0 1 0.00 0.0 0 %
G3 vsG4 (B3) 150 1 150.00 2.4 16 %
Residual 500 8 62.50
L Total 950 11
Table §
Results from Planned Nonorthogonal Contrasts (set )
Source SOS DF MS 3 Sig F
Gl vsG23.4(C1) 400 1 400.00 6.4 <.05
G1.2 vs G344 (C2) 300 1 300.00 4.8
_ Residual 500 8 62.50
Tt
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