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Abstract

Better understanding of sources of difficulty in test items would improve

the test development process by bringing the functioning of items more under

the control of the test developer. To help increase this understanding, a

study was undertaken to evaluate the effects of various aspects of prose

complexity on the difficulty of achievement test items. The items of interest

were those that presented a verbal stimulus followed by a question about the

stimulus and a standard set of multiple-choice options. Items were selected

for study from two tests with differing demands on an examinee's knowledge

base, NTE Communications Skills and GRE Subject Test in Psychology. Standard

multiple regression analyses and EMbretson's model fitting procedures were

used to evaluate the contribution'of various complexity factors to the

prediction of difficulty. These factors, which included measures of item

structure, readability, semantic content, cognitive demand and knowledge

demand, were found to be successful in predicting item difficulty for these

items. The immediate usefulness of the results for test development practice,

however, are limited by the fact that only a single item type was studied and

by the time required to develop the complexity measures.
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After approximately 75 years of experience with objective group

measurement, relatively little is known about the factors that

contribute to the observed difficulty of multiple-choice test items.

Despite the benefits that would accrue if item difficulty were more

readily controlled by the test developer, the preparation of high

quality items that function as intended remains largely an art. Indeed,

with test content that is largely verbal, even experienced practitioners

of this art have been found to be unable to estimate the difficulty of

items with any degree of precision, even for a population with which

they were familiar (Bejar, 1983). In general, measurement research has

provided little guidance in this task of predicting item difficulty.

Psychometrics might be thought of as one of the last bastions of

the "black box" approach to psychological theory. On the one hand is

the "stimulus," the test item, and on the other is the examinee's

response, with little consideration either of the processes used by the

examinee in arriving at the response or of the properties of '-he item

and how these properties influence the response processes. In the

psychometric tradition, item difficulty has been defined in terms of the

performance of a group of examinees or probabilistic models representing

their performance. Although both classical and item response (latent

trait) theories have proven very useful in addressing a number of

measurement problems, in their present state of development, these

theories are largely inadequate as sources of explanatory principles for

difficulty in test items.
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In recent years, however, within the field of cognitive psychology,

a number of investigators have studied the processes involved in

performing laboratory tasks similar to those used in many aptitude or

intelligencf tests, such as spatial reasoning tasks and verbal or

geometric analogies. Cognitivy component analysis involves the

identification of component processes in the solution of a particular

type of problem (Carroll, 1976; Pellegrino & Glaser, 1979; Sternberg,

1977a, 1977b). Within this field of research are studies that use a

method of complexity factors. Complexity factors indicate those

characteristics of a task or test item that affect the processes needed

for its solution (Embretson, 1983). In these studies, an item is rated

on one or more factors that describe the item in terms of underlying

theoretical variables. These ratings yield, through the use of a

mathematical model, an indicator associated with item difficulty or

response time (Bejar & Yocum, 1986; Mulholland, Pellegrino, & Glaser,

1980; Smith & Green, 1985; Stenner, Smith, & Burdick, 1983; Whitely &

Schneider, 1981).

Promising as this work is, however, most items in commonly used

tests, especially those designed for college students or

college-educated adults, differ in important respects from most of the

items or item-like tasks that have previously been studied. In

particular, the items in these tests have many more sources of

complexity and can often be solved by a variety of processes, not all of

which are equally difficult to perform. These items require more

involvement of metacognitive processes such as (a) determining the

nature of the problem to be solved, (b) deciding which performance
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components are relevant for solving the item task, (c) selecting a

mental representation for information, (d) allocating resources such as

time for problem solution, and (e) monitoring solution processes

(Sternberg, 1985). Nevertheless, the method of complexity factors uay

be used with such items, although the connection between process and

observed performance must necessarily be less clearlyspecified. The

importance of various item properties can then be inferred from their

empirically_observed effects on performance rather than from detailed

theoretical formulations concerning process (Chalifour & Powers, 1988;

EMbretson & Wetzel, 1987).

Achievement tests differ from aptitude tests in that they are

intended to measure an individual's competency within a domain of

knowledge. Nonetheless, cognitive processes, especially metacognitive

processes such as those mentioned in the paragraph above, are relevant

in responding to achievement test items. Many test items may also

differ with regard to both how easy they are to read and comprehend and

the nature of the demand placed by the item on the knowledge structure

of the examinee.

In this study, we investigated the use of the method of complexity

factors with two sets of achievement test items differing in purpose and

in their demand on a knowledge domain. Item difficulty was modeled

using variables like those identified in previous research by EMbretson

and Wetzel (1987) with paragraph comprehension items, in addition to

other variables that appeared appropriate for the items being examined.
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Method

/he Items

This study examined only those items which presented a short prose

passage followed by a question with five multiple-choice options. The

items were selected from those appearing in two forms of the Graduate

Record Examination ((RE) Psychology test, which represented a high level

of demand on knowledge, and from three folms of the Reading section of

the NTE Communication Skills test, which reresented a low level of

knowledge demand. The GRE Psychology test is designed to assist

graduate school committees and fellowship sponsors assess the

qualifications of applicants for graduate study in psychology. The NTE

Communication Skills test is typically used to determine whether

applicants to teacher training programs or for state licensure as

teachers posvess basic listening, reading, and writing skills. The

reading items are administered in a separately timed section of this

test.

Items chosen from the GRE Psychology test were those with at least

one sentence in addition to the question; items chosen from the NTE test

were those with a stimulus passage consisting of no more than one

paragraph of expository prose. In both tests, the items were further

restricted to those in which the options were presented in standard

multiple-choice format. On each of the two GRE forms, 28 items meeting

these criteria were identified, for a total of 56 items. Two of the NTE

forms yielded 13 items and the third form yielded 12, for a total of 38

items.
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Item difficulty values were obtained for samples of approximately

850 examinees for GRE and 1000 examinees for NTE. Examinees in the

sample were restricted to those who had reached the last item in the NTE

reading section or the last item of interest for this study in the GRE.

Difficulty values were thus based only on examinees who had apparently

had an opportunity to respond to the items. The range of item

difficulty values for the selected items varied from about 20 to 90

percent correct for the NTE and from about 5 to 95 percent correct for

GRE. For the regression analyses, a log transformation of the item

percent correct values was used, with high values representing easy

items. The mean and standard deviation of the transformed values were

.77 and .74 respectively for NTE and .18 and 1.25 for GRE, indicating

that the GRE items were more difficult on the average, as well as more

variable in difficulty.

Complexity Factors

The complexity factors considered in this study related to

properties of the text of the passage, stem, and options of the items

and to cognitive and knowledge demands made on the examinee. The text

properties related to the item structure, semantic content, and

readability of the text according to various standard indicators. The

sections below describe the variables related to each of the text

properties and item demand areas. Preliminary analyses designed to

determine the appropriate specification of some of the variables are

also presented.

Text Structure. The variables describing the structure of the text

included the total number of words, the number of content words, the
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number of three-syllable words, the number of syllables, the number of

sentences, the number of sentences per 100 words, the number of

syllables per 100 words, and the percent of content words. Nouns,

verbs, adjectives and adverbs were considered to be content words. In

order to determine the number of content words, a list of function words

(non-content words) was developed and these words were daleted from the

text. The other variables were obtained using the READABLE program

(tlicro Power & Light, 1984).

Preliminary aralyses of the data indicated that for the structure,

readability and semantic variables, predictive power was lost by

combining information from the passage/stem and options. (For the

structure and readability variables, however, passage and stem were not

analyzed separately.) For all subsequent analyses, therefore,

information for passage/stem and for options was kept separate. The

mean and standard deviation of each of the structure variables and their

correlation with difficulty are shown in Table 1. The values for

options are the sum for the five options in each item.

Place Table 1 about here

In general, the results show that the NTE items studied had longer

passages and longer options. The NTE sentences are also longer, as

reflected by fewer sentences per 100 words. (For all items in both

tests, each option constituted "a sentence," so the number of sentences

in the options was always five.) The percent of content words and

syllables per 100 words were quite similar for both passage/stem and
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options for the two tests. The correlations with difficulty were

generally low, with the highest being the percent of content words in

the passage/stem for GRE and sentences per 100 words in the passage/stem

for NTE.

Aeadability. A number of readability indices were generated by the

READABLE program.. In computing these indices, it was sometimes

necessary to amend the item options so that each formed a complete

sentence. The indices generated by the program were: Coleman,

Dale -Chall, Devereaux (ARI), Flesch grade level, Flesch reading ease,

Flesch -Kincaid, Fog, and Holmquist. Many of the structural variables

above are used in the computation of these indices, but the Dale -Chall

and Holmquist indices also reflect the number of words not appearing on

the Dale list of 3000 most common words. Except for the Flesch reading

ease, all indices are expressed in reading grade levels. In addition,

Kurera-Francis word frequencies were obtained for all words and for all

content words in the passage/stem and options (Kucera & Francis, 1967).

The values used in the analyses for the Kucera-Francis counts were the

means of the log frequencies for the passage/stem and options of each

item. The means and standard deviations of each of the readability

variables and their correlations with difficulty are shown in Table 2.

Note that, unlike the other indices, higher values of the Kucera -Francis

frequencies and Flesch reading ease indicate easier material.

Place Table 2 about here



In general, the variables showed that the passage/stem of the NTE

items was at a higher reading level than the options, although the

Kucera-Francis word frequency counts were similar for both. The same

was also generally true for the GRE except for those indicators that

take word difficulty into account. Specifically, the Holmquist and

Dale-Chall grade level indices and Kucera-Francis counts showed that

options were at a higher reading level. This reflected the fact that

many of the options for GRE Psychology items consisted of only a few

-eords, making them structurally simple, but those words were often quite

technical, such as °retroactive inhibition" or "systematic

desensitization."

The correlations with difficulty were generally higher for the

readability than for the structural variables; the highest were the

Dale-Chall index for the pasF.age/stem for GRE and the Fog index for the

passage/stem for NTE. Interestingly, the correlations of the indices

for the total item (not shown) were consistently in the expected

direction; that is, more difficult readability levels were also

associated with the more difficult items. The correlations between

difficulty and readability for passage/stem and betweandifficulty and

readability of options, however, are fairly consistently in opposite

directions. Table 2 shows the correlations with item difficulty are

mostly in the expected directions for passage/stem readabilities on the

GRE and for option readabilities on the NTE.

Semantic Content. Propositional analysis has been suggested as a

means of representing the difficulty for processing text by Kintsch and

VanDijk (1978). They provided a theory-based approach to the problem of

Li
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quantifying the surface structure of text in terns of its meaning.

Their approach assumes that the basic units of meaning are propositions,

a more psychologically important feature of text than its surface

structure.

Propositions.are composed of concepts, in which the first element

is a predicate or relational concept. Typically a verb will be included

or implied in a predicate, but other relations such as negation also

constitute a predicate. Predicates relate arguments, which are subjects

and objects, and other propositions. During the process of reading, a

text will be perceived as coherent if a connection is found between new

propositions and those stored in short-term memory. Connectives are

those propositions that serve the function of providing connections

among other propositions in the text. The final type of propositions

are rodifiers, the adjectives, adverbs, or phrases that modify arguments

or other propositions in the text.

In this study, the text in the test items was parsed and scored

using procedures suggested by Bovair and Kieras (1981) and Turner and

Greene (1978). Raters were trained in these procedures and the nuMbers

of predicates, modifiers, connectives and arguments were determined

separately for the passage, stem, and options of each item. One of the

GRE forms and two of the NTE forms were coded by two raters to permit

the reliability of the coding process to be estimated.

The first estimates of reliability were found to be unacceptably

low, so the coding was reviewed carefully. One important inconsistency

vas found to be in the labelling of the propositions. For example, the

two coders might have parsed a sentence in the same way, but one would
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call a particular proposition a connective while the other would call it

a predicate. Once these inconsistencies were resolved, the

reliabilities were found to be more satisfactory. The items with only

one rater were also reviewed and labelling modified to be consistent

with the others where necessary.

Reliabilities, the correlations between scores assigned by the two

raters, stepped up using the Spearman-Brown formula to the number of

items actually contributing to each propositional score, are provided in

Table 3. The lowest reliabilities are for the stem, primarily because

these were so short that the numbers of propositions in each was always

quite small. Where items were scored by two raters, the score assigned

was the average of the two scores.

Place Table 3 about here

Preliminary analysis suggested that, as with Embretson and Wetzel

(1987), separating the different types of propositions resulted in

considerably better prediction than using a total propositional count.

In the present study, the effects of leaving the counts for the

different parts of the item separate were also investigated. Little

predictive power was lost for the GRE items by summing the propositional

counts for passage and stem into one variable instead of treating the

two variables separately. Further collapsing the variables by summing

counts for passage/stem and options, however, resulted in considerable

loss in prediction of the difficulty values for both tests. The results

for combining passage and stem for the NTE were intermediate; initially

10
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these counts were kept separate. Propositional and argument densities,

the number of propositions or arguments divided by the nuMber of words,

were also obtained for passage/stem and options. Densities were not

obtained separately for passage and stem because the word counts had not

been obtained separately for these parts of the items. Means and

standard deviations of the propositional variables and their

correlations with difficulty are shown in Table 4.

Place Table 4 about here

The results for numbers of propositions again shows that the NTE

passages and options tend to be longer than those in the GRE. The

results for densities, however, are similar in both tests for

passage/stems. For options, connective density is higher for NTE and

argument density for GRE. This result reflects the short, structurally

simple options for many of the GRE items discussed above with the

readability results. In general, the correlations with difficulty tend

to be higher for the NTE items. The highest correlations with

difficulty for GRE are .16 with number of predicates and -.16 with

modifier density. For NTE, a number of variables have correlations with

the difficulty larger than .16, the largest a -.28 with argument

density.

gu1itimagion4., Because of the differences in the nature of the

demands placed by the items in the two tests, different cognitive demand

variables were used for each. For the NTE, the taxonomy of reading

questions suggested by Anderson (1972) was initially selected. In this
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test for adult readers, however, a number of questions were found that

did not fit readily into any of his categories. After a careful reldew

of the items, a more extensive taxonomy was developed with five demand

level categories reflecting increasing distance from the text presented

in the items. These are:

1. Transformation. This category is based on Anderson's first four
levels which include paraphrase questions or transformed paraphrase
questions, that is, questions where the information requested
appears in the text, but may be in different words and presented in
a different order. Typical stems for this level are "According to
the passage..." and "The passage states..."

2. Induction/Deduction. This category is based on Anderson's two
remaining levels. Deduction refers to items where alternative
choices are particular instances of a superordinate in the stem.
With induction, the particular instances are in the stem and the
alternatives consist of superordinate or gist statements. Typical
stems are "What is the main point..." and "Which of the following
statements best summarizes..."

3. l'assage-based Inference. Questions in this category require the
examinee to make inferences about material stated in the text.
Typical stems are "Which of the following can be inferred...", "The
author implies...", and "The passage suggests..."

4. Rhetorical Inference. Questions here concern the intent of the
author, the structure of the passage, and other inferences to be
made about the passage separate from the information given. Some of
the questions classified in this category included "The tone of the
passage suggests...", "The author refers to...in order to...", and
"Which of the following statements most accurately describes the
organization..."

5. Reasoning. These questions ask the examinee to reason fran material
supplied in the passage. Some of the questions classified in this
category include "Which of the following kinds of data would be most
useful...", "The author's argument would be most weakened if...",
and "Which of the following is most closely analogous to..."

Cognitive demand was represented in the GRE items by two sets of

categories. The first was a revision and elaboration of Bloom's

taxonomy by Emmerich (1989), which takes into account the more recent

findings of cognitive psychology. Not all of the categories were
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represented among the items on this test, however, and sone could be

combined without reducing the prediction of difficulty. The.five

cognitive processes categories used in the analyses were:

1. Supportiqrak= a claim, procedure, or outcome. Substantiate a
result (demonstrate, prove, confirm, verify, etc.) or Negate it
(cast doubt on, critique, contradict, disprove, etc.)

2. Ipfer (conclude, induce, deduce, diagnose) or Distinguish
(differentiate, contrast)

3. Generakize (plausibly universalize, find common element or ground)
or Transfer (analogize, apply, carry over)

4. Problem/solve (calculate, inquire, experiment) or Evaluate
(appraise, weigh, compare)

5. Identify a concrete piece of relevant information nat given in the

stem. Recall (recognize, name, discern, locate, match) or Exemplify

(illustrate)
The se.7ond set of cognitive demand categories were identified from

an examination and classification of the GRE items. Many of these items

required a translation of information from one form to another. The

passage/stem of these items provided either (a) the depiction of a

concrete situation or example or (b) an abstract, general or theoretical

statement or position. The options then provided (a) concrete examples,

one of which is equtvalent in important respects to the concrete

passage or is a concrete example of the abstract passage; (b) abstract

statements one of which is equivalent to the abstract passage or the

abstract underlying principle or explanation of a concrete passage; or

(c) a label for the principle, procedure, or entity illustrated in the

concrete passage or described in the abstract passage. Thus, a

combination of the concrete or abstract passage/sten and the three types
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of options--concrete, abstract, or label--created six mode of

translation cAtegories. A final category in this set consisted of items

that presented some other type of task, making a total of seven

variables.

For the cognitive and knowledge demand variables, the coding of all

items was done independently by the two senior authors, with

disagreements resolved through discussion. The number of items

classified

difficulty

Table 5 is

treated as

into each of the cognittve demand categories and the mean

of the items appearing in each are shown in Table 5. Also in

the multiple correlation obtained when the categories were

dummy variables in a regression predicting item difficulty.

Place Table 5 about here

The demand level categories for NTE appear to represent largely

similar levels of difficulty with the reasoning category having the

highest mean or easiest items, somewhat contrary to expectation. The

multiple correlation is comparable to the zero-order correlations of

many of the structural and readability variables, however. If treated

as a continuum, the zero-order correlation of demand level with

difficulty is .07.

In contrast, the cognitive demand variables for GRE appear to be

substantially related to difficulty. For the process variables, the

easiest items appear to be associated with the Generalize/Transfer

category and the hardest with Problem-Solve/Evaluate. The mode of

translation categories show a progression in the mean difficulty levels
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where the concrete passage/stens were easier than the abstract

passage/stems with the "other tasks" in between. Both sets of cognitive

demand categories have multiple correlations in excess of .30; each

accounts for somewhat more than 10 percent of the variance in item

difficulty for the GRE items.

Ynowledge Demand. The knowledge variables only apply to the GRE,

since the NTE item; were selected because they made little demand on the

examinee's knowledge base. Two sets of categories were again selected

to represent the knowledge demand. The first of these was developed

through examination of the items and was specific to the psychology

content. These knowledge demand levels reflect the level of knowledge

of psychology probably required for a correct response to the item.

These categories were intended to represent some of the kinds of

judgments about item difficulty that test developers can readily make

and probably often do make in developing the test. The levels were as

follows:

1. Reading Comprehension. All the information required is provided in
the item passage, although knowledge of psychology might make the
material more comprehensible.

2. ropular. Readers of the popular press concerning psychology, such
as in Time magazine or Psychology Today, are likely to know the
information required.

3. basic. Examinees familiar with the material in a basic psychology
course should possess sufficient knowledge to answer these
questions.

4. Iptermediat/j. Items at this level require more depth of
understanding than the Basic level, but do not require knowledge of
specific details or facts.

5. Advanced. Items require understanding of more advanced concepts or
knowledge of more specific detail than those at the Intermediate
level.
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The second set of categories concerned the manifest content of the

items. Separate bits of information are provided in the passage, stem,

and options that together describe the item content. Emmerich (1989)

developed a classification system which can serve equally well to

describe information in each of the three item parts. The categories,

which he refers to as "knowledge aspects," were used according to his

recommendations to classify the content of the passage, stem and options

of the GRE items. The categories were:

1. Theory. Recognized but not fully accepted belief or organized set
of beliefs. Hypothesis, model, paradigm, formulation, approach,
etc.

2. Criterion. Qualitative or quantitative standard of acceptability,
merit, or of unacceptability. Presence or absence of relevance,
plausibility, logicalness, validity, completeness, etc.

3. Procedure. Method, means, usage, format, experimental design,
procedural control, method of analysis, etc.

4. Relationships. Relationships can be classified as (a) system
relationship--pattern, network, series, hierarchy, syndrome, etc.;
or (b) individual relationship--principle, if-then statement,
correlation, influence, independence, cause-effect, etc.

5. Entities_ Entities may be (a) tangible--objects, events, persons,
observations, outcomes, conditions, etc.; or (b) categories--topics,
diagnoses, themes, states, types, domains, etc.

6. Lanspage. Definitions, narrative or exposition, discourse.

Table 6 presents the number of items in each of the knowledge level

and knowledge aspect categories and the mean difficulty value of the

items appearing in each. Not all of the knowledge aspects were

represented for each of the three item parts. For example, none of the

passages was classified into the criterion category. In other cases,

preliminary analyses suggested that categories could be combined with

little effect on the multiple correlation. These included the
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combination of language and entity categories for passages, and the two

relationship categories for stens and options. Table 6 also gives the

multiple correlations with difficulty level of the knowledge demand

categories, coded as dummy variables.

Place Table 6 about here

The different item parts tended to be concentrated in different

knowledge categories. Knowledge aspects for passages were primarily

split among theory, procedures, and indtvidual relationships, but nearly

half the stems were relationships and nearly 60 percent of the options

were entities. This ccxresponds with the observation above that the GRE

stens tended to consiA: of only a few words at a high level of

vocabulary. About hLf the items were also at the basic knowledge

demand level.

For both knowledge aspect and knowledge level, the categories show

a good spread in mean difficulty levels. For knowledge aspects, the

multiple correlations are similar in magnitude to those of the cognitive

demand variables for GRE. Knowledge level, however, is the best

predictor of item difficulty of all those considered. The categories

are ordered in terms of difficulty much as expected, except that the

popular press level items are even easier than the reading only level.

Since few items were classified at this level, however, it does not

appear to much upset the ordering. If demand level is treated as a

continuous variable, the zero-order correlation is .46, alone accounting

for 21 percent of the variance in item difficulty. This is the best
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single predictor, even as a continuous variable. Because level is more

theoretically appropriate as a continuum, it was used in this way in the

data analyses. Assigning a value of 5 to the advanced level, 4 to the

intermediate, etc., the mean and standard deviation respectively of the

knowledge level variable were 3.0 and 1.25.

Summary. The complexity factors can be grouped into three broad

categories: text properties, cognitive demands, and knowledge demands

(GRE only). The text properties include the item structure variables,

the readability indicators and the semantic content factors - -numbers and

densities of propositions. Cognitive demand is represented by the

demand level of the questions posed in the NTE items and by the

cognitive process and mode of translation variables for the GRE items.

Knowledge demand factors include both knowledge level and knowledge

aspect. These are summarized in Figure 1 along with a list of variables

for each factor.

Put Figure 1 about here

Data Analyses

After the preliminary analyses used in defining the variables for

eimh of the complexity factors described above, an effort was made to

reduce further the number of variables for each of the text property

factors (structure, readability, and semantic) to be considered.

In all analyses, the separate values for passage/stem and options of a

'given variable, such as number of words, were treated as a set. This

set of two or three separate values is referred to in the discussiun as
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a compound variable. That is, when the compound variable, number of

words, was included in a regression analysis, two separate variables,

nuMber of words in the passage/stem and number of words in the options,

appeared in the regression equation. Multiple regression analyses were

performed including different numbers of compound variables within

each of the complexity factors in order to evaluate their relative

contributions. Taking into consideration the correlations among

variables to avoid colinearity, a "best* set of predictors was selected

for each factor separately for the GRE and NTE items.

Models of item difficulty were then specified by sets of one or

more of the complexity factors. For example, one model indicated that

difficulty could be predicted exclusively from the readability factor.

The fit of the different models was then evaluated using two different

methods. First, models were evaluated using standard multiple

regression procedures. For these analyses, the percent of variance

accounted for by the model was the measure of fit. Because the number

of items was relatively small for NTE, only models with one or two

complexity factors (each with up to eight variables) were considered.

For the GRE, interest was focused on the contribution to the prediction

of difficulty of the complexity factors beyond that contributed by

knowledge level. Models with up to four complexity factors including

both knowledge level and knowledge aspect were evaluated for these

items.

Second, the models were evaluated using a confirmatory model

fitting procedure (Embretson, 1984). This procedure, Which is based on

the linear logistic latent trait model (Fischer, 1973), evaluates the

4")
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fit of models based on different complexity factors and permits testing

hypotheses about the contribution of each to the prediction of item

difficulty. In this study, only those models identified as promising in

the regression analyses were subjected to these procedures. Perhaps

because of this pre-selection, all complexity factors evaluated were

found to improve significantly the fit of simpler models that did not

include that factor. Therefore, indices reflecting effect size were

obtained to evaluate the practical importance of the models of interest.

The procedure, implemented with Embretson's LINLOG program,

evaluates the fit of a given model with regard to the marginal

frequencies of correct responses for each item and nuMbers of examinees

at eaCh score level, yielding a linear-logistic fit statistic. In

addition to the complexity models of interest, fit was evaluated for two

other models: the null model, which specifies that all items have the

same difficulty value, and the Rasch model, which permits all items to

differ in difficulty. For the complexity models, the difficulty of each

item is specified by one of a set of unique values, where the number of

values is equal to the number of variables in the model. For example,

for a model that specifies that difficulty is a function of only one

complexity factor made up of eight variables, the program will attempt

to find the best fit to the item data using only eight difficulty

values. Thus, models with more factors permit more distinct difficulty

values.

Because it permits as many distinct difficulty values as there are

items, the Rasch model will generally provide a better fit to the data

than the complexity models based on fewer numbers of variables
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representing item properties or cognitive demands. The difference

between the linear-logistic values for the Rasch model and the null

model (one difficulty value) thus provides a range of fit statistics for

the response data pravided. This range represents the improvement in

fit by using the Rasch model rather than the null model. Similarly, the

improvement in fit over the null model can be obtained for the various

complexity models. The ratio of the fit improvement of a given model to

the fit improvement of the Rasch model yields an effect size statistic

analogous to the percent of variance accounted for by the models in the

regression analyses. This will be referred to as the percent fit

statistic.

Another advantage of the Embretson procedure is that models

approaching the number of variables for the Rasch model (one per

item) can be meaningfully evaluated. Thus, models consisting of more

complexity factors can be evaluated using the model fitting procedures

than is the case with the regression methods. (In this study, the

number of variables in the regression analyses was not permitted to

exceed one half the number of items.) Unfortunately, difficulties were

encountered for several of the models for the GRE items, where the

program was unable to reach convergence, apparently due to the number of

items. The program was therefore run separately for the two GRE forms

and linear-logistic fit statistics were combined manually. This

procedure probably resulted in somewhat inflated fit statistics, but

should not have affected the relative importance of the complexity

factors in the various models.
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Results

The first step in combining the different models for analysis was

to reduce the number of variables. Multiple regression analyses were

conducted separately for the GRE and NTE to determine the best

combination of variables for each of the complexity factors. Variables

selected were those that were n9t too highly intercorrelated and that

together contributed most of the total variance that could be accounted

for by that factor. Although the importance of the variables differed,

the same sets of variables were found to be the best contributors to the

prediction of difficulty for both tests.

The results of these analyses for the text property factors are

shown in Table 7. The first column for each test shows the squared

multiple correlation for each of the compound variables and their sum

for each of the complexity factors. The next column shows the percent

additional percent of variance accounted for when the compound variables

are entered into a step-wise multiple regression. The third column show

the order of entry.

Place Table 7 about here

For the structure factor, the best variable set consisted of two

word counts- -total words and three-syllable words - -and two density

measures - -sentences per 100 words and percent content words. Together

these predicted 21.5 percent of the variance in difficulty on GRE and

13.2 percent on NTE. As with the other factors shown in Table 7, the

variance accounted for by the full set of variables was greater than



23

the sum of the separate contributions of each of the compound

variables in the set (for structure, 14.6 percent and 10.5 percent for

GRE and NTE respectively).

The order of entry of the variables into the analysis was more

consistent for the two tests on the.readability factor. The first two

variables were the Dale -Chall index and the Fog index followed by the

Kucera-Francis frequency counts for content words and then for all

words. These two frequency counts were highly correlated, but only the

frequencies for content words in the passage/stem were correlated with

difficulty (see Table 2), suggesting that the counts for all words may

have been acting as suppressor variables. Note that all of these

readability indicators include some measure of word difficulty - -the Fog

index through the number of three-syllable words and the others the

frequency of usage. As with the structure factor, the percent of

variance in difficulty accounted for by the readability variables was

higher for GRE than for NTE, about 30 percent and 17 percent

respectively.

For the semantic variables, the separate propositional counts for

passage and stem for the NTE items were investigated further. While

information was indeed lost by combining passage and stem for arguments

and modifiers, the loss was small enough for predicates and connectives

to make combining them worthwhile. Finally, when all of the

propositional measures were placed into the same regression, both for

numbers of propositions and for densities, the connectives were found
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to contribute little added variance. In addition, the number of

connectives was very highly correlated with the number of arguments.

Connectives were therefore eliminated from further analyses.

The propositional 7ariables wyre found to contribute much more to

the prediction of difficulty in the NTE than in the GRE. The number of

propositions accounted for 47 percent of the variance in difficulty for

NTE (eight variables) but only 8 percent for GRE (six variables). The

six density variables accounted for 29 and 6 percent of the variance

respectively for NTE and GRE.

The cognitive demand variables and the knowledge level indicator

all produced only one value per item, so no further reductions in the

number of variables were attempted. The knowledge aspect variable,

however, yielded a different categorical value for passages, stems, and

options requiring a total of 14 dummy variables to represent them in a

regression equation. Analyses suggested that categories could be

further collapsed for stems and options when all three item parts were

included in the regression. For stems, entity was combined with

relationships; for options only the procedures category was kept

separate. This reduced the total to nine dummy variables, four each for

passages and stems and one for options. Together, these accounted for

25 percent of the variance in item difficulty on the GRE.

Combining Complexity Factors: Regression Analyses

The next step in the analyses was to evaluate the effects of

combining pairs of complexity factors. The factors to be combined were

the text properties --readability, structure, the number of propositions

and the propositional densities --and the cognitive and knowledge
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factors, which differed for the two tests. For NTE, the only other

factor was the cognitive demand level. For GRE, cognitive process, mode

of translation, knowledge level and knowledge aspect were included

separately as factors in the analyses.

The results for NTE are presented in Table 8. The best prediction

was by those pairs consisting of numbers of propositions and one of the

other text property factors, where the percent of variance accounted for

ranged from 65 to 68. Level added from 3 to 6 percent to the other

variable sets. The readability and structure factor pair and the

proposition and densities pair can be seen to be accounting for some of

the same variance in item difficulty since the combined effect was

somewhat less than their sum, but the others appear to be largely

independent.

Place Table 8 about here

For GRE items, interest was not only in the effects of the

complexity factors but also in how much those combinations contributed

to prediction of difficulty beyond the variance accounted for by

knowledge level. Results for one and two factors are shown in Table 9.

Above the diagonal are the percents of variance accounted for by the

factors and factor pairs alone. The highest percents ware generally

found in combinations that included readability and knowledge aspect.

The highest for any pair was the combination of those two factors, which

accounted for 48 percent of the variance in difficulty. Nearly as high,

however, was the combination of knowledge aspect and structure, which
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together accounted for 47 percent of the variance. Comparing the

combined contributions of the factor pairs to those of the separate

factors, readability and knowledge appeared to account for sone of the

same variation in difficulty while structure and knowledge aspect

appeared to be fairly independent. Readability and structure also

appeared to overlap somewhat, as they did with the NTE.

Place Table 9 About here

Below the diagonal in Table 9 are the percents of variance

accounted for by pairs of factors in addition to the knowledge level.

Again, the pairs that included readability or knowledge aspect accounted

for more of the variation in item difficulty. The highest value,

however, was for the pair of knowledge aspect and structure, which

accounted for 59 percent of the variance, while the second highest was

the pair of knowledge aspect and readability with 55 percent. In

general, the gain between the percent accounted for by the pair alone

and the pair plus knowledge level tended to be lower for the pairs

including the readability factor and higher for those including

propositions and densities. In fact, for some of the latter pairs, the

increase was more than the 21 percent accounted for by the knowledge

demand alone. Consequently, the range of values for percent of variance

accounted for was smaller when the pairs were combined with knowledge

level, between 36 to 59 percent as opposed to 18 to 48 percent for the

pairs alone.
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In combining sets of three factors, the highest sets were most

often those which included knowledge aspect. Moreover, from a

theoretical perspective, the more interesting result is probably the

contribution of the various complexity factors to the prediction of

difficulty in addition to that contributed by the two knowledge demand

measures, knowledge level and knowledge aspect. Consequently, the next

set of analyses considered the percent of variance accounted for by

pairs of factors in addition to the two knowledge measures. The

results are shown in Table 10.

Place Table 10 about here

Here the highest percents of variance accounted for were by those

pairs including structure. The highest percent was 66 for the structure

and density pair closely followed by 65 for the structure and

readability pair. Notice that these values are quite similar to the

highest percent of variance accounted for on the NTE. The range of

percents was further reduced in this analysis, the lowest now being 54

percent for propositions and cognitive process.

A summary of the percent of variance in item difficulty added by

each of the factors is given in Table 11. For most of the factors, the

additional percent of variance added beyond the 21 percent accounted for

by the knowledge level was less than that accounted for by the factor

alone. For mode of translation, propositions, and densities, however,

the amount added was more than the amount contributed by the factors

alone. When knowledge aspect was also added, the propositions and



28

densities again added more than they predicted on their own. Here also,

the strength of the structure factor becomes apparent when the full 22

percent of variance accounted for by structure alone was added to the

combination of knowledge level and knowledge aspect. The shrinkage of

percent of variance added beyond the structure factor is also more

apparent in this table, although densities added about the same amount

beyond both knowledge factors and structure as they predicted alone.

Place Table 11 about here

Model Fitting Analyses

Before evaluating the fit of the various complexity models to the

item data, the Embretson model fitting procedures were used to evaluate

the contrtbution of the different variables identified through the

regression analyses to make up the text property factors (readability,

structure, and semantic content) and the knowledge aspect factor for

GRE. Table 12 shows the percent of fit of the model for these factors

and the loss of fit that occurred when each of the compound variables

(different values for different item parts) was omitted in turn from the

model.

Place Table 12 about here

For the GRE Psychology items, the loss resulting from the removal

of each compound variable from its factor model was substantial; the

smallest loss was approximately 3 percent for argument density. For the

Jo



NTE items, however, some of the variables appeared to contribute little

to the fit of their respective models. In particular, number of words

and modifier density could be removed from their models with essentially

no loss of fit. For the structure factor, no one of the variables

appeared to be very important in itself for the NTE data. The success

of the structure factor in fitting the data appeared to result from the

combination of variables, but any three of these appeared to do nearly

as well as all four, with the largest loss just under two percent for

the percent of content words variable. For propositions and densities,

predicates and arguments appeared to account for most of the model fit.

Examining the fit of the models made up of each complexity factor,

also shown in Table 12, both propositions and densities resulted in a

similar percent of fit for CRE and NTE data, approximately 30 percent

for propositions and 20 percent for densities. Modifiers appeared to be

more important for the GRE items, however, and arguments less so.

Readability and structure appeared to be much more important for GRE

items than for than for NTE items. For NTE items, these results are

similar to those obtained using regression analysis, shown in Table 7,

with propositions appearing somewhat more important in relation to the

others. For the GRE data, all models showed better percent fit in these

analyses than percent variance accounted for in the regression analyses

(perhaps because the models had to be fit separately by form), but the

propositions and density factors appeared more important compared to the

other complexity factors in the model fitting analyses.

For the NTE items, only ftve complexity factors were considered.

Using the Embretson model fitting procedures, it was possible to
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consider the fit of a model made up of all five factors. This model

provided 87 percent fit. The importance of each of the factors in

providing this fit could then be evaluated by examining the fit of the

model if this factor were deleted. The results of this evaluation are

given in Table 13. The greatest losses came from the removal of either

the readability factor or the propositions factor. That is, a model

made up of the four factors other than readability had a 70 percent fit,

for a loss of 17 percent. The removal of propositions resulted in a 15

percent loss.

Place Table 13 about here

The next two columns of Table 13 show the loss that occurred when a

factor in addition to readability was deleted from the model. If

readability was not included in the model, structure provided a more

important role in fit to the difficulty data than propositions. Removal

of structure resulted in a loss of 24 percent of fit. The next columns

show the results for a three factor model deleting propositions and

another factor. Here, when propositions were excluded, the most

important remaining factor for model fit was densities. A model

including only reading, structure, and level accounted for only 34

percent of fit, a loss of 38 percent from a four factor model including

Propositions. The final columns show the loss when three factors were

deleted including both readability and propositions. Note that level of

questioning factor added from 4 to 9 percent for the various combined

models as opposed to 2.5 percent fit when it was the only factor

3 3*
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included in the model. Level added more to a model when the readability

factor was not included.

For GRE Psychology data, a different procedure was used to evaluate

the combined models. For these data, the four factor models that were

evaluated had 90 to 97 percent fit so no further factors were added to

the models. Here the progression of sucessive models used was the same

as that used with the regression analyses. Knowledge level was first

added to each of the other factors, then knowledge aspect and then

structure. These results are shown in Table 14.

Place Table 14 about here

Here, the most important single factors were readability and

structure, but both knowledge aspect and propositions contributed more

to fit when knowledge level was included in the models. For three

factor models, propositions, readability and structure all added about

20 percent to knowledge level and knowledge aspect. Readability,

propositions, and densities all added about 20 percent to the models

including knowledge aspect, knowledge level and structure. The best

fitting model was one including readability with the other three

factors; this model provided 97 percent of the fit provided by the Rasch

model. Note that in all these analyses, the role of propositions and,

to a lesser extent, propositional densities appeared more important than

was the case with the regression analyses.
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Discussion and Conclusions

This study demonstrates that complexity factors can successfully

predict item difficulty of achievement test items. The two tests

studied, NTE Reading and GRE Psychology, were selected because of their

differences in the demand placed on the examinees' knowledge. Although

results differed in many of the particulars, the same factors were

found to be predictive of difficulty (beyond that predicted by the

knowledge variables for GRE) and the same variables were found to be

predictive within those factors common to the two tests (readability,

structure, propositions and densities). These similarities suggest that

these factors would also be predictive of the difficulty of similar

items in other achievement tests for adult populations.

For the NTE items, Where the demand placed by the items on the

examinee's knowledge base is low, regression analyses showed that

cotbinations of two factors that included numbers of propositions were

adequate to predict about 65 percent of the variation in difficulty.

The EMbretson model fitting procedures permitted the evaluation of

models with more factors, however, and marked improvement in fit was

then observed. Together, the five factors - -readability, structure,

numbers of propositions, propositional densities, and level of

questioning- -accounted for 87 percent of the fit provided by the Rasch

model.

For the GRE Psychology items, models with up to four factors were

investigated in both sets of analyses. In the regression analyses,

models made up of knowledge level, knowledge aspect, structure, and

either readability or density accounted for about 65 percent of the



variance, a result similar to that for NTE with two factors. These same

models, however, fit the data more than 90 percent as well as the Rasch

model. Models with either propositions or densities had 94 percent fit

while the best model, which included readability, had 97 percent fit.

In addition to these basic results, a number of other interesting

observations were made. First is the result that for the text property

variables, the correlations with difficulty were often in different

directions for passage/stems and options. Thus, When a single value was

used for each of these variables to represent the item as a whole, the

correlations with difficulty were considerably attenuated. This finding

may mean that the relationship between these indicators and difficulty

has been underestimated in previous studies where this distinction

between the parts of the item was not made.

A second observation concerned the readability indices; those

indices that were most effective in predicting item difficulty were

those incorporating some aspect of vocabulary level. The strength of

the readability factor, particularly with the Psychology items, may lie

in some complex measure of word difficulty as represented by the

combination of the four indices. The structure factor was also

surprisingly strong with the GRE items, adding about 20 percent to the

prediction of difficulty beyond the two knowledge demand variablef in

both sets of analyses. For the NTE items, neither factor by itself was

as important as with the GRE data. When coMbined with propositions,

however, both readability and structure added substantially to

prediction of NTE item difficulty.
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The semantic vmriables, both numbers of propositions and

propositional densities, were more clearly important than structure or

readability in accounting for difficulty of the NTE items. For the GRE

items, the regression analyses suggested that these variables were not

too important, whether alone or in combination with other variables.

The model fitting analyses, however, suggested that the propositions

factor was as important as readability and structure in modelling item

difficulty. The reasons for this discrepancy are unclear, but suggest

that propositional analyses should not discarded as a useful approach

in accounting for difficulty in items requiring substantive knowledge.

For the NTE items, which evaluated reading achievement, the

propositional analyses appear to be particularly promising. The

usefulness of this approach is limited, however, by the time required to

provide the coding. Good results have since been obtained in other

studies with a simplified coding procedure, which was devised following

our experience here (Scheuneman & Gerritz, 1990a,b).

The cognitive demand variables were not among the best predictors

for either test. For the NTE items, the cognitive level factor appeared

to have more value when other factors were included in the analyses than

when it was used alone. In some of the preliminary regression analyses,

models were evaluated that included only variables for passages and

stens. These analyses suggested that level was much more important in

accounting for difficulty when the option variables were absent.

Option characteristics may thus in some way capture the nature of the

cognitive task for these items. The cognitive process and node of

translation variables were better predictors of difficulty for the GRE
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items, but they tended to be subsumed by other predictors When the

factors were combined.

The knowledge demand variables for GRE items together contributed

37 percent of the variance in item difficulty. Although knowledge

demand was not the primary area of interest in this study, the variables

chosen (knowledge level and knowledge aspect) suggest ways of

quantifying the knowledge component of items that night lead to better

pr3cedures for estimating difficulty in the test development process.

Such taxonomies deserve further attention. Other dimensions of the

knowledge demand and better definitions or better scale properties for

the demand level variable may be fruitful areas for investigation.

Finally, the text properties contributed substantially to the

models of item difficulty beyond that contributed by the knowledge

demand variables. The best combinations of factors accounted for

approximately 30 percent more variance in the regression analyses and 35

to 40 percent better fit in the model fitting analyses. The

contributions of factors such as structure, which appeared to be nearly

independent of the knowledge variables, suggest that this would not be

much reduced even if better variables to represent knowledge were

available. If this study were repeated with another type of test, the

percent of variance accounted for by text property measures might easily

be less than that found here. Given the magnitude of the results,

however, it seems likely that, at least for this type of item, the prose

measures would again be found to be sUbstantially predicttve of item

difficulty.
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This study has several important implications. First, the results

suggest that measures of prose complexity could profitably inform the

item writing process if they could be made available in a useful form.

Simplifying the coding to this end will be a challenge for future

research in this area. Second, if changing text properties can be shown

to change item difficulty, new strategies for manipulating item

difficulty might be devised. Third, the results suggest that skills or

abilities outside the particular area of achievement being tested are

demanded by some of the items and hence a lack of such skills rather

than a lack of relevant knowledge may sometimes lead to incorrect

responses. This implies that prose complexity measures would be useful

in studying differential item functioning or group differences in test

performance (Scheuneman & Gerritz, 1990a,b). Finally, further

hypotheses concerning the processes involved in responding to

achievement test items might be elicited from the results of this or

similar studies.
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Means, Standard Deviations, and Correlations
with Item Difficulty of Structural Variables

GRE NTE

Variable mean sd diff mean sd diff

No. Words p/s 62 30 .08 95 34 .05

opts 35 21 .01 62 25 .07

No. Content p/s 35 18 .11 52 19 .01

Words opts 19 15 -.05 34 16 -.01

No. 3 Syllable p/s 10.1 6.3 -.13 16.6 7.5 .09

Words opts 7.1 4.5 .17 11.2 5.6 -.06

No. Sentences p/s 3.7 1.7 .09 4.6 2.0 -.05

opts 5.0 0.0 5.0 0.0

No. Syllables p/s 100 50 .05 156 58 .06

opts 59 35 .03 102 41 -.01

% Content p/s .57 .05 .22 .55 .06 -.09

Words opts .52 .13 -.14 .55 .09 -.18

Sentences per p/s 6.3 1.9 .03 4.9 1.5 -.20

100 Words opts 18.1 7.4 -.02 9.6 4.7 .01

Syllables per p/s 163 16 -.12 163 13 .06

100 Words opts 172 25 .10 166 22 -.09

4 4
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Table 2

Means, Standard Deviations, and Correlations
with Item Difficulty of Readability Indices

Index mean

GRE

sd diff mean

NTE

sd diff

ARI p/s 11.1 3.5 -.12 13.7 4.4 .26

opts 7.2 3.7 .08 9.1 3.9 -.03

Coleman P/s 12.2 2.9 -.13 12.5 2.4 .13

opts 10.2 4.3 .11 11.6 4.3 -.07

Dale-Chall p/s 11.3 3.1 -.28 11.2 2.2 .01

opts 1.2.7 3.6 .04 10.9 3.7 -.11

Flesch p/s 10.0 2.2 -.17 10.6 2.0 .14

Grade Level opts 9.4 2.9 .08 9.5 2.7 -.08

Flesch p/s 51.4 14.4 .13 46.2 13.3 -.21

Reading Ease opts 54.6 20.2 -.10 54.2 19.0 .05

Flesch p/s 10.4 2.8 -.12 12.4 3.5 .26

Kincaid opts 7.4 3.0 .08 8.8 3.1 -.03

Fog p/s 13.7 3.5 -.21 15.9 3.8 .27

opts 11.9 3.9 .13 12.4 3.4 -.01

Holmquist p/s 7.2 1.2 -.22 7.1 0.8 .06

opts 7.6 1.4 -.06 6.9 1.3 -.11

Kucera- p/s 5.8 0.4 -.03 6.1 0.3 .12

Francis opts 4.1 1.6 -.02 6.0 0.7 .04

All words

Kucera- p/s 4.2 0.6 .25 4.6 0.3 .07

Francis opts 3.1 1.1 .01 4.5 0.7 -.03

Content words

Powers P/s 6.6 0.8 -.13 7.0 0.8 .24

opts 6.1 1.1 .09 6.3 1.0 -.06
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Table 3

Reliability of Propositional Coding

Predicates

GRE

28

Items
*

56

Items

NTE

25

Items
*

38
Items

Passage .98 .99 .92 .95

Stem .88 .94 .77 .84

Options .93 .96 .90 .93

Total .96 .98 .90 .93

Modifiers

Passage .97 .98 .94 .96

Stem .55 .71 .70 .78

Options .94 .97 .91 .94

Total .96 .98 .95 .97

Connectives

Passage .98 .99 .96 .97

Stem .70 .82 .74 .81

Options .91 .95 .92 .95

Total .96 .98 .94 .96

Arguments

Passage .95 .97 .98 .99

Stem .67 .80 .79 .85

Options .97 .98 .95 .97

Total .95 .97 .98 .99

*Reliabilities for passages were based on 19 items for GRE and 16 for NTE
because some passages had more than one item. Full length reliabilities were

estimated using the Spearman-Brown formula.
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Table 4

Means, Standard Deviations, and Correlations
with Item Difficulty of Semantic Variables

No. Predicates
*

pass

mean

12.2

GRE

sd

6.9

diff

.16

NTE

mean

14.0

sd

6.1

diff

.21

stem 2.8 1.2 -.04

opts 7.7 4.2 .02 11.6 5.0 .15

No. Modifiers
*

pass 8.1 4.6 -.03 10.1 5.7 -.19

stem 1.5 1.1 .04

opts 5.0 4.1 -.06 7.1 4.6 -.04

No. Connectives
*

pass 7.8 4.9 .06 13.7 6.6 -.05

stem 1.6 1.3 -.15

opts 3.2 4.3 .02 8.4 5.0 -.08

No. Arguments
*

pass 10.5 4.2 .01 17.7 8.3 -.19

stem 2.6 1.0 .04

opts 6.1 4.0 .06 5.5 3.3 -.04

Predicate Density p/s .19 .04 .14 .19 .07 .08

opts .24 .09 .01 .21 .10 .26

Modifier Density p/s .14 .05 -.16 .13 .07 -.23

opts .14 .08 -.14 .12 .07 .05

Connective Density p/s .12 .04 .08 .16 .06 -.25

opts .07 .08 -.09 .14 .07 -.05

Argument Density p/s .18 .04 -.04 .22 .07 -.28

opts .20 .08 .10 .10 .08 .07

*passage and stem have been combined for GRE items.
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Table 5

Number of Items, Mean Difficulty
and Multiple Correlations for
Cognitive Demand Categories

NTE

Demand Level

items

mean multiple
difficulty

.12

Transformation 7 .79

Induct/Deduct 9 .67

Inference 8 .75

Rhetorical 10 .77

Reasoning 4 .98

GRE

Cognitive Process .33

Support/Weaken 9 .14

Infer 21 .05

Generalize 16 .62

Problem-Solve 3 -1.20

Identify 7 .19

Mode of Translation .37

Concrete/Concrete 1 1.80

Concrete/Abstract 2 .99

Concrete/Label 26 .42

Abstract/Concrete 4 -.13

Abstract/Abstract 4 -.96

Abstract/Label 3 -.08

Other Task 16 .00
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Table 6

Number of Items, Mean Difficulty and
Multiple Correlations of Knowledge

Demand Categories for GRE

Knowledge Aspects

Passage

mean
items diff

N
items

Stem

mean
diff

Options

N mean
items diff

Theory 11 .22 12 .62 1 -.22

Criterion 5 -.34 1 1.52

Procedure -.12 9 .69 9 .66

Relationship
.18

25 -.05 10 .14

System 5 -.49

Individual 17 .53

Entity 5 .64 3 .28 33 .10

Language" 2 -.68 2 -1.04

Multiple r .29 .32 .29

Knowledge Level2

Advanced 9 -1.24

Intermediate 6 .12

Basic 27 .31

Popular 4 1.45

Reading Comp 10 .62

Multiple r .56

'Knowledge Aspect Categories, Entity and Language have been combined for

Passages.

2Knowledge level refers to the total item.
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Table 7

Regression Analysis Results for
Structure, Readability and Semantic Variables

Structure

R2

GRE

% Var.
Added Entered R2

NTE

% Var.
Added Entered

% Cont. words .073 7.3 1 .033 3.4 2

# 3-syl words .065 5.9 2 .023 3.8 4

# words .008 6.9 3 .007 1.8 3

sent/100 words .000 1.4 4 .042 4.2 1

Total .146 21.5 .105 13.2

Readability

Dale-Chall .084 8.4 1 .021 2.8 2

Fog .077 4.3 2 .076 7.6 1

K-F Content .065 2.9 3 .009 1.2 3

K-F All .001 14.5 4 .014 5.0 4

Total .227 30.1 .120 16.6

Propositions

Predicates .025 2.5 1 .055 23.8 2

Arguments .004 4.9 2 .128 12.8 1

Modifiers .003 0.7 3 .039 10.4 3

Total .032 8.1 .222 47.0

Densities

Predicates .019 0.5 3 .069 19.4 2

krguments .012 1.4 2 .093 9.3 1

Modifiexs .038 3.8 1 .055 0.6 3

Total .069 5.7 .217 29.3
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46

Percent of Variance Accounted for
by Pairs of Complexity Factors in NTE

Densities

Readability

Structure

Level

R2 for one
factor

Props Dens Read Struct Level

65

67

68

50

.47

49

56

32

.29

24

23

.17

17

.13 .01

51.
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Table 9

Percent of Variance Accounted for
by Pairs of Complexity Factors in GRE*

R2 for one

KA S MT CP

factor .30 .25 .22 .14 .11 .08 .06

Readability (R) 48 40 44 36 34 34

Know. Aspect (KA) 55 47 35 34 37 34

Structure (S) 48 59 33 29 28 32

Mode Trans. (MT) 49 49 46 24 22 19

Cog. Process (CP) 44 43 41 42 18 18

Propositions (P) 47 50 42 45 36 18

Densities (D) 48 50 46 47 42 42

R2 for one
factor and
Know. level .41 .37 .38 .37 .27 .33 .33

*Percents above the diagonal are for pairs of factors; Percent below diagonal

are for pairs plus Knowledge Level, which alone accounted for 21 percent of

the variance in difficulty.



48
Table 10

Percent of Variance Accounted for
by Pairs of Complexity Factors

Plus Knowledge Aspect and Level in GRE

Struct Read Props
Cog
Proc

Mode
Trans

Density 66 61 58 56 58

Mode Trans. 62 60 60 58

Cog. Process 61 57 54

Propositions 61 60

Readability 65

% accounted for
by factor,

59 55 50 43 49

KL & KA
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Table 11

Percent of Variance Added by factor
Beyond Knowledge Level, Knowledge Aspect

and Structure in GRE

% Var.
factor
alone

Percent Variance Added by

factor
+KL

factor factor
+KL +KL
+KA +KA+S

Readability 30 20 18 6

Knowledge Aspect (KA) 25 16

Structure (S) 22 17 22

Mode of Trans. 14 16 12 3

Cog. Process 11 6 6 2

Propositions 8 12 13 2

Densities 6 12 13 7

Knowledge Level (KL) 21
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Table 12

Model Fitting Analysis Results
Separate Complexity Factors

Structure

GRE NTE
%fit Loss

38.9

%fit Loss

12.0
% Cont. words 9.4 1.9
# 3-syl words 22.4 1.0
# words 14.7 0.0
sent/100 words 4.3 0.7

Readability 43.7 14.2

Dale-Chall 4.1 3.4

Fog 9.9 1.2

K-F Content 13.4 4.3
K-F All 17.4 4.4

Propositions 31.5 30.7

Predicates 14.1 19.3

Arguments 5.3 18.0
Modifiers 6.8 4.4

Densities 20.4 21.3

Predicates 4.7 13.9
Arguments 2.8 19.6

Modifiers 9.1 0.0

Knowledge Aspect 31.3
Passage 16.5
Stem 11.6
Options 6.3



Table 13

Loss in Percent fit for Models
Excluding Reading and Propositions for NTE

Model

excludes
factor

excludes
factor,
Reading

excludes
factor,
Props

excludes
factor,
Rdg., Props

Factor % fit Loss % fit LASS % fit Loss % fit Loss

Reading 70 17 60 12

Structure 78 9 46 24 52 20 23 37

Propositions 72 15 60 10

Densities 78 9 58 12 34 38 18 42

Level 83 4 61 9 67 5 51 9

All1 87 70 72 60

1No "factor" is excluded other than Reading or Propositions as specified.
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Figure 1

Summary of Complexity Factors and Variables

Complexity
Factor Variables

Text Structure No. of Words, content words,

Properties syllables, 3-syllable words,
sentences; Percent content
words; Syllables, sentences
per 100 words

Cognitive
Demand

Knowledge
Demand

(GRE only)

Readability

Semantic Content

53

Standard readability indices;
Kucera -Francis word
frequencies for all words,
content words

Propositions No. of arguments, connectives,
modifiers, predicates

Density

Demand level

Cognitive Process

Mode of Translation

Knowledge Level

Knowledge Aspect

Density of arguments,
connectives, modifiers
predicates

EIE: Transformation,
induction/deduction, passage -

based inference, rhetorical
inference, reasoning

gRE: Support/weaken, infer,
generalize, problem-solve,
identify

gEE: Abstract passage with
abstract, concrete or label
options; Concrete passage with
abstract, concrete or label
options; Other

Reading comprehension,
popular, basic, intermediate,
advanced

Theory, criterion,
procedure, relationships,
entities, language


