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Measurement Problems

Howard Wainer!
Educational Testing Service

Abstract

History teaches the continuity of science; the developments of
tomorrow have their genesis in the problems of today. Thus any attempt to
look forward is well begun with an examination of unsettled questions.
Since a clearer idea of where we are going smooths the path into the
unknown future, a periodic review of such questions is prudent. The
present day, lying near the juncture of the centuries, is well suited for such
a review. This paper reports twenty unsolved problems in educational

measurement and points toward what seem to be promising avenues of
solution.

1This research was supported by the Educational Testing Service through the Research Statistics Group and
the Senior Scientist Award. The impetus to prepare this essay came from an invitation from Bruno Zumbo
to address a conference on “Modern Theories in Measurement” that was held on November 10-13, 1991, at
the Chateau Montebello in Quebec. Many of tie ideas expressed here come from conversations with my
friends and colleagues. Prominent among these are: Bill Angoff, Randy Bennett, Darrell Bock, Charles
Davis, Neil Dorans, Susan Embretson, Paul Holland, Skip Livingston, Bengt Muthén, Jim Ramsay,
Malcolm Ree, Lawrence Stricker, David Thissen, Neal Thomas, and Xiang-Bo Wang. In addition 1 am
especially indebted to Gunnar Carlsson for his insightful discussion of the current state of Hilbert’s
problems, and to Linda Steinberg for her encouragement, careful reading, and thought provoking criticisms.
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Measurement Problems

“Who of us would not be glad to lift the veil behind which the future lies hidden; to
cast a glance at the next advances of our science and at the secrets of its development during
future centuries? What particular goals will there be toward which the leading ... spirits of
coming generations will strive? What new methods and new facts in the wide and rich field
of (scientific) thought will the new centuries disclose?

History teaches the continuity of the development of science. We know that every
age has its own problems, which the following age either solves or casts aside as profitless
and replaces by new ones. If we would obtain an idea of the probable development of ...
knowledge in the immediate future, we must let the unsettled questions pass before our
minds and look over the problems which the science of today sets and whose solution we
expect from the future. To such a review of problems the present day, lying at the meeting
of the centuries, seems to me well adapted. For the close of a great epoch not only invites
us to look back into the past but also directs our thoughts to the unknown future.”

So begins what was perhaps the most influential speech ever made in mathematics.
It was David Hilbert’s presentation to the International Congress of Mathematicians in Paris
in July of 1900. In it he described what he felt were the 23 most important unsolved prob-
lems in mathematics. His choice was wise and the formidable task of solving these prob-
lems occupies mathematicians to this day. Although most of these problems have now been
satisfactorily resolved? there remains much to be done.

We have not yet reached the millennium. Given Hilbert’s exar-1le, it would profit
us to begin to formulate the problems of our field. Perhaps with an eight year running start
and with the synergistic wisdom of those gathered here, we can begin to match, even in a
small way, the wisdom of choice that Hilbert accomplished on his own. If so, I am as-

sured that our field will move forward more surely and smoothly than would otherwise
have been the case.

In this account I limit myself to educational measurement problems within a particu-
lar context. Specifically, measurements that lead to a decision and a consequence. Thus this
discussion is not directly aimea at a process analogous to measuring someone’s height: in
which a measurement is made, the result is reported, and that’s it. The situation I concern
myself with here is more like that in the measurement of weight. There are standards asso-

2 Hilbert’s problems 1, 3, 5, 7, 10, 11, 15, 17, 19, 21 and 22 have been solved. Problems 14 and 20
proved to be false; there are partial solutions to problems 13 and 18; and substantial progress on 8, 9 and
23. To the best of my knowledge only two of Hilbert’s problems truly remain open (12 and 16); the
former is in the field of algebraic number theory and the latter in algebraic topology. It is usually not clear,
among the other incompletely solved problems, what would constitute a complete solution (i.e. Problem 6
asks for a rigorous treatment of the axioms of physics — considering the great progress physics has made
since 1900 it is clear what would have satisfied Hilbert then would not be satisfying now). For those
interested in more details see Browder (1974).
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ciated with good health that connect to weight, actions that can take piace that can affect
weight, and the success of those actions can be assessed.

I believe that since the lion’s share of the educational situations requiring measure-
ment are of the sort that suggest an action and have an outcome, this paper focuses on that
arena. Other uses of educational measurement, such as they may exist, surely share some
of the problems, but I mean to limit this account explicitly.

With this boundary stated, let us begin. What follows are a preliminary list of 20
problems; some are stated sharply (problems 10, 16, 17, 19), some are more vague

(problems 1, 4, 7). They are grouped into classes w1th a rough ordering of importance. By
far the biggest single problem is that of

Validity

Validity is too low and must be increased. On the SAT, perhaps the most
studied test there is, the correlation with first year college grades is generally in the .3 to .4
range. Where is the remaining .6 to .7? The answer to this problem must surely require
answering three component questions. These are:

1. How can we obtain suitable validity criteria?

Any thoughtful person when asked about developing a prediction model would
suggest that the first step is to get a good measure of what you are trying to predict. It
might appear that without a good criterion success would be hard to determine. Although
this has always been known, the amount of resources expended in the development and

measurement of criteria always seems to be dwarfed by those allocated for developing pre-
dictors.

We must first ask, “Did we choose a reasonable criterion?”-We can certainly boost
the validity coefficient through a judicious choice of criterion. For example if we used the
Graduate Record Exam (GRE) as the validity criterion for the SAT, we would see a sub-
stantial increase in the correlation of the test with the criterion. Nothing predicts a test like
another test. But this is not what we usually mean by validity. College grades may be bet-
ter, but they contain a hodgepodge of self-selection reflecting different criteria and different
proficiencies. How to adjust for this is a major problem. But are college grades really what
we want to predict? It seems to me that we ought to be less interested in first year grades
than in predicting who will be a good doctor, engineer, lawyer, teacher, etc.. But how can

we concretize this when we do not have a clear indicator of the variable that we wish to use
as a criterion?

Consider, for example, the National Teacher Exam (the NTE). We would like this
to predict who will be a good teacher. Because we do not have any single measure of the
construct “good teacher” does not mean that we cannot build an index of teacher quality. To
build such an index we need to collect a set of indicators that generally vary in the same
direction as the unobserved construct. They need not be perfectly correlated (indeed if they
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were we would have found our index), but only related in the same direction in general.
Some obvious candidate variables might be: teacher training (more is better), student test
scores (higher is better), student gain scores (greater is better), supervisor ratings (higher is
better), etc.. This does not mean that some teachers with less training are not better than
others with more. Nor does it mean that there are not some extraordinary teachers whose
students (for a variety of obvious reasons) do poorly. It only means that, all things being
equal, this is the way that things ought to go. If this collection of indicators are all pointing
in the same direction (more formally, if they form a positive manifold in the criterion
space), all linear combinations of these variables will, asymptotically, become the same.
This was proved by Wilks (1938). It was later shown (Wainer, 1976, 1978) that one con-
sequence of the theorem was that under broad conditions with very few variables, an
equally weighted linear composite provided prediction that was nearly as accurate as opti-
mally chosen weights.

Wilks’ theorem can be invoked easily to construct a criterion variable when none
exist from correlated components. We won’t have the index of teacher competence, but we
will have another index that is highly correlated with it.3 To build such an index we need
only choose a set of suitable variables, place them onto a common scale, and add them up.
Such schemes have a long history of use in the development of social indicators (e.g.,

Angoff & Mencken, 1931), but only recently has gotten wide attention within the area of
criterion development?.

It is well established that the criteria we use can affect in a nontrivial way the in-
struction that precedes it. The unity of enterprise is clear. Unless we are extraordinarily
vigilant, if we assess in a particular fashion, instruction will be shifted, often to a major de-
gree, in the direction of that assessment. If assessment in a course in French is made with a
written exam, how much class emphasis will be given to verbal skills?5> However by

3 This may be enough for many uses. If the lliud wasn’t written'by Homier it was produced by some other
Greek of the same name.

4 This invasion has principally been along the route of validity generalization; see Raju, Fralicx &
Steinhaus (1986) for one promising result.

3 Criticizing standardized testing for distorting the instructional process has been popular lately. Gitomer
(1991, p. 2) characterizes this criticism as “If, in fact, teachers and schools are ‘teaching to the test,’ then
we ought to develop assessments in which teaching to the test is a valid use of instructional time.” The
conclusion that the test must be changed is not the only one that can be reached. We might, mstead invoke
sanctions to inhibit teachers from doing such a thing, if it is silly.

Even though driving tests are given within very narrowly proscribed circumstances, driving schools do
not spend ali their time just going over the test course. They don't, because people taking driving courses
want to learn to drive and are not solely interested in passing the test. If a course in English composition
focused on solving verbal analogies the teacher should be reprimanded by both students and school
administrators. Just as it is impractical (too unsafe) to test driving skills on high-speed freeways, so too
may be the large-scale utilization of subjectively graded essays (too expensive of time and money). A
language test containing a considerable number of mult:ple-chmce items that are abstracted from general
verbal skill has not been a bad compromise, since it does provide an practical method for fair and objective

assessment. If the instructional process is distorted by the measurement process, there is more than a single
avenue of remediation to consider.
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adopting a criterion index that is a mixture of many things such distortions of the
instructional process ought to be reduced.

2. How do we best determine and measure the predictor variables that most
adequately characterize the traits and proficiencies of interest?

Are the proficiencies tested by the SAT all that are required for success in college?
No one I know would agrze to this. What other things are needed? My colleague, Bill
Angoff, has long called for a formal job analysis of what is required to be a student, but so
far I do not know of anyone who has done this seriously. The literature surrounding sex
differences in college pe-formance suggests that being responsible (showing up for class
regularly, handing legible home work in on time) is important. How can we include a test
for such skills/propensitie. on an entrance test? Grit and determination are surely important.
Perhaps we could get a mezasure of these if we follow the Chinese example and lengthen the
SAT considerably. What about making a serious effort to measure some of the other per-
sonality variables that we feel are important for success? Should we include the cognitive
variables that psychologists like Bob Sternberg (1985) have identified as being important?

I suspect that much of the current movement toward authentic assessment has, as its
genesis, attempts to ¢ nswer this question. But, so far at least, I have been disappointed in

the lack of scientific igor that has characterized many of the initial forays in this area. See
problems 4 and 9.

3. How do we d:ztermine the validity of a test when it is being used for
selection? :

Ironically, -nz ny of the problems assessing the efficacy of educational measurement
exist because the r.ie..surement is used; if a test was administered and its results ignored,
we could measure its validity more directly. However tests that serve a gate-keeping role
yield us a sample >f only those who were admitted; tests that direct.instruction only provide
us with information on those who have taken a particular instructional path.

Selection takes place at many points in the examination process. Some people may
choose not to tak= the test. Others, after taking the test, may choose not to apply. Still
others might appiy but not be accepted. All we can observe are the scores of those who
took it and the citcrion for those who were admitted and who persevere. The nonresponse
almost surely cann st be ignored; we cannot estimate the correlation between test and crite-
rion and call it val dity. How to model the nonresponse is unknown. The besi we can do at
the moment is to 1.se methods of multiple imputation to estimate bounds on validity; these
are likely to be -oc: wide to be practical. Perhaps experiments like the legendary one that
John Flanagan .1 '48) accomplished, in which the test results were ignored in all decisions,
could be done. T:e results of such experiments would help to guide the modelling of non-
response in the future. But experimentation is much more difficult for sequential decisions
in which one t.’st determines admission to a course of training from which further selection
takes place. W hat would be the validity of the Graduate Record Exam if the pool of exami-
nees was not 1. mited to college seniors anticipating graduate study, but was instead a
random samp ¢ of all seniorss? Note that the 500 subjects in the pilot sample used to assess
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the validity of first form of Army Alpha were troadly sampled. coming from such diverse
sources as a school for the retarded, a psychopathic hospital, a =formatory, some aviation

recruits, some men in an officers' training camp, 60 high schoo students and 114 Marines
at a Navy yard.

The separation of issues into separate problems is, in a rc al sense, misleading. They
are all of a piece, interlocked, joined, and bound. The next two 1 1ajor headings for prob-
lems are data adjustment and data insufficiencies. I view th: m as almost equally im-
portant, but I give a slight edge to the latter.

‘Data Insufficiencies

Some aspects of educational data collection are carefully the ight out: we have SAT
scores on well-equated tests for millions of individuals. Yet the ind siduals on whom these
scores have been collected chose to participate in i%e testing proces. for reasons known
only to themselves. Our knowledge about what the scores of indivic 1als who chose not to
take the test would have been is vague and incomplete. Inferences at >ut the entire age
cohort are severely limited by this self-selection. Other educational d: ta are very much
catch-as-catch-can. Validity criteria are often found lying in the street First Year Grade
Point Average in College) with little or no standardized meaning. Eff. rts, often valiant
ones, are sometimes made to adjust grades to make them more meanit gful; oftentimes these
adjustments are well-meaning but circular. For example, Crouse & Tr :sheim (1988) use
the mean SAT score of students attending a college to adjust the GPA : * that particular
college; higher mean SAT score implies that a B is a greater accomplist ment thana B ata
lower scoring school. They then use the SAT adjusted GPA as the crite ion against which
the judge the efficacy of the SAT. We need to do better.

There is a tradition in the social sciences of small scale studies w :h few replicants
and many variables: the opposite of what is needed. But large scale stud. ‘s with carefully

gathered data and well-expressed hypotheses can have serious implicatic 1s. Therefore they
are rarely if ever done.

4. In the imperfect world which we inhabit, how can we coll: ct data that
are sufficient for our needs?

We can never do any better than the data we are working with. Ed :ational data are
too unstructured, too unreliable and too often lacking in validity. Moreove: there is a gen-
eral misunderstanding that one can compensate for too few replicants by us ng more vari-
ables. More variables makes the problems of a limited number of replicatic :s worse, not
better. Collecting data is expensive and too much research is done by too m ny people op-
erating with small budgets. A smaller number of larger and better planned s 1dies with
careful attention to issues like power, prior hypothesis definition and contro or matching is
what we need. One attractive compromise would be greater cooperation amc 1g researchers
that resulted in smaller studies that built on one another through formal meta 1nalysis. This
would require agreement on definitions of variables and their manifestations.
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I recently had a conversation with a colieague who described, with great enthusi-
asm, how the state of Kentucky had recently decided (due to litigation) io completely re-
vamp its educational system. I asked if they planned to shift over gradually so that the
unshifted part might serve as a control condition. She replied that, “they didn’t have a con-
trol: because it was only an experiment.” How are we to know how well anything works
unless we can compare it to something else. What does “works” mean anyway?

Sometimes the “problem of insufficient data” is due to too little work, thouzht
and/o* money being devoted to the gathering of the data. These can be solved if we can
convince those who control resources that the problem is worth solving and that our ap-
proach will do it. Meney was allocated to run the Salk Polio Experiment, with its hundreds
of thousands of subjects, because it was important to have the right answer. Billions are
spent on super colliders to study elementary particles, on plasma research to study con-
trolled fusion reactions, on space stations to study the heavens. We need to stop making
due with insufficient data and insist that proper data gathering efforts can shed important
light on the problems of education. To be convincing however we must first think hard
about what questions must be answered and what data need to be gathered to answer them.

Let me illustrate this problem with two important subproblems.

¢ How can we separate demonstrated proficiency from motivation? Are exarninees
poorly taught or just not trying?

Often what we are trying to measure is “examinees’ proficiency when they are
really trying.” If a test doesn’t ‘count’ for a specific individual, how can we be sure
that they are trying as hard as they might if it mattered? What inferences can we draw
from survey data that have no consequences for the respondents? I am reminded of the
experiences of th= school administrators in Ojai, California a few years back. As part
of the “Cash for CAP” program, the state rewarded extraordinary performance by
graduating seniors on the California Assessment Program with budget augmentations
that could be used for whatever school officials saw fit. Representatives from the
senior class demanded that the principal allocate a certain portion of this anticipated

. wind-fall to subsidize some graduation festivities. The principal refused, telling them
that the funds were to be used for additions to the new computer laboratory.
Predictably, student performance on the test was abysmal.

Trying to get students to give their best efforts when the exam doesn’t have
important direct consequences to them becomes an especially thorny problem if we
wish to use test items that require extended answers. Evidence from the California
Assessment (Bock, 1991) indicates clearly that students are more willing to respond
thoughtfully to multiple choice items than they are to items that require writing an es-
say. This has the ironic consequence that tests having a substantial impact on an in-
dividual student (like competitive exams for scholarships) can contain essay questions,
whereas an assessment instrument that may have huge policy implications cannot. The
irony is that for highly competitive exams we typically want the psychometric
characteristics that are the hallmark of multiple choice exams, whereas large-scale
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assessments can tolerate the unreliability that is associated with the human rating of
essay questions.

Perhaps there is something to be learned from the results of the recent math
and science portions of the International Assessmenrt of Educational Progress (JIAEP).
In it the performance of Korean students far outstripped that of all other countries. Are
these students brighter than all the rest? Are they taught more competently? Do they
work harder in school? Was the test, once translated into Korean, much easier than in
English or French? Were they trying harder on the test than other students? Some of
these hypotheses are subject to empirical verification. Student-kept diaries can shed
light on study habits. Mathematical items are less subject to the effects of language,
and nonlinguistic forms can be constructed. Differential racial intelligence is a silly
idea. Teachers can be tested as to their subject-matter and methodological competence.
But I digress. My colleague, Sung-Ho Kim observed the administration of the IAEP
tests in Korea. He noted that although the students chosen to take the test were selected
at random, just as in all the other countries, they were not anonymous. No individual
scores were obtained, but it was made quite clear that these chosen students were
representing the honor of their school and their country in this competition. To be so
chosen was perceived as an individual honor and hence to give less than one’s best
effort was unthinkable. Contrast this with what performance you would expect from
an American student hauled out of gym class to take a tough test that “didn’t count.”

This same problem manifests itself in spades when tests face the joint
requirements of releasing all operational items after use and explicitly identifying
ex] ‘rimental (nonoperational) sections of the test. Equating items cannot be released if
they will be used to link with a future form. Yet if examinees know that they “don’t
count” how hard will they work on them? Small studies at ETS confirm that such
equating items look more difficult than they ought to (based on independent
calibration) under such circumstances. This has the effect of lowering the equated
scores of all examinees, not just those who don’t give their best efforts on these items.

® How can we make longitudinal inferences from cross-sectional data?

Many of the most important questions facing education are longitudinal. We need to
accurately measure growth. Moreover growth is often over long time periods.
Collecting longitudinal data over long time periods takes a long time. Drop-outs are a
big problem. Dropping out is not likely to be ignorable with respect to the ‘treatment’
of interest. Keeping track of drop-outs is very expensive. The most common method
to circumvent this is to attempt to model longitudinal change with cross-sectional
data. This can lead one astray in a serious way. For example, my observations dur-
ing a recent visit to North Miami Beach led me to formulate a theory of language de-
velopment. When people are young they speak Spanish, when they are old they
speak Yiddish. I found confirmation for this theory when I observed adolescents

working in shops who spoke mostly Spanish, but also a little Yiddish. See also
problem 8b.




Adjustment

Issues of statistical adjustment are rife within educational measurement. They span
many arenas. I choose a few of them here.

5. How do we equate essays and other ‘large’ items?

If we try to build tests with large (time consuming) items while holding testing time
more or less constant we are faced with a series of critical decisions. Do we use general
kinds of questions (“Describe the most unforgettable character you have ever met.”) or
specific ones (“Characterize Kant’s epistemology.”)? If we do the former, it is not far-
fetched to suppose that we will soon see the “Princeton Review Essay;” coaching is easy
and so fairness is compromised. If we use more specific questions we may not span the
domain of knowledge. In this case, an examinee may know a great deal, for example,
about both Kant and about epistemology, but just lack knowledge about their intersection.
Almost any other question would have elicited a full response. Is it proper to judge a stu-
dent’s knowledge on a small selection? If we agree that it isn’t, we can have a large number
of specific topics and either require answers to all of them or allow the examinee to choose.
If the former we will probably have to (massively) expand testing time and cost. If the lat-
ter, how do we equate the various choices for differences in their inherent difficulty?
Equating can sometimes be done by having enough common essays to provide a reliable
anchor, but this runs into time and resource constraints. Equating can also be done with an
anchor consisting of a number of small items. If we equate with small items we must con-
sider whether they are testing the same thing that the large items test. If they do not, the er-
rors of equating loom large. If they do, why are we bothering with the large items in the
first place? How much does the fact that examinees select which items they will answer af-
fect the equating? See problems 8c and 10.

6. How do we adjust for nonstandard conditions?

Sometimes one form of a test is given under nonstandard conditions. Some obvious
cases of this are test forms presented in braille or orally for visually impaired examinees,
or test forms given without time constraints. In these situations tests often face the dual re-
quirements of forbidding the identification of handicapped individuals while simultaneously
insisting that all tests administered under nonstandard conditions be flagged. One way to
comply with such seemingly contradictory requirements might be to adjust test scores given
under nonstandard conditions. This might, if done well enough, allow the comparison of
individuals who have taken a test under rather different conditions. Don Rubin (1988) has
suggested that under some conditions a variant of low-dose extrapolation, a statistical pro-
cedure often used in drug research, might be useful.

To illustrate this methodology, consider the research problem associated with

ascertaining whether or not a particular additive is carcinogenic (so-called ‘Delaney Clause
Research’). For most additives the usual dosages increase cancer risk only slightly, and so
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to reliably estimate the size of the effect would require unrealistically large numbers of ex-
perimental animals. So instead the animals are given gigantic dosages; one group of rats
might get the equivalent of 20 cases of Diet Pepsi a day, a second group 10 cases, and a
third perhaps 5 cases. The incidence of cancer under each of these conditions is noted and a
response surface is fitted that relates cancer incidence with dosage. This function is then
extrapolated down to dosage levels more likely to be encountered under real-world condi-
tions. This method is closely akin to ‘accelerated life testing’ common in engineering
wherein car doors are slammed 20 times a minute, or light bulbs are burned at higher than
usual voltages.

One extension of low-dose extrapolation to equating tests, where the nonstandard
condition is ‘unlimited’ time for some subgroup, can be accomplished by experimentally
varying the allotted time (one group might be given 3 hours, a second 4 hours, a third 5, a
fourth 10, a fifth unlimited) and measuring to what extent additional time affects scores.
Then use the fitted function to adjust scores for those individuals who had unlimited time.
Such a procedure seems statistically feasible, but because the most likely effect of such an
adjustment would be the adjusting downward of scores from unlimited time administra-
tions, it would probably run into some political resistance.

While this sort of approach can help out for some problems, others, like how to
compare a test in braille with a printed form remains mysterious to me.

7. How do we equate across nonoverlapping populations?

Comparing tests given under very different conditions, in which there is no possi-
bility of someone from one group taking it under the same condition as one from the other
group (i.e. a blind person taking a printed version); or if possible, (i.e. a sighted person
taking a braille form) it is not credible to believe that performance is at the same level in
both, brings us to a problem that is formally identical to tests in which individuals of
different ethnic and language groups are compared.

Suppose we want to make comparisons among individuals and groups who have
taken translated forms of the same test. The international comparisons made by the
International Assessment of Educational Progress is but one instance. There are Spanish
language versions of the SAT (the Prueba de Aptitud Academica ). The Canadian military
has been making decisions about its potential recruits on the basis of a French and English
version of its screening test (Canadian Forces Classification Battery) for years. Entrance to
Israeli universities is, in some part, determined by an applicant’s performance on their
“Psychometric Entrance Tests” which are given in Hebrew, English, Arabic, French,
Spanish and Russian. Are such efforts fruitless?

Formal equating is impossible through traditional procedures (common items or
overlapping samples). There is some hope that a regression procedure accomplished
through a commion criterion might work (i.e. score the test with the predicted score on the
validity criterion based upon separate prediction equations by group), but many problems
with this remain. This is not equating and thus two obvious problems are:
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® differential validity of forms — the Israeli PET is very valid at the Hebrew
University for the Hebrew language form, but much less so for the Russian
form. Thus regression will make a very high score on the Russian form yield a

much lower predicted grade at the university than a considerably lower score on
the Hebrew form. Is this fair?

® differential selection — how accurate are our estimates of predicted performance
when they are based on only students who actually matriculate.

I believe that some sort of ‘quasi-equating’ through a common criterion is the only
way available at the moment, yet I am pessimistic about it working well enough on its own
to be useful. And, if we cannot do it well when there is a common criterion, what can we
do when even this link is missing? How are we to compare the performance of American
students with that of their Japanese counterparts? Are newspaper headlines reporting that
“U.S. students rank last” in some international comparison specious?

The problem arises again, although it may be a bit more subtle, when we try to
equate for sex differences. There is ample evidence that tests predict differently by sex, and
yet typically the scores are never equated between the sexes. Ought they be? If so, how? If
we cannot deal with differential validity due to sex with American men and women who
are attending the same classes in the same universities, how are we to fairly use scores ob-
tained over the broader gulf of language and culture that I described earlier?

8. How do we correct for self-selection?

The bias introduced by self-selection is a terrible problem. It is terrible for at least
three reasons. First, because it often has iarge effects. Second, because it is subtle and may
be missed. And third, because there is no good way to correct for it statistically. The best
we can do, through the method of multiple iraputations, is measure the size of its effect.
To illustrate the first two of these reasons consider the following four examples of wildly
incorrect conclusions that were made on the basis of a self-selected sample:

(1) The NY Times reported (3/91) the resuits of data gathered by the American Society of
Podiatry that 88% of all women wear shoes at least one size too small. Who would
be most likely to participate in such a poll?

(ii) In 90% of all deaths resulting from bar-room brawls the victim was the one who
instigated the fight. One wonders about the wit of the remaining 10% who didn’t
point to the floor when the police asked, “‘Who started this?’

(iif) In 100 autopsies a significant relationship was discovered between age at death and
length of the ‘lifeline’ on the palm (Newrick, Affie, & Corrall, 1990). Actually they
discovered that wrinkles and age are correlated; not a breathtaking conclusion.
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(iv) A Swiss physician during the time of Newton tabulated the average age of death by
profession as listed on death certificate. He found that the most dangerous profes-
sion is ‘student.’

I hope that this cements the size of the possible effects of selection as well as its
sometimes subtle nature. Unfortunately selection looms large in many of the areas where
we would like to make inferences from test scores. Three of these are:

(a) comparing political units — In the absence of a universally subscribed-to national test-
ing program, policy makers have used various in-place tests as educational indicators.
Perhaps because it is the most widely taken, or perhaps because it samples a very valuable
segment of the population, SAT scores have been broadly used for this purpose. Many in-
vestigators (e.g., Dynarski, 1987; Page & Feifs, 1985; Powell & Steelman, 1984;
Steelman & Powell, 1985) have tried to make inferences about the performance of state ed-
ucational systems on the basis of mean SAT scores in that state. Most agree that the raw
means cannot be used ‘as is,” and that some adjustments must be made. There are two
kinds of adjustments that are usually considered.

The first is to correct for differential participation rate. In some states a substantial
proportion of the population of high school seniors take the SAT (e.g., Connecticut has
78%, New Jersey has 66%). In other states very few take the test (e.g., lowa has a 4%
participation rate, South Dakota only 3%). It is usually felt that the decision to take or not to
take the SAT is, to some extent, based upon the student’s anticipated success on the test.
Hence nonparticipation is viewed as “nonignorable” in the sense of Rubin (1987), and cor-
rection for participation is hoped to acjust for nonignorable nonparticipation.

After correcting for differential participation, investigators will often try to adjust
for differences in the demographic structure across the states. This latter adjustment is made
in order to use the state SAT data to be able to make. statements like, “increasing per pupil
expenditures by x increases SAT scores by y.”

These two kinds of adjustments are fundamentally different.

, The initial attempts (cited above) to accomplish either of these adjustments were
complete failures. Using sensitivity methods (multiple imputations for missing data) it be-
came clear that the variability imposed by the self-selected aspect of these data made the re-
sults so unstable that they were worthless for any practical purpose. One more recent at-
tempt to model just the self-selection (Taube & Linden, 1989) used a truncated Gaussian
selection function. This too was a complete failure, but subsequently Edwards &
Beckworth (1990) used this model to provide, for the first time, a reasoned approach to
modeling self-selection on the SAT. Unfortunately this model was shown to be insufficient
(Holland & Wainer, 1990a,b). I have spent some effort in the past describing the problems

associated with selection and trying to point toward the structure of an acceptable solution
(Wainer, 1986a,b; 1989a,b; 1990).
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Much more work is required to educate the users of self-selected data about their
limitations. Good models of imputation need to be established so that the errors associated
with selection can be accurately determined.

(b) comparing across time — Is the performance of our public educational system declin-
ing? Do students know as much now as they used to? The average scores on college ad-
mission tests in the United States declined for more than 20 years. Why? Were students
more poorly prepared? Or had education become more democratized and consequently we
found a broader cross-section of American youth taking the tests? These questions are
poorly phrased, for we do not want a “yes” or “no,” but rather we need to be able to mea-
sure the causal effect of self-selection on average performance. How much of the decline
was due to demographic changes? There have been many attempts to do this, but they have
never been completely satisfying. For example, it was clearly shown that demographic
shifts in the test-taking population accounted for the SAT score decline observed from 1963
until 1972 (Beaton, Hilton & Schrader, 1977). However, although these demographic
shifts were essentially complete by 1972, the decline continued into the eighties.

This one example illustrates the difficulties one encounters when trying to make
comparisons across time when the individuals who are measured self-select into your
sample. Statistica! adjustment can be done, but one can never be sure of the answer. Major
trends might be visible, if those trends are large enough to dominate the variability associ-
ated with selection (and measured through multiple imputations). But suppose we wish to
measure the efficacy of some sort of educational intervention. Most funders of intervention
programs require some indication of positive outcome; we cannot wait several years for a
strong trend to make itself visible. We must be able to detect subtle changes. But what do
we do with drop-outs? With those who refuse to participate? Usually the amount of uncer-

tainty introduced by these and other self-selection factors dwarf the size of the treatment ef-
fect that we are looking for.

(c) comparing within a test across different items — There is increasing pressure to build
tests out of units that are larger than a single multiple choice item. Sometimes these units
can be thought of as aggregations of small items, e.g., testlets (Wainer & Kiely, 1987;
Wainer & Lewis, 1990), sometimes they are just large items (e.g., essays, mathematical
proofs, etc.). Larger items, by definition, take the examinee longer to complete than do
short items. As such, fewer large items can be completed within a given period of testing
time. The fact that an examinee cannot complete very many large items within the usually
allotted amount of testing time places the test builder in something of a quandary. One must
either be satisfied with fewer items, and so open the possibility of not spanning the content
domain as fully as might have been the case with a much larger number of smaller items, or
expand the testing time sufficiently to allow the content domain to be sufficiently well
represented. Often practicality limits testing time, and so compromises on domain coverage
must be made. A common compromise is to provide several large items and allow the
examinee to choose among them. The notion is that in this way the examinee is not disad-
vantaged by an unfortunate choice of domain coverage by the test builder.
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Allowing examinees to choose which items they will answer opens up a new set of
problems. Some items might be more difficult than others and so if examinees who choose

different items are to be fairly compared with one another, the scores obtained on those
items must be equated. How?

All methods of equating are aimed at producing the subjunctive score that an exami-
nee would have obtained had that examinee answered a different set of items. To accom-
plish this feat requires that the item responses that are not observed are “missing-at-ran-
dom.” Why this is true becomes obvious with a little thought. The act of equating means
that we believe that the performance that we observe on one item tells us something about
what performance would have been on another item. If we know that the procedure by
which an item was chosen has nothing to do with any specialized knowledge that the stu-
dent possesses we can believe that the missing responses are missing-at-random. However

if the examinee has a hand in choosing the items this assumption becomes considerably less
plausible.

To understand this more concretely consider two different construction rules for a
spelling test. Suppose we have a corpus of 100,000 words of varying difficulty out of
which we wish to manufacture a 100 item spelling test. From the proportion of the test’s
items that the examinee can corcectly spell we will infer that the examinee can spell a similar
proportion of the total corpus. Two rules for constructing such a test might be:

® Missing-at random — We select 100 words at random from the corpus and present
them to the examinee. In this instance we can believe that what we observe is a rea-
sonable representation of what we did not observe.

® Examinee selected — A word is presented at random to the examinee, who then decides
whether or not to attempt to spell it. After 100 attempts the proportion spelled cor-
rectly is the examinee’s raw score, The usefulness of this score depends crucially on
the extent to which we believe that an examinee’s judgement of whether or not she
can spell a particular word is related to her actual ability. If there is no relation be-
tween spelling ability and a priori expectation, then this method is as good as
method (i). At the other extreme, if an examinee spells 90 words correctly all we can
be sure of is that that examinee can spell no fewer than 90 words and no more than
99,990. A clue that helps us understand how to position our estimate between these
two extremes is the number of words passed over during the course of obtairning the
100 sample. If the examinee has the option of omitting a word, but in fact does
attempt the first 100 words that are presented, our estimate of that examinee’s
proficiency wiil not be very different than that obtained under ‘missing-at-random.’
If it takes 50,000 words for the examinee to find 100 to attempt we will reach quite a
different conclusion. If we have the option of forcing the examinee to spell some of

the words that she had previously rejected (sampling from the unselected population)
we can further reduce uncertainty due to selection.

This example should make clear that the mechanism ty which items are chosen to
be presented to an examinee is just as crucial for correct interpretation as the examinee’s
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performance on those items. Is there any way around this problem? How can we equate
tests in which all, or some, of the items are selected by the examinee?

Other Issues

9. How can we provide the fairness of a standardized exam within the
confines of ‘authentic assessment’ or ‘portfolio assessment’ or some of

the other recently suggested possibilities for the improvement of
traditional testing practice?

19th Century educators argued successfully for written standardized exams rather
than oral exams whose contents varied with the whim of the examiner. Horace Mann

(1845), to pick one outstanding example, provided eight reasons for standardized exams.
Quoting him (p. 37): :

1. They are impartial.

2. They are just to the pupils.

3. They are more thorough than older forms of examination.

4. They prevent the officious interference of the teacher.

5. They determine, beyond appeal or gainsaying, whether the pupils have been
faithfully and competently taught.

6. They take away all possibility of favoritism.

7.~ 'hey make the information obtained available to all.

d. They enable all to appraise the ease or difficulty of the questions.

Mann was obviously trying to control for inept teaching and unfair assessment by
making public standardized criteria for success. His arguments sound remarkably
contemporary. In his support for standardization he compared a test to a footrace (p. 39),

“Suppose a race were to be run by twenty men in order-to determine. their compara-
tive fleetness; but instead of bringing them upon the same course, where they all
could stand abreast and start abreast, one of them should be selected to run one mile.
and so on, until the whole had entered the lists; might it not, and would it not so
happen that one would have the luck of running up hill, and another down...? Pupils

required to answer dissimilar questions are like runners obliged to test their skill by
running on dissimilar courses.”

Compare this ideal of a controlled and recorded assessment with the description
of the Kentucky “experiment” described in Problem 4. Since one of Mann’s purposes in
insisting on standardized questions and written answers was to assess the competence of
teachers (points 4 and 5), we must ask to what extent can this be done credibly if the
individual teacher is responsible for making up and scoring the assessment instruments?

10. How can we provide the sufficient breadth of domain coverage re-
quired in any standardized exam that consists primarily of items that
demand extensive time to answer?
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Mann further argued (p. 40) for importance of as full a sampling from the content
domain as possible.

“Again, it is clear that the larger the number of questions put to a scholar, the better
is the opportunity to test his merits. If but a single question is put, the best scholar
in the school may miss it, though he would succeed in answering the next twenty
without a blunder; or the poorest scholar may succeed in answering one question,
though certain to fail in twenty others. Each question is a partial test, and the greater
the number of questions, therefore, the nearer does the test approach to complete-
ness. It is very uncertain which face of a die will turn up at the first throw; but if the
dice are thrown all day, there will be a great equality in the number of faces turned
l‘p,"

11. How can we reliably score constructed responses?

In studies of scoring subjectivity, Ruggles (1911) found that “there is as much
variation among judges as to the value of each paper as there is variation among papers in
the estimation of each judge.” More recent experiences in the California Assessment
Program (CAP) and the National Assessment of Educational Progress INAEP) provide
similar results. Bock (1991) reported that 60% of the variance of the proficiency distribu-
tion of the examinees in the CAP was due to variation among raters. During the course of
the 1988 NAEP writing assessment, some 1984 cssays were included in the mix for the
purpose of assessing change. The differences in the scores of these essays from one
assessment to the next was so large that it was deemed wise to determine change through
the very expensive rescoring of a large sample of 1984 essays by the 1988 judges (Johnson
& Zwick, 1988). No mere statistical adjustment was apparently sufficient.

One conclusion that we can draw from these and other, similar findings is that the
use of expert judges to score constructed responses.will only yield acceptable levels of ac-
curacy when the scoring schema are so rigidly defined that one might as well be using a
multiple choice test. The latter format can, of course, test the same constructs far more
quickly and easily. Such findings provide ample evidence for extreme caution before con-
sidering constructed response items in any assessment of consequence. These are in addi-
tion to those concerns discussed previously, e.g. problem 4.

12. How can we best include prospective losses in the setting of passing
standards?

When 1 test is used for gate-keeping purposes, a difficult problem is the setting of
passing standuids. A number of techniques have been proposed (see the Summer, 1991 is-
sue of Educational Measurement: Issues and Practice for extended discussions of both
methods and goals). Previous research has shown (Peterson & Novick, 1976) that unless
the goals of the testing program are explicitly included in the objective function, circum-
stances are likely to arise that will seriously compromise the test’s effectiveness. I believe
that their advice is wise indeed: that in the course of determining the passing standards for
any test we must explicitly include the loss function for both incorrect failure as well as im-
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proper passage. Bayesian methods pioneered by Mel Novick within the arena of edu-
cational measurement seem well suited for both the measurement of subjective loss func-
tions and their efficient inclusion within a comprehensive testing/licensing program.

13. How can we maintain the highest possible quality of examinations
within the confines of existing political and economic constraints?

Tests have consequences in addition to the enforcement of the sort of democratic
meritocracy that we all envision. Test-givers operate within a political context and some-
times the political constraints introduce a structure that is at odds with what would have
been the unfettered goals of a testing program. These constraints are real and important and
cannot be dismissed. Similarly there are very real economic constraints that all testing pro-
grams operate under; one cannot have every essay read by 100 readers no matter how much
we need the extra reliability that such extremism would yield. The challenge is to recognize
these constraints and maximize the quality of the test within them.

Technical Issues

I may be betraying my own biases, but I believe that the most important contribu-
tion to testing in the 20th century has been the development of formal statistical models for
both the scoring of tests and the characterization of their quality. This development parallels
the growth of statistical knowledge. It is no coincidence that many of the major innovators
in 20th century statistics are also major contributors to psychometrics. The names Pearson,
Spearman, Hotelling, Thurstone, and Wilks dominate statistical and psychometric thought
in the first half of the century; Tukey, Bock, Lord, Novick, Holland and Rubin are found
with frequency on the pages of both Psychometrika and the Journal of the American
Statistical Association in the second half. Because I have so far avoided a detailed
discussion of technical issues is not meant to suggest that all such problems have been
resolved. Rather I did not want to distract attention from profound conceptual problems. It
is too easy to bring the formidable powers of modern statistics and computation to bear on
some smaller problem and lose. track of the soft underbelly.

As a brief example of how easy it is to do this, consider the considerable body of
often ingenious work on computerized test construction. Recent work has overcome horri-
ble problems of integer programming with multiple inequality constraints to build a test
form in seconds that would take a human test developer several hours. But test developers
are not impressed. Why? Michael Zieky, a veteran test developer at ETS, has pointed out to
me that even here, a hot bed of testing, no one makes up a test more often than once every
six to eight weeks. And so the jillion or so dollars spent developing a computerized test
builder saves such a test developer a few hours a month. Most of the rest of the time is
spent writing items. If a computer algorithm could do that it would be a big help. But in-
stead computers are used to do what they have done in the past. Real progress will only be
made when they can begin to do what only humans seem to be able to do now.

With this overlong preamble explaining why I have relegated technical issues to the
end let me get them out of the way in a hurry.
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14. How can we automate (computerize) the writing of high quality test
items?

I believe that before we ca: do this we need to solve a variety of component prob-
lems. Principal among these is,

15. What makes an item harc?

This is perhaps an unfairly -wershort staternent of the problems associated with
connecting psychometric practice w:th contemporary knowledge of cognitive skills and
learning. Yet, I believe that if we uncerstood what makes any particular item as hard as it
turns out to be empirically, we will b ive nmade a real advance. In some areas limited
advances have been made. Susan En bretson and Gerhard Fisher have provided us with
some psychometric models and psychological insight that help, but we are still a long way
from a full enough understanding to t ¢ able to apply this knowledge broadly. Kikumi
Tatsuoka has shown us how we can i ake pretty good estimates of the relative difficulty of
certain kinds of arithmetic problems.kzadability formulas for descriptive prose seem to be
highly correlated with item difficulty or certain kinds of tasks (Koslin, Zeno & Koslin,
1987). But what about in the testing o. physics, or chemistry, or plumbing? My aging

cynicism may be showing, but I amnc sanguine about major advances in this area in the
near future.

16. How can we marginalize hig 1 dimensional distributions for Bayes
estimation when there are r o closed forms?

The estimation of parameters of RT models is now done through marginal maxi-
mum likelihood (Bock & Aiken, 1981). This approach is clearly maximizing the ‘right’
likelihood, but exactly how to accomplis 1 this in higher dimensions is not clear. Bock

(personal communication, June 17, 1991) reports progress, but a general solution is still
needed.

17. What is the best way to estimate latent distributions (parametric,
semi-parametric, non-paran etric)?

Latent trait theory has as its most f .ndamental component one or more hypothesized
underlying traits. An examinee’s position »n these traits is never observed, but only
inferred from observed performance on a : 2t of items. In assessments we are usually inter-
ested in estimating the latent distribution o1 these traits. The under-identification of the

model (a trade-off involving item character stics and examinee characteristics) makes this
problem very difficult indeed.

18. How can we combine response t me with other measures of quality of
response?

Discussions of the relative virtues ¢ "speeded versus power tests extend back for
more than 50 years (Paterson & Tinker, 193 '). Advice about how to measure the
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psychometric characteristics of speeded tests was prominent in the literature of the early
1950s (e.g. Gulliksen, 1950; Cronbach & Warrington, 1951). The general consensus was,
and remains, that there is no such thing as a pure power test; all tests were, to some extent,
speeded for some examinees. With the widespread availability of inexpensive computing
arose the possibility of computer administered exams. One concomitant of this is that
“amount of time required to answer” became an additional piece of data that was easily
obtained. How can we use this information? Many believe that if two examinees answer the
same question correctly the one who could do so in a shorter period of time is entitled to a
higher proficiency estimate. But this is less credible if they both got it wrong. Moreover,
the trade-off between speed and accuracy is well documented in vast numbers of situations.
Response time tells us something, but what? Bruce Bloxom (1985) provides an up-to-date
description of the technical issues involved in the modeling of response time, although how
to combine response time with other measures of quality of response ( like “did you get it
right?””) remains unclear. Thissen {1983) suramarizes work in this area as well as
proposing a generalization to Fumerux’s (1961) model. It seems to me that a solution to

* this problem requires experimentaily limiting exarninee control of response time. If
examinees can take as long as they like many variables can enter into the mix. If, instead,
we experimentally assign examinees to several time limit categories we can estimate the
relationship between time and performance in a less contaminated atmosphere (see the
discussion of Rubin’s plan to use such a scheme described in Problem 6).

19. What is the right level of complexity of psychometric models?

I often hear, during the course of methodological presentations, the statement, “Tt
is hard to find good data for this model.” This comes up often with structural equation
models, but it happens a lot with other sorts as well. One might naively then think, “we
must learn to gather better data.” Indeed, if the measurement model is providing us with
vital information perhaps we ought to work harder at data gathering (problem 4). But if we
need the population of the entire Indian subcontinent to obtain sufficiently stable parameters
to draw useful conclusic 1s, we must rethink our model.

Conclusion

“The problems mentioned are merely samples of problems, yet they will suffice to
show how rich, how manifold and how extensive the ... science of (measurement) today
is, and the question is urged upon us whether (it) is doomed to the fate of those other
sciences that have split into separate branches, whose represeniatives scarcely understand
one another, and whose connection becomes ever more loose. I do not believe this nor
wish it. (Measurement) is in my opinion an indivisible whole, an organism whose vitality
is conditioned upon the connection of its parts. For with all the variety of ... knowledge,
we are still clearly conscious of the similarity of the logical devices, the relationship of the
ideas in (measurement) as a whole and the numerous analogies in its different departments.
We also notice that, the further a ...theory is developed, the more harmoniously and
uniformly does its construction proceed, and unsuspected relations are disclosed between

Page - 19 Ly
5 <0




hitherto separate branches of the science. So it happens that, with the extension of (our
science), its organic character is not lost but only manifests itself the more clearly.”

I end on a pessimistic note. Many of the problems discussed here require, indeed
demand, substantial technical expertise on the part of the investigator for their solution.
Unfortunately, it appears that instruction in these technical areas is declining within the so-
cial sciences (Aiken et al, 1990). This contributes to, as well as reflects, the interests and
talent of the students. Consequently I will number, as the last of our principal problems

20. How do we attract, train, and keep the technically talented individuals
who are needed?

David Hilbert suggested, almost a century ago, that although measurement is the
foundation of all exact knowlegg . in order for it to completely fulfill its high mission, the
new millennium must

“bring it gifted masters and many zealous and enthusiastic disciples.”

We must work harder to find and keep both.
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