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1 Introduction

Linguists are interested in the structure of natural language. Aphasia is of interest to
the linguist because the ways in which language is disrupted by brain damage may
provide additional information about the structure of the normal language system.
The main aphasic syndromes observed seem to be relatively similar irrespective of the
structure of the patient’s language. |

Roman Jakobson was a pioneer in linguistic studies of aphasia. He saw aphasia
in a modular way: he defined aphasia syndromes as a result of a disturbance in the
different grammatical components. This hypothesis, according to which the com-
ponents of language can be disrupted selectively, is called functional modularity. At
first, the components corresponded to the view of grammar that the European struc-
turalists held (Jakobson, 1941-42). According to Jakobson, the disruption of the sound
system in aphasics took place in the reverse order than the acquisition of the system
by children. The phoneme oppositions that were most easily disturbed were those that
were zcquired late by children and that rarely occurred in the languages of the world.
The oppositions of maximally different sounds were the most resistant to disturbances.
This idea can be made more explicit by using the theory of distinctive features, as has

been done both in connection with child language acquisition and adult aphasia
(Blumstein, 1973, 1978; Caramazza and Zurif, eds., 1978).

Jakobson’s basic idea of "linguistic modules" is still prevalent in the current
linguistic literature. One of the modules is phonology. On the basis of the structure
of the phonological component, one should be able to predict the structure of the
phonological errors of aphasic patients. When Jakobson discussed phonology, no strict
distinction was made between phonetics and phonology. By the development of
instrumental techniques in phonetics, it became clear that speech is not only a mode
of language expression, but also a motor skill. The first problem facing a student of
phonological disturbances is the distinction between phonetic and phonological deficits.
Several sets of distinctive criteria have been proposed, but none seem to work well
(Miceli et al., 1980). There are very few patients who have both pure phoneme
substitutions and no phonetic distortion in their speech. It seems even more unrealis-
tic to look for patients with selective loss of some phonemes (Séderpalm, 1979).

Many studies of aphasia are essentially circular in that both the selection of the
aphasic patients and the analysis of their errors are based on a linguistic theory and
subsequent conclusions are drawn concerning the same theory. According to the

psycholinguistic interpretation of generative grammar, the components of grammar
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correspond to stages of language production and perception. For example, Garrett
(1976, 1980) has proposed a model of this type. A direct application of this model to
aphasia implies that stages correspond to aphasic syndromes. Caramazza and Berndt
(1982) have proposed a classification of aphasia types into phonological, syntactic,
lexical, and semantic divisions. Furthermore, a morphological deficit has been distin-
guished as separate from syntactic aphasia (Saffran, Schwartz, and Marin, 1980; Miceli,
Mazzucchi, Menn, and Goodglass, 1983). One of the main questions is the homogene-
ity of such syndromes: is there only one type of phonological aphasia, or can different
sub-types be distinguished?

There is empirical evidence to support the assumption that the problem the
aphasic patient faces is essentially one of language use, i.e., the actualization of the
linguistic knowledge which is stored in the memory. Several characteristics of the
errors point to this direction: (1) their unsystematic nature, (2) the errors can be
considered unsuccessful attempts at a correct target, and (3) the modality specificity
of the deficits. Green (1986) accounts for such observations of bilingual aphasia by
proposing that there are at least some cases in which language impairment following
brain damage is not caused by the destruction or isolation of some functional subsys-
tems, but is the result of a problem in regulating the activity of an intact system.
According to the "distributed memory hypothesis", linguistic rules provide a structure
for the memory of linguistic information (Allport, 1985). Such hypotheses give less
direct predictions about the consequences of local brain damage than the functional
modularity hypothesis.

In linguistically oriented studies, the existence of one linguistic system is usually
taken for granted. Traditionally, however, aphasia syndromes have been divided along
modalities: aphasia is either receptive or expressive. The aim of the present study is
to examine the "phonological behaviors" of aphasics in various speech production and
perception tests. A comparison of the tests is then made, with an attempt to distin-
guish between several types of deficits. It is assumed that the better the understand-
ing of the nature of normal behavior, the better we can classify disorders, and vice
versa. This does not necessarily mean that there are no differences between slips of
the tongue and aphasic errors.

Chapter (2) provides information about the clinical background factors and a
discussion of the necessary criteria for patient classification. Chapter (3.1) briefly
summarizes the theories of normal speech perception and production that serve as a
basis for the discussion of the disorders, and chapter (3.2) focuses on the problem of
sound substitutions in aphasic speech. The objectives of the present study are formu-

10
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lated in chapter (3.3). The data is presented in chapter (4). The results of the tests
(speech perception, articulation, repetition, naming and picture description tests) are
presented in chapter (5). The analysis was based on data transcribed by the author.
Sub-samples of the data were subjected to a phonetic analysis: a listening experiment
and an acoustic analysis of the first syllable vowels were performed. The experiments
are explained in chapter {6). The findings are discussed in chapters (5.4) (a com-
parison of speech production and perception tests, and error types revealed by the
phonemic analysis) and (6.4) (the role of phonetic factors in explaining sound substitu-
tions, and the relation between phonetic distortion and phonemic errors). Probiems of

patient classification, and the linguistic implications of this classification, will be
discus~ad in chapter (7).




2 Etiology and Clinical Classification

2.1 Etiology

Cerebrovascular accidents (CVA) are the most common causes of aphasia. ‘Three major
types of vascular pathology are traditionally recognized in cerebrovascular disorders:
embolism, thrombosis, and hemorrhage. Blood is delivered to the brain through four
main arteries: two large internal carotid arteries and the vertebral arteries. The internal
carotid arteries divide into the anterior and middle cerebral arteries. The middle
cerebral artery travels far into the Sylvian fissure and then divides into several cortical
branches that supply the insula and the lateral surfaces of the frontal, parietal,
temporal and occipital lobes. Any involvement of the left middle cerebral artery
usually causes aphasia (Love and Webb, 1986). The infarcts caused by CVA do not
necessarily involve the cortex, nor are they restricted to the cortex. Tumor, trauma,
inflammation, poisoning, and drowning can also cause aphasia. However, the lesion
caused by the preceding factors is less localized than a lesion caused by a CVA. The
development of computerized brain imaging technology has made it possible to obtain
reliable and exact information about the cortical and subcortical structures involved.

2.2 Methodological Considerations

Most aphasiolog:sts are confident in their belief that the aphasia syndromes reflect the
natural categories imposed by the common types of brain damage. Even so, it is often
claimed that the classical taxonomic categories are profoundly unsuitable for the task
of expressing, or helping to uncover, generalizations that are of interest to the neuro-
linguist (Caramazza, 1984; Schwartz, 1984). The classical aphasia categories are “poly-
typic”, ie. for each category, one cannot delineate an "essence” or idealized pattern
which is invariant, and hence shared by all members of the group. As more patients
have been studied with more sensitive test batteries, new charactesistics have been
discovered and added to the features which may, but not necessarily, be associated
with the syndrome label. Thus, the classical aphasia categories have an increasingly
empirical, atheoretical appearance. Overall, the groupings represent a majority of the
shared characteristics. Within each group two members need not share attributes or

patterns of attributes. Also, each attribute can appear in more than one category.




13

Schwartz (1984: 6) cites phonemic paraphasia as an example of a widespread
symptom that can occur in several types of aphasia. However, it is possible that a
more detailed linguistic analysis could reveal new differences between the symptoms.
There may be several types of phonemic paraphasias, each of them associated with a
certain the type of aphasia.

The neurolinguistic approach to patient classification attempts to be explanatory.
An attempt is made to relate ti.e various types of linguistic errors to normal language
processing. Unlike clirically defined groupings (which are defined by a subject’s
performance in a wide range of tests), neurolinguistic classifications are established by
the subject’s performance in a single test or function. Patients are classified in groups
if they produce a given type of error, regardless of other types of errors that they
produce. In this approach, one patient may belong to several groups (cf. Caplan,
1987: 153-4). As our knowledge of the normal processing system is limited, and the
results obtained in neurolinguistics are preliminary, it is impossible to know how the
neurolinguistic classification will relate to classic aphasia syndromes.

After the Second World War, when computerized tomography and exact lesion
localizations were not yet available for the researcher, group studies were the
preferred way of studying aphasia. Traditional clinical categories were used as

independent variables. The occurrence of symptoms in different groups of patients
were studied statistically. When more precise information about the lesion localization

was made available, this information was used as an independent variable and the
traditional categories became less attractive. In the research, precise qualitative
information is often wished for, and it is not desirable to have patients with different
lesion localizations in one group. The symptom disscciations observed in different
patients are most interesting. Carefully prepared case descriptions can provide such
information more readily than group studies, and case studies that once were popular
in the nineteenth century are now becoming very common. One can also try to
combine the two methodologies.

2.3 Clinical Classification

There are different hypotheses about the relation of speech production to perception
and language processes. The controversy has its counterpart in clinical classification.
In medical diagnoses dysarthria and aphasia are the two major classifications. In this

classification no attention is paid to an articulatory deficit called apraxia of speech




that is sometimes considered to be a type of dysarthria (i.e. a motor speech produc-
tion deficit), and sometimes a form of aphasia (i.e. a language deficit). First I will
present the major divisions of dysarthria, and then I will discuss the different theories
of speech apraxia. The final section of this chapter contains a classification of the
different types of aphasia.

2.3.1 Dysarthria

Dysarthria is a cover term for various speech motor control disorders. Speech is
certainly one of the most complex behaviors performed by human beings, requiring

the action of major mechanisms at every significant motor integration level of the
nervous system. Five major levels can be identified: (1) the cerebral cortex, (2) the
subcortical nuclei of the cerebrum, (3) the brain stem, (4) the cerebellum, and (5) the
spinal cord. For clinical purposes, the motor integration system of the brain for speech
may be divided into three great motor subsystems: (1) the pyramidal system, (2) the
extrapyramidal system, and (3) the cerebellar system (Love and Webb, 1986: 83).
Spastic dysarthria is associated with a pyramidal lesion, dyskinetic dysarthria with an
extrapyramidal lesion, and atactic dysarthria with a cerebellar lesion.

The pyramidal system is the primary controller of the voluntary muscle move-
ments used for speech. The pyramidal tract descends from the bilateral motor cortices
to the subcortical whie matter in a fan-shaped distribution of fibers called corona
raciata. The pyramidal system consists of three tracts of which the corticobulbar is the
voluntary pathway for the movements of speech muscles, excluding those of respira-
tion (Love and Webb, 1986: 117). In clinical neurology, the practice of dividing the
motor system into upper and lower parts has proved useful. No upper motor neurons
leave the neuraxis. Lower motor neurons are those neurons sending motor neurons
into the peripheral nerves (Love and Webb, 1986: 88). A lesion of the upper motor
neuron may accompany aphasia in meny patients, and a more precise classification of
such dysarthric symptoms can only be obtained by studying the nuclsi involved. The
nuclei of the cranial nerves that are important for speech production are situated at
various points throughout the brain stem. The corticobulbar fibers descend through
the genu of the internal capsule and pass through the midbrain in the cerebral
peduncles and then synapse, either with the lower motor neuron directly, or indirectly
through a chain of neurons situated between the primary afferent neuron and the
final motor neuron (".ove and Webb, 1986: 117).
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The main nerves involved in speech production are: vagus, hypoglossal, trigemi-
nal, glossopharyngeal and facial nerves (Love and Webb, 1986: 134-5; Hardcastle,
1976). There is bilateral innervation for all the cranial nerve motor nuclei except for
portions of the trigeminal, facial, and hypoglossal fibers. This bilateral motor control
provides smooth, symmetrical movement of the articulators - the lips, tongue, soft
palate, and jaw. The principle of bilateral control of speech muscles suggests that
serious invclvement of speech muscles usually results from diseases that affect
bilateral neurologic mechanisms. With unilateral damage to the nervous system, the
effect on speech is generally less serious, and compensatory mechanisms are made
available from the other side of the midline speech system (Love and Webb, 1986: 42).

The extrapyramidal system consists of a complex set of pathways that connect
clusters of subcortical motor nuclei (Love and Webb, 1986: 96). The extrapyramidal
system is concerned with coarse stereotyped movements. In addition to the ex-
trapyramidal system (and basal ganglia in particular), the cerebellum and the cerebral
cortex interact in a series of feedback loops suggesting complex interaction of motor
subsystems to coordinate everyday speech motor performance (Love and Webb, 1986:
98-99). Auditory and tactile feedback also play a role in speech production. In the
final analysis, the motor control of speech muscles, or any other musculature, is
brought about by muscle contraction.

Every movement involves a multiplicity of neuromuscular events. As a result,
speech physiologists have proposed underlying organizing principles to account for
the human’s control of these movements. They are discussed in detail e.g. by Kent
(1976).

The most common clinical classification of dysarthrias is the one proposed by
Darley, Aronson and Brown (1975: 13). There is no need to discuss the classification
in this context. The major point is to stress the fact that the types of dysarthria that
can be associated with aphasia are varied, and they should be taken into considera-
tion when studying aphasic patients. There is some research done about the phonetic
characteristics of different types of dysarthria (e.g. Lehiste, 1965; Tikofsky, i965;
McNeil, Rosenbek and Aronson, eds., 1984). However, the role of the different

~ subcortical nuclei in speech motor control remains largely unknown.




2.3.2 Speech Apraxia

Darley, Aronson and Brown (1975) differentiate between dysarthria, apraxia of speech,
and aphzsia. They consider speech apraxia to be a non-linguistic disorder of motor
speech production, whereas they consider aphasia to be a disorder in the processing
of meaning-bearing language units. Aphasia is a cross-modality impairment.

It is most difficult for a patient with speech apraxia to correctly produce ar-
ticulatory postures or sequences of these postures. Word-finding is not a problem in
speech apraxia. In a series of trials the errors are highly variable. As subjects try to
avoid articulatory error, they slow down, spacing their words and syllables evenly,
and stressing them equally (Darley et al, 1975: 250). The errors of dysarthric and
apractic patients are cleariy different. For dysarthric patients, the most common error
is the imprecise production of consonants, usually in the forr of distortions and

omissions. Patients displaying speech apraxia make relatively few of these simplifica-
tion errors. For them, much more common is phoneme substitution, and frequently
the substituted phonemes are unrelated. In addition, patients often add phonemes (for
example, substituting consonant clusters for single consonants), repeat, and prolong

phonemes (Darley et al., 1975: 251).

Blumstein, Cooper, Goodglass, Statlender, and Gottlieb (1980) have argued that
speech apraxia (in Broca’s aphasia) is, in fact, distinguishable from the phonological
deficits. Apractic errors are caused by the false timing and lack of coordination
between the independently moving articulators, such as the tongue and velum, or the
tongue and larynx. Also Ryalls (1987) considers dysarthria and apraxia of speech to
be phonetic rather than phonological disorders.

It seems to me that apraxia of speech as described by Darley et al. (1975) should
not be considered identical with a phonetic deficit as described by e.g. Lecours and
Lhermitte (1973) (c.f. chapter 3). Here phonetic disintegration is defined in terms of
off-target articulations. In contrast, Darley et al. (1975) use the terms "phoneme" and
"muscle movement” or "articulatory gesture" interchangeably in their description of
speech apraxia. Most researchers do not consider this confusion of terms to be
problematic as speech apraxia is considered to be the same as phonetic disintegration.

According to Love and Webb (1986: 199-200), apraxia of speech is the impaired
ability to voluntarily execiite appropriate articulatory movements in the absence of
paralysis, weakness, or incoordination of speech musculature. Pure speech apraxia has
been traditionally associated with the left frontal Inbe, and it has been presumed that
the lesion is localized specifically in Broca’s area or in the underlying white matter.
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Classic Broca’s aphasia {with both speech apraxia and linguistic deficits) is caused by
a lesion extending beyond Broca’s area into regions other than the frontal lobe. The

issue of lesion site continues to be controversial since other sites beyond Broca’s area

" have also been suggested as contributing to speech apractic symptoms. Fresented with

a case that appears to be a pure speech apraxia, the speech pathologist must differen-

U1l

tiate the specch apraxia from dysarthria. In speech apraxia, articulation is impaired by
inconsistent iratiation, selection and sequencing of articulatory movements; in dysarth-
ria, articulatory movements are more consistent, with distortion errors predominating.
= 7 Speech apraxics do not display consistent disturbances of phonation, respiration, and
K resonance, whereas dysarthrics consistently display those disturbances. Dysarthrics
show impairment of non-speech musculature, including paralysis, weakress, involun-
tary movement, or ataxia. In contrast, speech apraxics do not have these neurolbgic
oral musculature impairments.
The literature on speech apraxia is summarized by Mlcoch and Square (1984),
where they claim that vowels are correctly articulated more often than other pho-
— ' nemes, and single consonants are produced correctly more often than are consonant
__:'_."; clusters. In speech apraxia, clusters are often reduced. Fricatives and affricates are
. misarticulated more frequently than other phonemes. As for errors in the place of
articulation, dentals seem to be the most difficult to produce. Consonants are misar-
_ ticulated most often word-initially. Polysyllabic words tend to be misarticulated more
5 frequently than monosyllabic words. According to Ziegler and von Cramon (1985),
B ; non-words are more difficult to produce than real words.
B Kent (1983) and Hardcastle (1987) suggest hints for a theoretical (phenetic)
B explanation of error types. According to Kent (1983):

"the apraxic errors in articulatory positioning and response sequencing might be

LU explained by a theory of motor control of speech in which (1) temporal schemata ...

regulate the sequencing of movements and (2) spatial targets are specified within a

space coordinate system of the vocal tract. ... Initiation errors might be explained as

a general failure of the schema to specify motor commands given the intended

= motor response, the current state of the articulators, and experience in meeting

L similar demands. Substitution errors perhaps represent a default motor execution in

which preference is given to the best established schema. Schemata for alveolars

should Y)e well established by virtue of the high frequency of occurrence of alveolar
sounds in English.” (pp. 84-85)

Hardcastle (1987: 134) performed a physiological study, concluding from the results
that impaired feedback monitoring in fluent aphasia is reflected in the lingual contact
patterns. In apraxia of speech the errors can be interpreted in the following ways: (1)
as a selection of an inappropriate articulatory gesture for a specific target phoneme,

(2) as an incorrect serial ordering of articulatory gestures, and (3) as an inability to

X%}
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achieve smooth transition between successive articulatory gestures. In dysarthria,
component gestures would usually be distorted in their spatial configuration and be
more consistently produced.

Micoch and Square (1984) have concluded that there are no speech perception
disturbances in pure speech apraxia. However, Hardison, Marquardt and Peterson
(1977) have proposed that speech production is affected by word position, word
abstraction (meaning) and sentence voice.

There are some neurologists who do not separate speech apraxia from nonfluent
aphasia, but instead classify it as merely one type of nonfluent aphasia that is
recoverable (Love and Webb, 1986: 186, 200). The distinction between the two types
of aphasia — fluent ard nonfluent -- is very common in aphasiology, yet the clinica!
diagnosis is usually based on the co-occurrence of a number of features. Grammatical
criteria (length of utterance) and phonetic criteria (the presence or absence of speech
distortion) have been studied in greatest detail.

We can conclude that the linguistic and motor control aspects of the syndrome of
speech apraxia are controversial. Many studies that attempt to analyze the nature of
the disturbances are complicated by the problem of recognizing patients with apraxia
of speech. An additional problem is the lack of adequate definitions for the terms
"motor” and "linguistic". Many authors (e.g. Kohn, Schénle and Hawkins, 1984; Micoch
and Square, 1984; Ramsberger and Hillman, 1985) have questioned the claim that
apraxia of speech is a unitary disorder — they consider it highly possible that there
are many different types of speech apraxia.

2.3.3 Aphasia

The most widely accepted of aphasia classifications is the system of dividing patients
into two groups, fluent and nonfluent. These two classifications are defined as follows:
fluent speech is effortlessly produced, well articulated with normal melody and
rhythm, and consisting of long, grammatically correct phrases; nonfluent speech is
uttered slowly and hesitantly with great effort and poor articulation, and with short,
grammatically incorrect phrases (Goodglass and Kaplan, 1983). However, there may be
dissociations between these features.

The most detailed classifications of aphasia are provided in aphasiology, but
within the field there are several schools, all using different terminology. The clinical
classification of aphasics is done on the basis of aphasia tests. In order to understand

how the classification is performed one must study the tests in detail. From a clinical
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point of view, the most important theories in the field are . 2 Boston theory (cf.
Goodglass and Kaplan, 1983; Caplan, 1987) and Luria’s aphasia theory (c.f. Luria, 1970,
1973, 1976). Both theories are more or less directly based on the classical connectionist
models. The general principle of the connectionist models can be summarized by the
following chart in which the major "centers' are 6 (auditory images of words), 7
(motor images of words) and "x" (intellectual processing). The lines between the
centers are neural pathways that connect the centers.

Figure 2.1 Lichtheim’s Classification of Aphasia Types
(cf. Caplan, 1987: 145)

1 subcortical sensory aphasia
2 transcortical sensory aphasia
3 conduction aphasia

4 transcortical motor aphasia
5 subcortical motor aphasia

6 Wernicke’s aphasia

7 Broca’s aphasia

In dinical testing, the types of aphasia are distinguished in the following ways:
("-" indicates a lack of difficulties, "+" the presence of difficulties):

production repetition comprehension
- - +

+
+

+
+

The above comparison is somewhat simplified. In order to distinguish between the
cortical and subcortical aphasias, more attention has to be paid to the actual symp-
toms and symptom complexes, for it is the nature of the symptoms that is also
important in the diagnosis of aphasia types.

In the Luria (1976) and Boston (Goodglass and Kaplan, 1983) classifications the
number of categories is the same, but they are not completely overlapping. In the
clinical practice, the two approaches differ in that Luria’s classification focuses more
on the assumed explanations for the classification than on the exact diagnostic criteria
of the distinguished aphasia types. Table (2.1) compares some of the classifications that
are referred to later. Information on the lesion localization is not provided but the

interested reader is referred to H. Damasio (1981). The syndrome descriptions are
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provided by A. Damasio (1981). All current lesion localization studies using the most
recent brain imaging techniques seem to be based on the Boston classification.

Table 2.1 Comparison of Aphasiologic Clinical Classifications

localization Darley et al. (1975) Goodglass and Kaplan (1985)

anterior nonfiuent dysarthria
Broca’s aphasia

transcortical motor aphasia
apraxia of speech

conduction aphasia
posterior fluent aphasia

Wernicke’s aphasia
anomic aphasia

transcortical sensory aphasia

It is difficult to compare dysarthria and speech apraxia with the aphasia categories.
According to Love and Webb (1986), speech apraxia is an element of classic Broca’s
aphasia, but it can also appear in a pure form. Dysarthria and speech apraxia are not
syndromes in the same sense as the types of aphasia. Dysarthria and speech apraxia
are not "polytypic", but attempt to be explanatory (c.f. chapter 2.2). Broca’s aphasics
are nonfluent, whereas Wernicke’s aphasics are fluent. Conduction aphasics are usually
regarded as fluent. However, the problem is complicated by the fact that conduction
aphasics are sometimes divided into two groups -- efferent and afferent (Kertesz and
Phipps, 1977). The "efferent" conduction aphasics are conéidered to be nonfluent, and
the “afferent" conduction aphasics, fluent. The aphasia syndromes proposed by Luria
(e.g. 1970, 1973) partly focus on different features than the Boston classification.

In the past, researchers have ignored the sub-phonemic vs. phonemic nature of
errors in the various classifications. According to Luria (e.g. 1973) and Hardcastle
(1987), the reason that "articulatory errors" occur in fluent aphasia is due to the lack
of normal feedback from articulators. Luria speaks in terms of -.egmental errors (in
afferent motor aphasia), whereas Hardcastle discusses abnormal lingual contact
patterns. There is also no general agreement about the sub-phonemic vs. phonemic
nature of "articulatory errors” in nonfluent aphasia. According to Shinn and Blumstein
(1983) and Love and Webb (1986), relevant generalizations about errors in speech
apraxia can be made in terms of articulatory gestures or distinctive features. Thus, in

this framework, "phoneme errors" in speech apraxia result from a lack of co-ordination
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of the articulatory gestures. On the contrary, Darley et al. (1975) and Micoch and
Square (1984) only speak in terms of phoneme errors. The relation between speech
apraxia and conduction aphasia remains controversial. Conduction aphasia is tradition-
ally described by postulating a disruption of the neural pathway connecting "auditory

images of words" to the "motor images of words", a link that is of central importance

-

u

N in the repetition test. This theory provides no basis for differentiating between
articulatory gestures and phonemes as units of errors in conduction aphasia. Other
explanations for conduction aphasia have also been proposed, but they also fail to

S,

solve the present problem. In recent studies, phoneme substitutions have been

considered to be clinically most salient in conduction aphasia (Shinn and Blumstein,
1583; Kohn, 1985).
The methodology used in the present study does not allow for an explicit

R

—"-"-‘, comparison of segmental and gesture or feature errors. The analysis focuses only on
_ segmental errors, and an attempt is made to distinguish between different types of
i errors. Furthermore, the relation between segmental errors and phonetic variation is .
studied. The results will also be discussed in relation to the diagnostic categories
mentioned above, although the subjects were not prediagnosed.
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3 Theoretical Background and Research Questions

3.1 Speech - Language Interface and Phoneme Substitutions

Jakobson, Fant and Halle (1951) view speech production and perception as having
underlying invariant phonemes. The authors define phonemes using three characteris-
tics: perceptual, articulatory, and acoustic features.

The past literature on speech pcrecption has focused on the perceptual characteris-
tics of the phoneme. Pziceptual characteristics are important because children must be
able to perceive speech (and the phonemes as one part of the language code) in order
to learn to speak themselves (and thus to produce the phonemes). Furthermore, the
theory of ‘he self-organization of information states that certain kinds of adaptive
systems give rise to gecmetrical maps in which natural basic percepts are organized
according to their mutual similarities. This provides a basis for explaining linguistic
concepts such as phonemes.

In th2 current literature on spoken word recognition, a distinction is made

betweer. the concepts "word recognition” and "lexical access". According to Tyler and
Frauenfelder (1$37),

“the process of recognizing a spoken word begins when the sensory input - or, more
precisely, a contact representation (a representation computed from the auditory
input) - makes initial contact with the lexicon. In this initial contact phase, the
listener takes the sreech wave as input and generates the representation(s) which
contact (the internally stored form-based representations associated with each lexical
entry”. (p. 3) -

The amount of speech required to compute the contact representation determines the
moment when initial contact can occur. After initial contact and activation of a subset
of the lexicon, accumulating sensory input continues to map onto this subset until the
intended lexical entry is eventually selected. "Word recognition” refers to the end-point
of the selection phase when the listener has determined which lexical entry was
actually heard. The goal of lexical processing is to make available the stored know-
ledge associated with a word so that this can be used to develop a meaningful
interpretation of an utterance. The term "lexical access" refers to the point at which the
various properties (e.g. phonological, syntactic, and semantic) of stored lexical
representations become available. "Phonology" has two components: the memorized
phonological form which is one part of the lexical representation, and the contact
representation which is computed from the acoustic input.

<q
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The wide range of different orientations towards lexical access is exemplified by
the contrast between the cohort (Marslen-Wilson, 1987) and search models (Bradley
and Forster, 1987). In the cohort model, all stored information is activated simul-

taneously upon initial contact (i.e. lexical access precedes word recognition, according
to Tyler and Frauenfelder, 1987). In the search model stored syntactic and semantic
information do not become available until a word is recognized (i.e. according to Tyler

and Frauenfelder, 1987, word recognition and lexical access are indistinguishable).
Most theories agree that some form-based information must be available in the initial
contact phase of lexical processing. There is disagreement on the existence and nature
of the contact representation (e.g. whether it is structured in terms of phonetic
features, phonemes or syllables) and the point at which lexical knowledge becomes
available. There also is no general agreement over the nature of the lexical knowledge.

Phoneticians and audiologists agree that some top-down processing is necessary
for normal speech perception in the presence of noise. Experiments have been
conducted in which subjects are presented with lists of words and non-words in
optimal listening conditions. The type and amount of noise imposed on the speech
signal has been varied (Hirsh, Reynolds and Joseph, 1954; Giolas and Epstein, 1963).
In good listening conditions, people can hear what is said (i.e. non-words are heard
correctly), but top-down processing seems to play an important role it speech
perception in the presence of noise (i.e. non-words are heard as words).

There is considerable overlap between the theories of speech perception, speech
motor control, and linguistic structure. The theory of self-organization may explain
how memory for linguistic structures arises. It is not known how the phylogenetic
process is related to speech perception in adults who have already learned the
language (and the phonological forms). Some researchers think that it is impossible to
account for speech perception abilities without reference to speech production, i.e,, the
motor systems play a role 1 speech perception (Libérman and Mattingly, 1985;
Lieberman and Blumstein, 1988: 147). The relative importance of speech perception,
speech production, and the memory representation of language are interpreted in
different ways. In what follows the terms (speech) production and perception refer to
both the phonetic and the linguistic aspects of the processes.

In order to learn about the functions of the motor system, it is first necessary to
identify the informational units of co-ordination (Kelso, Tuller, and Harris, 1983: 138).
The basic units of the speech-language interface may be phonetic features or
articulatory gestures (of the lips, tongue, velum or larynx — those that can move
relatively independently of one another), or segments (roughly of phoneme size), or
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syllables, or even larger units, such as words or lexical entries. Also, in studies on
speech perception, evidence has been found for units of several sizes.

MacNeilage (1970) has reviewed the literature on speech production. At least two
different views of phonemic invariance have been advanced. According to the first

view, the source of invariance is found in the "motor commands" that underlie speech.

According to the second view, invariance lies in the specification of the vocal tract
configuration required for a phoneme, or, in other words, an idealized "target"
position which is defined in a space coordinate system.

In general, the authors of phoneme-based models consider the lack of correspon-
dence between the phoneme and its peripheral correlates to be the result of three
factors: (a) the mechanical constraints inherent in the peripheral vocal structures, (b)
limitations in the response capabilities of the neuromuscular system, and (c) overlapp-
ing in time of the effects of successive phoneme commands (MacNeilage, 1970: 183).

According to MacNeilage (1970), a proponent of the target theory, the basic
problem in speech production is not the one considered central to most theorists,
namely, focussing on why articulators do not always reach the same position for a
given phoneme. Rather, the central question should be, how do articulators always
reach the same position as they do? MacNeilage proposes that the essence of the
speech production process is not an inefficient response to invariant central signals,
but an elegantly controlled variability of response to the demand for a relatively
constant end.

According to the two-stage view of speech production, there is a pre-motor stage
of segment selection and sequencing that is thought to occur after lexical selection and
before the final stage of direct motor control. Logically, it is somewhat surprising that
we would need a selection and sequencing phase. The segments and their order have
to be memorized, i.e., specified in the lexicon. However, the most compelling evidence
in favor of the pre-motor stage of the segmental processing is the presence of spcech
errors in which two segments, sometimes separated by several words, are permuted
in an otherwise correct sequence (MacKay, 1970). This suggests that some mechanism
must be responsible for sequencing segments. The independence of this stage from the
motor control stage is indicated by the fact that the segments are correctly produced
in their new context, even though the new context typically demands different
articulatory movements from those demanded by the correct context. Thus, the
movements for production of segments are assumed to be planned after the order of
segments has been assigned.
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According to Shattuck-Hufnagel and Klatt (1979), most phoneme errors (of slips
of the tongue) at the pre-motor stage of speech production occur as the result of a
mis-selection between two similar planning segments competing for a single location
in an utterance. Thus, there is no tendency for linguistically unmarked consonants to
replace marked consonants. In this model, serial ordering of segments is accomplished
by a scan-copy mechanism that scans representations of words selected for an
utterance, and copies these representations onto a matrix of canonical syllable or
morpheme  structures arising from suprasegmental properﬁes of the utterance. Ele-
ments that change places are linguistically motivated: features, phonemes, morphemes,

or words. The specification of articulatory targets takes place at a later, unspecified
stage.

3.2 Phonological Deficits in Aphasia

Linguistic units such as phonemes ¢ distinctive features are usually considered to be
abstract entities. In some production models only allophones are described in
articulatory terms. This solution has been criticized, for example, by Liberman,
Ingeman, Lisker, Delattre and Cooper (1959). lt is somewhat difficult to determiine
exactly what the term "abstract” means in relation to aphasia. One concrete interpreta-
tion of "abstract” is to consider phonemes to be modality-independent (i.e. the deficits
should come to surface in both speech perception and production, as well as in
reading and writing).

Linguistic units are usually considered to be modality-independent, or “central”.
In an earlier tradition (for example, Baudouin de Courtenay, 1917) modalities were
considered to be separate. Instead of modality-independent phonemes, there were the
concepts “articuleme” and "phoneme": ‘“articulemes” were articulatory segments and
"phonemes" were auditory segments. Evidence from aphasia may support this ealy
concept. Traditionally, at least, production and perception difficulties were considered
to be typical of different types of aphasia. However, the linguistic and psychological
analysis of aphasia may not be sufficiently sophisticated to distinguish between
linguistic, and perceptual and motor difficulties (c.f. Allport, MacKay, Prinz and
Scheerer, eds., 1987). Thus, it is not clear that the concept of (central) phonological
aphasia has empirical reality. In a "central" phonological disorder, the phonemic errors
should be present in both production and perception (and there should be 1crson to

assume that they are not due to a combination of two independent deficits).
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There are relatively few perception studies on neurolinguistics. The main question
discussed seems to be whether or not the comprehension problem of Wernicke’s
aphasics can be accounted for by an auditory discrimination

problem (e.g. Saffran,
Marin and Yeni-Komshian, 1976; Blumstein, Baker, and Goodglass, 1977; Jauhiainen

and Nuutila, 1977; Miceli, Gainotti, Caltagirone and Masullo,
to be negative,

1980). The answer seems
i.e., some higher level of perception or comprehension processes must

be assumed.

In contrast to speech perception, speech production abilities have been studied
more intensively. There has been a long standing disagreement over the nature of the
phonological disorder in aphasia: some results show a difference between phonetic
and phonological factors, whereas others do not (Lecours and Nespoulous, 1988). As
a starting point for discussion, the criteria proposed by Lecours and Lhermitte (<1969>

1973) will be presented. They specify how it should be possible te distinguish between
phonetic and phonological disorders in speech production.

L. Phonological transformations appear in the context of a rx

pid abundant speech
flow; phonetic transformations in the context of slow laboriow

s speech flow.

2. In connection with a phonological disorder the productions of the patients can be
segmented in phonemes that belong to the inventory of the locutor’s tongue; patients
with J)honetic disintegrations often produce neo-phonemes, this is phonemic units
that do not belong to the phoremic stock of the locutor’s linguistic community.

3. The direction of phonemic substitutions is probably indifferent in connection with

N phonetic disintegration whereas in patients with phonological disintegration marked
phonemes are substituted by unmarked ones,

4. The structure of transformations is relatively variable in phonological disintegra-
tion of speech, stable in phonetic disintegration of speech: in response to multiple
presentations of a same stimulus, the patient with phonological disintegration will
produce transformations of different morphology; whatever the delay and linguistic
activity between presentations, the patient with phonetic disintegration of speech will
tend to produce the same transformation over and over.

e 5. The syntagmatic relations between the phonemic units of a sequence are usuall

simplified by transformations type of phonetic disintegration whereas difficuK
erroneous clusters are

disintegration.

often realized in transformations of the type of phonological

6. Paretic and/or dystonic factors are often obvious in the clinical picture of
phonetic disintegration, never so in pure cases of phonological disintegration,

7. Other extralinguistic criteria can also be important points of differential diagnosis,
for instance: associated neurological signs (e(.ig. buccofacial apraxia and right hemi-
i

" paresis with phonetic disintegration); longitudinal evolution; methods and results of
- reeducation. ?p. 104)

The basis for the phonetic vs. phonological distinction is that there are patients who
seem to produce well

-articulated speech, and others who seem to struggle in articula-
tion. It is supposed that both the phonetic and the phonological component can be
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disordered in a transparent way. At the phonological level, the deficit results in a
mis-selection of phonemes from the phoneme inventory. Articulation is supposed to
remain intact in this case. If speech is poorly articulated, it is because of an ar-
ticulatory trouble at a lcwer level of speech production. In this case, no relevant
generalization can be made using linguistic concepts (i.e. markedness). It is assumed
that at the phonological level the unit is the phoneme, whereas at the phonetic level
it is smaller than the phoneme.

It is not clear which phonetic characteristics lie behind the impression of rapid,
abundant speech flow and slow, laborious speech flow. For example, the "neo-
phonemes" obviously are distortions that the listener "hears" as "neophonemes".
Articulatory simplification may produce phonological complications. For example, if
the patients speak very slowly and the transitions between sounds are lengthened, one
may hear the transitions as additional segments. A complex sequence of sounds may

also arise as a result of lack of co-ordination of several simultaneous articulatory

movements. For example, in the cluster /nl/ the velar port should be closed, and at
the same time the sides of the tongue should be drawn towards the middle to allow
lateral air flow. However, if the speaker first closes the velar po:. and then draws the
sides of the tongue towards the middle, a short closure arises that may be heard as
a separate segment. As a result, the cluster is complicated and sounds like /ndl/.
No instrumental analysis has been performed to test whether or not the slips of
the tongue that sound like pure phoneme substitutions are actually articulated the
same way as correct sounds. The .aphasic errors have received more attention, and
evidence has been presented to establish that there are two types of errors: typically,
fluent aphasics’ errors are pure phoneme substitutions, and nonfluent aphasics’ errors
are articulatory distortions. The majority of this evidence has been obtained from
studies of the voice onset time in word-initial stops (Freeman, Sands, and Harris, 1978;
Itoh, Sasanuma, Tatsumi, and Kobayashi, 1979; Blumstein, Cooper, Goodglass,
Statlender, and Gottlieb, 1980; Itoh, Sasanuma, Tatsumi, Murakami, Fukusako, and
Suzuki, 1982). However, the static aspects of speech production are relatively well
preserved in all aphasic patients (Shinn and Blumstein, 1983), and the results obtained
with voice onset time did not predict the pattern of other temporal features, for
example, the duration of vowels preceding word-final stop consonants (Tuller, 1984).
In addition to commiiting phonemic errors, all aphasics show some deviation in
the timing of articulatory movements (Blumstein et al., 1980). 1t is difficult to distin-
guish between articulatory simplifications and the phonological changes in which
unmarked phonemes have been substituted for marked phonemes. There have been
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many studies on the markedness effect but the results are controversial. Blumstein
(1973) found no difference between different patient groups, but in all segmental

errors the unmarked sounds replaced the marked sounds. However, according to
Nespoulous, Joanette, Ska, Caplan, and Lecours (1987), conduction aphasics did not
show preferential error patterns in phonemic substitutions. Conduction aphasics made
more serial ordering errors than Broca’s aphasics did. Broca’s aphasics tended to
substitute unmarked phonemes for marked phonemes. Valdois, Joanette, Nespoulous
and Poncet (1988) have differentiated between two types of conduction aphasia. In
one group, intrusion phonemes shared more features with the surrounding phonemes
than with target phonemes, and substitution errors often induced the simultaneous
modification of both place and manner of articulation. In the second group, there was
a high similarity between phonemes involved in the substitution processes, and these
substitutions appeared to occur in the absence of a detectable "contextual effect".

A rather clear connection has been made between different aphasia syndromes and
the classification of speech disorders into phonetic and phonological disintegration.
Phonetic disintegration is associated with anterior (nonfluent, motor) aphasia, and
phonological disintegration with posterior (fluent, sensory) aphasia. In linguistically
oriented studies, apraxia of speech is often equated with phonetic disintegration.
However, it is often claimed that errors are more variable in apraxia of speech than
in dysarthria. Speech apraxia is not a generally accepted syndrome. An in-depth
discussion of speech apraxia is found in chapier (2).

In many studies of aphasic speech, litile attention is paid to the way in which
data were collected. The most common ways of eliciting data are repetition or reading
tests, but spontaneous speech and naming have also been used. Reading and writing
will not be discussed in the present study, but various production and perception tests
will be compared. The patient’s phoneme substitutions in repetition tests may be a
result of the patient’s misperception of the original target. Furthermore, the data are
often collected in clinical surroundings where there is background noise. The data are
tape-recorded and transcribed. There is an abundant literature on the unreliability of
transcriptions. All observed “errors" need not reflect the patient’s speech production
problem, for some mistakes may be due to the listener’s "misperception" of deviant
speech. The results by Miller and Nicely (according to Clark and Clark, 1977: 191-193)
showed that the normal listener’s mis-identification of normal speech sounds in the
presence of different levels of noise, formed a regular pattern — more closely related
sounds were most easily confused.
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Aphasiological data are often elicited in repetition. There are two speaker-hearer
cycles in the repetition test that may cause errors:

(3) the examiner hesitates or slips when producing the target (which may lead
‘to misperceptions)

(2) the patient misperceives the target, either due to (1) or due to the patient’s
own speech perception problem (e.g. hearing loss)

(3) the patient reproduces the misperceived target ideally ("phoneine” substitu-
tions)

(4) the patient reproduces the target with great hesitation or distortion (in the
most extreme cases it is difficult for the listener to distinguish a distortion from
a false target)

(5) the examiner misperceives the patient's response because of external
interference (e.g. the presence of background noise)

In naming and picture description tests, the role of speech perception is less obvious.
However, even in these tests one should take into consideration the ways in which
normal listeners interpret distorted speech (Buckingham and Yule, 1987). It may turn
out that the above-mentioned factors account for only a few errors, and thus do not
change the overall picture, but it is alsc possible that some groups of errors can be
explained by the above factors.

In order to get more reliable information about the nature of the errors that look
like sound substitutions, the following hypotheses will be considered:

(1) The Articulatory Hypothesis:

Increased Variation Results in an Increase in Errors

A sound substitution may be a result from increased variation in the aphasic patient’s
speech production. For example, the patient may not be able to control the duration
of the sounds, and consequently the long and short sounds of Finnish are not kept
separate in actual production. Furthermore, it is possible that for some phonetic
segments (and different types of distortion), the resulting sound is more likely to be

heard as a pure substitution by the hearer. In order to properly test this hypothesis,
more information is needed about the nature of the acoustic consequences of the

aphasic disturbances and their perceptual effects on the normal listener.




(2) Perceptual Factors

One possible source of "phoneme substitutions", especially in the repetition test, is the
patient’s false perception of the target. It is therefore important to take the patient’s
results in the repetition test and compare them to his/her performance results in the
perception tests. The other perception-related question was already mentioned in (1),
namely, how a normal hearer perceives abnormal speech. Factors such as background

noise and its negative affect on perception must be taken into consideration. When
analyzing the patient’s performance in the perception tests, both the bottom-up and

top-down processes of speech perception must be considered as possible sources of
errors.

(3) Literal Paraphasias

In neurolinguistics phoneme substitutions are called literal paraphasias. Literal
paraphasias refer particularly to those substitutions that cannot be accounted for by
articulatory or perceptual factors. More qualitative information about the iiteral
paraphasias is needed, as there may be several types of them. Kohn (1985) has noted
that articulatory factors may be involved with the segmental errors. Thus, one should
look closely at the way in which phoneme substitutions are articulated: are the
substitutions really "pure" from a phonetic point of view? The phonological forms
(and the phonemes they consist of) must be stored in the lexicon. A great deal of
attention has been paid to the paradigmatic comparison of the erroneous segment and
the target plioneme. In addition to paradigmatic factors, syntagmatic factors such as
the effect of surrounding sounds and other sounds of the word form should be taken
into consideration.

(4) Contaminations

Contaminations are slips of the tongue or aphasic errors where the speaker simul-
taneously recalls two words, and the produced word is an amalgam of these two
words. In an extreme case we can think of a contamination where only one "pho-
neme" resembles one of the words and all the others belong to the other, thus leading
to a "literal paraphasia”. If this is the case, the patients should have many clear lexical
contaminations and only some "literal paraphasias”. In practice, the problem with

testing such a hypothesis is that it is difficult to determine the origin of the amalgam.
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It is not known whether lexical contaminations are related to neologisms. MNeol-
ogisms are relatively common in aphasic speech, especially in fluent (Wernicke’s)
aphasia (Kohn, 1985). Neologisms may be compared with glossolalia and assumed to
be due to the functioning of a "random string generator” (Buckingham, 1987). How-
ever, it should also be kept in mind that fluent aphasics often have comprehension
problems that may, at least in principle, be related to their jargon.

In past research, attempts have been made to find systematic differences in the
phonological errors. Many studies have focused on the types of literal paraphasias.
Alajouanine, Ombredane, and Durand (1939) did not differentiate between articulatory
and (segmental) phonological deficits, but contrasted the articulatory deficit with a
deficit of lexical representations. Joanette, Keller, and Lecours (1980) proposed that the
initial strength and permanence of the target’s internal representation are important for
the proper functioning of the phonological production mechanism. Thus, according to
these researchers, the target itself may be impaired, its initial representation may not
be strong enough to permit correct outputting and comparison, or even if it is initially
adequate, it may decay over time.

Results from the Burns and Canter (1977) study indicate that paraphasic speech is
characterized by "complex confusions" that often occur word-finally. They contend that
the predominance of word-final errors may be due to word-finding difficulties. They
point out that it is often the first sound of a word that initiates or predominates in
the word search, but there are instances when phonemes in other word positions may
also be used. If a real word exists that is related to the target through meaning and
sound, it will tend to dominate in the response and may be fused with, or substituted
for, the target. In Wernicke’s aphasia, the intrusion of semantically related words is
more profound than in conduction aphasia where phonological factors dominate. Also
results from Blumstein’s research (1973: 56) show that for Broca’s aphasics the errors
in word-initial consonants predominate, whereas for Wernicke’s aphasics word-final
errors predominate. Valdois, Joanette, and Nespoulous (1988) found systematic
differences in the intrinsic organization of sequences of phonemic approximations. A
more careful analysis of contextual factors (word position etc.) seems promising for
the description of patterns of phonological errors. These types of contextual errors are

less problematic from a perceptual point of view than are literal paraphasias:

contextual errors do not coincide with any known pattern of perceptual confusion.




32

3.3 Objectives of the Present Study

In linguistically oriented studies, it is often assumed that a phonological (or phonemic)
deficit would be modality-independent, i.e. it should be manifested in both perception
and production. This assumption is most often tacit rather than being a conscious and
reasoned opinion. For example, Jakobson (1941-42) did not discuss the phonological
errors in relation to speech production and perception. The phonological deficit is
contrasted to an auditory deficit and a problem of speech motor control that should
be restricted to one modality. In the following pages, this hypothesis will be tested,
and the nature of the deficits {i.e. phonological, auditory, motor) will be discussed.

The present study compares the production and perception deficits in various
tests. The production tests were diadochokinesis, repetition of CV-syllables, words, and
non-words, naming, and picture description. The perception tests were auditory
syllable discrimination and word-picture matching. The tests are described in detail in
chapter (4).

The tests in the present study are basically similar to the tests used in the
aphasiological test batteries. Jt was assumed that the traditional tests would reveal the
possible modality-specific and test-specific deficits, as the strongest evidence for the
existence of modality-specific language disturbances comes from the aphasiological
research tradition. In some instances, existing clinical tests were used. The main
problem in using such tests is that the linguistic features (e.g. word frequency, word
length and phonetic composition, derivational complexity) are not varied systematical-
ly. Thus, several factors can account for the observed differences in the patients’ test
performance. On the other hand, the exclusion of some variables may result in a very
easy or in a very difficult test, and subsequently in so-called floor or ceiling effects.
The clinical tests were considered adequate for the present purpose — that is, for the
study of the modality-specificity and the error types in various production and
perception tests.

Only those tests that focus on the production and perception abilities in a direct
way were included in the present study. In other words, tests that were more
obviously "off-line" were not considered for the study. For example, lexical decision
tests were excluded because a good performance in these tests was based not only on
linguistic variables but on other cognitive variables as well. An attempt was made to
minimize the role of such cognitive variables.

In addition to the study of the modality-specificity and test-specificity of the
errors, the phonological errors in speech production will be analyzed in greater detail.
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An attempt will be made to distinguish between different types of phonemic errors.
The interpretation of the observed error types is based on the assumption that
different error types are a result of different underlying error mechanisms. This
assumption may, of course, be a simplification. At least in principle, several underly-
ing mechanisms or an interaction of several underlying mechanisms could produce
similar error types, or one underlying deficit could create several types of errors.

In recording and transcribing data, errors can result from the transcriber’s own
misperception of abnormal speech. Two additional experiments were performed to
detect sound substitution errors produced by the transcriber. Sub-samples of the data
were subjected to a listening experiment and an acoustic analysis. These experiments
will also help clarify the factors underlying the common clinical classification of
aphasic speech into fluent vs. nonfluent. The sources of phonetic variation, and the
relation of this variation to the phonological errors, will also be discussed.

As mentioned earlier, the primary objective of the present study was to look for
different patterns of phonological disturbances. For this reason, a group of patients
that was not pre-selected was preferred over a comparison of ftraditional aphasia
syndromes. In this study, most patients were tested more than one year after the
onset of aphasia. Diagnostically, most of the present subjects would not be classified
under traditional aphasia syndromes, but would instead be called residual aphasics.

Very few aphasic patients exhibit the traditional aphasia syndromes in a pure form,
and the exact criteria for a "pure type of aphasia” depend on the aphasia theory. The
nature of the deficits in residual aphasia have received less attention than the deficits
in the traditional aphasia syndromes. In fact it has sometimes been claimed that
residual aphasics have no observable differences. This claim will be tested in the

present study, which uses a sophisticated linguistic error analysis.

Since the number of patients in the Apresen: study was restricted to fifteen, it was
possible to base the study on case analyses. Case descriptions are most suitable for
revealing the dissociations between symptoms. At the end of the study, groupings of

the deficits will be proposed, and the results will be discussed in relation to the
clinical classifications.




3.4 Some Basic Terms and Concepts

Since different error types will be frequently referred to in the following chapters, a
classification of terms is in order. The most common term is "phonological”. In this
study, it is used in a very broad sense as a cover term for i1l errors that are related
to the phonological form of the words, its production and perception. For example,
the following items are referred to as phonological errors: distortions, phoneme
substitutions, errors related to the syllable structure, neologisms, and misperceptions
due to difficulties in auditory discrimination. There are three major groups of
phonological errors: (1) phonetic errors, (2) phonemic or segmental errors, and (3)
lexical phonological errors. One of the main objectives of this study is to provide a
classification of phonological errors and additional information about the nature of the
error types. Thus, the following definitions should be considered preliminary.

Phonetic errors are poorly articulated, often with abnormal voice quality, and these
errors cannot be described with reference to the phonemes. The terrn phonological
form refers to the representation of the word form in the memory, and it is thus a
part of the lexical representation. Errors related to the phonological form are called
lexical (phonological) errors. It is assumed that the phonological form consists of
several tiers, one of them being the segmental tier. Thus, some lexical phonological
errors can be phonemic, but some of them may need to be described in terms of
other units than the phoneme. Errors that are to be described with reference to the
phonemes are called phonemic or segmental errors.

There are several types of phonemic errors: substitution, anticipation, persevera-
tion, and metathesis errors. Substitution errors are paradigmatic phoneme substitutions
which are not motivated by other sounds of the word form, substitution errors may
or may not be articulatory simplifications. Anticipation and perseveration errors refer
to assimilatory phoneme substitutions, the assimilation being either contact assimilation
or, as is most often the case, remote assimilation. In metathesis errors, two segments
interchange. This study is primarily concerned with single words, and consequently
metathesis errors occur within a word. In past studies, metathesis errors may also
have been a result of the exchange of sounds of different words, but these errors are
not found in the present data. When classifying errors, it became clear that the
metathesis errors can be of different types, depending on whether or not they obey
the phonotactic constraints of Finnish. Also errors like kamppi instead of punkki ‘bank’
were considered simple metathesis errors, the nasal consonaut’s place of articulation
being determined "automatically” by the place of articulatisn of the following stop
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consonant, and the duration of the consonant being determined in another tier of the
phonological form than the segmental tier. The nature and theoretical implications of
the error types will be discussed in the following chapters.




4 Research Material

4.1 Tests Used in Eliciting the Data

Data were elicited from several speech production and perception tests. This allowed
for a comparison of the nature of phonological difficulties in the two modalities.
Speech perception tests, articulation tests, confrontation naming and picture description
te,ts were adopted from the literature. The repetition test was more comprehensive,
as it consisted of both words and non-words, and several variables (such as word
length and phonetic composition) were systematically varied. In the following pages
I shall briefly describe these tests. The complete test battery is found in appendix (1).

Appendix (2) presents background information about Finnish phonology for those
readers who are unfamiliar with Finnish.

(i) The Syllable Discrimination Test

The syllable discrimination test used by Miceli, Gainotti, Caltagirone and Payer-Rigo
(1978) served as a model for the present test. The test corpus included 26 pairs of
syllables that were read to the subjects by the author. The subject was advised to say
"yes" if two syllables were similar, and "no" if they were different. The test was
“administered in such a way that prevented the subject from lipreading (for example,
the examiner avoided sitting face-to-face with the subject, and/or the examiner held
the test sheet so that lipreading was impossible). Fourteen syllable pairs were similar,
and twelve were different. Of the fourteen different syliable pairs, four differed witi.
respect to the vowel, and eight differed with respect to the consonant. Four consonant
pairs differed by only one distinctive feature, and four differed by more than one
distinctive feature (e.g. manner or place of articul-tion).

(i) The Auditive Word - Picture Matching Test

The auditive word-picture matching test was adopted from the unstandardized Finnish
version of Tsvetkova, Akhutina and Pylajeva’s (1981) aphasia test (Hinninen,
Valtonen, Varpamiki, Koivuselkd-Sallinen, and Uhlback, 1987). A page with ten
pictures was presented to the subject. There were six different picture sheets, three
with objects (nouns) and three with actions (verbs). On one sheet (both for nouns and
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verbs) words were unrelated, on another they were phonologically related (i.e.
minimal pairs) and on still another sheet the words were semantically related. Words
were presented one, two and three items at a time. The test was administered in such
a way that did not allow lipreading (the examiner did not sit face-to-face with the

subject, and she looked down at the testing material while the subject was advised to
look directly at the pictures).

(iii) The Articulation Tests

Diadochokinesis was tested. The subjects were asked to say (1) papapa, (2) tututu,
and () takeli takeli takeli (Salonen, 1984). The subjects were also asked to repeat ten
CV-syllables. A speech pathologist then evaluated the speaker’s voice quality. She
listened to the subject’s picture description (test vi).and analyzed seven features of
voice quality, rating them on a six point scale.

{iv) The Repetition of Real Words and Non-Words

The repetition test consisted of 313 items, 255 of which were real words and 48 non-
words (consisting of two or more syllables). Of the real words, 185 were nouns, 25
adjectives, 33 verbs and twelve adverbs. The majority of the test words were bisyl-
labic. There were also sixteen monosyllabic words, ten trisyllabic words, and thirty-
three "long" words (consisting of at least four syilables), some being compounds and
others derivations. In addition, ten international words were eliminated from the
analysis.

The phonetic composition of the bisyllabic words was systematically alternated.
There was a sub-sample of words (mostly bisyllabic nouns) in which the first syllable
vowel was alternated -- the eight vowel phonemes of Finnish occurred in this position,

.and there were at least six items with a short vowel and six items with a long vowel.
Also, the consonants between the first and the second syllable vowels were alternated
in a systematic way, with at least five items containing /k/, /kk/, /t/, /tt/, /p/,
/pp/. /s/, /ss/, /n/, and /nn/. Words with consonant clusters word-medially were
also included in the test. There were twenty nasal + obstruent clusters, ten containing
a short obstruent (either /p/, /t/, /k/ or /s/), and ten containing a geminate
obstruent. In these clusters, the nasal consonant was always homorganic with the
obstruent (a phonotactic restriction in Finnish). There were also thirty clusters in

which the first element was a liquid (/1/, /r/) and the second element was an
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obstruent. Of these clusters, there were thirteen siigle obstruents and seventeen
geminate obstruents. Word frequency was not varied systematically because the
Frequency Dictionary of Finnish is based on a small corpus and contains only 12663
words.

(v) The Confrontation Naming Test

The unstandardized Finnish version of the Boston Naming Test (Kaplan, Goodglass
and Weintraub, 1983; the Finnish version by Laine, 1985) was administered. This test
consisted of sixty pictures, beginning with common objects having short names, and
ending with more difficult items.

(vi) The Picture Description Test

In an attempt to evaluate verbal skills in descriptive speech, the subjects were asked
to describe two sets of pictures, one adopted from Paradis (1987) that consisted of six
drawings, and the other, a park scene taken from Hinniren et al. (1987).

The tests were presented to the subjects in a fixed order, beginning with automatisms
and the picture description test, and continuing with the articulation, repetition and
naming tests. All speech production tests (i.e. iii, iv, v, vi) were tape-recorded with a
Tandberg II (two track) tape recorder and a Sennheiser MD408 microphone on Scotch
208 (7") reel-to-reel tapes (speed 19). The author recorded the patients’ responses from
the speech perception tests on an answer sheet.

The items presented auditorially to the subjects were produced by the examiner.
The reason for not presenting the words in a more standard way was largely practical
-- it provided a more natural and relaxed testing situation, using only one tape
recorder. The tests analyzed in the present study were only a subset of the tests
administered. For example, reading tests and tests that were only indirectly related to
normal production and perception situations were omitted from the study (e.g. lexical
decision tests). '

For aphasic subjects, the testing session lasted approximately one hour. For the
controls, and for some of the mildest patients, all tests were administered. during one
session which lasted approximately two hours. The maximum time spent with one
subject (the sum of all the sessions) was approximately six hours. It was impossible

to administer all the tests to the most severe patients.
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4.2 Subjects

Fifteen aphasic patients were tested. There were no particular selection criteria for the
patients, as patients were accepted on a first come, first served basis. However, a few
patients with very mild (mostly anomic) deficits were excluded from the sample for
it was desirable to have a certain number of patients with more pronounced ar-
ticulatory or phonological deficits. Also, those patients with very severe forms of
aphasia were excluded due to their inability to perform the tests.

The site of the testing was a quiet room in clinical surrounding. One patient was
tested at the Department of Phonetics, at the University of Helsinki.

Five age-matched controls were tested with the same tests. As to education and
sex, an attempt was made to achieve the same kind of a distribution for the controls,
as the patients exhibited. The controls were tested at home except for Subject 20 who
was invited to the Department of General Linguistics, at the University of Helsinki.

Table (4.1) presents the subjects’ background information. All the subjects were
right-handed native speakers of Finnish. Neurological information about the aphasic
subjects is found in table (4.2). The variables were selected on the basis of Brookshire
(1983). There was no audiological background information available but the subjects
were asked about their hearing. If they had experienced some hearing problems, this
is indicated in table (4.2). The aphasic patients were not pre-diagnosed with a
standard aphasia test, but instead, the author used the Aphasia Severity Rating Scale
provided by Goodglass and Kaplan (1983) to determine the severity of the patients’

aphasias. The results of the severity rating are provided in table (4.2).




8%

weusen dwos ‘ysiuedg ‘ysipomg

teunIan) owos ‘ysi3ug ‘ysIipoms
auou
ouou

USIpAMS ‘weuuen ‘ysiBug
uysipamg ‘ye;13ug ‘weuan

e 110))

quou

youasd ‘ysySug

‘(eare [en3uljlq) USIPOMS

UelEl] ‘Ueudn
auou
USIPOMS QWIOS

yst{dug ‘veutron ‘ysIPOMS
uou

A0u

auou
umowun

USIPOMS OWOS

(vare yen3uiig) ysipamg Swos

suou

(pareorput

ASTMISYIO 10U J1 ‘NONONASUL TEULIOY "5 0R) Poures|)
soenSue] udo1oy Jo oBpIMoOry

i

BOIE DYUISPOY pooyinpe

‘wojerp rRWILEYO4 WIOYINOS POOYPIIYD
eore Djuisioy pooynpe

190[BIP BIUNREIRS WINSIM POOYPJIYD
TWONS-STBUISTEA  WIAINOS
IWONG-SIBUISIEA WAPNOS

BoIE D{UIS]OH uoyl ‘nwong

-sreuisrep wiayinog pue Joddn uag
‘arelp eewueljod WAYINOS peoypiyd
J00TeID BATE DUIS]OH

eome

DIUISIPH :pooynpe ‘SINEIp puejuly
[enua) WYINOS pue BHAKEY :pooYpIiyd
109[BIP SWRH wWannog

BOTE YJISPOH poop[npe

“190[eIp eeWUeYoq WIAINOS POOYPIIYD
BOTe IJUIS[OY poonpe

100[E1P EBWUR{YO] WAYUON POOYP[IYd
109e1p JWERH WIOYUON

100[BIP OAES WIAINOS

JI[EIp QWRH

wPYINOS pooylinpe ‘S199MeIp Bewue{yod
waynog pue efaey pooypiid
1007EID JAWRH WOYUON

100[E1p BRWGE{od WOYINOS :9J1] inpe
JRMEIP OAES :pOOYPIIYD

100[E1p BlunEIRS UIDYINOS Ojlf Ynpe
‘10981 BIfAIEY :POOUPIIYD

100[BIp SWERH WARNOg

159[81p QWERH UIOUUON

103[E1p OSyERjUaWAY

129[EIP OABS WIOULION

punocidxyaeq [R1%MEIA

JoNIom 201jJ0

1918310}
18euBW 29 JOUMO QOIS
Ja8euely B JOUMO OIS

sydeiBorn
Joend peay

J2AUD snq
JSINU JUBISISSE

(310M [EISW) PAINI

sAnRIUSSAIdAI Ssauisng
JoFeuBW % IOUMO A0S
158eUBWl OSNOYOTEM

Yogeurut JURINBISA
UBLIOMSO|ES

JueydOU 3ISew

Joue)
Jo10adsur Surping
JIMISTIOY

JOULE)

Jakepduq

uonednadg)

s1o0fqQng 21 Moqe vonewloju] punoadxoeg I'p Siqel,

1]

65
(43
(43

19
8¢

139
(47

6L

134
1]
0s

6
6v

L9

89
$9
133
9
89

By

On

aew

drew
arew
afeway

dew
opew

apew
J[EWa}

oW

orew
orew
orew

spew
Sewo}

Jews

orewdy
orew
dewd}
arew
J[ew

XS




cb
v ¢
AyduBowoy pazuaindwoeo = 1) “owne dlwaeydst RIsULL = Y1I, ‘a8eyuoway [11q0mu = O] Agp ‘d §o ‘suoniunjep (1) 10)) sdedipury yoaads GNP [eUNUY
1pul ¢, pUR ‘uoisuyasd Kioyipne 10 ydaads ajqesn jo Nouy S sawdtpul 0, uYM (£]61 ‘uvidey pue ss¥|BpooD) owag Junry Auraag wseydy g1 o) Bupiosow pates st wiskyde Jo Auoaas 1
» Luorssadap sisosediway popis-ydu seaty pnausdolodwdy 1§31 11D 18Ul 51824 41
RIGJUL WNS U Py
sisaasdiumy popis-1yBu ¢g- ut ‘sisaredena ‘ssaue nduwdosodwdn pue [wodwas 1o] wisdopda
€ Uou stswinen ‘sisarsdnuay popis-iye] prw ofe ok oaly Y1 U ANATIOR V1240 B9 suOD ApRAte[ 1O 'sucjul ¢ 3L | 2}
uonesado
¥ uou an 1w Aprotnb paraaocoas ‘sisasediurey popis-iydu aqo] [uodwa 3Ja] 11D (swnen) 1101 syivow ¢'z €1
(pua
Al 241 pUnOIE) WAE uiwq ‘sMEpaed sndpu
9 (Kowmbapeuy suon ‘aqo] pnuaued 121 24n jo suoidal sounsod (1D wIguy squow g 4!
1 uou stisonndiway papis-1yiu JdAs ei[8wed [esrq ‘vose pruourdolodusa 0] 11 VU syiuow ¢'q 11
PASOPSIP S84 YAD PIPIS-12]
» Quou Apoinb pasaaooas ‘Rsuc-1sod sisasediay popis-1yBu PO Ue '3qo] (wodumi 159 JO WaIB I W1 UOISI 11D sIRuL T 3 T 4 01
uonwado ay (wslanauw)
1 widousiuny anpe Appmb paisacoas Yorym sisasvdiuay papis-iysu 3qo] [wsodwsdl 3] JO ware 3 U} VOIS 11D HO! 1wk | 6
[iP# sv pasopsip
£ suou suandiuay papys-8u priw sem jozwgul papis-wBL plo e 13q0] [eodwal ) 11D SRR 7 s1wf 8
» uotssadap sisavdiwoy popis-ysu 290] [(muo3) 19 A Jo swase soudsod 11D iyl sk T L
(uwonsminoasadAy) Kpwwdse aqeis A[AIm[a ‘vaie sunzias
meodun ay ut Apsnomied Ananow wipep ‘assydsiwey andapda
€ auou sisarediwy papis-1ydu Y3[ 1 Ul UMOP PIMO[S S¥Y UOTIRANSE :OHY ‘SR T $1994 ¢ 9
Apgainb (s1s0quuoa)
[4 uou psaaco ‘asuo-isod sisanediway papis-wyBu ppw AQEIBAR UOIRFULOJUL OU wivpn w7 4
Aydone ppw
. SSAUMOLS ~ Appoinb pazoacoar 0] [wodwa 3] Ay Jo sww soudsod ‘7 '$Y1L sdnnw
[4 eiaueg *HOI pudaas 1 1w sisaredjusxy papis-1j8u pliw *aqo} peiodura 3] jo waw 3 w1 '] (LD *SHOT om vk ¥
widopdeind i/ g ‘nsuvdiuny (snpwydao
popis-1y3U 2:AS oW :9f ‘(Anuranyd roddn -01pAyy) (uwi 71)
3 suou Q1 Ut A% wow) sirarediay popis-Bu prw 7y, 2go] (menTd Y| Jo v 1wt LOINY 11D SHOJ omt stpuow g €
Jwnuredun AUBITYS 19mM0] AN N J2pTW puw. INATYD w3 [vsnq pus TR
v Buuvay 12ddn o U1 219428 §1 yen sisasediuoy popis-ydu snaded ‘aqo| [WILOIJ 3] JO WU WL U1 VOIS 1) vyl el 7 z
Hueuuredun Anuanys snoms (snjoqui3)
[ Suuway 1340 Y1 U J3p[Tua ‘pusy 13U A UT AIIAS [RNUO JO BW A{1 UL BOISI] [N (UGS UG NOSBIUL OM) uwk 71 1
JHswyde swoyhuds 10500
Jo Aiuaass nyuny sisardiuny VBONTZI[¥IO] LOISI] KBojona -150d o walqng
n3iqng oiseydy g1 noge uonsuogu] [RrSooinaN 7'y T,
R
¢ )
‘ M =

¥



42

The categories used by Goodglass and Kaplan (1983) are the following:
0. No usable speech or auditory comprehension.

1. All communication is through fragmentary expression; great need for inference,
questioning, and guessing by the listener. The range of information that can be
exchanged is limited, and the listener carries the burden of communication.

2. Conversation about familiar subjects is possible with help from the listener. There

are frequent failures to convey the idea, but patient shares the burden of com-
munication with the examiner.

3. The patient can discuss almost all everyday problems with little or no assistance.
Reduction of speech and/or comprehension, however, makes conversation about
certain material difficult or impossible.

4. Some obvious loss of fluency in speech or facility of comprehension, without
significant limitation on ideas expressed or form of expression.

5. Minimal discernible speech handicaps; patient may have subjective difficulties that
are not apparent to the listener. i

Due to human factors, it was sometimes necessary to leave certain tests out, or to
only partially administer them. Table (4.3) presents a summary of the tests that could
not be performed by some patients. There were four subjects who could not complete
all the tests. Usually only one test or some items of one test were omitted. Subject 4
was very slow, and after testing him for six hours (several one hour sessions during -
two weeks), the testing had to be discontinued. The data were not eliminated from

the analysis, because there were enough data to show some peculiar dissociations and
error types.

Table 4.3 Tests and Items not Administered

Syllable discrimination test:

The test was not administered to Subjects 4, 10, and 11. Four items from the beginning
were administered to Subject 10, but he subsequently refused to continue with the test.

Word-picture matching test:
Items 24-50 and 57-60 were not administered to Subject 4.
Repetition test:

Some long words were omitted when testing Subject 4. Non-words 2148
were not administered to Subject 5.

Naming test:
Items 31-60 were eliminated in the testing of Subject 4.
Picture description:

Only one picture - the park scene -- was presented to Subject 4.

PAruntext providea by eric J|
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5 Speech Perception and Production Abilities
5.1 Speech Perception

According to Blumstein, Baker and Goodglass (1977), the deficit in phonemic hearing
cannot account for the comprehension deficit in Wernicke’s aphasia. However, Miceli,
Gainotti, Caltagirone and Masullo (1980) found a significant but partial correlation
between disorders of phonological analysis (measured by a syllable discrimination test)
and disorders of auditory comprehension. They also found a significant but incomplete
correlation between phonemic output and phonemic analysis.

In the present study, the perception tests aim at a more detailed analysis of
auditory discrimination and comprehension. The two speech perception tests that were
administered to the subjects were a syllable discrimination test and a word-picture

matching test (c.f. chapter 4). Two measures of auditory discrimination are obtained

from these tests: syllable discrimination, and the discrimination of minimal pairs
(words that differ by one phoneme). In order to be able to match phonologically
related words with the pictures, it is not enough to discriminate between the words,
but the subject ought to ccmprehend the item as well (in order to be able to select

the right picture). In the comprehension test, the phonologically related items are
contrasted to unrelated items and semantically related items. The results obtained from
the tests will be described in more detail in the following pages.

5.1.1 Syllable Discrimination

The syllable discrimination test could not be administered to Subjects 4, 10 and 11.
Table (5.1.1) presents the results. The absolute number of errors is reported for each
of the subjects. In general, all subjects performed well on the test, the majority of the
subjects committing 0-2 errors. Only three subjects (Subjects 1, 7, and 19) made more
mistakes, and one of the three was a control subject (Subject 19). Table (5.1.1) reveals
that vowels did not present a problem for the subjects.

Subjects 1 and 19 made errors with syllable pairs differentiated by a consonant
(either by one feature or by several features of the consonant). It was predicted that
subjects with auditory discrimination problems would make more errors with pairs
that were closely related (differed only by one feature). However, this was not always
the case. The features were not varied systematically so that no generalizations could
be made concerning the degrees of difficulty.
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Table 5.1.1 Results from the Syllable Discrimination Test

Numbers indicate the total number of errors in the different conditions of the test.

Variables:

total = the total number of errors (the total number of items in the test was 26)

simil = the number of errors in similar syllable pairs (14 items)

cons-1 = the number of errors in consonant pairs differentiated by one feature
(4 items)

cons-s = the number of errors in consonant pairs differentiated by several features
4 items)

vowel = the number of errors in vowel pairs (4 items)

subject total simil cons-1  cons-s  vowel

O OOO—=OO0OO0OOONO—=OOW
ONOOOORNOOOON~OOO~
COO0OTOOOTCOOODOOOOOO

1
1 1
2 2
1 0
2 1
8 4
0 0
0 0
1 1
2 2
2 0
1 0
0 0
0 0
0 0
3 0
1 1

The subjects sometimes claimed that similar syllables were different. This was not
due to a response bias but rather to the somewhat different phonetic quality of the
syllables produced by the examiner. In general, the subjects made one or two such
errors, but Subject 7 made several “random” errors. She often repeated the syllable
pair correctly, and yet the similarity judgement was incorrect. These errors occurred
randomly among all the test items, and there was no response bias. It was obvious
that her problem was something other than auditory discrimination.

One control subject had difficulties in the syllible discrimination test. The reason
for this is not known. One possible explanation is that hearing impairments may be
relatively common in the middle-age or elderly population. For the present subjects,
there was no audiological background information available. Subjects 1 and 2 reported
that they experienced some hearing loss. For Subject 2, this hearing problem did not

affect the performance in the present syllable discrimination test.
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5.1.2 Word-Picture Matching

Several factors were varied in the word-picture matching test: (1) the words (and the

pictures) were nouns (objects) and verbs (actions), (2) the words were € .er unrelated,

‘phonologically related, or semantically related, and (3) the items were presented either

one, two, or three at a time.

Tsvetkova, Akhutina ard Pylajeva (1981: 19) state that the selection of the test
material allows for focusing on both (1) the deficits of acoustic analysis and the
memory for audio-motor traces and (2) difficulties with semantic differentiation
between words. According to Tsvetkova et al. (1981), these are the factors that can

‘underlie a difficulty in understanding words. Luria makes a distinction between

acoustico-gnostic and acoustico-mnestic aphasia. The former is due to disturbances in
the differentiation of groups of simultaneously presented acoustic stimuli ard also of
consecutive series of sounds of different pitch or rhythmic acoustic structures, the
latter is due to "alienation of word meaning". In this connection Luria (1973: 124, 310)
refers to Lissauer who distinguished two types of visual agnosia, apperceptive mental
blindness and associative mental blindness. Tsvetkova et al. (1981) assume that
phonologically related items are particularly difficult for patients with sensory aphasia,
whereas semantically related items are difficult for both sensory and motor aphasics.
The number of items presented at a time is assumed to have an influence on all the
subjects’ performance and it does not differentiate between aphasia types. Patients
with sensory aphasia are supposed to have the severest difficulties in the test, but also
patients with motor aphasia fail (especially when three items are presented at a time).
According to the data (Tsvetkova et al., 1981: 37) verbs are somewhat more difficult
than nouns, but this finding is not explained in detail.

The proportion of correct answers was calculated. When items were presented one
at a time, the value was either 1 or 0. When threc items were presented
simultaneously, the value was either 1, 0.66, 0.33, or 0. When no answer was obtained
or when there was something unclear in how the answer was marked on the answer
sheet (as occurred a few times), the information was omitted (missing information).
A few pictures turned out to be somewhat misleading, and for this reason it was
necessary to accept two answers as correct. The verb kiilata is ambiguous. In the test,
the verb is supposed to refer to a picture with two cars, one of them passing the
other so close that the driver is forced to get out of the way. However, the picture for
the verb hakata ‘chop’ is a possible associate for the verb kiilata in the sense "key,

wedge’. There was also another ambiguous verb. The verb lakata was used in the




sense ‘polish one’s nails’. However, some of the male subjects were obviously looking
for a picture for ‘varnish a wooden object’, another sense of the same verb.
Consequently, these subjects chose a wrong picture. Subject 4 was only administered
one half of the test.

The performance of the subjects varied between no errors (three subjects: two
controls and one patient) and about 75 % accuracy. Thus, none of the subjects had a
severe comprehension problem at the single word level.

There were differences between the three conditions (unrelated, phonologically and
semantically related items). This was true for both nouns and verbs. The subjects
performed best in the condition where the items were unrelated. The phonological and
semantic conditions were equally difficult. Semantically related nouns were easier than
phonologically related nouns, whereas semantically related verbs were more difficult
than the phonologicaily related verbs. ‘

When the individual subjects were considered, especially patients 1 and 9
attracted attention in showing a double dissociation between phonological and
semantic factors. The proportion of correct answers for nouns in the three conditions
of the test was the following:

subject unrelated semantic phonological
1 0.90 0.90 0.65
9 090 0.62 092

The results obtained for verbs showed the same tendency:

subject unrelated semantic phonological
1 1.00 1.00 0.88
9 1.00 0.62 0.87

Subject 9 performed relatively well with phonologically related nouns, but he had
some difficulties with phonologically related verbs. Subject 1 performed surprisingly
well with the phonologically related verbs.

When the phonological and semantic conditions were compared, Subjects 1, 5, 6,
10, 11, and 12 found the phonologically related items more difficult than other items,
and Subject 9 (but also Subjects 7 and 15) found the semantically related items the
most difficult. Subject 1 also had difficulties in syllable discrimination. This comparison
was based on the overall results and on the results for nouns. For the verbs, the
results may look different. In the following pages, the difference between nouns and
verbs will be discussed in detail.




Possibly Intervening Factors

The purpose of the present discussion is not to provide a general evaluation of the
test, but to focus on phonological information. The data were subjected to an analysis
of variance for the proportions of correct answers. The results of the statistical analysis
are reported in appendix (3). Statistically significant main effects were observed for
subject, relation (i.e. unrelated items vs. phonologically vs. semantically related items), '
and part of speech (i.e. nouns and verbs). Also, an effect for the number of
simultaneously presented items was observed, although it was weaker. The more
items presented simuitaneously, the more difficult was the task. There were so many
variables and so little data that it was impossible to check for all the interactions. Of
those that could be analyzed, the interactions between subject and relation, and
between subject and part of speech, were highly significant. There was also a weaker
interaction between relation and part of speech, and between the number of
simultaneously presented items, relation, and part of speech.

Appendix (4) presents the proportions of correct answers for the different
conditions of the word-picture matching test. In the following pages, I shall discuss
the data in more detail, with special reference to the factors that may "confuse" the

interesting dissociation between the phonologically and semantically related items.

(1) Part of Speech and Depiction

There was a significant difference between the subjects’ performance in verbs and
nouns. As the tables in appendix (4) indicate, the difference was clearest for
semantically related items. Verbs were more difficult than nouns. When the subjects
were analyzed individually, two subjects (Subjects 5 and 13) performed far worse with
verbs than with nouns.

Unrelated nouns were easy and did not differentiate between subjects. Only
Subjects 4 and 14 had frequent errors with unrelated verbs, and the errors that were
made occurred in those conditions of the test where more than one item was
presented simultaneously. Most subjects also found the semantically related nouns
easy. There were, nevertheless, subjects who made errors in these items (Subjects 9,
15). Subjects 3, 9, 11, and 13 made many errors in semantically related verbs. For
nouns, the phonologicaltv related items were the most difficult, and Subjects 1, 10 and

11 committed many such errors. Subjects 1 and 5 had difficulties with phonologically
related verbs.
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One possible difference between verbs and nouns is the difficulty in depicting
actions. Thus, it may be more difficult to seléct the correct picture for verbs. We can
hypothesize that some pictures spontaneously evoke the name the examiner is going
to say, but there are times when the subject is not expecting to hear the word given
by the examiner. In the latter case, the subject uoes not associate the pictures with the
given name spontaneously. Possibly, he or she searches through the pictures,
attempting to find one that fits the heard word. Thus, for pictures that do not evoke
the right name, the failure in picture-matching performance may be due to a selection
deficit. Furthermore, the subject may easily forget a word, if several words have to be
kept in mind while searching. This is most likely to happen when several items are
given simultaneously.

The differences in depiction were checked by performing an additional experiment.
Two sets of pictures (one consisting of nouns and one of verbs) were randomized. Ten
normal, highly educated, young adults were first asked to name the nouns, and then
the verbs. The entropy of the answers was calculated for each picture (for statistical
details, cf. 6.4). The entropy varied between 0 and 1, 0 occurring when all subjects
gave the same name, and 1 when all subjects gave a different name. Entropy is not
an optimal measure for the depiction problem, because it does not take into
consideration the cases where all the subjects agree but provide a different name than
was assumed. However, this was rare. For nouns there were six items which were
named "wrong” by more than half the subjects (four of them phonologically related
and two semantically related; for two of the phonologically related items the entropy
was high, for two items the entropy was small). For verbs, there were four items
where most subjects provided a different name than was assumed (three of the items
were phonologically related and one was semantically related; the entropy was high
for all these items). Table (5.1.2) presents the statistical results. The difference
between nouns and verbs can be accounted for by the depiction effect: the entropy for
verbs was clearly higher than for nouns. The easiest items to name were unrelated.
Phonologically related verbs elicited several different names, as did semantically
related verbs and phonologically related nouns. These conditions were also difficult in
the word-picture matching test.

The depiction effect does not predict the subjects’ performances in the test. In
aphasia there was a double dissociation between the phonological and semantic
conditions. On the average, the aphasic patients performed relatively equally in the
two conditions. However, there were clear differences in the depiction: semantically
related items were easier than phonologically related items. Thus, there is some other,
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obviously deficit-related factor that renders the semantically related items difficult for
many aphasics.

Table 5.1.2 Naming of the Pictures of the Word-Picture Matching Test

Ten young adults were asked to name the items of the word-picture matching test.
Relative entropy was used as a measure of variation for the naming responses.
Relative entropy was 0 when all subjects gave the same name, and 1 when all
subjects provided a different name.

verbs combined

phonologicaily 0.64 0.53
related 0.35 041

unrelated 0.22 0.24
035 031

semantically 0.49 0.34
related 037 0.37

total 0.45
0.3%9

(2) Number of Simultaneously Presented Items

The most interesting result in word-picture matching was the double dissociation
between phonological and semantic conditions. The condition where only one item
was presented differentiated neither between the subjects nor between the different
conditions. Thus, no double dissociation can be observed when the number of
simultaneously presented items is not varied.

Tsvetkova et al. (1981) assumed that the phonological versus semantic difficulties
were additive, i.e. there were no qualitative differences between the conditions of the
test where several items were presented simultaneously and the conditions where one
item was presented. All aphasics had equal difficulty with several, simultaneously
presented items. In the original set of tests of this dissertation (all of which are not
discussed here), the performance of the subjects was compared in a larger set of
different tests where the number of simultaneously presented items was varied (e.g.
repetition of words, syllable matching). It was assumed that patients having a memory
problem would perform poorly in all the tests, and that the quality of performance
decreased proportionally to the increased number of simultaneously presented items.
It was found that especially Subject 15, and to a lesser extent also Subjects 11, 12, and
13, had difficulties with the longer series of items. However, meaningless and
meaningful items did not provide comparable results: the effect of the number of
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simultaneously presented items was always more pronounced with meaningful items
(Kukkonen, unpublished data).

In the word-picture matching test, the number of items had the greatest effect for
the semantically related items. When the patients were studied individually, Subject
15 found lorger series of items to be especially difficult. He did not perform equally
poorly in all the conditions of the test, but he scored all correct for both unrelated
nouns and verbs, and he had most difficulties with semantically related items. The

number of items presented may partly account for the difficulty many subjects
experienced with semantically related items.

(3) Frequency

Word frequency is one remaining variable that may influence a subject’s performance.
In the word-picture matching test, the frequency of the items was not varied
systematically. Tsvetkova et al. (1981) note, however, that unrelated items were more
frequent than other items. The: frequency of the items was determined post hoc, and
this analysis was based on the Frequency Dictionary of Finnish. The frequency of an
item was calculated as the sum of absolute frequencies of the word type in the four
types of data reported in the dictionary. The ve'uits are presented in table (5.1.3).

Table 5.1.3 Frequencies of the Items of the Word-Picture Matching Test

The frequency of the items was determined post hoc on the basis of the Frequency
Dictionary of Finnish. The frequency of an item was the sum of absolute
frequencies of the word type in the four types of data reported in the dictionary.

nouns verbs combined

phonologically mean  7.60 10.10 9.35
related std 6.26 22.20 15.97

unrelated mean 198.00 7260 13530
std 179.28 38.90 141.71

semantically mean 990 18.90 14.40
related std 854 22.69 17.32

total mean 71.83 34.20
std  135.07 3944

The Finnish version was similar to the original Russian test in that the unrelated
items were the most frequent. On the average, nouns were more frequent than verbs.
There was considerable variation between the items (the standard deviations were

high). Figure (5.1.1) clearly shows that frequency alone can hardly account for the
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double dissociation between phonological and semantic conditions of the test because
no regular relationship can be seen between the variables.

'z; Figure 5.1.1 Scattergram of Entropy and Frequency

Ten young adults named the items of the word-picture test. Variation for the

— ] naming responses was described by calculzting the relative entropy of the answers.

T The figure presents the comparison of the relative entropy with the frequency of
the items.

R entropy
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- Phonologically Related Items

The results obtained in the phonological condition will be analyzed in more detail in
— the following pages. The other conditions did not allow for such a qualitative analysis
because of the homogeneity of the picture sheets. The phonological condition consisted
of several sets of minimal pairs. The errors could occur either within the pairs, or
across the pairs. In connection with the word-picture matching test, "phonological
errors” refer to mischoosing between items of a minimal pair. Table (5.1.4) presents

the number and type of errors in the phonological condition.
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Table 5.14 Errors in the Phonological Condition of the Word-Picture Matching Test

Variables: "total" = total number of erroi-s, "phon” = number of phonological errors
(e.g. the subject heard the word kaulz and pointed to naula, i.e. a word that
differed by only one phoneme), "others" = number of other types of errors.

Under "remarks” I have given some characteristics of the "other errors": "pict"

misinterpretation of the picture, "del" = deletion of an itemn, "persev"

perseveration (an item of the series is substituted by an item in the previous
series), "unsyst" = unsystematic, random errors (e.g. the subject may have forgotten
the item but subsequently guesses and randomly points to pictures). Sometimes the
"phonological structure” ofg the item interfered with the structure of the following
item, e.g. the presented series was koriti kaula and the subject pointed to kortt
korkki. The number of such errors is given in parentheses. Such errors were not

frequent.

subject total phon remarks

unclear picture
del + persev
unsystem
persev (series)
unsyst (1)
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pict?, persev?
unsyst, (2)
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9
2
0
0
1
3
0
0
3
3
3
1
0
1
1
0
1
1
2
0
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Subjects 1, 5, 6, 10, and 11 made a high number of errors in this condition of the
test. However, omissions and perseveration errors outnumbered the phonological
errors. For example, Subject 6 made frequent perseveration errors in the longer series.
The proportion of phonological errors was high for Subjects 1, 2, 9, 17,,’18, 19. The
control subjects only made phonological errors. The total number of phonological
errors was relatively small for all subjects, with the exception of Subject 1. Table
(5.1.5) shows the distribution of phonological errors in the phonological condition of

the word-picture matching test. Only those subjects making phonological errors are
included in the comparison.
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Table 5.1.5 Distribution of Phonological Errors

The numbers indicate the number of errors made in each condition of the test.

subject verb poun
number of items number of items

1 3 1 2 3
1 0 1 2 0 3 3
2 0 1 0 0 0 1
5 0 0 1 0 0 0
[ 1 0 0 1 0 1
9 0 0 1 0 1 1
10 0 0 1 0 0 2
11 0 0 0 0 2 1
12 0] 0 0 0 0 1
14 0 1 0 0 0 0
15 0 0 0 0 0 1
17 0 0 0 0 0 1
18 0 0 0 0 0 1
19 0 0 0 0 1 1

" Subject 14 made one error that was difficult to interpret. The mistake could be

considered a typical phonological error, or an error of sequence interference. The
subjects had most phonological errors in series of two and three items. The errors
committed by Subject 1 are listed below. All his errors were phonological.

words given items pointed to
heltta neula teltta keula

kaula koriti kaula korkki

teltta kortti kaula telita korppi kaula
neula taltta korppi neula taltta korkki
riaula keula heltta naula keula teltta
pakkaa viilaa lakkaa viilaa
pakkaa harjaa viilaa lakkaa harjaa kiilaa

Such examples of phonological confusions are the best evidence for phonological
difficulties. However, phonological difficulties may possibly combine with other
difficulties so that the subject produces another kind of error. For example, the patient
may have a tendency to perseverate in longer series, combined with auditory
discrimination problems. In longer series of phonologically related items, both
difficulties interact, and the patient perseverates more than in series of semantically
related items.

Errors were more common in the series of phonologically related nouns than in
the series of phonologically related verbs. The pairs for nouns (naula, neula, kaula,

keula, and korppi, kortti, korkki, and teltta, taltta, heltta) were obviously better in eliciting

phonological confusions than the pairs of verbs (pakkaa, hakkaa, lakkaa, and wviilaa, kiilaa,
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keilaa, laulaa, and halaa, haraa, harjaa). Vowel contrasts were more common in the pairs
of nouns, and more contrasts occurred word-medially. The verbs operated more on
word-initial consonants, and the items weve often distinguished by several contrasts.
For example, there was no minimal pair for the verb laulaa. In future experiments, the
phonological features should be varied systematically in order to study the nature of
phornological confusions in closer detail.

5.1.3 A Summary of the Speech Perception Tests

An analysis was made of the several variables in the speech perception tests. The
most interesting results are presented in figure (5.1.2). A diagram was drawn of the
performance scores (for an example, c.f. chapter 5.2.4). Subjects with low performances
were distinguished on the basis of visual inspection of the diagram.

Figure 5.1.2 A Comparison of the Variables in Speech Perception Tests

Variables: .
sem = particular difficulties in the semantic condition of the word-picture matching
test

predom phon = subjects whose erross were predominantly in the phonological
condition of the word-picture matching test

phon common = the subjects with® the greatest number of errors in the
phonological condition of the word-picture matching test

phon phon = subjects who confused the minimal pairs in the phonological
condition of the word-picture matching test

number = subjects who especially had difficulties with a series of three items
syll discr = subjects who failed the syllable discrimination test

The numbers indicate the subjects who had difficulties according to the analyzed
variable.

. sem 9 15

. predom phon 1011 12

. phon common 1011

. phon phon 9 17 18 19
. number 1011 13 15

. syll discr 7 19

The result supports the double dissociation between phonological and semantic factors:
the subject’s success or failure in the test depended on different variables. The control
subjects made few errors, all being confusions of phonologically related words. The
phonological condition of the test was sensitive in catching the sound discrimination
problems that resulted in comprehension problems. The condition with nouns (objects)
was better than the one with verbs (actions). For verbs, there were more intervening
factors, such as low depiction. The frequency differences in the phonological and
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semantic conditions of the test did not appear to account for the results, bzt in future
studies they should be controlled.

There was one subject (Subject 1) who failed in both the phonological condition
of the word-picture matching test and in the syllable discrimination test. This showed
that both tests were sensitive to the discrimination problem. It also confirmed the
results according to which severe comprehension problems are not usually due to a

speech perception problem. In certain critical instances (i.e. minimal pairs) speech
™ perception problems do interfere with comprehension. Thus, the result by Blumstein,
Baker and Goodglass (1977) was confirmed. The severe comprehension problems
experienced by the aphasic patients seem to be due to other kinds of problems.

Several measures of speech perception were used, each giving slightly different
results. The reasons for these differences remained unclear. Thus, either the
phonological errors in the phonological condition, or the total amount of errors in the
phonological condition could be counted. The former variable caught the problem
experienced by Subject 1. Subject 10 (who refused to do the syllable discrimination
test) made many errors in the phonological condition of the word-picture matching
test, but these mistakes were not "phonological errors”. The control Subject 19 made
several errors in the syllable discrimination test, but he did not have difficulties in
the word-picture matching test (although he had more phonological errors than the
other controls). It is possible that the two variables partly refer to different kinds of
speech perception problems.

It is difficult to determine whether or not the double dissociation observed in the
word-picture matching test should be interpreted as a dissociation between bottom-up
processing and top-down processing in speech perception, i.e. a dissociation between
speech recognition and lexical access, or as a dissociation between phonological and
semantic aspects of lexical access. The former hypothesis seems preferable because the
phonolegical deficit observed is modality-spedfic (c.f. 54.1). Thus, the phonological
deficit could reflect speech perception aspects (bottom-up processing) or even hearing
loss, whereas the semantic deficit could reflect lexical, top-down processing. There
may be other symptoms (neologisms etc.) that refer to different aspects of lexical
retrieval and/or access. It is impossible to make very specific claims about the role of
the lexicon on the basis of the present data — rather, the present results form a basis
for more detailed investigations. |
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5.2 Articulation

According to the medical diagnosis, all the subjects (except the five controls) had
aphasia. There was no mention of dysarthria. However, dysarthric problems are often
very mild in comparison with other problems, and in aphasic patients mild dysarthria
is often ignored. Furthermore, there is no generally accepted theory about the
speech-language interface that could serve as a basis for clinical classification. For this
reason it is difficult to test accurately the speech motor functions and related
linguistic functions in a clinical context.

Accurate speech production requires great precision of articulatory movements.
Darley, Aronson and Brown (1975: 69) distinguish six salient features of articulatory
movements: (1) strength, (2) speed, (3) range, (4) accuracy, (5) steadiness, and (6) tone.
According to them, "it is generally agreed on that the different factors associated with
the non-linguistic stages of speech production can best be assessed with non-linguistic
material which reveals the underlying troubles in speech production that come into
surface in a more complicated form in conversational speech.” However, when using
non-linguistic tests, it is difficult to know to what extent the results can be applied to
normal conversational situations. For example, some studies support the conclusion
that oral and verbal apraxia are independent of one another (e.g. Kertesz and Hooper,
1982). This makes sense if different areas of the cortex control for the different
movements or if the organization of movements in memory is different. At lower
levels of motor control it may be more difficult to distinguish between speech and
other oral movements.

In the present study, all the tests that were assigned to the subjects required the
combinatory functioning of the phonatory, respiratory, resonatory, and articulatory
systems. This functioning was thus evaluated in complex speech situations. A speech
pathologist rated the voice quality of the subjects. Diadochokinesis (the adequacy of
alternate and sequential motions) was tested. In the alternate motion test the subjects
were asked to produce (1) papapa, and (2) tututu, i.e. a series of alternating a closure
with an open vowel articulation. In the sequential motion test the subjects were asked
to produce (3) takeli takeli takeli, i.e. a more complex series of articulatory movements.
The answers were tape-recorded and transcribed. The Intelligent Speech Analyser
(ISA), a computerized equipment designed by the Finnish engineer R. Toivonen, was
used to produce oscillograms of the subjects’ answers.

Alajouanine, Ombredane and Durand (1939) distinguish three types of the phonetic
disintegration syndrome: paralytic, dystonic and apractic. The paralytic disorder is

03
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characterized by de-differentiation of the articulation. In the dystonic disorder the
articulatory movements are too extensive and strong. The apractic disorder is an
ideo-motor disturbance in which, for example, sounds may change places. For
example, Love and Webb (1986) also discuss three different types of motor speech
production problems, dyskinetic and spastic dysarthria and apraxia of speech.

5.2.1 Voice Quality

According to Love and Webb (1986), patients with dysarthria usually have an
abnormal voice quality. Patients of the present study may have had a complex
syndrome with both aphasia and dysarthria. For this reason a speech pathologist
listened to the tape recordings (picture description) and evaluated the voice quality
of the speakers. She was not provided with information about the speakers -- which
were aphasics, and which were controls. Attention was paid to seven features:
breathy, rough, creaky, aphonic, strained, back, and nasal voice. They were rated on
a six point scale (0 - 5) where "0" marked the lack of the property in question, and
"5" marked its greatest prominency. Also an average score was calculated. Table (5.2.1)
presents the results.

In addition to the features indicated in table (5.2.1), Subject 3 had respiration
problems which were obviously related to her pareses and to her being strapped into

a wheel chair. Her voice was asthenic. According to the speech pathologist’s intuitive
judgement, Subjects 5 and 14. had abnormal voice qualities. Subject 5 had spastic

dysphonia. The average score did not differentiate between normal and abnormal

voice qualities. According to the average scores, the voice problem was noteworthy for
the following subjects (the severest is mentioned first): 5 > 19 > 15 > 14 / 8. For
research purposes it would be helpful if the scale could reliably differentiate between
the normal, and at least the most prominently abnormal, voices.
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Table 5.2.1 Voice Quality

The seven features of voice quality (breathy, rough, creaky, aphonic, strained, back,
and nasal voice) were rated on a six point scale (0 - 5) where "0" marked the lack

of the property, and "5" marked its greatest prominency. Also an average score
(score) was calculated.

subject breathy rough creaky aphonic strained back nasal  score
2

1 2 0 0 1 1 0 0.86
2 6 0 0 0 0 0 1 0.:4
3 1 0 2 0 0 0 1 0.57
4 1 2 2 0 0 0 0 043
5 3 4 3 3 3 0 0 229
6 1 2 1 0 0 0 0 0.57
7 1 1 2 0 2 0 0 0.86
8 2 3 2 0 0 G 0 1.00
9 1 1 1 0 0 1 0 057
10 2 1 0 0 0 0 0 043
11 1 1 3 0 0 0 0 0.71
12 3 1 0 0 0 0 0 0.57
13 0 0 0 0 0 0 2 0.2%
14 2 3 0 0 2 0 0 1.00
15 1 2 3 0 1 1 0 114
16 1 0 1 0 0 1 0 043
17 0 1 2 0 1 0 0 0.57
18 2 2 1 0 0 0 0 0.71
19 3 4 3 0 0 2 0 1.71
20 0 2 1 0 1 1 0 0.71

5.2.2 Alternate Motions

In the test of alternate motions the subjects were asked to say (1) papapa, and (2)
tututu after a model pronounced by the examiner. According to Darley, Aronson and
Brown (1975: 93), this test addresses the speed and regularity of reciprocal muscular
movements. When analyzing the subject’s test performance, attention should be paid
to slow or fast rate, dysrhythmia or arrhythmia, and restriction in amplitude of
motion. In this study, the way of administering the tests differed somewhat from the
way they usually are described in the literature (Darley, Aronson and Brown, 1975;
Baken, 1987). In fact, there are some differences between the ways of administration
in the literature as well. At least the most serious disturbances can he detected even
if the tests are administered in slightly different ways.

In order to determine the nature of the normal variation, the control data were
analyzed first. The following features were observed: (1) the last syllable in the series
was often the longest (final lengthening), (2) there was slight weakening towards the
end of the series, (3) the average duration of one syllable depended on the total
number of syllables in the series (the more syllables there were, the shorter the

6O
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syllables were), (4) the most common number of syllables in the series was six, and
the average duration of a syllable varied between 182 - 197 ms. The oscillograms in
figure (5.2.1) show the nature of these findings in controls; attention must be paid to
the lengthening (Subjects 17 and 18) and weakening (Subject 19) of the last syllable(s).
In comparison with the normal findings, there were some deviations in the data for
Subjects 5, 6, 11, 12, and 14. The oscillograms in figure (5.2.2) show the nature of the
difficulties.

Several types of difficulties were observed. There was relatively strong weakening
in the last items of the series for Subjects 5 and 14. Control Subject 19 also weakened
the last syllable, but there was a quantitative difference between normal and abnormal
weakening. Subject 6 had a number of pauses in the repetition of the series. Subject
11 (and possibly 5 as well) tended to impose a rhythm on the series, i.e. the items
were not produced at equal intervals. On the average, these items were somewhat
longer than in the control data for Subjects 3, 5, 6, 8, 14, and possibly 9. Lengthening
was most prominent for Subject 6.
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Figure 5.2.1
Alternate Motions (comparison data)

The following control subjects’ responses show mild lenghtening and weakening
of the final syllables, The oscillograms are made sndxmi
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Figure 5.2.2

- Alternate Motions (aphasic speakers)
For Subjects 5 and 14, there was a weakening of the last items in the series.
Subject 6 paused many times in the production of the series. Subject 11 (and

possibly 5 as well) tended to im a rhythm on the series, i.e. the items were
not produced at equal intervals. ograms were made with ISA.
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5.2.3 Sequential Moticns

According to Darley, Aronson and Brown (1975: 94), the most useful tool for
predicting motor programming difficulties associated with speech apraxia is a test that
focuses on the ability to move quickly from one articulatory position to another.
Darley et al. differentiate between dysarthria and speech apraxia on the basis of
different error types.

Apr:actic patients had a tendency to break down in their transition between the
sounds, ofter blocking, transposing, or omitting sounds. Dysarthric patients had little
difficulty making smooth transitions from one sound to the next, but their total
production was characteristic of their particular type of dysarthria.

In the present study, when the examiner gave the subjects a model containing
three items, then in turn, the control subjects usually produced a three item answer.
The duration (Tdur) of the series usually varied from 1400 to 1700 ms, but it was
sometimes longer (especially when more itemé were produced). Subjects 2, 4, 5, 6, 8,
9, 10, 11, and 14 differed from the controls. Table (5.2.2) presents the transcriptions of
these subjects’ answers. ’

Table 5.2.2 Errors in the Sequential Motion Test

The transcriptions of those subjects’ productions that differed from the control data
are provided. The numbers refer to the subjects, the dots indicate breaks in the
series, and the hyphens refer to syliable segregation.

: takeli takeli takeli ... takeli

: taken ... taken ta taki ... kili ta takeli ... takeli takeli takeli takeli
: pakeli ... a(h) ... i ... a ... pakeli pakeli

: sa .. eikun takeli kateli takeli voih

: kateli katei mhm takeli takeli takeli

: kakeli takeli takeli

10: tah ... takeli takeli takeli

11: kateli kateli kateli

14: a-te-li ta-te-ti-ti ta-te-ti ei o hyvé ... ja-te-li ta-te-ti-li

Subjects 2 and 10 made errors that were not necessarily pathological, but instead
could be interpreted as hesitations. Subject 4 produced a long series of approximations
before producing the correct targets. According to the test of alternate motions,
Subjects 5, 6, 11, and 14 showed signs of "dysarthria”, and will be discussed later.
In addition to the dysarthric errors, a common error type was metathesis. Subjects
6, 8, and 11 made metathesis errors. In all instances, the stops /k/ and /t/ were
interchanged. It may be the case that /k/ is a sound that is easily anticipated. In an
electropalatographic study of articulation in speech apraxia, Hardcastle (1987) showed
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that his subject had common inappropriate /k/ articulations, either as substitutes for
other sounds, or as extra articulations occurring simultaneously with other sounds
(especially with stops). However, there may be other explanations for the present
errors. For example, consonants may have a preferred order, such as a sonority order
(the more sonorous the consonant, the later it occurs in a word), or the preferred
order may be related to the consonant’s place of articulation. The current error
simplifies the structure of the word so that consonants with common places of
articulation occur closer to one another: a dental-velar-dental string becomes a
velar-dental-dental string. In principle, the fact that series are "repeated" after the
examiner (i.e., the speech perception factors) also should be taken into consideration.

Subject 9 made an anticipation error in the first item of the series.
Shattuck-Hufnagel (1987: 20) proposed that metathesis errors were, in fact, a
combination of anticipation and substitution: often a segment that occurred later in the
word was substituted for the first consonant of the word (anticipation), and the first
segment was kept in mind and produced later in the word in place of the anticipated
consonant. Shattuck-Hufnagel considered this to be an argument in support of the
separate representation of segments and the slots of the segments (for example, in the
syllable tier).

According to Darley et al. (1975), patients with dysarthria should fail in the
alternate motion tests. The same patients should perform well in the sequential motion
tests, or their difficulties should be of the same type as in the alternate motion tests.
In the present study there were five subjects (5, 6, 11, 12, 14) who had some
difficulties with alternate motions. Of these subjects, the only patient to perform well
in the sequential motion tests was Subject 12. In fact, his behavior in the alternate
motion test (whispering the last syllable) is not necessarily a sign of dysarthria. Thus,
in the present data no clear-cut difference was found between “"dysarthria” and
“"apraxia of speech". Theoretically, this resuit could give rise to different speculations,
but as far as the present patients are concerned, the most likely solution is the
complex nature of their syndromes with some dysarthric, apractic and aphasic signs.

Love and Webb (1986) considered voice quality to be a feature that distinguished
dysarthria from apraxia of speech. In the present study there were two patients (5 and
14) who had voice disorders. Subject 5 had spastic dysphonia, and Subject 14 had a
rough, strained, and breathy voice. Both had dysarthria according to Darley’s et al.
classification. According to the criteria of Darley et al., Subject 6 clearly fell into the
dysarthric group. However, Subject 6’s voice quality was difficult to judge because of
background noise in the recording.
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On the basis of the descriptions by Alajouanine et al., patients with paralytic
disorders have some de-differentiation in their articulation. Thus, the contrasts
between, for example, an open vowel articulation and a closed consonant articulation
should become less differentiated. This kind of a behavior surfaces in the alternate
motion test as a weakening of final syllables. Subjects 5 and 14 showed such final
syllable weakening. In the sequential motion test, these subjects made assimilation
errors. When Subject 5 produced the sequence pakeli a(h)-i aa pakeli pakeli, the hesitation
a(h)-i looked like an attempt to say pakeli on the oscillogram. The overall durational
pattern was similar to the other items, and the vowels of the first and third syllables
were "correct”. Subject 14 generally assimilated all the consonants to /t/. All the
sounds were lengthened. Subject 9 also made an assimilation error which was
somewhat difficult to hear, and could give rise to different interpretations in a
listening experiment. The assimilatory segmental errors in the sequential motion test
were somewhat different from the articulatory de-differentiation in alternate motions.
The phenomenon observed in alternate motions can be described as gesture reduction
(Valdois, Joanette, Nespoulous and Poncet, 1988). These symptoms will be discussed
in chapter 5.4.2.

In a dystonic disorder, articulatory movements are too extensive and strong. The
phonological errors should show strengthening, for example stops could be substituted
for fricatives. Sounds should also be longer than normal. In the present study, the
series in the sequential motion test consisted of maximally differing sounds: there
were many vowels and stops. However, the consonant /1/ of takeli could be
substituted by a stop, probably /t/, in a dystonic disorder. Subject 14 may have
shown some of this tendency, for he said a-te-li fa-te-ti-ti ta-te-ti ... ja-te-li ta-te-ti-ti.
The items were articulated syllable-by-syllable, as well as possibly being lengthened.
Lengthening was strongest for Subject 6, whose items also contained the highest
number of péuses.

Articulation deficits seem to be qualitatively different. On the basis of the present
data it is difficult to say which behaviors were dissociated.

5.2.4 Repetition of CV-Syllables

Another measure of articulatory “fluency" is the repetition of syllables. Subjects who

are unable to repeat syllables (i.e. articulate them properly) are sometimes considered

to have motor control problems.




The following scales present the number of errors occurring in CV-syllable
repetitions. The errors were of two types, either no answer was given, or a
phonological error was made. The results are presented in figure (5.2.3). Scale (a)

presents the total amount of errors, and scale (b} presents the number of phonological
errors.

Figure 5.2.3 Repetition of CV-Syllables

a. Prop~on of correct answers
(the niumbers refer to subjects)
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Subjects 5, 6, 14, 4, and 11 frequently made errors in the test. Phonological
errors were typical for patients 5, 6, and 14. Subject 5 made many errors where the
vowel of the CV-syllable was considerably lengthened, which oiten changed the
syllable into a word (e.g. pé > piid *head’, su > suu ‘mouth’)

ERIC

PAFullToxt Provided by ERIC v




67

5.2.5 Results from the Articulation Tests

Results from the articulation tests are presented in figure (5.2.4). The most interesting
variables differentiating between subjects are listed, as well as the subjects who had
particular difficulties with these tests. The selection of the subjects (variables 4 and 5)
was done on the basis of a visual inspection of a diagram which compared the
subjects’ performance (an example of such a diagram for variables "repetition errors”
and "phonological errors”, as well as the selection criteria for subjects who differed
from the others, is found in figure 5.2.3).

Figure 5.2.4 Results from the Articulation Tests

The results from the tests differentiating between subjects are included in the
comparison. Numbers refer to subjects who had more difficulties than other
subjects according to the variable in question. Variable 4 (repetition errors) is
determined on the basis of the proportion of correct answers in the sylable
repetition test, and variable 5 (phonological errors) is determined on the basis of
the proportion of phonological errors in the syllable repetition test.

1. voice quality: 57 14
2, alternate motions: 56 11 1214
3. sequential motions: 4 5 6 8 9 11 14
4. repetition errors: 456 11 14
5. phonological errors: 56 14

Three patients (5, 6, 14) had extensive articulatory difficulties (dysarthria) that
accompanied their aphasia, and these problems appeared to set this group apart from
the others. These patients had abnormal voice qualities, difficulties in the alternate
motion test, and they also made numerous phonological errors in the repetition test.
Subjects 11 and 12 also had some articulatory difficulties. The sequential motion test
proved difficult for all those subjects who failed the alternate motion test. However,
Subject 12 showed evidence of a possible double dissociation between alternate and
sequential motions. Results from the sequential motion test and from the syllable
repetition test (according to the variable "total amount of errors") were similar: the
same subjects had difficulties in both tests. These variables revealed more
abnormalities than did the alternate motion test, evaluation of voice quality and the
syllable repetition test (variable "phonological errors").
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5.3 Repetition, Naming and Picture Description

The speech samples that were obtained from the repetition, naming and picture
description tests were transcribed. The present analysis is somewhat "superficial” as it
is based solely on the transcriptions made by the author. However, the aim of the
analysis is to provide a general overview of the problem. Sub-samples of the data will
be analyzed in more phonetic detail (c.f. chapter 6). The present study focuses on the
segmental errors that were committed. In order to be able to compare the tests, a
coding system was designed on the basis of the literature and the present data.

5.3.1 Coding of the Data

Different error types are usually associated with different types of aphasia. For
example, according to Kohn (1985), three stages of naming can be distinguished on the
basis of error types. Neologistic responses are characteristic of the "highest" stage of
naming, patients who suffer from a deficit of the pre-articulatory coding make literal
paraphasias, and patients with motor speech production difficulties make distortions.
The coding categories used in the present study are very traditional: phonological
(literal) paraphasias, semantic paraphasias, verbal paraphasias and neologisms. This
data is reported in the tables entitled "error types". The definitions of the categories
are presented in table (53.1). Of these error types, phonological paraphasias and
neologisms together will be referred to as phonological errors.

Table 5.3.1 Error Types Used in the Error Classification

Phonological paraphasia: Those forms containing single sound substitutions or
forms in which there is a more complex cluster of several sound substitutions. The
result is a non-word, or a word that is inappropriate for the context. In the
repetition and naming tests the targets are known to the author, and it is easy to
identify the phonemic substitution(s) (for example, sinty 'sinky’, kameri 'kameli’,
katitsa 'katiska’, kaksu ‘kaktus’, huuli hamp lamppu 'huulifarppu’). Even in picture
description, the target words are usually easy to guess.

Semantic paraphasia: Words that are semantically related to the target, ie. they
belong to the same semantic field, are close associates, semantic opposites, etc.
(for example, piisami ‘muskrat’ instead of majava ‘beaver’; tuoli ‘chair’ instead of
pytd 'table’; siili "hedgehog’ i1.stead of etana ‘snail’).
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Verbal paraphasia: Words that are not similar in sound or meaning to the target,
i.e. not a phonemic or a semantic paraphasia (for example, riikinkukko ‘peacock’ for
pyranidi ‘pyramid’; lammas ‘sheep’ for naamari ‘mask’). These errors wefe rare in
the data, and this category does not appear in the tables. Special mention is made
of this type of crrors in chapter 5.4.2.

Neologism: Non-words that are impossible to interpret, i.e. forms that do not
resemble a word in the language, and that cannot be interpreted as a word
containing several phonemic paraphasias (for example, perkyrikoona instead of
pingviini ?enguin'; masyrsmy instead of majava 'beaver’; balkki instead of pinguiini

‘penguin’)! .

Perseveration: Used only in the naming test, this category refers to the process of
being fixated on the nmame of a previous item, and a continued reference to
subsequent items by the same name.

In their analysis of sequences of phone;nic approximations, Joanette, Keller and
Lecours (1980) found that patients with conduction aphasia were more successful in
correcting their own errors than patients with other types of aphasia. The phonemic
approximations were analyzed with a computer program that determined the
phonemic substitutions according to a feature system.

For the purposes of the present study, only the total number of two attempt and
three or more attempt sequences were calculated. Furthermore, the number of
successful corrections were recorded (i.e. the last item of the sequence was the correct

- target). The study focused on phonological sequences only. Thus, semantic sequences

of the type tuo virtahepo eiku sarvikuono timd o 'well hippopotamus no rhinoceros is
this’ were ignored. False starts in the beginning of a sequence were not calculated as
attempts when they contained a vowel or a CV-syllable. Longer "syllables", however,
were calculated. CV-syllables that occurred between longer trials were also calculated.

Phonological sequences that were attempts at a semantic paraphasia were treated as

if the semantic paraphasia were the correct target. For example, pen se tota peli ‘game’

' In the error data there are items that are not easy to classify. For example, a patient with
scvere articulatory problems and semantic difficulties may give a naming response that looks like a
neologism, even if it may, in fact, be a distorted circumlocution or a contamination error. The
distinction between litcral paraphasias and distortion errors can also be problematic. Many patients
make both types of errors, and the listener may easily become accustomed to a subject’s particular

"style”. However, interpretative difficulties are not very common, and they do not change the overall
results.
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instead of muaila ‘racket’ was considered a successful correction? This data and the
error types are reported in the tables entitled "error types".

In the speech apraxia literature it is claimed that the longer the word, the more
prone the speech apractic patient is to make phonological errors. The phonetic
composition of the item has an effect, too — the more complex it is, the more common
the errors (consonant clusters have proved to be particularly troublesome). In order to
test these results, the proportion of phonological errors was compared for targets of
varying length in the repetition and naming tests. This data is reported in tables
entitled "comparison of short and long targets".

Phonological paraphasias are most often classified as substitution, deletion,
addition or metathesis errors (e.g. Niemi, Koivuselkd-Sallinen, and Hénninen, 1985).
According to Blumstein (1973), these categories do not differentiate between types of
aphasia. However, it has been suggested that a more detailed error analysis may
reveal differences between types of aphasia (Caplan, 1987).

One of the most extensively studied aspects of phonemic paraphasias is the
markedness effect. According to Blumstein (1973) and MacNeilage (1983), errors are
simplifications (unmarked sounds tend to be substituted for marked sounds, regardless
of the criteria for markedness). However, according to Shattuck-Hufnagel and Klatt
(1979), sound substitutions that occur in slips of the tongue are not simplifications.
Similar results have been obtained for some types of aphasia. Thus, there is
controversy about the nature of phoneme substitutions in aphasics (Lecours and
Nespoulous, 1988). In order to find out whether or not there are differences between
aphasia types, and whether or not all sound- substitutions are simplifications, the
analysis of aphasic speech errors must be made with phonetic precision. The speech

? For subjects with both semantic and phonological problems, the categorization of sequences was
sometimes problematic. An attempt was made to count the phonological approximations and ignore
the semantic errors. The combination of the two error types was characteristic for subjects 9 and 11.
Subjects 15 and 19 also made some of this sort of errors.

During the testing sessions (especially with patients who had severe naming difficulties), there
were instances in which the examiner needed to say something, for cxample, to ask if the picture was
clear enough, or to encourage the subject to take his/her time and think about the name. Only
answers provided before the examiner’s "interruptions" were analyzed. However, examiner’s short
comments such as joo ‘yea’ were not considered interruptions.

The effect of different types of cues was not studied in detail, and the types of cues §ivcn
depended on the examiner’s intuition. Preferred cues were those that appeared to be most helpful to
the patient - some patients benefited from phonological cues, whereas some patients found semantic
cues more helpful.

The number of phonological errors depended on whether attention was paid to the first attempt,
or to the last attempt (that was often correct). When the proFortions of different error types were
analyzed, the last attempt in a series of approximations was always analyzed. In contrast, when the
phonological error types were analyzed in closer detail, incorrect answers before the patient’s own
corrections were also included in the analysis. The inclusion of all phonological errors (regardless of
the patient’s ability to correct the errors) provided a more solid data base for the linguistic analysis

of error types.
-
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production errors should be distinguished from the listener’s misinterpretations which
may be common when deviant speech is analyzed.

There is ample evidence that word-initial errors are very common in speech
apraxia. According to Burns and Canter (1977), patients with posterior lesions made
most of their errors word-finally. Thus, the location of the error in the word may
differentiate between types of aphasia.

Keeping in mind all the aforementioned issues, an error classification system was
developed. It was tested with the error data obtained in the repetition, naming and
picture description tests. If some interesting features of the errors caught the attention
of the author, these features were added to the classification system. Thus, the system
is a compromise between the features reported in the literature and the features found
in the present data. The results of the error classification are reported in the tables

entitled "phonological characteristics of the errors”. These tables give the following
information:

1. total number of phonological errors

2. Errors were classified under four categories: real words (in the repetition test
only), neologisms, literal paraphasias (defined as phonological paraphasias with
only ONE sound substitution) and complex phonological paraphasias (with two
or more literal paraphasias). If no errors of the given type were found in the test,
the category was then deleted from the table (for simplicity of presentation).

3. number of syllable deletions

4. number of anticipations (e.g. rorsu ‘morsu’), metathesis errors (e.g. kamppi
"pankki’, kesikeld 'kesakeli’) and phoneme perseverations (e.g. titta ‘tippa’)

5. number of errors with consonants and vowels

6. The word-initial errors of the repetition test :re classified in three categories:
x>p, x>t, and x>k. In the naming test such a classification was not useful (a
remarkable number of errors were left unclassified). Thus, a more useful
classification was used: the errors were classified under deletions and substitutions
of the word-initial sound (usually consonant), deletions of the word-final sound,
and word-final additions of sounds. '

7. The errors were classified under three categories -- word-initial, word-medial,
and word-final errors.




5.3.2 The Repetition of Real Words and Non-Words

A description of the repetition test is found in chapter 4 (iv). Syllable repetitions were
discussed in connection with the articulation tests (cf. chapter 5.2).

Figure (5.3.1) presents the proportion of correct answers in the repetition test
(correct answers/items presented): (a) the repetition of real words and (b) the
repetition of non-words. Subjects 4, 5, 6, 11, and 14 had the worst performances on
the repetition test. Here, the most typical errors were phonological errors. Sometimes
the subjects did not give an answer, in which case they often asked the examiner to
repeat the item.

Figure (5.3.2) presents the proportion of phonological errors in the 'repetition test
(errors/items presented): (a) for real words and (b) for non-words. The result shows
that the phonological factors accurately predict the overall performance of the subjects.
Some minor factors (e.g. the effect of speech perception) may also be involved. These
effects should be studied with more sensitive experimentation.

Figure 5.3.1 Proportion of Errors in the Repetition Test

a. Proportion of correct answers in the repetition of real words
(the numbers refer to subjects)
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Figure 5.3.2 Number of Phonological Errors in the Repetition Test

a. Proportion of phonological errors in the repetition of real words
(the numbers refer to subjects)
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According to both analyses, non-words were more difficult than real words. The
subjects’ performances (the proportion of correct answers) varied between 0.35 and
099 for words, and between 0.15 and 0.98 for non-words. Valdois, Joanette,
Nespoulous and Poncet (1988) did not report such differences between words and
non-words. They maintained that the length of the items between words and
non-words had not been controlled in earlier experiments. However, the controls of
the present study made some errors when repeating non-words but they made very
few errors when repeating long words. Item length alone does not account for the
observed differences. This means that repetition must be facilitated by either the
meaningness of the item, or a subject’s familiarity with the item (i.e. the existence of
the item in a subject’s lexicon). It is difficult to determine whether or not the effect
should be attributed to the production or perception aspects of the repetition test. The
extent of top-down processing in speech perception is often characterized by the
degree to which non-words are repeated as real words. Repetition of non-words as
real words was a common error type for Subjects 6, 11, and 14. These subjects did not
have difficuities in the syllable discrimination test, but they had some speech
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perception or comprehension difficulties judging from their performances in the
word-picture matching test. They also had some difficulties in the articulation tests
(cf. chapter 5.2.2). .

McCarthy and Warrington (1984) have distinguished between a lexical strategy ‘
and a phonological strategy in speech production. According to this two-route
hypothesis, words and non-words could be processed by different strategies. Another
interpretation of a double dissociation between word and non-word repetition states
that the difference gives us some qualitative information about the nature of the
repetition process (which is somewhat different for words and non-words). This
problem will be discussed in detail in chapter 5.4.1.

In the repetition test, there were no semantic paraphasias, verbal paraphasias or
neologisms. All errors were phonological paraphasias. For this reason, table (5.3.2) only
deals with information about the subjects’ attempts at self-correction.

Table 5.3.2 Error Types in Repetition

Variables: .
total = number of errors of sound structure (successfully corrected items were not
counted as errors)

2 = number of sequences of phonemic approximations with two_items

23 = number of sequences of phonemic approximations with three or more items.

The numbers in brackets indicate the number of sequences that end with a correct
answer, i.e. that self-correction is successful.
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unaware of their errors, otherwise they would have tried to correct the errors. One
could, thus, conclude that the errors were misperceptions. The two errors of Subject
16 were "jokes" which he corrected with an apology (he was asked to take the test
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seriously). The greatest number of corrections were made by Subjects 1, 7, 8, 10, 12,
and 15 who made only few phonological errors. Those subjects who made frequent
phonological errors (Subjects 4, 5, and 11) also corrected their errors, whereas Subjects
6 and 14 made no attempt to correct their errors. A lack of self-correction may
indicate that either the subject is not aware of the error, or that he or she finds the
situation hopeless: the speech output problem is so pervasive that it is futile to try
and correct the errors. The nature of the subjects’ response depended on the length of
the item. For some patients, like Subjects 8 and 10, longer words were tongue-twisters,
and these patients often produced a series of approximations in long words.

In the word repetition test, it is a common observation that the longer the items
and the more complex their phonetic composition, the more frequent phonological
errors occur. These factors were varied also in the present repetition test. The words
were divided into three groups: bisyllabic words without a consonant cluster between
the first and second syllables (103 words), bisyllabic words with a consonant cluster
between the first and second syllables (51 words), and words longer than three
syllables (31 words). The long words were further divided into two groups --
derivations and compounds. The items in each group are listed in appendix (5). Table

(5.3.3) provides information about the subjects’ performance in these word groups.

Table 5.3.3 A Comparison of Short and Long Targets in Repetition

The number of errors for different types of targets are compared: "simple” words
are bisyllabic words without consonant clusters, words entitled "cons-clusters" are
bisyllabic words with a consonant cluster between the vowels of the first and
second syllables, and "long" words consist of four or more syllables. These are
further divided into derivations and compounds. The items of each word group
are listed in appendix (5).

The abbreviations in the tables are:

pho = number of phonological errors

non = number of non-answers (indicated only if non-answers were provided)
prol = proportion of phonological errors

pro2 = proportion of incorrect responses (phonological errors and non-answers
combined).

table 5.3.3 continued on the following page




76

a. simple words, words with consonant clusters, and long words

— subj long simple cons-clusters
- pho non prol pro2 pho non prol pro2 pho non prolpro2
_ 1 5 0.16 6 (1) 0.07 (0.08) (4) 0.02 (0.10)
2 7 06.23 8 (1) 0.10 0.11) 8 (1) 0.16 (0.18)
3 1 0.03 2 0.02 0
4 19 (2) 083 (0.91) 43 (2) 051 (0.54) 27 (3) 053 (0.59)
= 5 19 (2) 061 (0.68) 27 (6) 032 (0.39) 16 (2) 0.31(0.35)
E 6 22 0.71 46 055 34 0.67
- 7 0 0 0 @ 0 (002
—. 8§ 8 0.26 1 0.01 1 0.02
T 9 10 0.32 9 @ 011012 4 0.08
10 8 0.26 4 0.05 2 (1) 0.04(0.06
1121 (5) 068 (0.84) 31 (3) 037 (040) 21 (2) 041 (045)
iy 12 1 0.03 2 0.02 1 0.02
— 13 1 0.03 1 0.01 0
— 4 26 0.84 47 0.56 36 0.70
15 2 (1) 0.06(0.10) 2 (2} 0.02(0.05) 1 0.02
16 0 1 0.01 0
= 17 0 1 0.01 0
18 0 : 1 0.01 1 (1) 0.02 (0.04)
19 2 0.06 6 0.07 3 0.06
20 0 0 @M o0 ©on 2 0.04
- b. derivations and compounds
' subj derivations compounds
pho non prol pro2 pho non prolpro2
1 3 0.20 0.12
2 4 0.27 3 0.19
3 1 0.06 0 . '
4 7 (2} 0.70 (0.90) 12 092
5 8 (1) 053 (0.60) 11 (1) 064 (0.75)
6 10 0.67 12 0.75
- 7 0 0
-~ 8 6 040 2 0.12
9 6 0.40 4 0.25
- 10 ¢ 0.27 4 0.25
= 11 11 (2) 073 (0.87) 10 (3) 0.62 (0.81)
12 0 1 0.06
- 13 0 1 0.06
14 14 0.93 12 075 .
15 2 0.13 0 M 0 (.06
16 0 0
- 17 - 0 0
- 18 0 0
= 19 1 0.06 1 0.06
20 0 0

Most of the aphasic subjects found "simple” bisyllabic words to be the easiest.
Bisyllabic words with consonant ciusters were somewhat more difficult. Two subjects
(Subjects 6 and 14, and possibly a third -- Subject 2), showed a clear difference in
performance with "simple" and "complex” bisyllabic words. This difference could be
attributed to the increase in difficulty due to consonant clusters. "Long" words (as
compared to "simple" bisyllabic words) caused difficulties for Subjects 2, 4, 5, 6, 8, 9,

g
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10, 11, and 14. The aphasic patients all had more difficulty with the long words than
o with the bisyllabic words containing consonant clusters. For those subjects with few
phonological errors (Subjects 1, 3, 7, 12, and 13), the effect of length was negligible.
As far as long words are concerned, one could predict that compounds would be
I less difficult than derivations. It is relatively natural to reproduce compounds as two
words, but it is more difficult to divide derivations into shorter parts. Subjects 8, 9,
and 14 (as well as to Subject 11 to a lesser extent) had muost difficulties with
5 derivations, whereas Subjects 4, 5, and 6 clearly had more difficulties with compounds
_ than with derivations. It is possible that Subjects 8, 9, and 14 had an articulatory
'- disorder which allowed them to take advantage of the linguistic structure of the word.
_ In contrast, Subjects 4, 5, and 6 had a more complex aphasia, with also other than
__-_ ":'f_..'- phonological problems. More detailed studies of the morphological structure and its
reflection in aphasic speech are needed in order to properly interpret the above
finding.
Table (5.3.4) presents the subjects’ errors, classified according to the phonological
“ features presented in chapter 5.3.1. For the purposes of this study, only the words of
:;the acoustic analysis (c.f. appendix 5) were studied. The words of the acoustic analysis
- were relatively homogeneous as to phonetic composition. Thus, in this sample there
. ._: ' ) " were neither long words nor words containing consonant clusters. On the one hand,

this simplifies the comparison; on the other hand, it may also bias the results because

, some patients make errors only in long words. Furthermore, the error types may
- differ slightly, depending on whether the phonetic composition of the words is simple
or complex.

Most subjects made more consonant errors than vowel errors, with three
exceptions -- two controls (19, 20) and patient 4. The errors made by patient 4 differed
from the other patients’ errors in other respects as well: he had more complex errors
than literal paraphasias, and word-final errors were the most common. This patient
often substituted the last vowel of the word with an /i/, (this occurred in twelve
examples in the acoustically analyzed data). An exira consonant was added word-
finally in six responses, either a /t/ (the plural suffix) or a /n/ (the genitive,
accusative, sg 1 person suffix). Other aphasics with phonological difficulties had a
tendency to make errors either word-initially or word-medially. For those patients,
either literal paraphasias predominated, or there was an equal mixture of literal
paraphasias with complex errors in their responses. These results will be discussed in
chapter 5.4.2.
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5.3.3 Confrontation Naming

The subjects were administered the Finnish version of the Boston Naming Test
(Kaplan, Goodgiass, and Weintraub, 1983; Laine, 1985). Subject 4 was given a modiﬁgd
version consisting of thirty words from the beginning of the test.

Most of the aphasic subjects made many errors in the naming test. At least 25
% of the items were left unnamed or were named incorrectly by Subjects (2), 4, 5, 6,
(7), 9, 10, 11, 13, 14, and 15. Of these subjects, 2 and 7 committed the fewest errors.
The reasons for the errors in the naming test can be attributed to the following
factors: poor knowledge of the test items (e.g. sarcophagus), visual difficulties in
recognizing the pictures, or the inability to recall the name of an item (i.e. either its
meaning or its phonological form). Thus, the linguistic difficulties may have resulted
in circumlocutions, semantic paraphasias, or phonological errors. Perseveration errors
also appear to be linguistic in nature. In contrast, the omission of an answer may
result from both linguistic and other difficulties (e.g. visual difficulties). This study
focused on the (segmental) phonological errors that were most typical for Subjects 4,
5, 6, 14 (and to a lesser extent for Subjects 8, 9, and 11). Neologisms were calculated
as phonological errors, whereas verbal paraphasias were not. Figure (5.3.3) presents a
comparison of (a) the subjects who had difficulties in general with naming items
(errors/items presented), and (b) the subjects who made phonological errors when
naming items (phonological errors/items presented).

Figure 5.3.3 Naming Errors

a. Proportion of errors in the naming test
(the numbers refer to subjects)

1
19
20 18
17 16
1 §
| T
0.0 0.1 0.2
proportion of errors




b. Proportion of phonological errors in the naming test
(the numbers refer to subjects)

13
12 8 9 11 6
1 ] .}

]
L
1

i 1 B
0.1 0.2 0.3 .0

proportion of errors

The controls made no phonological errors in the naming test. Three of the aphasic
subjects who performed poorly in the naming test (especially Subject 10, but also
Subjects 9 and 11) made few phonological errors. Thus, poor performance on the
naming test can be a result of different underlying deficits, and phonological errors
appear to be independent from the other error types. This observation cannot
necessarily be generalized for all types of phonological errors. One might assume that,
for example, neologisms are more closely related to semantic difficulties than some
other types of phonological errors, e.g. distortions.

The subjecis’ errors were categorized as follows: (1) phonological errors were
segmental phonological errors spontaneously produced by the patient before the
examiner gave a cue, and not corrected by the patient (neologisms were excluded
from this category), (2) neologisms, (3) semantic errors, (4) perseveration of a previous
name, and (5) non-answer. The number of answers obtained after a semantic cue was

also calculated (a semantic cue was given when the patient had remained silent for a

long time). The answers occurring after a phonological cue have not been analyzed
systematically. However, for Subjects 9, 11, and 12, phonological cues elicited many

phonological errors and series of approximations. In the present analysis, the category

“semantic errors” was broad, including semantic paraphasias, circumlocutions (of one
word), as well as possible visual confusions.

The degree to which subjects tried to correct errors was analyzed to determine the
extent to which the subjects were able to correct their own errors. In table (5.3.5), the
number of two-item sequences is listed under the variable "2". Sequences containing
three or more items are listed under the variable "23". The figures in parentheses
indicate the number of successful self-corrections.




Tabie 5.3.5 The Error Types in Naming

abbreviations:

phon = segmental phonological errors spontaneously produced by the patient
before the examiner gave a cue, and not corrected by the patient; neologisms were
excluded from this category

neol = neologisms

sem = semantic errors

pers = perseveration of a previous name

non = non-answer

cue = the number of answers obtained after a semantic cue (that was given when
the patient had remained silent for a long time). The number is also included in
non-answers. :

2 = the number of two-item sequences (successful self-corrections in parentheses
>3 = number of the sequences containing three or more items (self-corrections)

Thirty items (out of sixty) were presented to Subject 4.

subject 2 23 phon pers non cue
0w 0 W 0 (UNN()]
2(1) 2. 1 6 O
2(2) 0 O 0 1 O
6 (3) 12 (0) 18 3 (2
8 (4) 6 (1 21 8 @
4 () 6 (1) 19 (D
1M 0 10 (1)
4 (2) 10 (7) 0 W
2(1) 19 @
0 (0 36 @
5(2) 16 (1)
8 (8) )
2(1) (6)
2() 1
2(2) (1)
0 @
0 (0
0 (0 ()]
2 (2) (0
0wW ()]

—
O

w

(0
(0
(0]
()
(0]
(V)]

0
0
0
0
0
0
0
0
0
2
1
1
1
0
0
0
0
0
0
0
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In addition to the above-mentioned categories, Subject 13 made a number of verbal
paraphasias (cf. 5.4.2). As in the repetition test, the subjects who produced the most
phonological errors did not produce the highest number of series of approximations.
Thus, their articulatory problem may have been so pervasive that they soon
abandoned any attempt to correct phonological errors (especially Subject 14), and, in
general, the few attempts to correct the errors were not very successful. The above
generalization did not hold true for Subject 8, for 65 % of his sequences of
approximations were successful. Also Subject 4 was very persistent in his attempts at
self-correction, even if his trials were not successful. On the contrary, the subjects with
fewer phonological errors (especially Subjects 3, 7, 12, 15, and 19, but also Subject 8)
seemed prone to self-correction, and they were more successful in these corrections.
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Subjects 11 and 13 had the most acute aphasia, and these subjects had the greatest
number of neologistic responses. Perseveration was typical of Subject 11 who was
tested only seven weeks post-onset. Subjects 2 and 5, and to a lesser extent also
Subjects 6, 7, 9, 13, 14, and 15, made a high number of semantic errors. Subjects 6, 7,
9, 10, 11, and 13 often failed to provide answers in the naming test. Subject 6
appeared to have a pervasive language disability because he had articulatory,
phonological, and semantic errors in naming, and he also frequently failed to produce
names for the stimuli. Subjects 5, 9, and 14 made both phonological and semantic
errors, and they also had articulatory difficulties. Subject 7 resembled this latter group
to some extent, although she successfully corrected her phonological errors, and she
had no obvious phonetic distortions. Subject 10 often reported that he did not know
the name of the stimulus, and therefore it was difficult to determine the linguistic
nature of his difficulty which, as a rule, was determined on the basis of the error
types. Subject 10 committed a few semantic errors, and after a cue given by the
examiner he also produced a few phonological errors.

From these results we can conclude that most subjects appeared to have complex
naming disorders. Articulatory difficulties can be distinguished from more complex
syndromes on the basis of articulatory distortion. There are also subjects with

predeminantly semantic difficulties. Most subjects had some type of phonological
problem, and the different types of phonological errors will be discussed later. The
errors made by patients who were tested immediately after the onset of aphasia
seemed to differ from the errors committed by other aphasic subjects.

Table (5.3.6) organizes the data concerning the effect of word length on naming.
Appendix (5) provides a list of the bisyllabic, trisyllabic and compound words. There
was a direct relation between word length and errors - the longer the word, the more

errors occurred. The deterioration of phonology due to the increasing word length was
clearest for Subjects 2, 4, 6, 8, 11, and 14. Subjects 9 and 13 had the severest

difficulties with trisyllabic items. The possible effects of word frequency have not been
analyzed.




Table 53.6 A Comparison of Short and Long Targets

Abbreviations:

sb = subject

tot = number of phonological errors

pro = proportion of phonological errors in relation to the total number of items
R error = proportion of phonological errors in relation to phonologically correct
L targets

B ansgwer = proportion of correct targets in relation to targets of the type in question
" (bisyllabic etc.)

= sb  overall bisyllabic trisyllabic compound
tot pro  error answer €rror answer error answer
0 0 ©09%4) © (100) 0 (085

4 007 O 089) 012 (0.67) 040 (0.38)
2 003 006 (094 O 092) 012 (0.62)
20 067 056 (075) 075 (0500 1.00 (057)
31 052 058 (067) 033 (025 100 (038
19 032 033 (0500 067 (0250 100 (031
1 002 O ©78) 0 050y 012 (0.62)
15 025 0 094) 020 (083 033 (0.92)
21 035 009 (061) 067 (0500 050 (0.31)
3 005 O 028 0 025 0 0.23)
16 027 029 (039 1060 (025 100 (00D

BoaIbnraRndreeNanpwPy

8 013 006 (094 0  (083) 036 (0.85)
6 010 008 (067) 020 (042 0 (015
49 082 056 (089 075 (067 100 (0.85)
0 0 (078 0 (075 0 (7
0 0 (100 0 (09 0 (092
0 0 (094 0 (1000 0  (1.00)
0 0 (100 0 (09 0 (09
0 0 (1000 0 (1000 0 (092
0 0 (09 0 (100 0 (100

Table (5.3.7) presents the phonological characteristics of the naming errors. The
differences in the number of errors in the tables (5.3.5) and (5.3.7) reflect the coding
criteria used (c.f. chapter 5.3.1, footnote 2).

The differences between the repetition and naming tables are the following: the
repetition of an item as another word is substituted by the category "neologism"
which was more informative in the case of naming. Only one subject (Subject 13) had
a few verbal paraphasias, all the other "words" were semantically related to the target.
The categories x>p, x>t, x>k word-initially did not prove useful in ffte case of naming
(few answers were coded there), and so these categories were substituted by the
following classifications: the omission of a word-iratial sound, the omission of a word-

final sound, the substitution of a word-initial s sund, and the omission of a word-final
sound,
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Subjects 4, 11, 13, and 14 made more complex errors than literal paraphasias. Of
these, Subjects 11 and 13 had many neologisms, whereas the complex errors of
Subjects 4 and 14 were "accumulations" of literal paraphasias (thus, the target can be
recognized). Subjects 5, 6, and 8 made an equal number of both complex errors and
literal paraphasias, whereas all other subjects committed predominantly literal
paraphasias. Anticipation was typical of Subject 14, but also of Subjects 6 and 8. For
all subjects, errors in consonants outnumbered errors in vowels, although two subjects
(Subjects 4 and 12) also had a high proportion of vowel errors. Subjects 4 and 9 had
a tendency to make errors word-finally, whereas Subjects 6 and 14 had the most
severe difficulties with the word-initial position. Subjects 8, 11, and 12 produced many
errors word-medially.

5.3.4 Picture Description

A series of six pictures from Paradis (1987) was used to elicit descriptive speech. The
park scene from Hénninen et al. (1987) was presented to Subject 4. Descriptive speech
can be considered more comparable to spontaneous speech than the repetition and
naming of isolated words. As opposed to spontaneous speech, in picture description
there may be somewhat more hesitation due to, for example, the visual processing of
pictures. In picture description the main "content” was provided by the stimulus’
pictures. Even if the present analysis will focus on phonological errors in descriptive
speech, the relation of phonological errors to the defining characteristics of
grammatical fluency will also be discussed.

Grammatical fluency

Spontaneous speech or picture descriptions are useful for classifying speech output as
either fluent or nonfluent. "Fluent" speech is effortlessly produced and well articulated
with normal melody and rhythm. Here, phrases are relatively long and grammatically
correct or paragrammatic. "Nonfluent” speech is uttered slowly and hesitantly with
great effort and poor articulation. In nonfluent speech, phrases are relatively short and
agrammatic. Of the features mentioned, the present analysis will focus primarily on
phrase length and grammatical correctness. The articulatory characteristics have been
discussed in connection with the articulation tests (cf. chapter 5.2), and wili be
studied further in chapter 6.




Finnish is more inflective than English. Thus, in Finnish, within phrases or
utterances there are fewer function words and more inflections (suffixes). For this
reason, the criteria for determining grammatical fluency may differ for the two
languages. When analyzing Finnish data, one should first determine the variables that
would be most sensitive to differences in fluency.

In the present analysis, the speech sample was divided into grammatical units
(simple sentences). The main criterion for a unit was adopted from Hakulinen,
Karlsson and Vilkuna (1980): there was one finite verb in a unit. Elliptic structures
without a verb were also coded as units. Thus, both main clauses and subordinate
clauses were units. The number of subordinate clauses is provided in table 53.8.
"Units", "words" and "content words" were counted. There are several ways in which
one can count the words, and two variables were included in the present analysis: all
items — including fillers, false starts and repetitions but excluding inarticulate sounds
like mm — were included in the variable "all words", whereas in the count of "words",
fillers, false starts and repetitions were excluded. Nouns, verbs, adjectives and adverbs
that brought "new information" were counted as "content words". When a content

word was repeated (e.g. a phonological error or a semantic paraphasia was corrected
by the patient), the word was counted as only one occurrence. Figure (5.3.4)

summarizes the results (c.f. also table 5.3.8).

Figure 5.3.4 Features of Grammatical Fiuency

There are several ways that one can quantify features of descriptive speech. The
following variables will be presented:

unit: simple sentence with one finite verb

all words: fillers, false starts, and repetitions were counted as words

content words: nouns, verbs, adjectives, and adverbs that bring "new information"
words: fillers, false starts and repetitions were excluded from the word count

1. The mean of "all words” in a unit (variable "all words per unit")
(the numbers refer to subjects)

16 12
13 l15 9
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2.'The mean of “content words” in a unit {variable "content words per unit")
- (the numbers refer to subjects)

- 5
10 4 7 18 20
11 14 6 13 12 215 138 9 17 16 19
L ! 1 1 1 Il !
- f T T 1 1 1 1
0.0 0.5 1.0 1.5 2.0 2.5 3.¢C
average number of content words in a unit
: 3. The mean for "words" in a unit (variable "words per unit")
- (the numbers refer to subjects)
' 12 9
3 4 20 1 18
11 14 6 10 8 5 7 13 15 19 2 17 16
i ! ] ] | 1 ! \ i 1 1
I T 1 i =1 i T 1 ] 1
) 0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0 4.5
— average number of words in a unit
:_‘3 4. The proportion of "content words" in relation to "all words”
' (variable "content words per all words"}
(the numbers refer to subjects)
12 10 14 18 20
— 411 13 5 6 15 29 1 16 3 7 17 8 19
] 1 | ! 1 ] 1 { 1 ] ! ]
| 1 i 1 1 1 T 1

i I 1 1
- 0.15 0.20 0.25 0.30 0.35 0.40 0.45 0.50 0.55 0.60 0.65 0.70
= proportion of content words in relation to all woxds

— > Results varied, depending on the way in which the data were quantified
— 1, "all words per unit", seemed to provide the means of differentiation
patients. The controls and a number of patients were located in the midaie

‘ the scores for obviously "nonfluent" patients (8, 11, 14) and "fluent" patients 4, v, 12,
15) differed from the average (normal) scores. According to variable 1, nonfluent
subjects produced units containing less than four items, whereas fluent subjects

produced units with more than six items.
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. Variable
between
. whereas

The variable "words per unit" (in which fillers, false starts and repetitions were
not counted) produced different results. Subjects 11 and 14 remained nonfluent, but

: Subjects 6 and 10 did not differ from them. In contrast, Subject 8 was more fluent
Loy according to the variable "words per unit" than according to the variable "all words
per unit’. The controls were the most fluent (and Subjects 1, 2 and 9 did not differ

- from them). Thus, the variable "words per unit" did not differentiate between "fluent"

aphasics and control subjects.

- The role of “"empty elements” was further studied by counting the number of
content words in the speech samples. In this case, not only fillers, false starts and
repetitions, but also function words such as the copula, were eliminated from the
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corpora. There was a negative correlation between the proportion of content words in
descriptive speech (the number of content words divided by the number of units) and
word-finding difficulties in naming -- the less difficulty in naming, the greater the
proportion of content words. This finding is presented in figure (5.3.5). For example,
Subject 10 named very few items, and his descriptive speech was scanty. Subject 9
was the only subject not to show such a correlation: he had more difficulties in the
naming test than in descriptive speech. As compared to the proportion of content
words, a similar result was obtained by counting the number of "empty units" (i.e.,
units with fillers only, or a stereotypic phrase) and dividing it by the total number of
units. Content density can be characterized by dividing the number of content words
by "all words" (cf. figure 53.6). Such a variable does not differentiate between
patients and controls, but it does catch variations in the comparison data.

When the variables "all words", "words", and "content words" were plotted in
relation to each other, there was a correlation between "words" and "content words",
but "all words" was more independent of the other variables (c.f. figure 5.3.6). The
speech of Subjects 12, 13, 6, and 4 had numerous "empty elements", such as false
starts, corrections, and fillers. These "empty elements" were not analyzed in detail.
However, the number of "empty elements” in the aphasic subjects’ speech may
contribute to a listener’s overall judgement of fluency: speech without "empty
elements” is considered nonfluent, whereas speech containing numerous "empty
elements" is considered fluent.




89

Figure 53.5 Scattergram of Content Words and Naming Errors

. The average number of content words in a unit (picture description test) is plotted
- against the number of naming errors (confrontation naming test). The numbers
— . refer to subjects. ’
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Figure 5.3.6 A Comparison of the Variables "All Words", "Words", and "Content Words"
of the Picture Description Test

All words: fillers, false starts, and repetitions were counted as words

Words: fillers, fale starts, and repetitions were excluded from the word count
Content words: nouns, verbs, adjectives and adverbs that bring "new information”
The numbers refer to subjects.
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Table (5.3.8) provides additional information about the “grammatical” aspect of
descriptive speech. The variables used in this study were based on Paradis (1987). The
present analysis provides only an overall characterization of the grammatical structure.
The variables are as follows: the mean length of unit, the mean length of the five

longest units, the number of paragrammatisms (ie., any deviant use of grammatical

morphemes, except omission), the number of missing obligatory grammatical
morphemes, the number of word-order errors, the number of subordinate clauses, the
number of stereotypic phrases, the number of "all words" (ie. all items including
fillers, etc.), the number of content words, the number of units, and the number of
(segmental) phonological errors.

Table 5.3.8 Characteristics of Descriptive Speech

Abbreviations:

L1 = mean length of unit

L2 = mean length of the five longest units

para = number of paragrammatisms

agr = number of missing obligatory grammatical morphemes
ord = number of word-order errors

sub = number of subordinate clauses

str = number of stereotypic phrases

wo = number of all words

co = number of content words

un = number of units .

err = number of (segmental) phonological errors

1]

ubj L1 12
48 72
46 74
45 80
73 126
48 6.0
41 72
40 58
32 44
64 120
40 50
23 40
64 144
58 100
21 32
62 102
58 14.0
45 76
50 68
41 54
41 70

Z
C

co un
42 24
42 28
99 43 22
205 32 28
53 12 1
199 49 49
68 33 17
45 28 14
72 4
28 7 7
68 12 29
477 112 75
305 61 53
4 11 16
37 23
131 58
68 37 15
65 32 13
41 28 10
66 41 16
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The mean length of the five longest units provided interesting results. This measure
was similar to the variable "all words per unit". According to these variables, the
speech of Subjects 14, 11 and 8 could be characterized by short units. The variables
of unit length differed from the variable "content words per all words", a characteristic

Jo
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of content density. Thus, it may be possible to differentiate between two aspects of
speech production —~ syntactic abilities and lexical retrieval.

Subjects 4, 11 and 14 used fewer verbs than the other subjects. The grammatical
correctness of speech was characterized by the number of paragrammatisms and by
the number of missing obligatory grammatical morphemes. Subjects 12, 9, 2 and 11
were somewhat paragrammatic, whereas Subjects 8, 5, and possibly 11 and 13, were
judged to be agrammatic. Subject 3 both omitted grammatical morphemes and made
paragrammatic errors. This analysis confirmed the results obtained with the variable
“all words per unit": Subjects 9 and 12 were typically fluent aphasics (they also had
the greatest number of subordinate clauses), whereas Subject 8 was nonfluent.

In the analysis of grammatical fluency, there were several variables that revealed
differences between the aphasic subjects. However, it was difficult to determine which
features were the most central whcn defining "grammatical fluency”. The classification
of a patient (e.g. Subject 6) as fluent or nonfluent depended on the variables used.
Variables "all words per unit", "mean length of the five longest units", and "content
words per all words" were of particular interest, because they focused on independent
aspects of grammatical fluency. There were also differences between the control
subjects (for example, Subject 16 was more fluent than Subject 20). For the aphasic
speakers, the differences in grammatical fluency should be studied in greater detail,
with special reference to the variation in control data.

Error Types in the Picture Descriptions

In determining lexical error types, the same categories were used as in the repetition
and naining tests. Table (5.3.9) lists the number of neologisms, phonemic paraphasias
resulting in words and non-words, semantic paraphasias, and verbal paraphasias. The
number of series of two attempts, and of three or more attempts are also indicated,
as well as the number of successful seif-corrections.

Two subjects -- 4 and 12 -- produced a high number of sequences of
approximations. Subject 4, unlike Subject 12, did not succeed in attempts at
self-correction. Also Subjects 3, 6, and 13 produced some sequences. Thus, corrections
may partially account for the relatively low number of content words in the speech
of Subjects 4, 6, 12, and 13. For Subject 9, semantic and phonological factors
amalgamated in sequences of approximations. Subjects 12 and 13 differed from the -

others in that they made many seman‘ic and verbal paraphasias.
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The phonological errors were further classified into neclogisms, and phonological
paraphasias resulting in words and non-words. Neologisms were produced by Subjects
6, 11 and 13. Phonological paraphasias resulting in non-words occurred in the speech

of Subjects 14 (who had the greatest number), 4, 8, 9, 6, 5,1, 11, 12 and 10 (who had
' only one such error). Phonemic paraphasias that resulted in words were found in the
speech of Subjects 4, 6, 12, 2, 13, 15 (from the most to the least). Semantic paraphasias
were typical of Subjects (mentioned in ascending order) 13, 12, 9, 2, 3, 7. In addition,
Subjects 15 and 16 each produced one semantic paraphasia.

Table 5.39 Error Types in the Picture Descriptions

Abbreviations:

2 = number of series of two attempts (the number of successful self-corrections is
in parentheses) '

>3 = series of three or more attempts (the number of successful self-corrections is
in parentheses)

neol = number of neologisms

non = number of Fhonemic paraphasias resulting in non-words

word = number of phonemic paraphasias resulting in words

sem = number of semantic paraphasias

verb = number of verbal paraphasias
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In word-picture matching, a double dissociation was observed between
phonologically and semantically related items. Semantic paraphasias did not occur in
the repetition test, and a dissociation was found between patients who had difficulties
surfacing in all tests (repetition, naming, and picture description), and patients who
only had difficulties in the naming and picture description tests. Subjects 1, 4, 5, 6, 8,
(11), 9, and 14 belonged to the former group, and Subjects 2, 3, 7, 9, 12, and 13
belonged to the latter group. The latter group would obviously be classified as

1
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"aphasics" according to the criteria presented by Darley et al. (1975). These patients
made semantic errors in both speech production and perception tests.

Phonological Errors in Picture Description

Information about subjects wita phonological errors in descriptive speech is provided
in figure (5.3.7). When studying the number of phonological errors in descriptive or
spontaneous speech, it is necessary that the absolute number of errors be related to
the total number of words produced. One way of doing this is to relate the number
of errors to content words. It is not common for patients to make phonological errors
in fillers or function words that are short and frequent. The proportion of
phonological errors in relation to content words was high for Subjects 4, 5, 6, 8, 11
and 14. When the number of phonological errors was related to “all words", Subjects
14 and 8 had the greatest number of errors. The speech of Subjects 14 and 8 had few
“empty elements" (i.e. fillers, false starts etc.).

Figure 5.3.7 Phonological Errors in Descriptive Speech

a. Proportion of phonological errors in relation to the number of content words(the
numbers refer to subjects; Subject 14 had 1.10 phonological errors per content
words, and did not fit into the figure)

20
18 19 1 9 12
17 2 16 3 15 10 7 13 46
[ § 1 1 | § I

I T L 1 I i 1
0.00 0.05 0.10 0.15 0.20 0.25 0.30
phonological errors per content words

b. Proportion of Fhonological errors in relation to "all words" (when “all words"

were counted, fillers, false starts and repetitions were counted as words; in the
figure, the numbers refer to subjects)

13
12
1
20 19 15
18 210 9 6
1716 3 4711 5
| ] i

| | l
[ 1 1 I 1 1

0.00 0.05 0.10 0.15 0.20 0.25 0.30
phonological errors per "all words"

Table (5.3.10) presents the phonological dassification of the errors found in the
analyzed speecl. samples. The proportion of phonological errors (in relation to content
words) was includer in the table because the length of the speech samples varied.
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Subjects 4, 5, 6, 8, 11, and 14 (and possibly 10) made many phonological errors.
Subjects 5, 6, and 11 usually made their errors word-initially, whereas most of the
errors in the speech of Subject 4 occurred word-finally. Consonant substitutions were
the most frequent error type. Subject 14 was the only participant who often omitted
consonants.

The picture description test differed from the repetition and naming tests in that
the errors were more difficult to classify, and there were also errors where the target
remained unclear. Unlike in the previous tests, a considerable number of errors was

committed word-finally, these errors obviously being motivated by morphological

factors. The following list contains examples of such errors: oftava (target was
‘ottamaan’, produced by Subject 1), poikaita ('poikasia(an)’ Subject 5), miene (‘michen’
Subject 8), eldile (‘selilleen’ Subject .10), mennen and menne (‘menee’ Subject 14). The

sample of morphological errors was too small tu allow for a detailed morphological
analysis.
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Grammatical Fluency and Phonological Errors

Those patients are usually considered nonfluent (according to the "grammatical”
definition of fluency) who produce very short utterances. The patients who produced
the fewest words in the picture description test often had articulatory difficulties and
numerous phonological errors. Good examples of this type of patient were Subjects 14,
11, and 8. Those patients are nonfluent accoraing to both the articulatory (the amount
and nature of articulatory and phonological errors) and grammatical (as defined by
the variables "all words per unit") criteria. Subjects with "fl:’ent" speech made only a
few phonological errors. Subjects 9 and 12 were good examples of fluent patients with
_long units and few phonological errors, and they also tried to correct phonological
errors. While Subjects 4 and 9 produced long utterances, they also made phonological
errors, but these mistakes, unlike those of the other subjects with phonological
difficulties, occurred word-finally (c.f. 5.4.2).

After evaluating the speech of all the patients, it was clear that reliable
predictions about the characteristics of descriptive speech were impossible to make

based on the average number of words in an utterance. Grammatical fluency was

partly determined by the number of fillers and other "empty elements". There were
patients who used few fillers and had few false starts or corrections but who
nevertheless produced short "units" with a reasonable amount of phonological errors
(e.g. Subject 8). On the other hand, patients like Subject 4 had frequent false starts and
fillers but few content words with numerous phonological errors. Thus, we can
conclude that there are several independent variables that contribute to the impression
of fluency.

The "syntactic” and "lexical" measures (the mean length of the five longest units,
the numbes of content words per all words) seemed to dissociate, but data from this
study were not sufficient for the proper verification of these results. Resuits from the
analysis of descriptive speech were more complex than the results obtained from the
repetition and naming tests. That is because repetition and naming are linguistically
less demanding than descriptive speech where morphological and syntactic factors are
also involved, not to mention the cognitive demands of the description of a picture.




535 A Comparison of the Repetition, Naming and Picture
Descriptions '

Error Types in the Three Tests

The three tests elicited different error types. It was immediately apparent when
constructing the tables, that the answers to the repetition test did not contain semantic
paraphasias, verbal paraphasias or neologisms.

In the repetition test, some subjects made word substitutions that were
phonologically motivated. Such errors were obviously caused by speech perception
problems. However, there were subjects who had both neologisms and phonologically
motivated word substitutions (Subjects 2, 6, 10, 14). Thus, those word substitutions
need not be simply a problem of speech perception (i.e. an accidental misidentification
of one phoneme) but lexical factors may also play a role.

Neologisms, verbal and semantic paraphasias occurred only in the naming and
picture description tests. Subject 13 made verbal paraphasias in both tests. Neologisms
were characteristic of Subjects 6, 11, and 13 in both the picture description and
naming tests, although other subjects also produced a few neologisms. The highest
number of semantic paraphasias was made by Subjects 2 and 5 in the naming test,
and by Subjects 12 and 13 in the picture description test.

There are two basic orientations to the present data that can be used to explain
the differznces in the relative frequency of the error types in the naming and picture
descripdon tests (in addition to the variation due to the small samples): (1) The
word finding prozedure is different in confrontation naming and picture description;
in fae latter, the presence of syntagmatic cues may influence lexical retrieval. (2) The
word-finding procedure is basically the same, and the same patients have difficulties
in both tests. The difference in performance scores could, for example, be explained
Ly the fact that the descriptions of Subjects 2 and 5 were very short, whereas Subjects
12 and 13 produced long stories. In picture description, the absolute number of errors
should be related to the total number of words (whichever is the best way to count
then). It may also be more difficult to detect semantic paraphasias in picture
descripiion where the patient’s exact intention (i.e. target word) is unknown to the
examiner. 'n the naming test, the target words are known to the examiner (or, at least,
it is assumed that the patient’s targets are "correct”). Some subjects may use
circumlocutions as a way of avoiding errors. These circumlocutions are more difficult

to detect in picture descriptions than in a naming test. The comparison of naming
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errors and the number of content words in picture description gave partial support to
hypothesis two (c.f. figure 5.3.5 in chapter 5.3.4). The only exception to hypothesis two
was Subject 9 who did not have word-finding difficulties in the picture description
test, but who performed poorly in the naming test.

Scattergram of phonclegical #erert in repetition and naming

Figure 5.3.8

A Comparison of the Number of
Phonological Errors in the
Repetition, Naming, and

Picture Description Tests

All words: fillers, false starts,
etc, are included in the count.
Content words: nouns, verbs, etc.,
that bring "new information”.
The numbers refer to subjects.

Phanolaqical arrors in repplition and picture descriptions Phonelogicsl efrorsn Fepetition and peture descriptions
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Figure (5.3.8) presents a comparison of the phonological errors in the tests. The
proportion of (segmental) phonological errors seemed to be somewhat different in
repetition as compared to the other two tests. As the scattergrams showed, repetition
and naming tests provided similar results, whereas greater differences were observed
when repetition and picture description were compared. However, the phonological
errors may nevertheless result from the same underlying difficulties as Subjects 4, 5,
6, 11 and 14 made the greatest number of phonclogical errors in all the tests.
Repetition may measure the amount of phonological difficulties in a relatively pure
form. In the naming and picture description tests, there are other sources of errors as
well. When other errors are common, there may not be opportunity for phonological
errors to occur. The most obvious example of this is the amount of non-answers (i.e.
the subject says he or she cannot say the word, does not remember the name, or did

not hear the item) in the repetition and naming tests. This information is presented in
table (5.3.11).

Table 5.3.11 Non-Answers in Repetition and Maming

-
B

repetition naming  subject repetition  naming
0 1

10
6 12
1 13
3 /30 14
8 15
19 16
10 17
0 18
19 19
36 20

.—A.—AQ—AOS\ZONM
»n

1
2
3
4
5
6
7
8
9
1

0
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Subjects 4, 5, 6, 11, and 14 made frequent errors in the iepetition test. Of these
subjects, 6 and 11 often provided non-answers in the naming test, which may account
for the smaller number of phonological errors in the naming test as compared with
' the repetition test. The number of non-answers in naming does not explain the
differences between the test performances for Subjects 4 and 5. One additional
intervening factor may be the amount of perseveration: there may be fewer
phonological errors in perseverative answers than in the attempts to produce a correct
answer.

The errors made in descriptive speech were more difficult to analyze because the
speaker’s intention was not known. There were also several uncontrolled variables
(e.g. morphological and syntactic). Subject 8 committed very few errors in the
repetition test, but had more errors in the naming test, and very frequent mistakes in

descriptive speech. This difference in performance cannot necessarily be altributed to
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the linguistic complexity of the test. The length of the utterance to~be produced may .-
also contribute to errors. In descriptive speech, the words are not produced one by
one, but several words are covered by an "articulatory plan”. Subject 5 differed from
the other subjects in that she had greater difficulties with non-word repetition than
with word repetition.

The comparison of error types provided most interesting results concerning patient
classification, for there was a dissociation between phonological and semantic errors.
Patients with nonfluent aphasia made articulatory / phonological errors, whereas
patients with fluent aphasia made few (segmental) phonological errors, except verbal
paraphasias and neologisms. Grammatically nonfluent patients usually had many
(segmental) phonological errors. However, the qualitative error analysis provided some

addi‘ional information about the phonological errors in nonfluent and fluent aphasia
(cf. 5.4.2).

Corrections

Three aspects of the corrections can be analyzed: the number of sequences, the length
of sequences, and the amount of success in self-correction. The following tables
summarize this information. The numbers in the tables refer to the subjects with the
greatest number of sequences (table 5.3.12), subjects with sequences of two and three
or more items (table 5.3.13), and subjects who succeed in correcting their own errors
(table 5.3.14). The subjects’ performance scores were plotted on a graph, and those
subjects with the greatest number of errors were selected on the basis of a visual
inspection of the graphs (for an example of a graph, c.f. chapter 5.2.4).

Table 5.3.12 Number of Sequences in the Tests

The numbers refer to subjects with many sequences, and those subjects with the
most severe difficulties are mentioned first.

repetition 4
naming 12
picture description 12

1

1
9
4

Subject 12 produced very few sequences in the repetition test because he made few
errors in the test, since he succeeded in correcting all errors. Subject 3 made mistakes
only in the picture description test where she also corrected her own errors. Subject
11 had sequences in repetition and naming, but no sequences in the picture
description test. This patieni’s descriptive speech also contained very few content
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words. Subject 9 produced many sequences of approximations in the naming test, but
in the repetition and picture description tests he did not produce sequences. For other
aphasics, there was a correlation between the proportion of content words in
descriptive speech and word-finding difficulties in the naming test. Subject 9, however,
nad more word-finding difficulties in the naming test than in descriptive speech. His
word-finding difficulties obviously differ from those experienced by the other patients.

Table 5.3.13 Sequence Length in the Tests

The numbers refer to subjects with many sequences of the type in question.

items 2 items
1

repetition 5 6 14
naming 6 5
picture descr 613 12

Sequence length did not allow for patient classification.

Table 5.3.14 Successful Self-Correction

The numbers refer to subjects who succeed in correcting their own errors. Subjects
in parentheses are less successful than the other subjects.

no succe:s success
repetition 466 11 14

naming 456911 812
picture descr 4 6 31213

In general, the subjects who made few phonological errors succeeded in correcting
their errors. Those subjects with the greatest number of errors (such as 6 and 14)
seldom succeeded in correcting their errors. Those subjects who made mistakes in
repetition were not able to correct these errors, and they were likewise unable to
self-correct in other tests. The subjects who had sequences of approximations only in
the naming and picture description tests were the most likely to correct their errors.
Subject 9 differed from the other subjects in that he was able to correct his errors in
the repeation and picture descriptions tests but not in the naming test.

The Effect of Word Length

Sub-samples of the repetition and naming data were subjected to a detailed analysis
of the effects of increasing word length. The proportion of phonological errors was
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calculated in comparable samples of short and long items. The comparison was based
on the following groups of items:

short items:

simple bisyllabic words and bisyllabic words with consonant clusters from the
repetition test, as well as bisyllabic words from the naming test

long items:
compounds from the repetition and naming tests

Table (5.3.15) presents the subjects who made frequent phonological errors in the tests.

Table (5.3.16) lists the proportions of all errors made by the above subjects in short
and long items of the repetition and naming tests.

Table 5.3.15 Subjects Having Difficulties with Short and Long Items

The numbers vefer to subjects who made many errors. The subjects in parentheses
made fewer errors than the other subjects.

short iterns compounds
repetition 40G)6 N 14 4561114
456

naming 4 5(6)(11) 14 11 14

Those subjects who experienced severe phonological difficulties made errors in all the
cornpared conditions. However, for some of the subjects, the difficulties were more
pronounced in longer items (compounds).

Table 53.16 The Proportion of Errors

The comparison is based on all repetition and naming errors made by Subjects 4,
5, 6,11, and 14.

short items compounds
repetition 035 - 0.70 0.75 - 0.92
naming 0.62 - 0.92 1.0

The results show that naming was a more difficult task than repetition. The
complexity of the naming test as compared to the repetition test was also indicated by
neologisms, verbal and semantic paraphasias that occurred only in the naming and
picture description tests. This evidence corvincingly shows that the difference cannot
be explained with reference to, for example, word frequency. Word length was an
important factor contributing to the errors in both tests. However, in the repetition
test, the errors of Subjects 1, 3, 7, 12, and 13 could not be correlated to word length,
whereas in the naming test there were only two subjects -- 1 and 13 -- for whom
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word length was not a factor. Thus, as the complexity of the test increased, the effect
of word length also increased. The comparison was based on all types of errors. At

first it might seem more reasonable to compare only the number of phonological

errors in the two tests. This would, however, lead to false conclusions because some
subjects named few compounds, and subsequently, the proportion of phonological
errors in compounds was small (floor effect). The reason for the floor effect was
unknown, but it could be related to phoriological difficulties.

A Comparison of the Phonological Characteristics of the Errors in the Three
Tests

In the followirg pages, a preliminary comparison of the phonological errors of the
repetition, namirg, and picture description tests will be presented. There are some
important differences between these tests: the targets of naming and repetition: tests
were known to the examiner, whereas in the picture descriptions the speakers’
intentions were not always known. Furthermore, the repetition data included only
simple bisyllabic words (the acoustically analyzed data), whereas the items of the
naming test were phonologically more heterogeneous.

It is important to note the differences between the tests when determining
whether or not the linguistic complexity of the task (repetition vs. naming vs. picture
description) contributed to the phonological errors. For simplicity, the repetition and
naming tests will be discussed first. In an effort to prevent word length as a variable,
only bisyllaviz items were included in the comparison (the proportion of long items
was higher in naming). Word frequency was not controlled. There are several ways
in which the results of the comparison can be interpreted: (1) If there are more errors
in repetition than in naming, then the perceptual or other factors specific to the
repetition test may be playing a significant role. Another possibility is that there is a
higher level deficit in the process of naming; the result is that the fewer the items
named, the less chance for phonological errors. (2) On the contrary, if there are more
errors in the naming test as opposed to the repetition test, spontaneous lexical
retrieval of the word form may result in errors that do nnt occur in repetition
(because the lexical item was selected or it received its activation when the item to be
repeated was perceived. Table (5.3.17) is a comparison of the proportion of errors in
the naming and repetitio.t tests.
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Table 5.3.17 The Properhon of Errors in Naming and Repetition

The proportion of phonological errors in the repetition of simple bisyllabic words
is reported under “"repetition”, and the proportion of phonological errors in the
naming of bisyllabic words is given under "naming".

sb repetition naming more in

1 0.07 0 repetition
2 0.10 0 repetition
3 0.02 006 mnaming

4 051 056 naming

5 032 058 naming

6 055 033  (repetition)
7 0 0

8 0.01 0

9 0.11 0.09

10 0.05 0 repetition
11 037 029  repetition
12 0.02 0.06 naming
13 0.01 008 naming
14 0.56 056

15 0.02 0 repetition
16 0.01 0 repetition
17 0.01 0 repetition
18 0.01 0 repetition
19 0.07 0 repetition
20 0 0

The subjects could be divided into groups based on the proportion of their
phonological errors committed in the repetition and naming tests. Some subjects made
more etrors in the repetition test, whereas others made more errors in the naming
test. However, double dissociation did not occur. The controls had more mistakes in
the repetition test than in the naming test. These errors could be attributed to the
controls’ misperceptions, as is indicated by the following evidence. Firstly, control
Subject 19 had difficulties in syllable discrimination, and he also made the greatest
number of errors in the repetition test. Subject 1 also failed in the syllable
discrimination test and he made more errors in the repetition test than in the naming
test. However, Subject 15 also made his errors in the repetition test rather than in the
naming test, but he did not show problems in the syllable discrimination test.
Furthermore, the second factor that indicated that the controls’ errors were due to
misperceptions was that bisyllabic items were more difficult than longer items. This
can be explained by the amount of redundancy. If a subject has slight speech
perception problems, these difficulties can be overcome by top-down processing in the
case of redundant, long items but this is not a solution for the bisyllabic items (c.f.
Hirsh et al., 1954).

1i0
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Of the patients with severe problems in alternate motions, Subject 14 had an
equal amount of errors in the two iests. It was apparent that this subject had an
articulatory problem. Subject 5 made more errors in naming and, thus, had special
problems with naming. Subjects 6 and 11 had more errors in the repetition test.
Subject 6 had a particularly high number of non-responses in the naming test. The
proportion of phonological errors in relation to the answers given was 0.56. Thus, the
proportion of phonological errors in the.two tests was 2qual. Also Subject 11 had a
high number of non-responses in naming. Subjects 8 and 10 demonstrated particular
difficulties with long items in the repetition test. Subject 8 made more errors in
naming than in repetition, especially with those words that were phonologically more
complex. Subject 10 named very few items, and the few phonological errors that were
produced occurred after a semantic cue. Subjects with semantic and verbal paraphasias
and neologisms in naming and picture description were likely to make more
phonological errors in the naming test than in the repetition test.

In general, the aphasic and the control subjects were different in that the former
made more phonological errors in the naming test. To be more precise, the controls
made no phonological errors in the naming test, but made some phonological mistakes
in the repetition test. A detailed analysis of the errors may provide more information
about the nature of the naming and repetition processes. Most interesting is the
existence of qualitative differences between the errors in the two tests.

The proportion of literal paraphasias (one phoneme substitution in a word) as
compared to complex errors (several substitutions in a word) was higher in the
repetition test. Thus, the errors were simpler in repetition than in naming. This effect
may have been due to the differences in the phonetic complexity of the analyzed
words.

Subject 4 was the only subject to delete syllables, and these errors occurred
word-finally. In fact, this subject usually produced only one or two initial syllables.
Anticipation errors were characteristic of Subject 14. Subject 6 also made anticipation
errors, but these errors more frequently occurred in the naming test than in the
repetition test. In general, anticipation errors usually occurred in complex and long
items. Metathesis errors were made by Subjects 8 and 11, the latter having the most

frequent occurrence of this error type. Perseveration errors were typical of Subjects 4
and 14 in the repetition test, and for Subjects 2, 3, 5, and 14 in the naming test.
Anticipation and metathesis errors will be discussed in greater detail in chapter 5.4.2.

In both tests, consonant errors were more- frequent than vowel errors. In the
repetition test, vowel errors frequently occurred in the speech of Subject 4, and to a

11;
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lesser extent in the speech of Subjects 5, 9, 12, 19, and 20. In the naming test, vowel

errors were made by Subjects 12 and 13 (and to a lesser extent by Subject 4). Thus,
the vowel errors more frequently occurred in the repetition test. There could be a link
between vowel errors and syeech perception. Vowel errors were not typical of subjects
who displayed difficulties with alternate motions.

In the repetition test, the subjects made the most errors word-initially or
word-medially. Subject 4 was the only exception, as his errors occurred most often in
the word-final position. In repetition, Subjects 6 and 11 had the highest number of
errors word-initially. Word-final errors were slightly more frequent in the naming test.
In addition to Subject 4, Subjects 9 and 13 also made errors word-finally. There are
two possible interpretations of the finding that word-final errors were more common
in the naming test than in the repetition test. It is possible that the naming errors
were phonologically more complex, and subsequently occurred not only word-initially
but in other word positions as well. On the other hand, some patients may tend to
make errors word-initially and others word-finally. The possible differences between
types of aphasia will be discussed in chapter 54.2.

The word-initial errors had spedial, qualitative characteristics. In the repetition test,
the Subjects 6 and 11 (but also Subjects 14 and 5) substituted word-initial consonants
with /k/. The use of other stops as substitutes was less common. Subjects 5, 6, and
14 also had a high number of word-initial consonant substitutions in the naming test
Thus, this error type is in some way related to motor difficulties that arise, for
ekample, in the articulation tests (i.e. diadochokinesis and syllable repetition).

Subject 4’s speech contained numerous word-final additions, deletions and
substitutions. The vowel /i/ was the most ‘requent substitute. Sometimes inflections
or derivational suffixes were added word-finally, and sometimes final syllables were
deleted.

The repotition test was clearly different from the naming and picture description tests,
the repetition test being linguistically less demanding. Of the tests, the picture
description was the most complex. The subjects did not produce neologisms, verbal or
semantic paraphasias in the repetition test. On the other hand, phonologically
motivated word substitutions were produced only in the repetition test. There were no
clear test-specific differences in types of segmental phonological errors. However,
different patients appeared to make different types of segmental errors.




5.4 Discussion: The Nature of Phonological Disturbances

The following discussion will focus on two central issues -- the modality specificity of

the observed phonological deficits, and the possibility of different types of
phonological deficits.

5.4.1 A Comparison of the Production and Perception Tests

The primary objective of the present comparison is to determine whether or not some
subjects have a modality-independent phonological deficit.

Speech Production Tests

In the articulation tests, there were three subjects (5, 6, 14) who had difficulties in all
the administered tests. In the literature, the differential diagnosis of dysarthria and
speech apraxia has been based on subjects’ performance in the alternate motion
(Darley et al., 1975) and voice quality tests (Love and Webb, 1986). According to these
criteria for classification, Subjects 5, 6, 14, (but also Subjects 11 and 12), displayed
dysarthric symptoms. Subject 12 differed from the other speakers in that he failed in
alternate motions, but not in sequential motions, which suggests a double dissociation
between the two tests.

Subjects exhibiting dysarthric symptoms (difficulties with alternate motions and
abnormal voice quality) also made the greatest number of phonological errors in the
syllable repetition test. Similar results were also obtained using the following variables:
the total number of errors in syllable repetition, the total number of errors in
repetition of words and non-words, and performance on the sequential motion test.
Patients who had difficulties with these variables can be classified as having speech
apraxia.

The patients who had the severest difficulty with sequential motions also had
problems with long words. It is a standard procedure to include long words in the
test battery for speech apraxia. Data from this study indicated that long words were
more sensitive to articulatory difficulties than was the test of sequential motions. Both
the tests focused on the difficulties that surfaced with complex sound sequences rather
than with more simple articulatory movements. The test of sequential motions might
have been more sensitive would it have been administered in a standard way. Thus,

in addition to Subjects 4, 8, 9, and 11 who failed in sequential motions, Subjects 2 and
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10 appeared to have the same kind: of difficulties. Thus, the test of sequential motions
and the repetition test measured the same underlying difficulty. Repetition of short

(mono- or bisyllabic) items was less sensitive to the articula.ory difficulties than the

test of sequential motions (i.e. more subjects failed in the test of sequential motions).

In the test of sequential motions, the test item was trisyllabic. The repetition of long

items (of four or more syllables) was the most sensitive of the tests compared.

Patients with severe articulatory problems (éspecially, Subjects 6 and 14)-did not
try to correct their errors. Subject 5 made some corrections, suggesting perhaps that
spastic dysphonia is, in this respect, different from other types of dysarthria. Subjects
who only failed in sequential motions and in the repetition of long words (Subjects 8
and 10) corrected errors, as did subjects free of articulatory troubles (as verified by the
articulation or repetition tests).

In the repetition test, the most important error category was the phonological
errors. A good indication of the subjects’ overall test performance was the proportion
of phonological errors. However, other factors (for example, those related to speech
perception) could have played a minor role in the repetition test.

No neologistic answers or semantic paraphasias were found in the repetition test.
These errors must be due to some "high" stage of responding that was characteristic
of the naming and picture description tests, but not of the repetition test. Thus, the
repetition test was linguistically more simple than the naming and picture description
tests.

Because of the lack of "pure cases" in the present study, it was difficult to
distinguish between patient groups. However, some groups could be postulated. Even
if these loosely-formed groups were not completely homogeneous, the patients within
each group were more similar to each other than to patients in other groups. One set
of patients (Subjects 5, 6, 14, but also 11 and 12 who were less typical of this group)
was formed because they shared a clear articulatory trouble (voice problems and
difficulties with alternate motions), another group (Subjects 2, 4, 5, 6, 8, 9, 10, 11, and
14) all failed in the more complex articulation tests (sequential motions, long words).
A third group (Subjects 2, 3, 7, 9, 11, 13, 15, and possibly 12) had no articulation
problems, but failed only in the naming and picture description tests (semantic and
verbal paraphasias, neologisms). The classification of patients will be discussed in

detail later, in chapter 7.
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A Comparison of Production Tests with Perception Tests

Subject 1 was the only patient who had difficulties in both syllable discrimination and

_ in the phonological condition of the word-picture matching test. He also had
e articulatory problems in repetition of phonetically complex long words. Thus, it
: remains uncertain whether or not auditory discrimination problems affect speech
0 production. The rest of the subjects {including those with the most severe speech
S % production problems) did not demonstrate difficulties with auditory discrimination.
- Nevertheless, these speakers may also have had a problem with higher levels of
kS : comprehension. Subjects 1, 5, 6, 10, and 11 made frequent errors in the phonological
—- condition of the word-picture matching test. Subjects 1, 2, 9, 17, 18, and 19 made only
"phonological errors” in the phonological condition of the word-picture matching test.
A subject’s performance in the speech perception tests did not prove to be a
' prediction for his/her overall performance in the repetition test. Articulatory factors
predicted best the performance in the repetition test. It may be the case that the

simple analyses conducted in this study failed to reveal the speech perception factors
- in the repetition test. If this is true, then some subjects may produce errors (e.g. vowel
| substitutions) where the role of perceptual factors could be detected, given more
sensitive instruments.

There are a few studies about the lexical effects in the repetition of non-words
where it is assumed that the lexical effect is due to a subject’s using lexical knowledge
; to compensate for an incomplete recognition of an uttered item (Tanenhaus and Lucas,
- 1987; cf. also chapters 512 and 7.2). It has been claimed that these kinds of
- misrepetitions occur more often when words and non-words are presented in a
' random mixture in the lists. In order to eliminate this effect, two separate lists were
presented to the subjects. One list contained words and the other list contained
non-words. The subjects were informed that there were two different lists. Although

a relatively quiet setting was chosen for the site of the testing, some background noise
was constantly present.

Results from the repetition test are presented in table (5.4.1). When the proportions

of words repeated as other words, and of non-words repeated as words were counted,
the analysis was based on a subject’s overall performance i: {2 repetition test, and
=:  k the total number of errors was divided by the number of items in the test. The
' proportion of phonologically related word substitutions was also counted in the
acoustically analyzed words of the repetition test (i.e. in a phonetically homogeneous
set of bisyllabic words). In this case, the number of items repeated as othei words
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was divided by the number of phonclogical errors. It was of interest to relate the
proportion of phonologically motivated word substitutions to the total number of
phonological errors because the result was an index of the role of speech perception
factors in relation to speech production factors in the repetition test. The non-word
repetition test was analyzed in closer detail, the variables being non-words repeated

as real words, and non-words repeated partly as real words, for example, one part of
— a "compound" was changed into an existing word. The results were reported in
’ absolute numbers.

Table 54.1 Proportion of Phonologically Related Word Substitutions in the
Repetition Test

e Abbreviations:

L subj = subject

acoustic = the proportion of phonologically related word substitutions in the
acoustically analyzed words of the repetition test in relation to the total number of
phonological errors

word = the proportion of words repeated as other words

non-word = the proportion of non-words repeated as words

whole = the total number of phonologically related words substituted for non-
words

part = the total number of phonologically related words substituted for a part of
a non-word (usually as either the first or the second part of a "compound™)

subj acoustic word non-word whole part
1. 4/5 = 08 0.027 0.062 3 1
2 4/12 = 033 0.043 0.104 ' 6 4
3 2/2 = 10 0.012 0.021 1 1
4. 6/54 = 011 0.103 0.104 3 5
5. 3/39 = 008 0.039 0.050 1 1
6. 8/59 = 0136 0.078 0.167 6 7
7 0/0 = 0 0.008 0.021 1 2
8 0/2 = 0 0.008 0.021 0 2
9. 3/11 = 027 0.016 0.000 0 2
10. 5/9 = 056 0.047 0.083 5 2
11, 4/37 = 01 0.090 0.187 8 1
122 0/3 = 0 0.004 0.021 1 1
13. 0/1 = 0 0.012 0.021 1? 2
14. 11/63 = 017 0.063 0.187 10 1
15. 1/3 = 033 0.024 0.083 5 1
16. 1/1 = 10 0.004 0.062 0 3
7. 0/1 = 0 0.000 0.000 0 1
18. 1/1 = 10 0.008 0.021 1 2
19. 47?7 = 057-1.0 0.039 0.021 1 2
200 1?/1 = 10/0 0.020 0.000 0 1

The results showed thai the nor-word effect existed even when words and non-words

were presenied in separate lists. If the controls made errors in the repetition of words,
their erroneous responses were usually real words. This was not true for the aphasic
patients. The result could be explained by assuming that the repetition of a word as
a phonologically related word, or the repetition of a non-word as a real word, was
a product of chance ~ a literal paraphasia or distortion that accidentally led to a
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word. These types of errors were possibly made by subjects who had the greatest
number of phonological errors in the speech production tests. A more plausible
explanation for the findings would be that the effect was somehow related to either
lexical access (in speech perception) or lexical retrieval (in speech production).

The above analysis was somewhat circular because it was performed by one
person only. One major drawback of such an analysis is that the observed number of
non-words substituted by existing words may be due to the ear of the listener:
distorted speech can easily be interpreted as meaningful. However, all the
phonologically related word substitutions cannot be due only to the listener’s
misinterpretations. Subject 14, whose aphasia was accompanied with dysarthria,
frequently repeated non-words as existing words. This patient’s reaction to such errors
-- laughter or comments — showed that he realized he had committed errors. For
example, the target was tinkko and he said kinkku / ei ole hyvi | kinkku (nauraa) no “ham
/ isn’t good / ham (laughter) well’. Thus, the subject had, in fact, perceived a
non-word, and his error was a result of a speech production failure.

A closer look at the results of the word-picture matching test may lead to a
solution of the production vs. perception problem. In addition to the segmental
phonological (i.e. discrimination of minimal pairs) and semantic difficulties, there may
be difficulties arising from the phonological form in the lexicon. Thus, some of the
patients who failed in the word-picture matching test, but whose difficulties were not
captured by the two factors tested (i.e. discrimination of minimal pairs vs.
semantically related words), might belong to this group. Figure (5.4.1) presents the
results of the word-picture matching test analyzed from this point of view.

Figure 54.1 A Re-Evaluation of the Word-Picture Matching Test

Variables:
phon diff = subjects who made phonological errors
sem diff = subjects who made semantic errors

phon unsyst = subjects with "random” errors in the phonological condition of the
test

1. phon diff 9 17 18 19
2. sem diff 79 11 13 15

. 3. phon unsyst 1011121314 15

Subjects committing unsystematic errors in the phonological condition of the
word-picture matching test (a possible indication of lexical difficulty) were 4, 5, 6, 10,
12, and 14. The unsystematic errors of Subjects 4, 10, and 14 were deletions, whereas
Subjects 4 and 6 (and to a lesser extent, Subject 12) had perseveration errors. No
generalizations could be made about the errors committed by Subjects 5 and 10 (and
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by Subject 13 who was one of the patients with predominantly semantic difficuities).
These subjects failed in some of the articulatory and/or repetition tests, and all the
dysarthric subjects were included in the group. On the basis of this study’s data it
was impossible to determine whether the unsystematic errors were a result of
accidental features of the small sample of patients, or whether the errors occurred
because the lexical effects were actually related to speech production difficulties.
Subjects 9, 11, and 13 made frequent errors in the semantic condition of the
word-picture matching test, and also Subjects 2, 3, 7, and 15 had a few such errors.
These subjects with semantic difficulties in the word-picture matching test also failed

to provide answers in the naming test. Furthermore, their naming errors were usually

semantic paraphasias and perseverations of a previous item. No semantic errors were
found in the responses of Subject 11. The lack of semantic paraphasias in his speech
does not necessarily mean that he did not experience semantic difficulties. Rather, the
other symptoms (especially perseveration) were so severe that there was no
opportunity for the semantic paraphasias to occur. Subject 13 had verbal paraphasias
in both the naming and picture description tests. Subjects 6, 11, and 13 had
neologisms in the naming test and in descriptive speech.

At the segmental level, speech production and speech perception tests seemed to
be independent. The semantic difficulties accounted by some of the patients arose in
both speech production (naming, picture description) and speech perception. It was
difficult to draw conclusions about the intermediate levels such as the lexical
phonological level, as there was too litle data. However, subjects who had
unsystematic phonological errors in the word-picture matching test also produced
neologistic answers in the naming test.

It is difficult to propose a comprehensive list of the possible components of
production and perception that may lie behind the observed errors. In this study, the
analysis focuses on the segmental phonological errors. At the segmental level the
production and perception mechanisms seem to be modality-specific. At least two
main types of deficits were distinguished in speech production: a) patients with
"dysarthric" problems (who had voice disorders and who failed in the test of alternate
motions) and b) patients who failed only in the test of sequential motions and in the
repetition of phonetically complex long words. Patients in both "groups" made
segmental phonological errors.
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5.4.2 Are there Different Types of Phonological Errors?

It may be possible to distinguish between several types of phonological errors ‘as
there are several groups of patients), but it is also possible that all the segmental
errors are similar. Thus, other types of phonological errors may result from syllable
or word level deficits. In the following pages, I shall discuss the nature of the errors
on the basis of the information obtained from the phonological analysis. In this
context, only speech production errors will be discussed.

A major issue in the literature on normal speech production is the size of the
motor control unit. This question cannot be directly answered on the basis of the
present data, because more detailed phonetic data are needed to carry out such an
analysis. Chapter 6 addresses the issue of the phonetic features of the present subjects’
speech. In this chapter, we will first determine if there are errors that should be
described in relation to phonemes as opposed to articulatory gestures, distinctive
features, allophones, or syllables. And finally, we will discuss the features of the
phonological erroxs that contributed to the classification of the aphasic subjects.

In the preceding analysis of the various tests, a very broad defirition of
“phonological errors” was used so as to catch even the most unexpected types of
phonological errors. We will begin with a lock at certain error types that may shed
light on the role of "phonemes"” in describing and explaining errors. Literal paraphasias
(i.e. sound substitutions where one sound is substituted by another) are not optimal
in this respect. The same error can often be described with reference to any of the
units. For example, if puku is substituted by vuku in aphasic speech, this phenomenon
could be accounted for by any solution -- substitution (or even weakening) of an
articulatory gesture, a substitution of a distinctive feature, or of a phoneme, or even
of a syllable. Furthermore, a phonetic analysis is needed to determine which
substitutions are due to the listener’s manner of perceiving deviant speech, and which
are actual speech production errors.

In the present data, the proportion of literal paraphasias (i.e. paradigmatic sound
substitutions) was small in comparison to the total number of phonological errors.
Most errors consisted of several sound substitutions. Contextual errors (i.e. syntagmatic
sound substitutions) were also frequent: most noticeable were anticipation and
metathesis errors that were common in the speech of some patients, but very
infrequent in the speech of other patients. There were many antici?ation errors in the
repetition data of Subjects 5, 6, 8, 11, and 14. In the naming test, anticipation errors
were produced by Subjects 6, 8, and 14, and in the picture description test, by Subject
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6. Metathesis errors were produced by Subjects 8 and 11 in the repetition test, and by
Subject 11 in the naming test. There were no metathesis errors in the (small) sample
of descriptive speech.

The errors listed in table (5.4.2) were selected from the data because they clearly
revealed the existence of errors that could not be described without reference to the
phoneme in speech production:

Table 5.4.2 Phoneme Errors

produced target  subject " substitution .
keekeri neekeri 5 n>k
pupasi lupasi 6 1>p
suusi kuusi 14 k>s
rarsi varsi 11 v>r
lapu kapula kapula 10 k>1
kaikalokepit kainalokepit 8 n>k
kas ... sak-si sakset 9 s>k
kakstus _ kaktus 7 D>s

It is necessary to classify these errors as phonemic because they cannot be described
equally simply and naturally with reference to articulatory gestures or distinctive
features. Often (as in all the above examples) several gestures or features are
involved (e.g. place and manner of articulation). Furthermore, these errors cannot be
considered to be a result of articulatory strengthening or weakening, nor can they be
described in terms of syllables. Instead, the errors must be described in terms of
phonemes because they do not involve allophones or sounds. If allophones or sounds
were anticipated or subjected to metathesis, the resulting words would always sound
inaccurately articulated (as they would be produced with gestures that would better
suit another sound environment). However, this sort of distortion is not necessarily.
present (this will be discussed in more detail in chapter 6). |

The errors listed in table (5.4.2) are not the only type of phonological errors, as
there may be several other types of deficits that can also be called phonological.
According to Blumstein (1973), error categories such as substitution, metathess,
addition, and deletion do not differentiate between types of aphasia. However, this
evidence is not conclusive. For example, Nespoulous et al. (1987) have found
differences between Broca’s aphasics and conduction aphasics: the substitution errors
made by the former are simplifications, whereas the substitution errors by the latter
group do not follow the markedness hierarchy. The present analysis will not focus on

markedness relationships because the listener's perception of abnormal speech may

interfere with the transcription of errors, and thereby make reliable compazisons
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impossible. However, this does not imply that there are no paradigmatic phoneme
substitutions caused by aphasic problems in speech production.

The following pages contain a detailed discussion of the error categories that were
used to differentiate between patients applying the error classification outlined in
chapter 5.3. The following factors differentiated betiveen patients: (1) the presence of
anticipation and/or metathesis errors, (2) the preferential location of the error as
word-initial, word-medial, or word-final, {3) the proportion of consonant versus voyvel
errors, and (4) the presence of neologisms and verbal paraphasias, and the proportion
of literal paraphasias versus complex errors.

i. Anticipation and Metathesis Errors

Table (5.4.3) presents the anticipation and metathesis errors found in the data.

Table 54.3 Anticipation and Metathesis Errors

The target is given in parentheses. If the patient’s target was incorrect, the correct
target is indicated by <xx. If otherwise not indicated, the items come from the
repetition test. <xx> indicates the examiner's comments. If it was difficult to
transcribe the patient’s production, questionable sounds were indicated in
Karentheses. Alternative transcriptions are separated by a slash. The following filled
esitations occur in the patients’ productions: tuota, tota, no. eiku, eikun, voi. voikun,

tam, tdmd, ei, mutta, joo, € o hyvi, em mini saa.

Anticipation Errors

Subject 5: keekeri (neekeri), tilta (silta), tuotti (nootti), u purppu (korppu), pi
pdmppé (kdmppa), k kokeli (tokeni), kdap padpa (kddpa), sus(e)tti/suntti (rusetti), te
tentti (sentti), pu tuota rupasi (lupasi), pep p eiku episi (lepasi), ko ke kokei ko
kokero (lokero), tot tot totu toti tontti so-tu-ton koko koko koko tontti koko ... koti
tonttu (kotitonttu), kok kok ko ko ko koke?ikakku (sokerikakku), kukka (sukka)

Subject 6: 4m eikun pdnpd eikum pdm voikun &lpi ei kun pin ku tim eikun voi voi
/ em mind saa mutta em minid saa (sdlpd), pee eet eepu eikun secpra (seepra),
mosdpopd (s6pd), parperi (paperi), poippi (koppi), huts eiku kukka (sukka), m e
kaakka (taakka), omppu eikun pomppu (korppu), pé pilpempiin (jilkeenpdin), oo
attulmati eiku kappulapio (kakkulapio), anna e eikun inna (linna), d4nné kokerikattu
(sot-erikakku), dapd/pdapd (kadpd), oit eikun tilttd (kiltti), & kalko (halko),
pipesi/vipesi (lipesi), on pupasi (lupasi), mipihyt ei mipihytty eiku kun m
mipihyppy ei mutta ei mapihyppy ei ei mutta mikihyppy (mikihyppy),
puukkipoika (pyykkipoika, naming), pe-p-eppeles (seppele, naming), pannympapyja
(kdpy, naming), naronat (saranat, naming), tintu (lintu, naming)

Subject 7: kakstus (kaktus, naming)

Subject 8: pscepra (seepra), paitot painotella (painotella), kahsistsematon
(kahlitsematon), hammarsharja (hammasharja, naming), kaikalokepit (kainalosauvat,
naming), kak(s)tus (kaktus, naming)

Subject 9: sa saks eiku katets ... (katiska, naming)
Subject 10: lapu kapula (kapula), sees-ti (tcesi)
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Subject 11: sipusi (kipusi), n2kero (lokero), kika (pika), soo kookeri kaa kaakku
(sokerikakku), kélki (t6lkki), sylsy (hylsy), sulsi (pulssi), rarsi (varsi), rorsu (norsu),
saasu (kaasu), seesi (teesi), silki eiku pilpi kilpi joo (kilpi), kokki eiku kdkkd ei
(mdkki), kelikaanit (pelikaani, naming)

Subject 14: mm pumpu (rumpu), suusi (kuusi), pu lulppa (tulppa), peeppa ei o hyvi
no (scepra), teestyy (seestyy), poppi (koppi), t'ootti (nootti), kukka ei ei sukka
(sukka), sorlsu (norsu), s santsi (kansi), sdnsé/sédntsd (kinsd), totitonttu (kotitonttu),
sylssy (hylsy), 1 tauttuu (luuttu), kalko (halko), o op{plopis ei ¢ hyvéd to popotsi
{(foposi), tanta (ranta), tentti (sentti), pernppilsi (lepdsi), tanttu (lanttu), kintky
(sinky, naming), kirtala (kitara, naming), aattituuta (<lattialuuta, harja naming),
puppeppoista (pyykkipoika, naming), katetti (kanootti, naming), uureparppu
(huuliharppu, naming), ista (kota, naming), kukellusmene (sukellusvene, naming),
tuuntelluvlaite (<kuuntelulaite, stetoskooppi naming}, kuonopoppa (kuonokoppa,
naming), utsetti (rusetti, naming), pa(r)ppi (harppi, naming), irbopooppi
(mikroskooppi, naming), pumppa(m)pii (turbaani, naming)

Subject 16: papisi (vapisi)

Metathesis Errors

Subject 4: pinkka eiku tota pik penkka (penkki), mirkka (merkki)

Subject 5: ruiku (<?riuku, harppi, naming)

Subject 6: (plyyséd (syyld), pirspi (sirppi), ddsi (sdili)

Subject 8: rokelo (lokero), helikopreti (helikopteri, naming), sanarat (saranat, naming),
lappunat (nappulat, naming)

Subject 9: kas kas eiku sat sak-si (sakset, naming)

Subject 10: sees-ti (teesi)

Subject 11: kiippi eiku kii ki ki (piikki), saapi (paasi), kuuppo (puukko), sinki
(kinsd), sumppi (punssi), kamppi eikun kamppi nojoo (pankki), tepo (pcto), kesikeld
(kesdkeli), ka ta sa kase (sakset, naming), <ma> laima kaima (maila, naming), <sa>
e <joo> sanara (saranat, naming), ?vanaja (majava, naming}

Subject 14: sanara (saranat, naming)

Let us first turn our attention to Subject 8's anticipation errors. As was concluded in
chapter (5.4.1), Subject 8 belonged to the group of patients who had difficulties only
in the sequential motion test, in the repetition of long items, and in descriptive
speech. Subject 8 differed from the other subjects of that group in that he had a very
high proportion of phonological errors in the picture description test, as compared to
the repetition and naming tests. In the repetition test, the long items proved to be the
most difficult for this subject. For this reason, one can suspect that difficulty in
descriptive speech may arise from the long stretches of speech to be produced without
pausing (e.g. phrases instead of words). Results of phonetic measurements of normal
speech support this hypothesis. The duration of a segment depends on the length of
the word: the shorter the word, the longer the segment. In connected speech the
segments are shorter than in isolated words.

Subject 8’s phonological errors (both anticipations and phoneme perseverations)
were assimilatory. The item kaikalokepit could be interpreted either as an anticipation
or as a perseveration. This subject made more anticipation errors than phoneme
perseveration errors. The substituted consonant was either word-initial or occurred in
the second syllable (or on the border of the first and second syllables). The anticipated
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consonant was either a stop, fricative (/s/), or tremulant (/r/) that occurred either in
the second, third or fourth syllable. The anticipated consonant could be located on
either side of the syllable boundary, and it could be a single consonant or one part
of a consonant cluster. The anticipation could occur more than once, and it could
either substitute another sound, or it could be added to the word (e.g. kahsistsematon
< kahlitsematon). The change was not necessarily a reduction or a simplification of the
word form; on the contrary, the result of the change could be a phonotactically
inadmissible cluster.

The errors made by other subjects who had the same type of aphasia as Subject
8 (ie. they had problems in the test of sequential motions and in the repetition of
long items, but they did not have difficulties in the test of alternate motions) were
similar to those made by Subject 8.

Subjects 5, 6, 11, and 14 made frequent anticipation errors, and most of these
mistakes can be described by the following generalization®:

For bisyllabic words, an obstruent that occurs on the border of the first and second syliables substitutes

the word-initial consonant. For longer words, any obstruent can serve as a substitute for a consonant that
occurs earlier in the word.

There were a few exceptions to this generalization. First, the anticipated consonant
was not always an obstruent, e.g. pu lulppa (<tulppa), rarsi (<varsi, expected sarsi),
rorsu (<norsu, expected sorsu). Sometimes a vowel was anticipated, for example poippi
(<koppi). '

Besides anticipation errors, the subjects also made other types of mistakes (e.g. silki
<kilpi). Some of these mistakes were literal paraphasias that may have resulted from
articulatory weakening or strengthening. These vrrors will not be discussed because a
reliable analysis would demand the use of phonetic measurements. However, two
errors are noteworthy, kokerikattu < sokerikakku, and mdpihytty < mékihyppy, as they
resemble some metathesis cases. It has been proposed (Shattuck-Hufnagel, 1987: 22)
that the anticipation and metathesis errors are related. With metathesis errors, the
subject keeps the substituted sound in mind, whereas with anticipation errors he/she
forgets the substituted sound. Although this hypothesis could be true, it is very

" In the repetition test, obstruents were favored because of the acoustic analysis (they were easier
to segment than sonorants). Thus, it could be suspected that the selection of the items might bias the
results. However, the subjects made similar errors in both the repetition and naming tests. In the
repetition test, the systematic alternation of phonetic features may have facilitated the error analysis.
It was easier to detect the regularities of the error types when there was a homogencous and
sufficiently large sample of short and phonetically simple test items.
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difficult to test. One could consider the metathesis errors to be a milder form of the
anticipation errors. There were also errors whose anticipated consonant was something
other than an obstruent. These could be considered attempts at correction and, thus,
a "milder" error of the same type (e.g. pu lulppa < tulppa). The most severe errors were
those involving both anticipation and phoneme perseveration. In such errors a
word-medial consonant substituted both word-initial and word-final consonants, and
the error vesulted in a word form in which all the consonants were similar (e.g. peeppa
< seepra). The examples in table (5.4.4) reveal the articulatory nature of these errors.

Table 5.4.4 Anticipation Errors with "Self-Correction”

kadp pdapd ‘'kddpad’ Here the subiect began with the
: ’ correct form but failed to articulate
it.
1 tuuttuu luutty’ This example also indicated that the
target was correct.
soo kookeri kaa kaakku ‘sokerikakku’ Again, the original target was
correct.

The inherent difficulties in the articulation of these words were revealed by an
analysis of the “false starts” which were, in fact, the correct beginnings.

The generalization about the nature of anticipation errors was similar for all the
patients, regardless of alternate motion difficulties. The only difference was that for
pa'tients with alternate motion difficulties, the anticipation errors were very common
and occurred even in bisyllabic words. For subjects without alternate motion
difficulties but with sequential motion difficulties, the anticipation errors occurred
only in long items of complex phonetic composition. For subjects with alternate
‘motion difficulties, the assimilation errors were more total than for subjects without
alternate motion difficulties. For the subjects exhibiting alternate motion difficulties, the
assimilation often resulted in a word form with similar consonants only. For this
reason it seemed reasonable to consider the errors of the two patient groups to be a
result of a shared underlying error mechanism, but differing in severity.

The ‘metathesis errors also failed to reveal a clear distinction between the two
"groups" of subjects. The metathesis errors were most common for Subjects 8 and 11,
but the speech of Subjects 5, 6, and 14 also contained such errors. Some of these
errors involved geminate consonants, e.g. kiippi < piikki and kuuppo < puukko. In the
four instances where Subject 11 produced these forms, the resulting form was
phonotactically acceptable. However, one of the errors made by Subject 6 was

different: pirspi < sirppi (on the basis of Subject 11’s errors, we would have expected
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a phonotactically acceptable form pirssi). Due to the small number of examples, no
generalizations could be drawn about these two types of metathesis errors.

The word saranat elicited a metathetical form in three subjects, and they produced
sanara(t). On the basis of the present data it is difficult to say why exactly the
resulting form would be easier than the original one. One could propose, for example,
that the sonority hierarchy of the consonants is a factor here. In this context, the
sonority hierarchy refers to the order of the consonants in a word form, not in a
syllable. Thus, the more sonorous consonants would become later in the word.
However, the forms lappunat < nappulat and helikopreti < helikopteri were contrary to
this suggestion. In the metathesis errors, both vowels and consonants were
interchangeable, but in all the errors either two consonants (e.g. obstruents or liquids)
or two vowels exchanged places.

Initially the anticipation errors of Subjects 5, 6, and 14 appeared to be different
than the anticipation errors of other subjects. However, after a closer inspection, no
clear qualitative difference surfaced in this analysis, and the difference was thus
attributed only to severity. A superficial comparison of the present data with the
descriptions of slips of the tongue (e.g. Shattuck-Hufnagel, 1983) gave the impression
that phoneme substitutions were more common in slips of the tongue, whereas
complex errors and contextual errors predominated in aphasia. Thus, there may be
qualitative differences between the errors made by aphasics and the errors occurring
in slips of the tongue. Dressler (1982) has presented evidence to support this
qualitative difference in errors. '

2. Word-Initial, Word-Medial and Word-Final Errors

The analysis of the errors revealed a difference in their locations: some patients made
more errors word-initially, whereas other patients made more errors word-finally.
Blumstein’s (1973) results showed a clear difference between Broca’s aphasia and
Wernicke’s aphasia in this respect. The former group made more errors word-initially,
and the latter group made their errors word-finally. Blumstein did not, however,
discuss this finding. The finding has two interpretations: either the difference reflects
different stages of the speech production process (i.e. word-initial errors are closer to
the motor end of the process, and word-final errors to the lexical end of the process),
or the errors are a result of the same basic problem and the difference is one of
severity, i.e. the more severe the deficit, the more complex the errors. Furthermore, we

could assume that a severe deficit would result in errors that occurred in all positions
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of both short and long words, whereas a milder deficit would result in errors that
occurred in long words word-medially or word-finally, as those subjects without
alternate motion difficulties made their errors in long words of complex phonetic
composition.

In order to find out whether or not word-initial and word-final errors are due to
different error mechanisms, subjects with word-initial and word-final errors will be
compared. All, and only those items will be analyzed that were misproduced by the
subjects. In order to obtain a sufficient sample of errors, two subjects will be
compared simultaneoasly. There were only two subjects (4 and 9) with a reasonable
number of word-final errors, and subsequently two comparisons will be made. In the.
repetition test, the effect of position was clearest for Subjects 4 and 6 (the former
made more word-final errors, the latter made more word-initial errors). The errors
made by these two subjects will be compared. Another comparison will be made
between Subject 9 (who made errors word-finally) and Subject 14 (who made errors
word-initially). Table (5.4.5) presents the comparison of errors of Subjects 4 and 6, and
9 and 14, respectively.

Table 5.4.5 Position of the Errors in the Words

This table compares the errors of subjects who demonstrated clear differences in the
“preferential” word positions for errors. All, and only such items are included in the
comparison where both the subjects made phonological errors. There are no other
selection criteria, so that the tables give a representative picture of the errors. The
words are organized according the length of the target, from monosyllabic words to
compounds.

The patients’ comments and filled pauses are in brackets. Alternative transcriptions
are indicated by a slash.

Subjects 4 and 6

target 4 6

Repetition

vie vai vian ie

rumpu rumpi rumpu umpu

teettad tad ti eettad

kukko kok?i ‘ukko

luuta luuti luuta/‘juuta

koti kuti koti/oti

soolo suo 16 suo-li okjoolo ‘

silpid selvi dm (eikun) pédnpd (cikun) pim

(voikun) alpd (ei kun) pa (ku tim
eikun voi voi .. em mind saa mutta
em mind saa)

kilpi kel ilpi

kokko ko ko okko
kdmppi kimppe/kimppi dmppé
loota loote}igoti oota/uoota
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liina
tulppa
koko
ele
tulee
seepra
teesi
tolli
seestyy
sello
tossu
kasa

koppi
kelo
setd
tylsd
syyld
sirppi
korppu
helppo

ladke

kapula
kerisi
lokero

paperi

halveksunta
karikkoinen
kehystimitsn
kellertdiva
luultavasti
hulivili
kakkulapio
kesikeli
kirkonkellot
kotitonttu
lelupalikka
lottovoitto

papupata
Naming
kampa
kukka

harja

seppele
hammasharja

ﬁayykkipoika
inalosauvat

liima

tuu tuu (miki se)
ku kul kuku
(miki) ill

pulo

tee siipra

tiison

tollit/ tollet

siist

selli

tossut

kas-s-sa? (kuinka
se) kassik

kup (eiku) kop
kel kelli kelli
seti

kyrsy

syyly syyli
siippi

kurppi kur kur-ppe
hilppo

ka ki kidki

laaki

kapa
kirs
ukiin
papern

hal hal halki
karri karri karri-ni
kiha kii kehi

kelli ki-i ka

luus luulte luul
ke

kakku la lapi-ja lapiji

kesi si

kirro kir kirri

ku kut kute/kuti ku
li li-pa

luttu

pappu

kr kr ... kamppu
kukkare

(se on timne ee)
vaasi laas laa

(se on se on timmdne)

semp seppele
(se on) ham hampa
haro hara

YY PYY

ne kan ... kan ...
ka ... kane kanek
kankkius

iina
kulppa
oko
ole
ylee

pee eet eepu (eikun) seepra

fesi

Onni

iis
kello/jello
0ossu
‘aza/pasa

poippl

elo (eno?)

po etd

pir (e eikun) tylsd
{Plyysi

pirspi

omppu (eikun) pomppu

aelppo

- vaki

dake

apula
kordsi
okeero‘
parperi

alveskunta
karikkone

s esyttimatdn
paellertdva
tuultavasti
ulivili
attulmati kappulapio
esikeli
irkonkeliot
(Dopitontia
pa lerupalikka
ottovoitto
makupata

ampa
(titten) ka (k)ukka
(pad pds on) puuta

pe p eppeles

(ja} kammashatja
(ja) puukkipoika
(ja h}:ten Pi‘lza

kiveld) kaunakepilla
(eikun) kae




Subjects 9 and 14

target 9

Repetition

teettia tiittdd hirttda /irttas

teema tiima eema ... keema (ei olkoon) ... vicema
(ei ei ole hyva)

kuulo kuuno kuul (ei ole)... luulio

merkki mertti pikki

takka tagga alkka

valssi valssu valtsi

ehka ehtd ketsi
sokeri sokeli soterli

kahlitsematon kahlishat kahlis kahlitsema katlimnenmanton
kallistuminen kallistumaa-na kan-tit-tum-min-nen
kehystaméton kesty kesystd 14 mi tehtsytld (ai) ... elikkylma ...
kevystd kevystad seskummatton ... tissulttammetton

taivutteleminen  taivuttelimine tammuttennemminen
tornimainen torrimainen tornimmannen
valheellisuus valheellis-su valheellisuus valkeillituus
Kstﬁvéillisyys ystevallityysi us-tim-méllintyys

ulivili kuiveli al(v)ivili
kapakala napakala pak(k)akatla
mikihyppy mikihyppi mokkis hyppy
sokerikakku sokerikampku kotelinka(p)kku

It was difficult to determine the difference in the nature of errors for bisyllabic
items without counting the error types (especially deletion or distortion of the
word-initial consonant for Subject 6, and substitution, distortion, or deletion of the
word-final vowel for Subject 4). The difference became very clear when longer items
were compared. Subject 4 rarely succeeded in producing more than the first syllable
or syllables (which were correct). Subject 6 produced the long item with some errors
that often occurred word-initially, or near the beginning of the item. Subject 9
resembled Subject 4, whereas Subjects 5, 6, 11, and 14 resembled Subject 6. Subject 9
made fewer repetition errors than did Subject 4.

It was as if the initiation of the movement were difficult for Subjects 6 and 14.
According to the hypothesis by Joanette et al. (1980), the difficulty of Subject 4 might
be interpreted as an instability of the internal representation of the phonological form,
or a difficulty in activating it. This led to both literal paraphasias, difficulties in
producing the ends of the items, and some phonetic disintegration (e.g. vowels foreign
to the Finnish system). There were remarkable differences in Subject 4’s performance
in different tests. The disturbance was the severest in spontaneous speech and naming,
moderate in repetition, and the mildest in reading. He read slowly, syllable by
‘syllable, but he made few errors. Out of thirty verbs in an action naming test, five
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responses were considered to be correct. However, in only one example the repox:ted
answer was completely correct (this was the only monosyllabic verb of the test).
Subject 4 produced the first syllable(s) of the target in twenty-four out of twenty-five
false responses, but he could not complete the word. When the same list of verbs was
administered to the subject one week later to be read aloud, the number of correct
responses was twenty-five.

Subject 4’s difficulty was partially compensated for by different types of external
support. The repetition of words was supported by the auditive model which was less
effective than the visual support available in reading. In repetition the errors made by
Subject 9 resembled those of Subject 4. However, in the naming test, Subject 9
sometimes gave the right name, but he began to self-correct his responses. This subject
acted as if he did not recognize the correct word form (e.g. when trying to name the
pelican he said mutta ei muista | en mitd titi ettd mika tin nimi on | pelek pelik kaani
kigini kooni eiku (laughter) vai muistanko mé | peli [ peli peli pelikaan pelikii kid kaali eiku
peli | pelu pelikaati | ei se taia ihan oikein tulla | penni pelikaali). This is apparently a
variety of anosognosia that shall be referred to here as phonological anosognosia. Still,
as the correct name occurred in the sequence of approximations, Subject 9 must have
had the right target in mind. The phonological form had not disappeared from his
lexicon, but the source of the problem was elsewhere. He had a complex syndrome,
and his phonological difficulties were accompanied with semantic difficulties. His
slight articulatory difficuity may (at least in principle) be either a separate mild
component of his aphasic syndrome, or an obligatory concomitant of this syndrome.

Subjects 4 and 9 both had many series of approximations. Subject 9 made most of
his approximations in the naming test, and none in the repetition and picture

description tests. His attempts at self-correction were not very successful.

3. Vowel and Consonant Errors

According to the characteristics of the phonological errors, the difference between
subjects’ performance could be partly attributed to the proportion of vowel versus
consonant errors. Table (5.4.6) presents the proportion of consonant and vowel errors
in the repetition and naming tests for Subjects 4, 5, 6, 9, 11, and 14. These subjects
were selected because they made at least five consonant or vowel errors.
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"Table 54.6 Proportion of Consonant and Vowel Errors in the Repetition and
Naming Tests

(C = consonant error, V = vowel error)

naming repetitio
subj C v C < \%

4 0.57 043 0.09 091
5 0.83 0.17 0.71 0.29
6 0.88 0.13 082 . 0.18
9 0.80 0.20 0.55 0.44
1 1.00 0.00 0.98 0.02
14 1.00 0.00 0.50 0.10

All subjects made more vowel errors in the repetition test than in the naming test.
Thus, some vowel errors may be perceptual in nature. However, the subjects who had
the highest proportion of vowel errors in repetition also made some vowel errors in
naming. Vowel errors were relatively frequent for Subjects 4, 9, and 5. In contrast,
Subjects 11 and 14 had very few vowel errors. Subjects 4 and 9 had severe difficulties
with the repetition and naming of long items: they tended to produce the first (and,
perhaps, the second) syllable correctly but subsequently "forgot" the end of the item.
The errors of Subjects 6 and 14 occurred word-initially. Table (5.4.7) presents the

location of errors. The analysis was based on the acoustically analyzed words of the
repetition test.

Table 5.4.7 Distribution of the Repetition Errors

The analysis was based on the acoustically analyzed words of the repetition test.
Most test items were bisyllabic. C1 refers to the word-initial consonant, V1 to the
initial syllable vowel, C2 to the consonant(s) between the first and second syllables,
and V2 to the vowel of the second syllable. No target had a consonant following
V2, but if the subjects added something to the end of the word, it was counted as
an error in V2 even when it was a consonant added to V2. The proportions

indicate the number of errors in the given position in relation to the total number
of phonological errors in the sample.

subj C1 Vi c2 V2
4 003 023 0.20 0.54
5 054 027 0.16 0.03
6 079 0.08 0.12 0.01
9 012 050 031 0.06

11 076 0.04 0.33 0.09
14 041 0.10 045 0.04

For Subjects 6 and 11, word-initial consonants were the most prone to error, and the
highest proportion of their errors were made in this environment. Subject 14
committed errors most often in the word-medial consonants. Only Subject 4 made
many errors in the word-final vowel.
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There were also some uifferences between the types of errors. The consonant
errors were divided into weakening errors (deletion, the changing of a stop to a
fricative maintaining the same place of articulation, etc, c.f. Lass, 1984) and
substitution errors (e.g. p >k, s > t, m > n, p > m, 1/n confusions). For the word-
medial consonants, there were also a number of lengthening and shortening errors, as
well as either additions or omissions of a nasal or liquid preceding a stop (e.g. lpp >
PP, t > nt). The error types are presented in tables (5.4.8) and (5.4.9).

Table 5.4.8 Types of Word-Initial Consonant Errors
The absolute number of errors is reported.

subj weakening substitution
4 1 1

5 13 23
6 49 10
9 Y
11 4
14 10

Table 54.9 Types of Word-Medial Consonant Errors

The absolute number of errors is reported.

subj weakening substitution lengthening cluster
4 0 8

4
5
6
9
11

14 18

Weakening errors were common in the word-initial position. This type of error was
particularly characteristic of Subject 6. There were few 1/n confusions in the word
initial-position. Subjects 5 and 6 made most of their substitution errors in word-medial
consonants, and these were 1/n confusions, whereas the substitutions by Subjects 11
and 14 occurred between obstruents. Subjects 4 and 11 generally shortened word-
medial geminates, whereas Subject 14 generally lengthened word-medial consonants.
Table (5.4.10) presents the classification of vow. ! erross.




Table 54.10 Types of Vowel Errors in the First Syllable
(">" = change to, dipht = diphthong)

subj > high low short long
4 2

5
6
9
11
14

There were few qualitative differences between the first syllable vowel errors. Subjects
5 and 9 substituted long mid-vowels with their corresponding diphthongs (ee > ie, 66
> y6). Diphthongization is common in some Finnish dialects, and it parallels a
historical sound change which is no longer productive in standard Finnish. Many of
the changes from front vowel to back vowel occurred after a velar consonant /k/,
and these were phonetic rather than phonological change: the beginning of a (short)
vowel sounded back, but the quality of the vowel changed, and the final part of the
vowel sounded like the front vowel (e.g. y > uy). The most common error type was
the raising of a mid-vowel (ee > ii, 60 > yy, 0 > u).

Subject 4 typically made word-final errors, whereas the other subjects made very
few errors in this position. Two error types predominated in this data. The most
common was the substitution of /i/ (a common ending of Finnish nouns) for the
vowel of the second syllable. Subject 4 also often added consonants /t/ or /n/ or the
vowel /a/ to the end of the word. These are common suffixes in Finnish.

Vowel errors occurring in the first syllable will be discussed in chapter 6. The
words of the repetition test were selected so that there were numerous obstruents and
resonants /1/ and /n/. Substitutions between obstruents (p > k, s > t etc) and
between /1/ and /n/ were relatively common in the data. However, these types of
errors should be analyzed in phonetic detail to distinguish between the perceptual
factors biasing the transcription and the subjects’ production difficulties. Subjects may
differ in preferences for error types. For example, Subject 11 (who was the most acute
of the patients) often substituted the word-initial consonant with /k/. Subject 14 made
numerous anticipation errors where /p/ was a common substitute for other
obstruents. In a few items, he also substituted affricates for /s/ (for example, kaa
instead of kasa, and pitsi instead of pdssi). However, on the basis of the present data,
it was impossible to determine whether these differences were accidental or more

interesting, that is, due to the acuteness of the brain damage, its size, or lesion
location.
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4. Neologisms and Verbal Paraphasias

Segmental errors and reologisms were typical for different types of aphasia. The
segmental errors were associated with difficulties in alternate and sequential motions,
whereas neologisms and verbal paraphasias were associated with semantic errors.
Kohn (1985) considered neologisms to be caused by a deficit at an earlier stage of the
production process than the phoneme errors. Some patients with naming difficulties
made frequent neologisms, but on the basis of the present data it was impossible to
determine whether there was a dissuciation between neologisms and semantic
paraphasias. It may be that neologisms are closer to the lexicon and lexical retrieval,
and the phoneme errors are closer to the motor end of the production process.
However, subjects with numerous word-final errors did not have neologisms. Thus,
there are two types of “lexical phonological® errors, neologisms and word-final
omissions. Phonological anosognosia may be a third lexical phonological error type.
Table (5.4.11) presents the neologisms and verbal paraphasias found in the data.

Table 5.4.11 Neologisms and Verbal Paraphasias

In the subjects’ answers, the subjects’ explanations and filled pauses are enclosed
in parentheses. The target and its English equivalent are also given in parentheses.

Neologisms

Subject 2: masyrsmy (majava ‘beaver’; unclearly articulated)
Subject 5: sarkovoo-ita (kitara ‘guitar’)

Subject 6: puulo (mikrofoni “microphone’), pois po (eikun) poispuuta pd (eikun)

to (mustekala ‘cuttlefish’)

ubject 10: (siindki taas yhden, yhti rimputettaa) <joo> (mut en tii mikd se o)
vaakuneko (harppu ‘harp’; unclearly articulated, laughs simultaneously)
Subject 11: kole ko ko kole (puujalat ‘stilts’), kurvi (merihevonen “sea horse’),
perkytrikoona (pingviini ‘penguin’), herko (eei ei, no perkule) kenouviinit (eiku ei
ei) (yksisarvinen ‘unicorn’)
Subject 13: rapuli (eiku) rapula (helikopteri ‘helicopter’), balkki (pingviini “penguin’)
Subject 14: paparba (majava ‘beaver’), dvrivittid (maissi ‘Indian corn’)

Verbal Paraphasias

Subject 13: lammas ‘sheep’ (naamari ‘mask’), kirkas ‘bright’ (tulivuori ‘volcano’),
varvas ‘to€ (sarvikuono ‘rhinoceros’), koivuja ‘birch trees’ (puujalat ’‘stilts’),
huhmari ‘pounding mill’ (linget ’collar for a horse’), riikinkukko ‘peacock’
(pyramidi ‘pyramid’), salkku “portfolio’ (rusetti ‘bow, knot')

Both nonfluent subjects (Subjects 5, 6, 14) and fluent subjects (Subject 13) produced
neologisms. Some of the neologisms produced by the nonfluent patients may have
been instances of extreme phonological errors (possibly a circumlocution with

phonological errors) that the examiner failed to recognize (e.g. puulo <?kuulo ‘hearing’




129

instead of ‘microphone’). For this reason, no firm conclusions could be made based on
these errors. |

The neologism made by Subject 2 was articulated hesitantly and, thus, it was
difficult to transcribe. However, this response could be interpreted as a contamination
of several words that were simultaneously activated during the naming task (majava
‘beaver + marsu ‘guinea pig’ + myyrd ‘vole’ > masyrsmy instead of majava 'beaver’).
There was yet another error that could be considered a contamination in the data,
namely (heli)koottori = kopteri ’(heli)copter’ + moottori ‘'motor’ which was produced by
Subject 9. The errors made by Subjects 11 and 13 were articulated fluently and they
seemed to be real, "pure" neologisms. It was difficult to "explain" such forms as balkki
or perkyrikoona as a response to a picture of a penguin (pingviini). Subject 13 also had
some verbal paraphasias that obviously should be considered "random" selections
from the lexicon. Some errors were difficult to classify (e.g. koivuja ‘birch trees’ for
‘stilts’ may have bee¢ 1 a-circumlocution or a semantic paraphasia).

On the basis of the present data it is difficult to determine if the different error
types (neologisms, verbal and semantic paraphasias) all refer to different levels of the
word-finding process that can be disturbed selectively in aphasia. No double
dissociations were found between these error types. It was possible that the error
types were different manifestations of the same underlying difficulty, or they may

have resulted from combinations of sevcral independent deficits. These error types
were particularly characteristic of the fluent patients.

There are at least two aspects of phonology that suffer in aphasia, the production
of phoneme sequences and the lexical phonological representation. In the discussion
of the results from the Qpeech perception and production tests, we referred to certain
indicators of lexical processing. Two problems were discussed: (1) the repetition of
non-words as real words, and (2) unsystematic phonological errors in the phonological
condition of the word-picture matching test. Neologisms and verbal paraphasias may
also refer to lexical difficulties. A comparison of patients with lexical difficulties as
determined by the above variables, is presented in figure (5.4.2).
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Figure 54.2 Lexical Phonological Errors

Abbreviations:

non-word = numerous non-words repeated as real words

phon unsyst = numerous unsystematic errors in the phonological condition of the
word-picture matching test, i.e. not confusions of minimal pairs

neologisms = neologisms in naming and picture description

verb par = verbal paraphasias in naming and picture description

omission = word-final omission of sounds and syllables

anosognosia = phonological anosognosia

The numbers refer to subjects.

. nen-word 2 (10) 11 14 (15)
. phon unsyst 10 11 12 13 14 15
. neologisms 2 10 11 13 14

. verb par 13
. omission 4

. anosognosia

Subjects 4 and 9 had a tendency to omit the ends of the words when repeating and
naming long words. Subject 9 had phonological anosognosia. These results do not "fit"
into the other results presented in figure (5.4.2), even if Subject 4 has difficulties with

three of the above variables. This may imply that there are several types of lexical
phonological deficits.

5.4.3 Conclusion

In this chapter, the central issue has been about the characterizing of the phonological
aspects of the aphasics’ speech production and perception. We have concluded that:

(1) Phonological deficits are not always associated with “dysarthria” that was
characterized by voice disorders and by certain types of nonfluent articulation (e.g.,
difficulties with alternate motions).

(2) The phonological segments of speech perception and speech production can be
selectively disturbed. There are subjects with phonological speech perception problems
(accompanied possibly by mild speech production problems), and subjects with a
phonological speech production problem (without speech perception problems).

(3) Several types of production deficits can be classified as "phonological".
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(4) There are segmental errors in speech production that must be classified as
phonemic (i.e. it is unnatural to describe these errors with reference to articulatory
gestures, distinctive features, allophones, or syllables).

(5) Anticipation errors are articulatory. This is indicated by the errors in which the
patient begins with a correct syllable but fails to accomplish the complex sequence of
articulatory movements. The most characteristic errors were anticipations of voiceless
obstruents (p, t, k, s). In the most severe deficit, the word-medial obstruent was
anticipated and substituted. for the word-initial consonant. In a milder deficit, the
anticipations only occurred in long words.

(6) Some patients often omitted the word-final sounds or syllables of long words.

(7) Some patients made more vowel errors than other patients.
(8) Some patients made more word-initial distortions than other patients did.

(9) A more detailed error classification (e.g. a classification of the errors into

weakening, substitution, shortening and lengthening errors) may reveal additional
differences between the subjects.

(10) One patient had phonological anosognosia which referred to a particular type of
phoneme substitution error.

(11) Some patients made neologisms and verbal paraphasias in the naming and picture

description tests, and unsystematic phonological errors in the word-picture matching
test.

(12) The semantic errors of speech perception and speech production dissociated from
the phonological errors.

(13) According to the present data, the semantic difficulties were modality-
independent. Other error types also appeared to be a result of modality-independent
deficits, and they were classified as lexical phonological disturbances (neologisms,
verbal paraphasias, unsystematic errors in the phonological condition cf the word-




picture matching test, possibly also word-final omissions and phonological
anosognosia). There seem to be several types of lexical disturbances.

There seemed to be many different types of errors. The more detailed the analysis, the
more differences were detected between the subjects. This was particularly true when
comparing vowel and consonant errors in bisyllabic items. On the basis of the present
data it was impossible to conclusively define the factors contributing to the different
error types. The linguistic implications of the error types will be discussed in chapter
7.2. In aphasiology, it is usually assumed that the differences correspond to different
lesions. However, differences in age, education, history of language use, and
personality also must be considered as contributing factors.




6 Listening Experiment and Acoustic Analysis
6.1 Introduction

A phonetic analysis should provide information about the underlying factors that
contribute to sound substitutions. The role of the listener’s way of perceiving deviant
speech should be estimated, and the relation of ;Shonetic variation to sound
substitutions should be studied in greater detail. In this study, the phonetic analysis
consisted of two experiments: a listening test and an acoustic analysis. These two
experiments were independent in the sense that the words analyzed in the two
experiments were not the same. The listening experiment focused on the listener’s
judgments of articulatory fluency. The speaker’s correct and incorrect responses were
compared in different tests (naming and repetition). In the acoustic analysis, the
formant frequencies and duration of the eight Finnish vowel phonemes (both short
and long) were measured in the first (stressed) syllable.

According to the linguistic interpretation of aphasia data, it is assumed that
patients with Broca’s aphasia (and anterior lesions) have a motor speech production
disorder (that is distinct from dysarthria). Patients with Wernicke’s aphasia (and
posterior lesions) show a phonological (i.e. premotor) speech production disorder.
Some patients have both a motor and a phonological deficit (Blumstein, 1981). There
may be problems with this interpretation of the data. According to Blumstein (1973),
all the literal paraphasias (in Broca’s, Wernicke’s, and in conduction aphasia) are of
the same type: unmarked sounds tend to be substituted for marked sounds.
MacNeilage, Hutchinson and Lasater (1981) have re-analyzed the results of three
detailed speech apraxia studies, and their results support the motor difficulty
hypothesis. According to this hypothesis, motor difficulties cause the markedness
effects observed in speech apraxia. However, there are results according to which
different types of phoneme substitutions can be distinguished in aphasic speech.

In the acoustic analyses of aphasic sound substitutions, there is evidence for two
error types: phoneme substitutions and distortion errors (c.f. chapter 3.2). Kent (1983:

84) has proposed that apractic errors in articulatory positioning and response
sequencing might be explained by a theory of speech motor control in which (1)
temporal schemata regulate the sequencing of movements and (2) spatial targets are

specified within a space coordinate system of the vocal tract. The schemata are means
by which abstract linguistic units such as phonemes can make contact with the
physical events of articulatory control. MacKay (1970) has proposed that sound
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substitutions in slips of the tongue are phonemic, i.e. the units that are anticipated or
substituted are phonemes and not, for example, allophones.

If there are two types of errors -- linguistic errors and motor errors — the motor
errors should be characterized by increased phonetic variation in both the listening
experiment (more dissension in transcriptions and ratings for less fluent articulation)
and an abnormally high standard deviation in durations and formant frequencies,
whereas the linguistic errors should not show an increase in phonetic variation. If two
types of errors can be distinguished, we should also be able to find two groups of
patients, one group with a motor problem, and another group without motor
involvement (according to the four measures). Furthermore, the acoustic analysis will
provide data for a comparison of the temporal and spatial aspects of articulation.
There may be errors that are due to a difficulty in controlling the temporal aspects of
articulation, and errors that are due to a difficulty in controlling the spatial aspects
of articulation. Shinn and Blumstein (1983) have presented evidence to establish that
spatial aspects of articulation remain intact in aphasia.

According to Love and Webb (1986: 134-5), only bilateral brain damage results in
a severe involvement of speech musculature. Aphasic patients usually have unilateral
brain damage. It is a common clinical observation that many patients recover their
articulatory deficits (to a remarkable extent) during the first few months following the
. onset of aphasia. It is not self-evident that this recovery is due to the compensatory
reorganization of the motor systems. However, according to MacNeilage et al. (1981),
the motor problem of the aphasic patients "resolves into phonologically predictable
strategies”. The existence of such compensatory strategies would explain why the
2rrors are phoneme substitutions in which unmarked phonemes (motorically simpler
sounds) substitute for marked phonemes. The methodology of the current study does
not allow for an analysis of possible compensatory mechanisms. The present data only
allow for an analysis of remaining difficulties when the compensatio'n is incomplete.

Increased variation in vowel durations is often interpreted as an explicit measure
of damage to the motor systems (e.g. Duffy and Gawle, 1984: 169). This measure is
independent from the proportion of phonological errors. If the subject has a motor
problem, it is sensible to assume that the phonological errors are related to this motor
problem. This can be tested by calculating the correlation between the amount of
variation in segment durations and the number of phonological errors.

Lecours and Lhermitte (1973) proposed explicit criteria for distinguishing between
phonetic and phonological deficits. The criteria relied on the listener’s judgements
about the nature of aphasic speech. It is important to determine what it is about
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aphasic speech -- what are the specific features that give an impression of nonfluent
versus fluent articulation? Is it merely increased variation in all speech production? To
what extent is it due to voice disorders, and what are the more specific factors
involved? The present study focuses on formant frequencies and vowel durations.
These measures provide only a partial answer to the questions. A comprehensive
understanding of the mechanisms of arﬁmlatory nonfluency can only result from a
more comprehensive phonetic analysis.

Some "substitutions" may also be due to the listener's false identification of the
aphasic speaker’s intention. In most of the misidentified items, the listeners should
provide different transcriptions, and rate the articulation as poor. However, the
production may also be off-target in such a way that it gives rise to similar (false)
identifications by all the listeners. In such cases, the comparison of ratings and
transcriptions may be informative.

The rating experiment provides a direct way of comparing the linguistic
classification (where two types of disorders are distinguished) with the "motor theory"
(where there are different types of motor errors). If the two stages of speech
production (the premotor, phonological stage and the motor stage) exist, then two
types of errors should appear in the rating experiment: (1) errors due to motor
difficulty should result in a variation in transcriptions and rating for nonfluent
articulation, whereas (2) errors due to premotor difficulty should result in relatively
similar transcriptions by all the listeners and in ratings for fluent articulation. If all the
literal paraphasias were due to a motor difficuity there would be no errors of type (2).
These theories do not predict a difference between naming and repetition.

Of particular interest is the nature of the errors made by "fluent” subjects. Some
theorists such as Luria (1973) and Hardcastle (1987) claim that completely fluent
patients with production difficulties do not exist. What lies behind the fluent aphasics’
articulatory troubles is impaired feedback monitoring. If Luria and Hardcastle are -
right, all crrors made by aphasics should be hesitantly articulated. The phonetic
analysis should reveal which patients have a motor control problem. However, it is
not clear how the increased variation for durations should be related to the possible
loss of feedback from the articulators. It is also possible that some of the errors are
pure phoneme substitutions. The question remains whether or not such errors are also
produced in tests other than the repetition test. In repetition the pure phoneme
substitutions can be patients’ misperceptions.
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6.2 The Rating Experiment

The aim of the rating experiment was to test the reliability of the clinical classification
of aphasia into the fluent and nonfluent types, as well as the success of the two-stage
view of speech production in predicting the nature of the errors made by the speakers
-- are the errors of nonfluent speakers distortions, and the errors of fluent speakers
phoneme substitutions? The naming and repetition tests are compared in order to
control for the possible sources of phonetic variation. The transcriptions also served as
a measure of reliability of the phonological analysis found in chapter 6.3.

6.2.1 Subjects

Ten subjects were included in the rating experiment. Of the aphasic patients, three
were considered (predominantly) fluent, (9, 12, 13), three were clearly nonfluent (5, 6,
14) and two were neither typically fluent nor nonfluent (4, 11). Here, fluency was
determined on the basis of phonological criteria (c.f. chapter 5). The fluent subjects
had more difficulty in the naming and picture description tests, and less difficulty in
the repetition test. The phonological errors typical of these subjects were neologisms
and verbal paraphasias. The nonfluent subjects had difficulties with alternate motions.
Subjects 4 and 11 had less difficulty with alternate motions but they failed in the
sequential motion test. Two of the aphasic subjects were female, one of them had
fluent aphasia, and the other one nonfluent aphasia. Also two controls (16, 17) were
included in the experiment, one male, and the other female.

6.2.2 Listening Tapes'

Five hundred words were analyzed, ie. fifty words per speaker. The words were
selected by the experimenter so as to provide a balanced set of data of both
(relatively) successful and unsuccessful pronunciations by the subjects. It was
impossible to check for the exact nature of the variation in transcriptions because
different words were selected from different speakers. If the same words had been
selected for all speakers, it would have been ir:possible to vary the correctness of the
answer. Twenty of the words were taken from the confrontation naming test, twenty
from the repetition of real words, and ten from the repetition of non-words.

! Listening tapes were made at Haskins Laboratories under NICHD Contract NO1-HD-5-2910.
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Non-words were included in the experiment because literal paraphasias often resulted
in non-words that could be rated differently from real words by the listeners. An
attempt was made to balance the words for frequency, length, and phonetic
composition. Furthermore, effot was made to select the speakers’ best productions
(especially of the nonfluent patients) as the correct answers. As the incorrect answers,
literal paraphasias (those that did not sound distorted) were preferred. If these were
not found, the experimenter selected other incorrect answers {neologisms, verbal
paraphasias, distortions).

The words were selected according to the following criteria (the number of
syllables was always based on the real productions by the subjects, not on the target
words):

a) naming: a total of 20 tokens per patient

There were ten bisyllabic and ten trisyllabic answers. In each group, five items
were real words (correct answers) and five were non-words (i.e. either articulatory
distortions, iiteral paraphasias or neologisms).

b) repetition of real words: a total of 20 tokens per patient

There were ten bisyllabic and ten longer answers. Five words in each group were
correct repetitions and five were non-words (i.e. errors).

c) repetiticn of non-words: a total of 10 tokens per patient
There were five correct and five incorrect repetitions (preferably six phonemes

long). For each subject, an attempt was made to balance the length of the correct
and incorrect answers.

In selecting the correct answers (a and b), werd frequency was noted: both high
and low frequency words were analyzed. However, frequency could not be varied
systematically because some patients were only able to correctly produce the most

common words. For those patients who made very few mistakes, all the incorrect

answers were included. If, for example, only three bisyllabic incorrect answers were
found in the repetition test, then two longer, incorrect answers were included (instead
of the bisyllabic ones). In this case, also three bisyllabic and seven longer, correct
answers of the repetition test were analyzed. It was difficult to find the required
number of correct answers for some patients, especially in trisyllabic words. In such
a case, bisyllabic words (both correct and incorrect answers) were substituted for the
trisyllabic words.

An attempt was made to control the frequency of the items produced by different
speakers (both relatively frequent and infrequent items were included) because the
listeners may be affected by word frequency. When the patient says a frequently
occurring word, it may be easier for the listener to predict what is being said. Thus,
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the listener would not be required to pay close attention to the accuracy of the
production, and the frequent words would be rated relatively fluent. Word frequency
was estimated on the basis of the Frequency Dictionary of Finnish.

The same criteria were used for selecting the controls’ words as had been used for
selecting the patients’ words. However, there were very few incorrect answers in the
control data.

Table (6.2.1) gives the number of different types of words selected for each
subject.

Table 6.2.1 Types of Words in the Listening Experiment

naming repetition  repetition
(words) (non-words)

OK wrong  OK wrong OK wrong
5 5 5 5

5 5

10 10

short
long
short
long
short
long
short
long
short
long
short
long
short
long
short
long
short
long
short
long

(SRR R RO R RSB R RS RA RN RS R NS, NS, ]
(G RGRG RS EGRERGRG RS RE RN RS RS NS, RS, ]

— g [N C e NS WS RS RS, ]

o

5
5
5
5
6
5
5
9
8

=W =g n
—

o

The items were randomized and recorded on tapes. Only one occurrence of a word
(or a non-word) was allowed on one tape. In order to keep the number of tapes as
small as possible, the similarity of the items was judged on the basis of the actual
productions. In two instances very different literal paraphasias of the same target were
allowed on one tape. Also, different naming responses (sezantic paraphasias) for the
same target were allowed on one tape. Five tapes were made containing hundred
items each. The tapes were balanced for words vs. non-words (on the basis of the
target) and speaker (each tape had ten items from each speaker). Each item consisted
of a given token recorded twice in succession with a 500 ms pause between
repetitions, followed by nine seconds of silence before the next item. There were

twenty-five practice items at the beginning of each tape. The word list for each tape
is found in appendix (6).
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On Subject &'s tape, there was a continuous background noise (obviously coming
from a lamp) that was difficult to filter out. Subject 11 spoke quietly. It is possible
that these facts had a slight effect on the results obtained, and this will be discussed
later in connection with the results.

6.2.3 Raters and Rating Sessions

The total number of listeners was 125, i.e. twenty-five listeners per tape. Twenty-five
listening sessions were organized in a quiet laboratory at the Department of Phonetics,
at the University of Helsinki. The number of listeners in one session varied from one
to thirteen. The listeners who volunteered were liberal arts undergraduate students

from the University of Helsinki. Table (6.2.2) provides some information about the
raters and the rating sessions.

Table 6.2.2 Information about Raters and Rating Sessions

tape 1 ' combined

number of 6 25
sessions

listeners:
male 2 17
female 22 23 108

age:
mean 22 26 22 23 23 23
variation 19-30 19-42 19-29 19-26 20-33

years of study:
mean 23 32 26 23 27 26
variation 1-8 111 1-8 16 1-10

The listeners were asked to record (according to the Finnish orthographic system, they
were advised not to use the IPA system) the words and non-words they heard --
ignoring the meaning of the item -- and rate these words and non-words for the
fluency of articulation on an answer sheet (normal-abnormal, scale 1-5). The answer

sheet and its English translation are presented in appendix (7).

6.2.4 An Analysis of the Answers

The analysis covers the amount of variation in transcriptions and the rating for

articulation. The variation in transcriptions was described in terms of relative entropy
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1
entropy = H = -A Y, Plog,,P

i=1

where A= 1/log,; relative entropy = H/maxH (Vasama and Vartia, 1973: 100-101). P
is the relative frequency of a transcription variant, and 1 is the number of different
transcription variants. Relative entropy was 0 when there was consensus among all
raters, and it was 1 when all the raters provided different transcriptions. The ratings
were characterized by the median for each item on the tapes. When the median was
1, the raters judged the articulation to be normal, but when the median was 5, the
raters considered the articulation to be extremely inaccurate.

A comparison of the speakers was made using the following variables: (1) the
amount of variation in transcriptions, and the rating for articulation, (2) the
test-specific differences, and (3) the correct and incorrect answers.

6.2.5 Results

The data were subjected to an analysis of variance. The analysis of relative entropy
and means of the medians provided very consistent results. According to the
principles of statistics, the medians of the ratings should not be subjected to an
analysis of variance. In the present study this principle was violated because it was
suspected that the ratings might give more reliable results than the transcriptions. The
results should be interpreted with caution, especially if they differ from the
transcription results.

Statistically significant main effects were observed for both subject, test, and
correctness. According to the "medians”, the interaction between subject and test
approached significance. Otherwise, the interactions appeared not to be significant. The
results of the statistical analysis are reported in appendix (8). In the following pages,
the results will be discussed in more linguistic detail.

Ratings and Variation in Transcriptions

A comparison of speakers for variations in transcriptions (means of relative entropy)
and ratings for articulation (medians of the median) revealed a continuum, where on
one end were the controls, and at the other end some of the nonfluent subjects. A
scattergram of the medians of the ratings and the means of relative entropy for
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variation in transcriptions indicated that there was a linear relationship between the
two variables. The results are presented in figures (6.2.1) and (6.2.2).

Figure 6.2.1 Variation in Transcriptions Figure 6.2.2 Rnlings
means of relative sntropy medlans for the medians of the ratings
.nnrg?x

16 17 [ 5 3 ] ) 11 12 13
© subject subject

According to the transcriptions, only the controls clearly differed from the
aphasics. The median of the ratings was a robust measure, but even according to this
measure, a slight difference between fluent and other aphasics was found. When the
subjects were dealt into three groups - controls (16, 17), fluent aphasics (9, 12, 13),
and nonfluent aphasics (5, 6, 14) - a significant difference was found between the
groups (analysis of variance for relative entropy, df=2, SSE=12.86, f=122.02, p<0.0). The
relative order of the subjects was almost the same according to both the relative
entropies and the medians. There were a few differences between the results obtained
with the two variables. For example, using the transcriptions, Subject 11 appeared to
be more nonfluent than when evaluated by the ratings. One possible explanation for
this is that he produced some words relatively siiently, which may have increased the
amount of variation in the transcriptions. The listeners wore able to take into
consideration the silent voice and adjust their ratings for articulation.
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Test-Specific Differences

Tables (6.2.3) and (6.2.4) present the data organized according to the different tests
and according to the correctness of the answers.

Table 6.2.3 Variation in Transcriptions

(means of relative entropy per subject)

subject naming repetition repetition
: (words) (non-words)
corr incorr corr incorr corr  incorr

6 087 089 085 090 090 088
11 077 085 084 082 082 0.90
14 - 081 09 073 073 079 086

5 065 080 060 0.74 090 085

4 057 071 052 078 078 071

9 053 072 053 076 066 0.84
12 0.67 076 048 0.66 062 079
13 071 065 039 068 0.74 058
17 043 - 424 040 053 079
16 037 - 021 050 045 024

Table 6.2.4 Ratings for the Correct and Incorrect Answers in the Different Tests

(medians of median per subject; as there was an even number of items in some
conditions, the median may have two values)

subject namin§ repetition repetition
words) (non-words)
corr incorr corr incorr cerr  incorr

6 4 4
11 3+4 344
14
5
4
9
12
13
16
17

4
3+4

[t \° 3 (I E LSS R SR I
— N G2 G2 Wb i WA
el A LSS IS SV I OT I R S

+2

A visual inspection of the tables reveals a clear difference between the tests, especially
for the correct answers. An analysis of variance for the relative entropy showed that
the differences were statistically significant both when the data were analyzed as a
whole (df=2, SSE=1.367, {=9.01, p<0.0001) and for the correct answers (df=2, SSE=1.658,
=9.44, p<0.0001). The rating results were not subjected to a statistical analysis but
they showed the same tendency. The differences were clearest between naming and
repetition of real words, and between repetition of real words and non-words.
According to both variables, the variation in transcriptions and the median of ratings,
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the named words were articulated less fluently than the repeated words. The
test-specific differences were the clearest for the control subjects and some fluent
aphasics (Subjects 12 and 13).

Variation in naming is caused by the "hesitancy" that occurs when the subject
searches for a word. There was a clear difference between the controls and the
aphasic subjects. Subject 13 most resembled the control subjects. It is possible that the
slightly greater "hesitancy” on the part of the fluent aphasics (as compared to the
controls) was qualitatively similar to the naming "hesitancy" of the controls. As to the
repetition of non-words, the listeners' always rated non-words less fluent than real
words. Thus, the listeners may perceive (and rate) nonexistent items differently than
items that do exist in the lexicon. Another plausible explanation refers to the speakers.
The effect may be explained by the extra processing needed to articulate items that

are novel and do not exist in the lexicon. Also erroneous items may be articulated
more hesitantly than correct items.

Correct versus Incorrect Answers

The examiner judged an answer’s correctness on .the basis of its phonological
correctness. The results were presented in tables (6.2.3) and (6.2.4). According to the
relative entropy, the difference between incorrect and correct answers was statistically
significant (c.f. above). The ratings provided further support to the difference between
correct and incorrect answers.

When the correct answers were analyzed, the subjects’ order on the continuum of
speakers (with controls at one end, and nonfluent aphasics at the other) resembled the
order obtained when the data were analyzed as a whole. According to the ratings, the
only clear difference was between the controls and the aphasics. According to the
transcription variations, the nonfluent patients and Subject 11 seemed to form a group
that differed from the other speakers. The difference between the aphasic patients and
the controls was also clear. For control subjects, the means of relative entropy ranged
from 0.32 to 0.37, and for aphasics the means of relative entropy ranged from 0.55 to
0.86.

When the incorrect answers were analyzed, the order of the speakers on the
continuum was different than in the previous analyses. According to the variation in
transcriptions, only Subject 16 was clearly different from the other speakers. However,
the controls made very few mistakes (i.e., two errors were made by Subject 16, and

three by Subject 17). In general, the incorrect items produced by the two controls were
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more fluent than those produced by the aphasic patients. However, the difference was
not very striking, and there appeared to be different types of errors. The differences
in articulatory fluency between the subgroups of aphasic patients were even less clear.

For the correct answers, test-specific differences were very clear. In contrast, for
the incorrect answers the difference between the tests did not prove to be a factor. In
both the naming and repetition of real words, there was a clear difference between
the incorrect and correct answers. However, the difference can be accounted for in

two ways — the incorrect answers are non-words, and they are incorrect. In the

repetition of non-words there was a difference between correct and incorrect answers
which was statistically significant (analysis of variance for relative entropy, df=l,
SSE=0.262, £=5.15, p<0.0254). As a rule, the subjects’ correct answers were judged to
be more fluent than their incorrect productions. However, for some speakers there was

no difference between the correct and incorrect answers, and the correct answers could
even be rated as less fluent than the incorrect answers. We can conclude, that the
listeners evaluate words as more fluent than nonexistent items, and this effect is
stronger than the differences in articulatory fluency for correct versus incorrect items.
The nature of the errors may be different in the different subgroups of aphasic
patients. A more exhaustive comparison of correct and incorrect items may reveal the
nature of the differences in more detail.

Another source of information comes from a closer analysis of the different
transcriptions provided by the listeners. Such an analysis could reveal differences
between different classes of sounds, e.g. vowels and consonants. The present data
were not very suitable for this analysis because different items were selected from the
speakers. However, the transcriptions of the controls’ errors were analyzed in order
to see what these errors were like. The controls made three errors (that were noticed
by the examiner) in the repetition of non-words, Subject 17 made two errors and
Subject 16 made one error. Subject 16’s mistake was heard in the same way by most
of the raters. The target was nerikutto, 24 raters had recorded nelikuttu, and one
nelikuttuh. This can be interpreted as the repetition of a non-word as a word because
both neli- and kuttu exist, and can be thought to form a nonsensical compound. One
of Subject 17’s errors resembled the mistake made by Subject 16. However, there was
more variation in the listeners’s transcriptions of this error. The target was outakouro,
and the most common transcriptions were outakoulu (13 listeners had provided this
transcription), and outakourn (recorded by 8 listeners). In these forms, the nonsensical
second part of the compound is substituted with an existing word koulu ‘school’, or

kouru "gutter’. There were also three other transcription variants. The other error made
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by 17 was somewhat different. The target was unkura and 7 listeners recorded it in
this way, but 18 listeners recorded onkura, which is a non-word. In this case, Subject
17's production of the vowel /u/ may have been "off-target".

There were two errors made in the repetition of real words, one by Subject 16 and
the other by Subject 17. Subject 16 repeated tiili as tilli (20 transcriptions, three
listeners had heard pilli, one dtilli, and one illi). Subject 17 repeated kyyti as pyyti (22
transcriptions, two heard tyyti, and one pyytin). Thus, these errors appeared to be
relatively "pure" scund substitutions, i.e. we can assume that the speaker intended to
utter tilli and pyyti. The experimenter did not hear errors in the naming test for the
comparison group, and we can thus tentatively assume that errors in repetiﬁbn were

related to perception (either a misperception by the subject tested, or by the listeners
rating the subjects).

6.2.6 Discussion

The subjects’ order was similar in the various comparisons. Patients who were
classified as fluent were closer to the controls on a speaker continuum, and the other
aphasics differed more from the controls. This was in accordance with the common
clinical distinction between nonfluent and fluent aphasia. However, all aphasic
speakers were rated less fluent than the controls. Thus, the speech of the fluent

aphasics was not fluent in the phonetic sense. The phonetic variation in naming
seemed to be related to the retrieval of the word form from the lexicon. Noi.-words
were rated as less fluent than were real words, which may also be explained with

reference to the lexicon: the items that exist in the lexicon are either easier to perceive,
or easier to produce, or perhaps both. Words with sound substitutions were not
judged to be as fluent as correct answers. This was because the listeners could have
perceived non-words differently from real words. However, there was also a difference
between correct and incorrect non-words, the latter being less fluent. There seemed to
be different types of errors, and the analysis did not reveal if all words with
phonological errors were articulated less fluently than correct items. In the following
discussion, three major points will be examined: (1) the fluency versus nonfluency

dichotomy, (2) the nature of sound substitutions, and (3) the reliability of the
transcriptions of aphasic speech.




P
Fluent and Nonfluent Aphasia

One of the aims of the listening experiment was to experimentally test the validity of
defining the fluency vs. nonfluericy dichotomy in articulatory terms. A statistically
significant difference was observed between these two patient groups, and both the
results from the listening experiment and from the error classification (fluent patients
had semantic errc;rs, whereas nonfluent patients had segmental phonological errors;
fluent patients made no errors in the repetition test, whereas nonfluent patients made
an equal number of segmental phonological errors in the repetition, naming, and
picture description tests) provided consistent results. Thus, we can conclude that the
speech of the nonfluent aphasic patients is less well articulated than the speech of
fluent aphasic patients. However, tlis does not mean that the speech of the fluent
aphasics would not differ from the speech produced by the control subjects. On the
contrary, the speech of the fluent patients was evaluated to be less fluent in
comparison to the conirol subjects’ speech. The most likely interpretation for these
findings is that there are several types of phonetic variation: certain types are typical
for nonfluent aphasic patients, and certain types are typical for fluent aphasic patients.
The fact that test-specific differences were revealed even in the control data points to
the lexical nature of certain types of phonetic variation. The relation of phonetic
variation to phonological errors will be discussed in detail in chapter 6.4.2.

In connection with descriptive speech, fluency was analyzed on the basis of
grammatical criteria. In this respect, the most useful measure was the average number
of all words in a unit (“all words per unit"). In counting "all words", fillers, false
starts, and repetitions were included in the word count, and a unit was defined as a
simple sentence with one finite verb. Of the subjects included in the listening
experiment, Subjects 11 and 14 were classified as nonfluent, whereas Subjects 4, 9, 12,
and possibly 13 and 16, were classified as fluent. In the literature (e.g. Paradis, 1987),
grammatical fluency is often determined on the basis of utterance length. In the
present data, Subjects 11, 12, 13, and 14 produced the greatest number of subordinate
sentences. For the nonfluent subjects (Subjects 11 and 14), both the main clauses and
the subordinate sentences were short, whereas the fluent subjects (Subjects 12 and 13)
produced longer subordinate sentences. Thus, the criterion used in classifying subjects
as fluent and nonfluent has a slight effect on the results. However, both unit and
utterance length provided relatively similar results.

A comparison of grammatical and phonological criteria for determining fluency

did not provide completely consistent results. Subject 4 was very fluent according to
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grammatical criteria, but he made many phonological errors. On the other hand,
Subjects 5 and 6 were clearly nonfluent according to the articulatory/phonological
criteria, but did not differ from the controls according to the granunatical criteria.
However, Subjects 9, 12, and possibly 13, were fluent according to both sets of criteria.
The grammatical fluency of Subject 4 was mainly due to the great number of false
starts and corrections in his speech, but he was not classified as nonfluent evenr when
the "empty elements" were eliminated from the word count. .

On the basis of the present analyses, the articulatory or phonological criteria, and
the grammatical criteria appeared to give slightly different results concerning the
classification of aphasia as fluent and nonfluent. It is likely that these two aspects of
language production are independent of each other. However, the grammatical aspects
of fluency should be studied in greater detail before drawing final conclusions.

According to the present results, fluency was not directly related to the severity
of aphasia. For example, Subject 4 had severe aphasia (severity rating "2", c.f. table
4.2). The listeners judged his speech to be relatively fluent, and he also produced long
utterances (even if he seldom succeeded in uttering complete words). The nonfluent
patients (e.g. Subjects 6 and 14) had less severe aphasia (severity rating "3"). Subject
9 also received severity rating "3", but his aphasia was classified as fluent according
to both articulatory and grammatical criteria, and the error classification also

supported this classification.

The Nature of Sound Substitutions

One important question was whether or not one could gather evidence from
phonological errors to support the hypothesis that phonological deficits were
independent of the speech production motor processes. Because of the literal
paraphasias, real words were changed to non-words that were perceived differently
from real words by the listeners. The listeners provided more varied transcriptions for
non-words than for real words, and non-words were also rated as less fluent than real
words. It was also possible that non-words were articulated as poorly as named
words because they were not a part of a speaker’s lexicon. Results from the present
experiment did not conclusively solve the question of the phonological deficits.

For the control subjects and for most of the patients, there was significantly more
variation in the named words than in the repeated words. One can interpret this fact
in two ways: (1) whatever difficulty the speaker had in performing the test, it was

reflected in his speech production as an increase in the phonetic variation, or (2) the
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increase in variation indicated a motor difficulty in finding the right word (i.e. that
the lexical phonological representation was somehow motor in nature, or that it was
more closely related to motor speech production than to the other aspects of the
lexicon). In the latter case, there should not be an increase in the amount of variation
for the semantic paraphasias. Among the phonologically correct answers there were
some semantic paraphasias. For the one semantic paraphasia produced by the control
Subject 16, the median for ratings was 1 and all the raters had transcribed the word
in the same way. The same was true of one semantic paraphasia by Subject 9. The
semantic paraphasias produced by nonfluent patients were rated less fluent than those
produced by fluent patients and controls. This may be because their speech production
problem affected all the words that were articulated to an equal extent. Lack of
phonetic variation in semantic paraphasias means that the various types of cognitive
difficulty do not increase phonetic variation in words. Thus, the phonetic variation
observed in named words stems from some specific source that could be the
phonological form in the lexicon or is a result of the speech-language interface, i.e.
the way in which the phonological forms make contact with the motor speech
production system.

A detailed look at other types of errors, for example, verbal paraphasias and
neologisms, could shed light on the source of phonetic variation. The listening results
combined with an acoustic analysis would make it possible to explore the possible

differences between the sound substitutions in the repetition test, some being

substitutions and some being misperceptions, and some misproductions. In this study,
the repeated ron-words and the named words were less fluent than the repeated
words. Non-words are not represented in the lexicon. Thus, in this respect, the
repetition of non-words obviously differs from the repetition of real words. When
repeating existing words, the lexical itemt to be produced may already receive its’
activation during speech perception. In naming, the speaker must activate the lexical
item to be produced. The activation (and selection) of the phonological form in speech
production may lead to phonetic variation. This may be interpreted as support for the
different sources of phonetic variation (e.g. the activation and selection of the
phonological form, the production of items that are not in the lexicon), and as
evidence against the motor nature of the lexical representation.

The incorrect non-words were articulated less fluently than the correct non-words.
This indicated that some hesitation may be associated with the production of a
phonological error. However, the fact that one control subject had more variation in

the correct rather than in the incorrect repetitions of real words can be cited as




149
evidence for the argument that there are different sources of phonetic variation and
different error types. _

A qualitative analysis of the listening results would shed light on the differences
between error types. The speakers and the ratings that their productions received
could not be compared systematically because different words were taken from the

speakers. The examples of phonological errors discussed under "transcription
reliability” will demonstrate the possibilities of such an analysis.

Transcription Reliability

Two measures of variation were used in the current study, relative entropy of

transcriptions, and rating for normality of articulation. A closer look at the results
would allow for an estimation of the transcription reliability, and, thus, it would
provide an estimation of the reliability of the phonemic error analysis of chapter 54.2.

The relative entropy of transcriptions may not directly reflect the nature of the
patients’ difficulties, even if it reveals the test-specific differences in normal speech
production. The human ear may be more sensitive than the transcriptions. In the
transcriptions, the existence of certain letters and the lack of other letters may lead
people to artificial choices and thus restrict their possibilities in expressing everything
that was heard. However, there may be instances in which the human ear fails. Some
types of variation may be reflected more reliably in the transcriptions than in the
ratings. It is possible that people sometimes categorically perceive deviant sounds,
rating them as fluent, but there is variation in the way in which people transcribe
these sounds. A problem with randomized listening tapes is that the listeners are
uncertain about the identity of the speakers, and consequently some misperceptions
may result from a failure in vocal tract normalization (Lieberman and Blumstein, 1988:
177-179). |

The present experiment made use of a five point rating scale. There were twenty-
five practice items in the beginning of each tape. There were examples of both
excellent and very inaccurate articulations among the practice items. Nevertheless,
dif‘erent listeners may interpret the intervals of the scale in slightly different ways,
and the listeners may also base their ratings on different features of abnormal
articulation. The present data did not reveal the factors underlying the rating and
transcription results.

Variation in transcription depends upon the training of the transcribers. Also
transcribers’ expectations have an effect on the results (Oller and Eilers, 1975). The
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raters in this experiment were informed that they would hear words and non-words
produced by normal and aphasic speakers. These listeners were untrained, and did
not have previous experience in transcription. The use of experienced transcribers (and
raters) would have affected the results, but it is unlikely that the differences between
speakers or conditions would have changed.

There are some experiments that address the question of variation in speech
perception under less than optimal listening conditions (e.g. Hirsh, Reynolds, and
Joseph 1954). Lack of articulatory fluency may have the same effect as masking by
white noise or filtering — it increases the variation in transcriptions. Data collected
from this study did not allo. for a qualitative error analysis because different words
were selected from different speakers. For this reason, it remains uncertain whether or
not the effects of the articulatory type of "noise" on the transcriptions differ from the
white noise added to the tape-recordings in, for example, the experiments by Miller
and Nicely. (1966, c.f. Clark and Clark, 1977). Whatever the effect of noise, conditions
for the patients and controls should not differ such that the comparison would be

unreliable. The following examples provide further information about transcription
reliability. '

The phonological errors produced by Subject 12 (one of the most fluent aphasics

according to the error types, cf. 5.3) were included in the rating experiment. In the
repetition of words there were two instances of consonant substitutions (target kyky
was repeated as pypy, and target kyy as pyy). In kyky the listeners transcribed the
word-initial consonant as /p/, and a majority (23 of 25) transcribed the word-medial
consonant as /p/, and finally two other listeners had interpreted it as a /t/. Twenty-
two listeners had transcribed the vowels of the first and second syllables as /i/, two
listeners had interpreted them as /e/, and one as /y/. In kyy twenty-four of twenty-
five listeners had transcribed the word-initial consonant as /p/, but only one had
interpreted it as /t/. There were also two instances of word-final vowel substitutions:
target tossu was repeated as fossi, and target norsu was repeated as norsi. In tossu, the
subjects transcribed the word-final vowel as /i/ (either short or long). In norsu,
eighteen listeners transcribed the word-final vowel as /u/, four subjects reported it as
an /i/, two as /y/, and one did not hear a vowel at the end of the word. If the
majority view is taken as the point of reference, the transcription of the consonants
was quite reliable, but for vowels, the transcriptions had a bi-modal distribution in
two instances. In the repetition of non-words, Subject 12 made one metathesis error
(turipekko was repeated as puritekko). The listeners transcribed the word-initial
consonant as /p/, and a majority (22 of 25) transcribed the consonant in the third
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syllable as /t/, but the other transcriptions contained @ and a /j/. Thus, irrespective
of the great amount of variation in transcriptions, the phonemic error analysis (of
consonant errors, at least) can be considered relatively reliable for the controls and
fluent aphasics.

The nature of the nonfluent errors could not be determined in the present
analysis. Two of the subjects had voice disorders (Subjects 5 and 14). Since these
subjects were not rated as the most nonfluent, it was obvious that the voice disorder
did not account for the rating results. However, it was difficult to estimate the role
played by their voice disorders in relation to the rating resulis. The recordings of
Subject 6's responses contained background noise, and Subject 11 produced -some
words in a silent voice. The acoustic analysis will provide further information about
the factors underlying the rating results.

6.3 Acoustic Analysis of the Vowel in the First Syllable

The rating experiment produced a speaker continuum with the most nonfluent patients
on one end, and the controls on the other. The subjects’ order on the continuum
corresponded well to the results obtained from the phonological error analysis — the
nonfluenit subjects made segmental phonolcgical errors, whereas the most fluent
subjects did not make phonological errors. However, several factors could influence
the rating results: it was not quite clear to what extent the ratings (especially for the
most nonfluent patients) were influenced by factors such as abnormal voice quality,
and background noise on the tape, or by the quiet voice of the speaker. Also, the
normal listener’s perception of abnormal speech may have affected the results (for
example, the non-word effect was - in part - attributed to the listener).

It would be a tremendous task to determine the phonetic features upon which the
ratings were based: one would need to study both the steady states and transitions of
vowels, and the different types of consonants. Different classes of sounds may be
distorted differently, and in turn these distortions may be interpreted differently by
normal listeners. A comprehensive analysis with a representative set of phonetic
features is beyond the scope of this study. The two major objectives of the present
experiment were: (1) to point out what types of information can be obtained from a
phonetic analysis, and (2) to provide more precise information about the nature of
phonetic variation. The target of the anaiysis was the vowel of the first syllable. The
reasons for selecting this vowel are as follows:

1” $
. .
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1) It is well established that vowel formants (especially F1 and F2) serve as cues
in the perception of vowel quality.

2) Comparison data from normal speech is available for Finnish vowels.

3) The vowels of English-speaking aphasics have been recently analyzed (Keller,
1978; Ryalls, 1986). Thus, the results on Finnish and English can be compared.

4) In Finnish, the vowels have a phonological opposition of length, This provides
us with an opportunity to investigate the validity of claims by Blumstein et al.
(1980) who proposed that different error types can be differentiated on the basis
of the VOT in English.

5) An increased standard deviation for vowel durations is considered to be an
indicator of a motor control problem (e.g. Duffy et al., 1984: 169).

Two vowel features have been analyzed — formant structure (F1, F2, and F3) and
duration.

Ryalls (1987) summarizes the recent research on vowel duration in aphasic
speakers: according to several studies the vowe! durations of aphasics are longer than
normal. Ryalls’ own results indicate that vowel durations are somewhat increased in
aphasia, especially in the speech of patients with posterior lesions.

The results of Gandour and Dardarananda (1984) are especially interesting to us
because they studied the length opposition of vowels. The authors claim that, for both
nonfluent and fluent native Thai-speaking aphasics, the timing of vowel duration for
signaling the contrast between short and long vowels remains relatively intact.
Furthermore, Gandour and Dardarananda contend that vowel duration is not increased
in aphasic patients’ speech, but it is increased only in the speech of dysarthric
patients.

Two studies provide information about the vowel quality in English-speaking
aphasic patients: Keller (1978) and Ryalls (1986). According to Keller, the vowel figure
(F2 versus F1) is somewhat flattened along the F1 axis. Keller concludes that this
results from articulatory postures that are more open than in normal speech. Ryalls
claims that the averages of F1 and F2 do not differ from the control data.

In the present study, variation was ‘calculated for both the vowel durations and
frequencies of F1, F2 and F3. Results from the earlier studies indicate that increased
variation can be expected for both duration and formant frequencies. Ryalls’ findings
show that this is particularly true for anterior aphasics, as well as for posterior
aphasics. According to Tikofsky (cited by Ryalls, 1986) there is less variation in
dysarthric speech than in normal speech. Studies of normal speech have shown that
in careful and slow speech, the stressed vowels are relatively long, produced with
high intensity, and without contextual assimilation. Such vowels are less centralized
than vowels in colloquial speech (e.g. Delatire, 1969; livonen, 1988). For nonfluent
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aphasics (with signs of dysarthria), the vowel quality may also be affected by the
speech problem, and one possible consequence of such a problem is the centralization
of vowel quality (Ziegler and von Cramon, 1983).

If there is a high correlation between ratings for abnormal articulation and the
amount of variation revealed in the acoustic measures (or if the order of the subjects
in the continuum is the same according to both the listening results and the acoustic
analysis), the most interesting interpretation of the listening experiment has been
confirmed, ie. that the ratings were based on variables of articulation (in a narrow

sense). Otherwise, more attention should be paid to the "uninteresting” factors, such

as the various sources of noise in the listening experiment.
In the acoustic analysis, the different patient groups were also compared to test
whether or not there were differences between fluent and nonfluent patients.

6.3.1 Research Material
6.3.1.1 Words Analyzed

An analysis is made of one hundred and five words per speaker. The acoustic
analysis was based on the words of the repetition test. A sample was selected of
predominantly bisyllabic words containing all the Finnish vowel phonemes in the first
syllable, and the consonants /p/, /t/, /k/, /s/, /1/, /n/ (both single and geminate)
initially and between the first and second syllables. The data included at least six
examples of each vowel phoneme (both long and short). Tables (6.3.1) and (6.3.2)
provide additional information about the analyzed words. Even when the surrounding
sounds and the structure of the word affect the duration and the quality of the
vowels, the effect should be the same for all subjects, and consequently, the subjects

can be compared. The words were randomly distributed among the words of the
repetition test. ‘
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Table 6.3.1 The Acoustic Analysis — Phonetic Composition of the Words

The numbers indicate the number of items of the type in question.

The environment of the vowel:

word- word-medial
initial single  gem. clusters
17 pr1, mpp 1
28 nt2stl nttl
29 sk 1
16 Iss 1, st 1, sk 1
Iss 1
nt 2, ntt 1
0

analyzed:

hort

w

a0 g O -
ANV OWAAIRNNRN
AN MR e e e

Structure of the words:

CVCCV 30 CVVCCV 4
CVVCV 26 CVVCCVV 2
CcvCv 25 CVVCVCV 2
CVVCCV 11 CVVCCVV 1
CVCCCV 4

Table 6.3.2 The Words Included in the Acoustic Analysis

tilli, tippa, linna, pika, tina, kissa
liina, liika, piika, piina, piikki, tiili
kyky, kylld, syli, pytty, pyssy, kyld, tyttd
pyykki, syyld, tyyli, kyyti, tyyni, tyyppi
tunne, kukko, tuttu, pupu, tulli, sukka, tuli, nunna, pulssi
tuuli, kuusi, luuta, luulo, suunta, suunta, luuttu, puukko
kello, keppi, sello, kelo, peto, setd
teettdi, teema, neekeri, seepra, teesi, seestyy’
mokki, tno, koli, polls, tolli, s6pé
G0nd, kookki, toottad, soott, 16616, 1odperi
onna, koti, kokko, koko, tonni, tossu, tonttu, koppi
soolo, s00si, toosa, loota, nootti, soopa
kdmppd, kiki, kipy, kimppd, pissi, kisi, nitti
sdédli, kddnnd, lddke, padsi, sddski, kadpi
nappi, kasa, takka, taka, tapa, kassa
taakka, kaasu, kaato, paalu, kaappi, paasi




6.3.1.2 Subjects

Data from the male subjects were analyzed. Female subjects were omitted because of

the difference in formant positions. Furthermore, there were few female subjects and
thus little data were available for comparison.

6.3.2 Anilysis of the Data

SPS-02 was used to analyze the data (for technical details, c.f. Karjalainen, 1980).
Vowels were segmented, and then the vowel durations were measured. Then the three
lowest formants (F1, F2, F3) were subsequently measured. The FFT spectrum was
calculated from the middle of the vowel by the Hamming window, and the formants
were measured using the cursor. The formant positions were determined visually by
the experimenter. .

The segmentation criteria used in this study were adopted from Lehtonen (1970)
who had taken his criteria from Peterson and Lehiste (1960) and Elert (1965). The
criteria aim at a definition of articulatory segments on the basis of the information
from the acoustic signal. When a vowel was located between voiceless consonants, the
vowel duration was measured as the time from the onset of vocal cord vibration to
its cessation. When determining the segment boundary between a voiced consonant
and a vowel, the position of maximal change in the speech wave served as the
segmentation criterion.

6.3.3 Results

6.3.3.1 Formant Frequencies

Do the Means for the Aphasic Patients Differ from those for the Comparison
Group?

This study incorporated two sets of data for comparison, the data collected from
normal subjects in the present study and the data presented by Wiik (1965). There
were no remarkable differences between these two sets of data. However, according
to the present results, the difference between the short and long vowels /u/, /i/ and
/y/ were less clear than in Wiik’s data, and the vowels of this study generally were

169
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Figure 6.3.1 Means for the Formant Frequencies

The formant frequencies for short and long
vowels were plotted on a diagram (the inner
diagram presents the short vowels, and the
outer diagram presents the long vowels;
vowels /y/ and /6/ were deleted from the
figures). The aphasic speakers should be
compared with the comparison group
(Subjects 16, 18, 19, and 20).
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more centralized than in Wiik’s data. For this reason, in the present study, the
primary comparison data were collected from the comparison group included in the
study. Errors were deleted from the data base, and thus the major analyses were
based only on correct repetitions. A comparison of the correct and incorrect answers
is found at the end of this chapter. The greatest number of errors occurred with the
vowels /e/, /y/, and /5/. When the vowels of the comparison group were plotted
on a formant chart (F1 versus F2), there was overlap between /i/ and /y/, and
between /e/ and /8/. Here, other features than F1 and F2 also appeared to affect the
recognition of vowel quality. The results are presented in figure (6.3.1). The formant
frequencies for F1, F2, and F3 are listed in appendix (9).

The size of the articulatory tract has an effect on the actual frequencies. Due to
such factors, the place of the vowel diagram in the vowel chart should change, and
for this reason, a detailed comparison of the vowel figures is not reliable. However,
the vowel charts (figure 6.3.1) of many aphasic patients showed an increased variation
for the means as compared to the normal speakers. This was indicated by the
irregular shapes of the vowel diagrams. Subject 6 produced the most clearly deviant
results. His vowels were centralized. Centralization was determined visually by the
experimenter, and the judgement was based on both F1 and F2. In less carefully
articulated colloquial speech, the vowels are more centralized than in formal, more
carefully articulated speech. However, the result for Subject 6 appeared to be
abnormal. This assumption is supported by the rating results — Subject 6’s speech was
evaluated to be the most nonfluent.

Was there an Increase in Variation?

There are many ways to calculate the amount of variation. Ryalls (1986) analyzed and
compared several repetitions of the same word. Thus, the effect of the surrounding
sounds was eliminated. In the data of this study, due to the different contexts of the
vowels, the amount of variation was substantial, and there were differences between
the vowels. However, the context was identical for all speakers (coricerning the correct
productions). Ryalls used standard deviation as a measure of variation. However, it
is better to use the coefficient of variation. The formants are not independent of FO:
the higher the FO frequency, the higher the other formants. The higher the frequency,
the more variation (according to std).

The coefficients of variation are presented in table (6.3.3). These were calculated
on the basis of the correct answers.
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Table 6.3.3 Coefficients of Variation for Formant Frequencies

The analysis is based on correct answers.

subject  F1 (Hz) F2 (Hz) F3 (Hz)

1 0.091 0.076 0.056
2 0.086 0.061 0.042
4. 0.093 0.056 0.040
6. 0.110 0.065 0.047
8. 0.076 0.064 0.041
9. 0.082 0.071 0.051
10. 0.072 0.052 0.038
= 11. 0.084 G.064 0.038
= 12 0.069 0.059 0.041
= 14. 0.077 0.069 0.055
i 15. 0.106 0.076 0.054
= 16. 0.058 0.066 0.059
] 18. 0.072 0.053 0.036
- 19. 0.051 0.084 0.043
= 20. 0.068 0.044 0.034
=t The F1 variation was increased for Subjects 1, 2, 4, 6, 9, 11, and 15, but this was not
= reflected in the F2 or F3. It is difficult to explain why the increased variation vsould

- not appear equally in all formants. Even when it is difficult to distinguish a F0 from
a F1, this difficulty does not account for the difference between the control subjects
— and the aphasic patients.

= The data are presented in figure (6.3.2). Subjects 1 and 9 had the clearest
deviations. For them, the variation of vowel /u/ was exceptionally wide.
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Figure 6.3.2 Variation tor Formant Frequencies

The scattergrams present the distribution
of the subjects’ vowels. The correct vowels
are printed in black, and the incorrect
productions are printed in grey.
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About the Nature of Qualitative Vowel Errors

Errors that sounded like diphthongs were not analyzed because correct diphthongs
were unavailable for comparison. When single deviant items are analyzed, the
possibility of measurement errors should be taken intc consideration. The aim of the
comparisor. was to see whether or not the transcriber’s misperception of the target
could account for some or all of the phoneme substitution errors. If the misperception
hypothesis is correct, the errors should fall between the phoneme categories on the
formant chart. Subjects 2, 4, 6, 9, 14 and 20 had vowel quality errors. A list of these
errors is found in appendix (10).

Each subject’s correct and incorrect answers were plotted on a vowel chart. The
figures were visually analyzed by the author. The research question was whether the
erroneous vowel fell into the phoneme category for the vowel in question, or whether
it seemed to fall in the area between the phoneme categories that were determined
roughly as those areas where the correct productions were located on the vowel
charts. When the erroneous vowels did not fall into the phoneme category, it was
possible that the listeners were making misperceptions. Erroneous vowels are marked
in grey in figure (6.3.2).

In most of the qualitative vowel errors the target seemed to be substituted by a
“phoneme" other than the target. The total number of qualitative vowel errors in the
data was 31, and 26 of these appeared to be "pure phoneme substitutions”. Of the five
exceptions that did not fall within the phoneme categories (and that sounded like
errors), three were made by speaker 14, and two were made by speaker 9. Both
subjects also made other errors that resembled phoneme substitutions. The analysis of
the errors supports the hypothesis put forth in chapters 5.3.2 and 6.2.6: (some of the) °
vowel errors in the repetition test may be misperceptions.

How Formant Frequencies are Influenced by Surrounding Sounds

The main source of variation in formant frequencies were traced to the surrounding
sounds. The surrounding sounds have two different types of effects on the Finnish
vowel formants (Wiik, 19¢5).

Vowel /e/ in the first syllable may have two variants, although in Wiik’s material
no difference was found between the two environments (Wiik, 1965: 65). The two
variants have different F2 frequencies. F2 frequencies are higher in words ending in
a front vowel (e.g. sekd) and lower in words ending in a back vowel (e.g. seka). There
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were five words of this type in the data (setd, kello, sello, kelo, peto). A comparison of
F2’s in these words revealed that only two subjects (Subjects 8 and 18) had higher F2s
in setd than in words kello, sello, kelo, and peto.

The formant frequencies of a vowel are dependent upon the surrounding
consonants. This is especially clear in short /u/, /o/, and /a/. Their F2 is relatively
higher when the vowels occur between /j/, /d/, /t/, /s/, or /n/ and relatively
lower when the vowels occur between /p/, /m/, or /v/ (Wiik, 1965: 72, 76-77, 79).
In the present data, there were two words pupu and tuttu in which the effect of the
surrounding consonant could be studied. The F2 of tuttu was higher than the F2 of
pupu for all speakers except 2 and 16. Subject 16 produced the same F2 for both these
words. :

There was insufficient data to evaluate the contribution of surrounding consonants
to the vowel quality. No differences between the aphasics and the controls were found
in the comparison of the few available words.

6.3.3.2 Duration
Did the Vowel Duration Increase?

Figure (6.3.3) presents the means for the vowel durations. The durations are listed in
appendix (11). On the basis of visual inspection, three subjects differed from the

others. The vowels of these three subjects were, on the average, longer than the
vowels in comparison data. This difference was very clear for Subject 4, but less clear

for Subjects 6 and 14 (the duration of long vowels was increased for these subjects).
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Figure 63.3 Vowel Durations

The figures compare the durations of short and long vowels (a, ¢, i, 0, u, y, &, 6). The upper line refers
to the long vowels, and the lower line refers to the short vowels.
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Did the Coefficient of Variation for Vowel Duration Increase?

The coefficient of variation for vowel duration was calculated for each subject. The
standard deviation for each vowel (short and long vowels separately) and for each
speaker was calculated and divided by the mean duration of each vowel. The

variation score for each subject was the mean of these coefficients of variation. The
scores are presented in table (6.3.4).

Table 6.34 Vowel Duration: Means of Coefficient of Variation

The standard deviation for each vowel phoneme (short and long vowels separately)
was calculated and divided by the mean duration of each vowel phoneme. The
variation score for each subject was the mean of these coefficiénts of variation.

H

subject

11. 0.259 ms
12. 0.163 ms
14. 0.217 ms
15. 0.217 ms
16. 0.168 ms
18. 0.166 ms
19. 0.129 ms
20. 0.165 ms

SO RN—G

=4

In the aphasic data, the mean for the coefficient of variation was usually higher than

it was in the control data. The. only exceptions were Subjects 8 and 12 who did not
differ from the controls.

Is Length Opposition Preserved?

On the basis of the means for durations, the length opposition was preserved in the
speech of the aphasic patients. Another way of looking at this issue is to measure the
length of long vowels in relation to short vowels. According to Lehtonen (1970) the
relation in normal speech is approximately 1:2.2. In slow or formal speech, the long
vowels lengthen more than the short vowels, but the relation is, even in this case, less
than 1:3. Marjomaa (1982) has compared vowel duration under varying tempo
conditions, and according to his results the relation is 1:2.3 in slow speech. Lehtonen’s
and Marjomaa’s results were obtained from words produced in a sentence frame.

Table (6.3.5) relates the duration of the short and long vowels in the present data
(which consist of isolated words).




Table 63.5 The Duration of Long Vowels in Relation to Short Vowels

subj subj subj
. :L 9. 126 15. 120
10. 1:19 16. 125
1L 119 18. 124
12. 124 19. 1:19
14. 123 20, 122

Subjects 2 and 6 were the only subjects who seemed to differ from the comparison
group. Their vowel ratios were smaller than would be expected.

Wiik (1965) examined the possible distributional differences for the variation of
durations in Finnish and English. According to Wiik, the distribution in Finnish is
bi-modal. Figure (6.3.4) presents the distributions for the subjects of the present study.
The charts were drawn on a computer that was programmed to divide the duration
distribution into seven classes. Thus, for some speakers one class was 50 ms, for some
~ one class was 200 ms, depending on the duration of their vowels (which could range
from approximately 30 ms to 400 ms, as for Subject 15, or from approximately 150 ms
to 1500 ms, as for Subject 4). This produced some problems in the comparison of the
figures, especially for Subject 4 and for other subjects with lengthened vowels.

Two speakers (8 and 18) had a clearly bi-modal distribution of vowel duration. Of
the remaining speakers, the majority displayed a tendency for bi-modal distributions,
but this was not very clear. No tendency for bi-modal distribution was observed in
the data for Subjects 4 and 11, and the tendency was also very weak for Subjects 2,
12, and 14. It is possible that there is a relation between the amount of variation in
a speaker’s vowel durations, and the existence of a bi-modal distribution - the more
variation, the less likely a bi-modal distribution. Marjomaa’s (1982) results show that
in slow speech the distribution is less clearly bi-modal than in normal or fast speech.
Especially the peak for long vowels is unclear in slow speech. In the present study,
the controls also did not demonstrate a clear bi-modal distribution, and this may be
related to the fact that, in general, segment durations are greater in isolated words as
compared to connected speech.

In order to further characterize the nature of the abnormal variation, the
experimenter checked the speakers’ vowel pairs (i-ii, e-ee, etc.) for the occurrence of
a "margin” between the longest short vowel and the shortest long vowel. The analysis
was motivated by the Blumstein et al. (1980) findings where two types of deficits of
VOT were found. Table (6.3.6) presents the average duration of this margin, as well
as its median, and the shortest and longest margins. The numbers were counted
pair-by-pair and summarized in the table.
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Figure 6.3.4 Distribution of Vowel Durations

The vowel charts were drawn on a computer that was programmed to divide the duration distribution
(ms) into seven classes. The aphasic speakers’ distributions should be compared with the control
subjects’ (Subjects 16, 18, 19, 20) distributions that were bi-modal.
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Table 6.3.6 Longest Short Vowels versus Shortest Long Vowels

The experimenter checked the pairs of vowel phonemes (i - ii, a - aa, etc.) for a
margin between the shortest long vowel and the longest short vowel. The means,
medians and variation of the duration of the margin (ms) are reported.

mean median shortest and longest margins
26 235 72, 90
.28 285 -34, 85
-70 43 ~926, 255
0.87 1 -56, 69
48 55 -9, 84
M 22 -22,177
-12 355 -335, 56
-18 -1 -35, 28
87 91.5 41, 116
49 69.5 -74, 148
21 24 -45, 70
72 75.5 31, 100
85 94.5 32, 110
61 715 3, 94
68 79 27, 93

The aphasic subjects were very clearly different fror the comparison group (except for
Subject 12 who did not differ from the controls). For example, there was no overlap
between the short and long vowels in the comparison group. For this reason it was
of interest to look carefully through the data, subject by subject, and phoneme by

phoneme. Subjects 4, 6, and 9 had the greatest difficulties in realizing the length

opposition. Also Subjects 8, 10, and 11 showed clear difficulties in producing the
length opposition.

Table (6.3.7) presents the data (means of the margin in ms) for different vowels.

Table 6.3.7 Duration of the Margin between Short and Long Vowels

The duration of the margin between short and long vowels has been determined
phoneme by phoneme, and speaker by spcaker. The mean duration of the margin
for each vowel has been calculated.

vowel comparison aphasics
grou

1065 ms 64.8 ms
84.0 90.8
102.5 784
102.5 84.7
80.0 10.9
110.5 4.6
1117 115.2
88.7 69.3

e 2 0 =0

The subjects found it difficult to realize the length opposition in high labial vowels
(which are produced by lip protrusion). The open vowel /4/ was the easiest to
produce. However, even if the realization of the length opposition was abnormal, the
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subjects did not make clear errors (which may relate to the way duration is perceived
by normal listeners). The generalizations that can be made about the errors seem to
refer to articulatory variables rather than to markedness (according to which /y/ and
/6/ should be the most difficult vowels in Finnish). It has been noted that
coarticulation in fast speech is particularly great for /u/, and this may be due to the
smaller motility of lips as compared to the tongue (Stevens and House, 1963). .

The Influence of the Surrounding Sounds on the Realization of the Length
Opposition

A vowel’s duration can be affected by the surrounding consonants. According to
Lehtonen (1970), vowels between two sibilants are the longest, vowels between two
stops are the shortest, and vowels between a sibilant and a stop are of intermediate
length. In order to study the effect of the surrounding consonants on vowel duration,
the vowels between two stops (context 1) were compared with the vowels in the
surrounding /slr-V-ptk/ and /ptk-V-s/ (context 2). The different word structures
(CVCV, CVCCV, CVVCV, CVVCCV) were separated in the analysis. Only completely
correct answers were included.

In the comparison data, the effect of the surrounding consonants was as predicted.

There were some exceptions, but in these cases one of the structures consisted of two
or three items only and consequently, the result was not reliable.

When the effect of consonant surrounding was analyzed, Subjects 6, 10, 14 and 15
were not different from the comparison group. For Subjects 1, 8, 9, 11, and 12, the
consonants had very little effect on the vowel duration, in fact, less than was
expected. The results obtained from Subjects 2 and 4 were difficult to interpret. In.
fact, the results were surprising because the most clearly nonfluent subjects were in
the same category as the comparison group, but subjects with hardly noticeable
articulatory difficulties (increased variation in F1 and vowel duration) differed from
the comparison group.

Even though some subjects differed from the comparison group, we can conclude
that the source of increased variation in vowel durations can not be traced to a
specific environmental influence.
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The Influence of the Word Structure on the Realization of the Length
Opposition

The structure of the word affects the duration of a given vowel token. According to
Lehtonen (1970) vowels in word structures CVCV and CVVCCV are somewhat shorter
than the same vowels in the structures CVCCV and CVVCV. These structures have
been compared to see if the word structure accounts for the increased variation in
durations. Table (6.3.8) presents the results of this comparison. The pairs where the
relation is as predicted are marked with (+) and opposite instances with ().’

Table 6.3.8 Word Structure and Vowel Duration

Vowels in word structures CVCV (1) and CYVCCV (4) are somewhat shorter than
the same vowels in the structures CVCCV (2) and CVVCV (3). The pairs where the
relation is as predicted are marked tith (+) and opposite instances with (-).

HE!

: 09
: 08
: 08
: 08
: 0.9
: 0.6
: 09
: 08
: 08
: 08
: 08
: 08
: 0.8
: 09
: 08

Rk dt it R R L O
bk pd ok ek ok ok ok ok ok ok ok ek ()

1:
1:
1:
1:
1:
1:
1:
i:
1:
1:
1:
1:
1:
1:
i:

r++++F A+ o+

The vowel in the word structure CVCV should be shorter than th:e same vowel in the
word structure CVCCV. However, this was not even the case in the comparison data.
The duration of the vowel in CVCV words may have undergone a change. At least
in the Helsinki area, the vowel in CVCV words is often lengthened (informal
observation). Thus, this result does not relate to the nature of aphasic speech, but
rather to the speakers native dialect. In principle, the present finding can also be
accounted for by assuming that the length opposition is realized differently in isolated
words than in words produced within a sentence frame. However, this in an unlikely
solution. The vowe! in the word structure CVVCCV should be shorter than ihe vowel
in the word structure CVVCV. This was true for all speakers. The vowel of word
structure CVVCCV was exceptionally short for patient 9 who produced all words in

the repetition test with an intonation typical to lists (stress placed on the last syllable).
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For this reason, the vowel of the last syllable was exceptionally long in comparison
with the vowel of the first syllable.

Speakers with syllable segregation may lengthen vowels before a syllable
boundary. For this type of a speaker, vowels in CVCV and CVVCYV structures should
prove to be longer than vowels in the two other structures. There was very slight
evidence for this in the CVCV structures produced by Subject 4. '

The Nature of Length Errors

The experimenter discovered very few errors in length. Six speakers made duration
errors. There were two types of such errors: a short vowel heard as a long vowel, or
a long vowel heard as a short vowel. Only one type of error was made by each
speaker. Subjects 4, 6, and 11 lengthened vowels, whereas Subjects 9 and 14 shortened
vowels. The errors of Subjects 6 and 11 resembled substitutions, as these mistakes did
not fall within the "margin" between the short and long vowel. Subjects 9 and 14 had
a tendency to shorten vowels, and their mistakes fell within this "margin". It was not
possible to predict the error types on the basis of the amount of variation in
durations. The result was somewhat preliminary, as only Subject 14 had several errors,
but the other subjects had only one or two errors.

6.3.4 An Interpretation of the Results

6.2.4.1 A Summary of the Results <t the Acoustic Analysis

The acoustic analysis focused on several variables. The present summary in figure
(6.3.5) reviews those variables based on correct responses that revealed differences
between the patients. The nature of the errors will be discussed in chapter 6.3.4.2.
According to these variables, Subjects 4 and 6 had the greatest difficulties ~ having
problems with the spatial and temporal aspects of speech. Subjects 1 and 15 had
increased variation in F1, whereas Subjects 9 and 11 had difficulties with the temporal
aspects of speech. As different patients had difficulties with the spatial and temporal
aspects, these two fa-tors appeared to dissociate in aphasia. However, additional
variables must be taken into consideration (e.g. consonant duration) to establish the
existence of dissociation.
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Figure 6.3.5 A Comparison of the Variables of the Acoustic Analysis

There were a few variables in the acoustic analysis that revealed differences
between the subjects. These variables measured both ‘spatial characteristics of vowel
articulation ~ F1 variation ("F1 var"} and amount of vowel centralization — and
temporal characteristics of the vowels — variation in vowel duration (“var in dur"),
vowel lengthening, and overlap between the durations of short and long vowels
("dur overlap"). According to these variables, there were observable differences
between the control subjects and the aphasic speakers. Among the aphasics, there
were both subjects who did not differ from the controls ("normal range”), and
subjects who sl?\ecwed very clear deviations ("subjects who deviate").

variable subjects who deviate normal range

. var in F1 1 4 6
. centralization 6
. var in dur 4

- lengthening 4 6
. dur overlap 4 6

15 12

9 11 8 12
14
9

Distorted vowels are often considered to be characteristic of dysarthria (Darley et
al., 1975; Ziegler and von Cramon, 1983). The present data support this conclusion.
Subject 6 had the most prominent vowel centralization and, according to the listening-
results, he was also the most nonfluent speaker. Ziegler and von Cramon (1983)
interpret their results on vowel reduction primarily in terms of reduction in muscular
activity. The present results are in agreement with this interpretation -- the
surrounding sounds did not seem to affect the aphasic speakers’ vowels more than the
vowels of the normal speakers. However, the data for testing the effect of surrounding
sounds were scanty, especially for the nonfluent patients with numerous phonological
errors. Reduction of muscular activity may also be associated with vowel lengthening,
although there seem be other, independent factors that also influence the vowel
durations.

The increase in variation for segment durations could be interpreted as a motor
involvement in the aphasic syndrome (Duffy and Gawlc, 1984: 169). Subjects 4, 9, and
11 had the greatest variation in vowel durations. Most aphasic patients had a greater
coefficient of variation than did the controls. Only Subjects 8 and 12 resembled the
controls in this respect. This result is difficult to interpret because of the differences
between Subjects 8 and 12. Subject 12 was clearly "fluent” without difficulties in the
sequential motion test and without phonological errors in the repetition test. His errors
were primarily semantic paraphasias. Subject 8, however, had few difficulties with the
repetition of bisyllabic words, he failed in the sequential motion test, he had
difficulties with the repetition of long words, and he made a considerable number of
phonological errors in the picture description test. if longer words had been included
in the acoustic analysis, then phonetic variables such as the coeffirient of variation for
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vowel duration may have revealed deviations in the speech of Subject 8. Subject 14
was judged to be nonfluent, but according to the acoustic measures, his speech did
not show an increase in phonetic variation. In his case, an analysis of consonant
features would have been helpful. This is indicated by the fact that Subject 14 made
only consonant errors, yet vowels were the only sounds to be analyzed acoustically.
Thus, a phonetic analysis of those features that prove most problematic for the subject
may be the most informative. For the most nonfluent patients (with dysarthric
symptoms), the analysis of the first syllable vowel provided good results, but the
analysis of consonants would obviously shed more light on “"apractic* problems."

6.3.4.2 The Nature of Sound Substitutions

It was predicted that if the vowel errors were due to a perceptual miscategorization
by the listener, the erroneous vowels ought to fall outside the phoneme categories.
However, this was the case only for some of the errors committed by Subjects 9 and
14. These subjects also made duration errors where the erroneous vowel fell between
the typically short and long vowels. However, in a majority of the cases, both errors
in vowel quality and errors in vowel duration resembled substitutions. The errors of
vowel quality looked especially like substitutions. The "substitution" errors in duration
were observed in the speech of Subjects 6 and 11. These mistakes may also be due to
a decreased speech tempo which was misinterpreted by the listener.

An important theoretical question is whether the substitutions are allophonic
substitutions rather than phonemic substitutions. In order to draw firm conclusions
about the nature of substitutions, the errors must be analyzed in more phonetic detail.
Consonant errors should be included in the analysis because the comparison of the
repetition and naming tests established a difference between the proportion of
consonant versus vowel errors in the tests. There were more vowel errors in the
repetition test, and there is reason to assume that many of the vowel errors in the
repetition test were in fact misperceptions. A more comprehensive listening test could
also prove helpful for solving the problem of perception versus production aspects of
the substitution errors.

The usefulness of the rating results can be demonstrated by comparing items that
were produced by one speaker but were rated differently by the listeners. The errors
by Subjects 4, 6, and 14 were usually rated less fluent than their correct items. When
comparing the items that were common to the rating experiment and the acoustic

analysis, it appeared to be the case that vowel errors were often rated to be nonfluent.
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Thus, consonant and vowel errors may receive different ratings. The listening
experiment performed in the connection with the present study can serve as a model
for several listening experiments where different variables are varied. For example,
items of a determined phonetic composition could be compared for several speakers,
or the error types could be systematicaily alternated.

6.4 Results of the Phonetic Analysis

6.4.1 Acoustic Variables behind the Rating Results

The rating experiment produced a speaker continuum with the control subjects at one
end, and the most nonfluent patients at the other end. Fluent aphasics (Subjects 12
and 13 who had predominantly semantic errors, cf. chapter 5) were closer to the
controls than were the other aphasic subjects. Subjects 6, 11, and 14 were rated as the
most nonfluent.

The acoustic analysis of the first syllable vowel did not uncover all the factors
behind the rating results. However, the most nonfluent speakers (Subjects 6, 11, and
14) differed from the others with respect to some acoustic variables. Subject 6 was
the only speaker whose vowels were clearly centralized. This speaker also had an
increase in variation for F1 and for vowel duration. Subject 11 had an increase of F1
variation. Subject 14 produced lengthened vowels. Subjects 4 and 9 (who, according
to the results of the rating experiment, were between the most nonfluent and the
fluent patients) differed from the controls for more phonetic features than the most
nonfluent Subjects 6 and 14. The proportion of vowel errors was high for Subjects 4
and 9 (cf. chapter 54). As only vowels were analyzed acoustically, it was natural than
the subjects with the greatest number of vowel errors also showed the most obvious
deficits according to the acoustic analysis. The most fluent of the patients (Subject 12)
did not differ from the controls. The variation for F1 and for vowel duration was
within normal limits in his speech, and no other deviations were found.

In the listening experiment, all patients were evaluated as less fluent than the
comparison group. For all subjects, the named items were less fluent than the repeated
words. A part of the increase in nonfluency in aphasic speech may be accounted for
by the same factors that underlie normal variation in articulatory fluency. The acoustic
analysis supported the hypothesis: according to the variation for durations and F1, the
fluent subjects did not differ from the control subjects. Fluent aphasics’ nonfluency
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seemed to reflect other factors than a problem with speech motor control. Before the
characteristics of different types of nonfluency can be defined, there must be a more
comprehensive study of the phonetic features involved.

There were approximately fifty items common to both the rating experiment and
the acoustic analysis. The comparison of these items may shed light on the features
that form the basis for the ratings. We can hypothesize that there will be an
abnormally long vowel in items with poorer rating results (and higher relative
entropy). The comparison of durations revealed that items containing a very short
vowel (78 - 97 ms) or a very long vowel (467 - 628 ms) were often rated as more
nonfluent than other items produced by the same subject. The items with very short
vowels in the first syllable (especially those produced by Subject 9) had the main
stress on the second syllable (intonation typical to word lists) and were rated as
nonfluent. Subject 12 articulated one item especially slowly, and this item was also
rated as nonfluent. Even if abnormal vowel duration seemed to have a negative effect
on fluency ratings, there were a few exceptions to this generalization.

Subject 6 was rated the most nonfluent (the median of the ratings was 4, and the
mean of relative entropy was 0.88). He was the only subject who centralized his
vowels. The effect of vowel centralization was compared in seven items. For two of
these items, the median of ‘the ratings was 3 (somewhat abnormal articulation), and
for five items it was 4 (clearly abnormal articulation). The vowels of the two items
with the rating 3 were less centralized than the vowels of other items. The most
centralized vowels were not among the sever items compared. For this reason it
remained uncertain as to what extent vowel ceniralization accounted for the rating
results. However, the effect of vowel centralization seemed to be substantial.

One of the items produced by Subject 16 sounded nasalized, and it was rated as
nonfluent. Thus, there were obviously many phonetic features contributing to the
rating results. For example, intonation and voice quality may also play an important
role in the ratings. Espedially for patients with frequent phonological errors, the nature
of the errors and the fact that they are non-words may produce the impression of
nonfluency or indistinciness. However, the listeners judged even those subjects who
failed to show an increase in phonetic variation (according to acoustic measures) to be
somewhat nonfluent. In conclusion, a more compreiiensive acoustic analysis is needed.
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6.4.2 Explaining the Segmental Errors

In chapter 3.2, various explanations for phoneme substitutions were presented. Reasons
cited were misperceptions either by the normal listener, or by the patient, real literal
paraphasias, or contaminations. In the following pages, these causes will be evaluated
as explanations for the observed errors.

Literal Paraphasias

The comparison of the transcriptions provided in the rating experiment indicated that
the phonological analysis of aphasic errors may be unreliable. The entropy for
transcriptions was great, especially for the most nonfluent speakers. In order to obtain
detailed and reliable information about speech production, an experimental analysis of
the phonetic characteristics of the errors should accompany the detailed phonological
error classification.

Anticipation and metathesis errors cannot be explained as listeners’ misperceptions.
Errors where the patient started with the correct target, but stopped in the middle of
the word, were informative as to the underlying source of the errors. In the new
attempt, the subject changed the correct beginr.ing to a false one. In these cases it was
very obvious that the patient had the right target in mind but, due to the articuiatory
complexity of the phoneme sequence, he had to replace the complex sequence with
something more simple. Such phonological errors were rated as less fluent by the
listeners than the correct answers, but these ratings were poor obviously because the
incorrect items were non-words. It seems very unlikely that the aforementioned errors
would involve allophones instead of phonemes, but this can be checked
experimentally. Phonological errors may also be articuiated more hesitantly than
correct answers for other than articulatory reasons.

The phonological errors elicited in the speech production tests differed in several
respects. Firstly, some patients had word-initial errors, whereas others had word-final
errors. Furthermore, the proportion of vowel errors varied, as well as the types of
consonant errors. Phonological anosognosia (typical of Subject 9) is yet another error
type (cf. chapters 5.4.2 and 7.2). The types of literal paraphasias were discussed in
chapter 5.4.2.,, and they will also be taken up in chapter 7.2.
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Perceptual Factors

When interacting, both aphasic patients and normal listeners make misperception
errors. Aphasic patients may have a perception deficit due to the brain damage, and
normal listeners may have difficulties in interpreting the abnormal speech produced
by the aphasic patients. The patients’ speech perception abilities were evaluated in the
perception tests, and these results proviled a basis for estimating the role of
perceptual factors in the patients’ production errors (especially those in the repetition
test). Only one subject (Subject 1) had auditory discrimination problems according to
several tests. The perception difficulties (that were revealed by the syllable
discrimination and auditory word-picture matching tests) usually did not result in the
production of literal paraphasias in the repetition test. It was more common for
patients with perception problems to produce phonologically motivated word
substitutions. The conucls also occasionally made these sorts of errors. Several factors
may be assumed to contribute to these errors - a hearing impairment, background
noise, etc. From a theoretical point of view, the lack of perceptual sound substitutions
in the repetition test may be explained by referring to the lexicon — people try to
make sense of the items they hear. Semantic paraphasias were never produced in the
repetition test. The lack of semantic errors means that the lexical representation’s
phonological form is more important in the repetition test than is the semantic
representation associated with the phonological form.

The perception of abnormal speech by normal listeners may account for a number
of ‘"literal paraphasias" (i.e. phoneme substitutions). The results of the rating
experiment provided a basis for estimating the role of such misperceptions. The
relative entropy for the proportions of different transcriptions was great, especially for
the nonfluent aphasics. This meant that the transcriber was likely to make
transcription errors, and thus, direct conclusions about production mechanisms should
not be based solely on such transcriptions. A more detailed analysis of these
perceptual errors was beyond the scope of the present study. We could also assume
that subjects with speech perception problems should have frequent phonological
errors the in repetition test, but fewer mistakes in the naming test. No such patients
were observed in the present study. However, an acoustic analysis of vowel errors
revealed many instances in which the erroneous vowel fell into the phoneme category
of the vowel that it was perceived to be like. These errors (that were all elicited in the
repetition test) could very well be misperceptions by the subject (most of whom were
aphasics but some errors were found also in the control data). The differences
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between classes of sounds (for example, vowels and consonants) should be studied in
more detail.

We can conclude that the auditory discrimination problems were only indirectly
reflected in speech production. In contrast, subjects with lexival-semantic perception
problems (i.e. difficulties in the semantic condition of the word-picture matching test)
suffered from a corresponding deficit in speech production (i.e. they made semantic
paraphasias in the naming and picture description tests).

The Articulatory Hypothesis

A strong interpretation of the articulatory hypothesis stotes that the phoneme
substitutions are due to a listener’s perceptual problem. The aphasic patient's
phonological intention may be correct, but the patient has difficulties in controlling
his articulatory movements (for example, the durations of his sounds are abnormal
and show a high standard deviation). The listener occasionally "misinterprets" the
aphasic speaker’s sounds which acoustically do not resemble the intended phoneme,
but instead resemble a closely related phoneme.

Assuming all errors were due to misinterpretations by the listener, then the
amount of variation should directly predict the proportion of phonological errors —
the more variation, the more errors. However, there is one exception -~ variation that
results in categorical perception. The listening experiment did not pick up this type of
variation,

In the phonetic analysis, the amount of variation in speech production was
estimated in the following four ways. For the listening experiment (1) by the median
of the ratings and (2) by the relative entropy for proportions of different
transcriptions, and for the acoustic analysis (3) by the coefficient of variation for F1,
and (4) by the coefficient of variation for the duration of the first syllable vowel. The
following comparison of the above-mentioned measures of variation, and the
proportion of phonological errors, is based on the correct answers. The strong
non-word effect observed in the listening experiment is the reason for excluding the
incorrect answers. All non-words (both correct non-words and literal paraphasias
resulting in non-words) were consistently evaluated as less fluent than existing words.
All non-words formed a relatively homogeneous group in the listening experiment.
For these non-words, there was less difference between speaker or test than was
found in the case of correct answers.

14
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In the listening experiment, the two measures of variation mentioned above gave
very consisfent results. The small differences observed may be accounted for in the
following ways -- the amount of variation in transcriptions may be a product of the
writing system itself. Some sounds will be transcribed in the same way because there
are no letters available for expressing the small differences observed. The median of
the ratings is also not totally reliable. The listeners may base their ratings on different
variables, and they may also interpret the rating scale in slightly different ways.

The acoustic variables mentioned above (the coefficient of variation for vowel
duraticn and F1) did not provide totally consistent results. The subjects having the
most problems with vowel durations did not have problems with F1. Obviously there
were several independent acoustic variables, each being an indicator of a specific type
of speech production problems. A further variable that differed from the
aforementioned variables, was the degree of vowel centralization (as measured by Fl
and F2). However, the variation observed in vowel durations was of special interest
because it has been used as a measure for immaturity in speech motor control.

Table (6.4.1) presents the comparisons of the ratings for fluency with the number
of errors in the repetition and naming tests. The comparison was based on only those
patients who were’included in the listening experiment.

Table 6.4.1 Phonetic Variation and the Number of Errors

The numbers refer to the subjects. The severity of their speech production problem
is compared using the relative entropy for transcriptions ("trans'), listeners’
evaluation of articulatory fluency ("rating"), the coefficient of variation for vowel
duration.s ("dur”) and Fi ("F1"), and the proportion of phonological errors ("err”).
The phonetic variables of both the listening experiment and the acoustic analysis
were based on correct answers. The subjects placed highest on the scales had the
highest relative entropy for transcriptions, were rated the most nonfluent, had the
greatest amount of variation, and made the greatest number of "phonological’
errors in the repetition and naming tests.

naming repetition of words

trans rating  err trans rating err dur F1
6 14,6 14 6 11, 6 14 4 6
14 4 11 6 9 4
1 11 5 14 14,5, 4 4 1 n
13 5 6 5 11 14 9
12 4,12,13 1 9 5 6 14
5 9 4 9,12 9 12 12
4 12 - 12 12

9 9 13 13 13 13

In general, the results obtained supported the articulatory hypothesis: patients
demonstrating the greatest amount of variation also made the greatest number of

errors. In particular, Subjects 12 and 13 were classified as the most fluent speakers in
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the rating experiment, and they produced the least amount of errors. However, these
subjects made more errors in the naming test than in the repetition test, and their
speech was also evaluated as more fluent in the repetition test as compared to the
naming test. Subject 12 also failed to show an increase in variation according to the
acoustic analysis. Subject 13 was not included in the acoustic analysis.

It was impossible to accurately predict the number of phonological errors on the
basis of the amount of phonetic variation. This was indicated by the fact that the
order of the subjects varied to some extent. In this respect, Subjects 4 and 11 were
two of the most interesting speakers. The speech of Subject 4 was evaluated as rather
fluent in spite of the high number of errors. Patient 4 made a great number of vowel
errors which may be treated differently than consonarnt errors in the ratings. Subject
11, on the other hand, made fewer phonological errors, and was rated as rather
nonfluent. Subject 11 was in a very acute stage of aphasia. Articulation in acute
aphasia may be different from articulation in a more stable form of aphasia where the
articulatory mechanisms of the other cerebral hemisphere have been made available.
Subjects 4 and 9, who made their phonological errors word-finally, resembled more
the fluent subjects than did those patients with word-initial phonological errors.

When the three tests — the acoustic analysis, the rating experiment, and the
phonological analysis (proportion of errors) — were compared for the nonfluent
speakers, the results of the acoustic analysis differed from the other two tests. The
amount of variation was dependent upon the acoustic measure used. The listener’s
evaluation of the articulation was based on different acoustic variables: sometimes the
articulation was rated as poor because of nasal voice quality, sometimes hecause of
inter-word pauses, etc. In spite of these differences, the subjects classified as the most
fluent and nonfluent were the same according to all the indexes of articulatory
fluency.

The fluent patients made fewer errors in e repetition icst than in the naming

test, and these subjects were also rated more fluent in the former, rather than the

latter test. The nonfluent subjects had the same ratings in the naming and repetition
tests. The controls were also rated as more fluent in repetition than in naming, even
though they made more errors in the repetition test than in the naming test. Thus, the
amount of phonetic variation did not directly predict the proportion of phonological
errors for the control subjects. When the listener’s evaluations of the errors made by
the control subjects were analyzed in greater detail, the errors seemed to-fall into
several different error types.

[
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There was no direct causal link between the phonetic variation observed in the
correct productions and the types of phonological errors. However, there seemed to
be phonetic differences between normal speech and the speech of the subjects with
frequent phonological errors. Several types of articulatory nonfluency appeared to
exist. The question of fluency becomes increasingly complex when not only
articulatory nonfluency, but also, for example, grammatical aspects of nonfluency are
taken into consideration.

Lexical Confusions

MacNeilage et al. (1981) referred to "lexical confusions" as an alternative explanation
for aphasic phonological errors. Some examples of this type were found in the data.
The following contamination error was produced by Subject 9 in the naming test. The
target was helikopteri ‘helicopter”:

helikoottori ei koottori loottori loottori moottori
no’ ‘motor’
koottori = kopteri + moottori (/1/ in loottori may come from heli)

This type of error was the most difficult to interpret because the subjects’ original
target could not be accurately reconstructed.

Other errors may also have referred to an aspect of the processing of the
phonological form other than the strictly sesmental aspects discussed above.
Neologistic answers and verbal paraphasias obviously referred to some aspect of
lexical retrieval. Word selection appeared to be random in verbal paraphasias. The
neologisms were difficult to interpret, but these errors may have been lexical
contaminations where the targets remained unknown. In neologisms, phoneme
substitutions may accompany the lexical contaminations. Another explanation for the
neologisms is that there is a "random string generator" (Buckingham, 1987). The
neologisms found in the present study obeyed the phonotactic constraints of Finnish.
The only subjects who produced word forms which did not obey the phonotactic
constraints of Finnish were those who had articulatory problems.

The sudjects differed with respect to the occurrence of phonological errors word-
initially and word-finally. Such differences may refer to different stages of lexical
retrieval -- the more "motor” related the speech production problem, the more frequent
the word-initial errors. In addition to neologisms and contaminations, two types of
lexical phonological errors were found -- deletion of word-final syllables and
phonological anosognosia.
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In the study of lexical errors, circumlocutions are another type of error that need

be investigated. Subject 1 had the most circumlocutions, and the majority of these

_ errors were made in the naming test. An example of this is the following: for

I ‘unicorn’ which is yksisarvinen in Finnish, Subject 1 said satuhevonen ‘fairy-tale horse’,

thus retaining the same number of syllables and the same structure of the ideal

N answer. Of interest is the frequency of such circumlocutions. Unfortunately, there were
too few circumlocutions in the present data to warrant further investigation.

6.4.3 Explaining the Phonetic Variation
— The following indexes were applied to aphasic speech in order to reveal an increase

in variation: in the listening experiment, the median of the ratings, as well as the
relative entropy for different transcriptions; in the acoustic analysis, the coefficient of

variation for F1 and for vowel duration. There was increased variation in both the
correct and incorrect answers. When acoustic measures were used, the most fluent
e subject (with a parietal lesion and with few phonological errors) did not differ from
-: the control subjects. The listening experiment indicated a clearer difference between
the aphasic and control subjects. A more detailed phonetic analysis could reveal

- additional differences between fluent and nonfluent subjects.

' The variation of vowel durations is often used as an indicator for motor control
problems (e.g. Duffy and Gawle, 1983). The results obtained using this measure agreed
with the other results from the phonetic experiments. For the most fluent speaker, the
coefficient of variation for vowel duration was within normal limits. However, Subject
8 (who had "apractic" speech errors in descriptive speech) did not differ from the

- , control subjects with respect to variation for vowel duration. This result has several
- interpretations: (1) The "apractic" speakers’ articulation may be "fluent”. (2) When the
B standard deviation of vowel durations is used as an index of articulatory fluency, the

measure should always be determined in those items where the subject makes

phonological errors (i.e. as far as Subject 8 is concerned, the vowel duration of the
. long items should have been measured in the repetition test). (3) The measure may

not be a good indicator of motor control problems. The present data did not provide

a basis for deciding between these alternatives.

The presence of a speech motor control problem may explain why the speech of
a few subjects was consistently evaluated as poorly articulated. The order of the
nonfluent subjects in a fluency scale was dependent upon the phonetic feature under
investigation. It has been proposed that the spatial and temporal aspects of articulation
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are controlled independently (Kelso, Tuller, and Harris, 1983: 145). In the present
study, Subject 6 had a severe problem in spatial asbects of articulation (vowel
centralization), but he had only a mild problem with the temporal aspects of
articulation as compared to the other nonfluent patients. Ziegler and von Cramon
(1983) have interpreted vowel centralization as resulting from a decrease in the
motility of articulators.

A comparison between the amount of phonetic variation in speech production and
the proportion of phonological errors suggested that patients having numerous
phonological errors also had an increase in phonetic variation. The errors cannot be
explained merely with reference to articulatory gestures (such as lip movements or
velar movements), but usually the simplifications can best be described in terms of
phonemes. For aphasics, however, the abnormal realization of the length opposition
may point to some stage of speech motor conirol where the gestures play a role --
high, rounded vowels produced with lip protrusion were the most affected.

According to Luria (e.g. 1973) and Hardcastle (1987), the fluent patients’ speech
production problems were caused by impaired feedback monitoring. This theory does
not account for the present findings. It does not explain why named words were not
articulated as well as repeated words. All the variation found in the rating experiment
could not be due to motor control problems (i.e. a damage to the motor systems).

The named words may have been articulated less fluently than the repeated words
because in naming, the subject must activate the phonological form stored in the
lexicon, whereas in repetition the form has already received its activation during the
perception process. The activation process is reflected in the phonetic output as
nonfluency (of a particular type, the nature of which is unknown).

The most nonfluent patients made word-initial errors. There were also patients
who made predominantly word-final errors. The subjects with word-final errors also
made more vowel errors than other sibjects, and they produced neologisms in the
naming and picture description tests. The word-initial and word-medial errors of long
and phonetically complex items that were elicited in the repetition test r.uy be signs
of speech apraxia. Speech apraxia is often defined as a problem of the motor control
in articulating complex phoneme sequences. The patients whose errors typically
occurred word-finally may have a lexical retrieval problem. Alternatively, word-final
errors may be due to difficulties in activating the lexical item or in keeping the
activation level high enough during the time demanded by the production mechanism
(as proposed by Joanette et al., 1980). The severity of the activation problem may
vary — the more severe the problem, the more severe the errors. If the severity theory
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is true, then neologisms and contaminations are the most severe errors, whereas
omissions of the word-final syllables are less severe. Phonological anosognosia was
one form of the lexical difficulties. The lexicon is one area where further research is
warranted. If further dissociations between the different types of lexical errors will be
found in future studies, then it will ‘be shown that the components of lexicon can be
selectively affected. Results from the rating experiment indicated that some types of
phonetic variation may be best explained with reference to the lexicon, and there
obviously are different types of phonetic variation.




7 Patient Classification

The patient groups discussed in the previous chapters were not completely
homogeneous. There was also an overlap between the groups, and it was possible for
one subject to belong to several groups at the same time. In some cases it was
difficult to decide whether errors should be considered to belong to one or to two
different error types (i.e.,, whether the errors differed in quality or in severity). If more
subjects had been examined then it obviously would have been possible to divide the
present patient groups into sub-groups. In the present study, only those groups who
could be separated by phonological variables were discussed.

7.1 Groups in the Present Data

When analyzing the speech samples in terms of linguistic and phonetic variables, the
subjects often seemed to fall along a continuum, with nonfluent patients at one end,
and fluent patients and controls at the other. Some generalizations about patient
classification were apparent from the data. This classification was not tested
statistically because the analysis involved a smaii number of patients and a great
number of variables. Several ways of classifying patients were compared. The patients
could be classified according to the most dominant speech deficit. If there was no
double dissociation between the analyzed variables, the subjects could be "forced" into
a group. When more variables were taken into consideration, the groups were more
indistinct. In other words, there was considerable overlap between the groups.

The first step was to divide the patients into three groups based on their
performance in the articulation tests. The result was the following classification: (1)
subjects with voice problems and with alternate motion difficulties, (2) subjects who
failed only in the sequential motion and repetition tests, and (3) subjects who did not
fail in the articulation tests. When the repetition, naming, picture description, and
speech perception tests were analyzed, the above-mentioned groups were characterized
with more features. Subjects who had difficulties in the sequential motion test also
had a tendency to make errors in the repetition of long, phonetically complex words.
Of the two tests ~ repetition atd sequential motions -~ the former was more sensitive
in detecting phonological difficulties. The third group consisted of patients who di
not have problems with the articulation or repetition tests, but who did fail in the
naming and picture description tests. The qualitative analysis of naming and picture
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description errors revealed new error types: neologisms, and verbal and semantic
paraphasias. These error types were characteristic of those subjects who did not have
difficulties in the articulation or repetition tests. These subjects tended to have more
difficulty with the semantically related items of the word-picture matching test (as
compared to unrelated and phonologically related items).

Data from fifteen aphasic patients are too small for determining whewmer or not
the analyzed phonetic and linguistic variables can be selectively affected. Nevertheless,
double dissociations of some variables were detected (e.g. phonological vs. semantic
errors in the word-picture matching test). Such dissociations provide a solid basis for
patient classification. However, it was more characteristic of the present data that a
certain error category was either present or absent (e.g. voice disorder, semantic
paraphasias in the naming test). Some of the analyzed variables were apparently
independent of each other, but many variables also characterized different
manifestations of the same underlying difficulty. In this respect, the present study only
forms a basis for more comprehensive studies in the future.

The following paragraphs summarize the most important. results as they relate to
patient classification.

1. Subjects without Problems in the Articulation or Repetition Tests

Subjects 1, 3, 7, 13, and 15 passed the articulation tests. Another feature common to
these subjects was that they made similar errors in the word-picture matching, naming
and picture description tests. The characteristic error types were semantic difficulties
in the word-picture matching test, and semantic paraphasias and neologisms in the
naming and picture description tests. These error types provided a basis for a positive
definition of this patient group. On the basis of their performance in the naming and
word-picture matching tests, Subjects 2, 3, 7, 9, 11, (12), 13, and 15 were placed in the
same group. Subjects 9, 11, and 13 had the most difficulty with the semantic condition
of the word-picture matching test. Subjects 2, 3, 7, and 15 also had more difficulties
in the semantic condition than they had in the other conditions of the test.

When the classification was made solely on the basis of types of naming errors,
picture description and word-picture matching errors, Subjects 2, 3, 5, 6, 7, 9, 10, 11,
12, 13, 14, and 15 formed one group. Subjects with severe articulatory trouble were
included in this group, and only Subjects 1, 4, and 8 were excluded. Although Subject
1 had difficulties in auditory discrimination, he otherwise had only mild difficuliies
(articulation problems with long words, and difficulties with naming that resulted in

193




189

circumlocutions). Subject 4 obviously had such severe phonological or word finding
difficulties in the naming and picture description tests that no “semantic" errors could
be found. In fact, it was mentioned in the medical files that he possibly suffered from
multi-infarct dementia. Subject'S passed the standard aphasia testing so well that he
was almost as normal'. His main difficulties were articulatory, and they were
manifested in spontaneous and descriptive speech (not in isolated words if the words
were not exceptionally long). Thus, it was an open question as to whether his problem
was aphasia proper. At any rate, the problem was very severe, and it prevented the
subject from returning to his previous job.

When more restrictive criteria of patient classification were used, either Subject 12
(who did not make phonological errors in the articulation or repetition tests, and who
produced the longest story in the picture description test), or Subjects 9 and 13 (who
had semantic paraphasias and neologisms in naming and descriptive speech) could be
considered very typical, fluent aphasics. When Subjects 9, 12, and 13 made a
phonological error in the repetition test, they corrected it thenselves (as did the
controls). Also in the naming test these subjects usually corrected their own
phonological errors. Due to the small number of mistakes, it was difficult to evaluate
the role that word length played in the production of errors, but as far as the present
data were concerned, word length appeared to have a negligible effect. According to
the phonetic analysis, the coefficient of variation for F1 and for vowel duration were
not increased in Subject 12's speech. In the listening experiment, Subjects 13 and 12
were rated as the most fluent aphasics.

Subjects 9 and 13 had a temporal lesion, and Subject 12 had a parietal lesion (with
subcortical involvement). Thus, the differences between these fluent patients lied in the
location of the lesions. There are different types of fluent aphasia, Subject 12 having
one type of fluent aphasia, and Subjects 9 and 13 having another type of fluent
aphasia. When the above-mentioned, large set of patients (twelve) was considered, no
generalizations as to lesion localization could be made (it varied from frontal to

temporal and parietal, and several patients also had subcortical involvement).
2. Subjects with Voice Disorders and with Problems in Alternate Motions

A few patients even had difficulties on the simplest speech production tests. For
example, Subjects 5, 6, and 14 were the most characteristic of this group as they all

! Information about the subject’s performance in the Western Aphasia Battery was obtained from
a speech pathologist.
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had difficulties with the alternate motion test. Subject 5 was diagnosed as having
spastic dysphoniz, and Subject 14 also had a voice disorder. These basic motor and
phonation difficulties were manifested in all speech production tests. Subject 14 was
very representative of this group, because he made relatively few other than
articulation errors. Subjects 11 and 12 also had some problems of this type. Subject
12 whispered the last item in the series of alternate motions. If his behavior was
considered pathological, it evidenced the double dissociation between alternate and
sequential motions. However, this evidence was not quite convincing. Subject 11 was
tested only 1,5 months post-onset, and his syndrome was very complex. For this
subject, features of fluent aphasia were very clear in naming, but he also had
articulatory/phonological difficulties that were less dominant than naming difficulties
and could, therefore, be assumed to resolve over time. However, when Subject 11 was

tested, he made many phonological errors unlike those of the other patients (c.f.
below).

Subjects 5, 6, 11, and 14 made numerous phonological errors in the repetition,

naming, and picture description tests. Word length played an important role in these
subjects’ errors -- the more complex the phonetic composition of an item, the more
prone the subject was to commit a phonological error. A closer analysis also revealed
differences between the subjects. Subject 5 differed from Subjects 6 and 14 in that she
had somewhat more "non-answers", the repetition deficit was a little milder (she
reproduced incorrectly about 30 % of the bisyllabic targets, whereas Subjects 6 and 14
made errors in more than 50 % of the targets), and in the naming test there was no
clear difference between bi- and trisyllabic targets (however, compounds were more
difficult than shorter items). Subject 11 often failed to repeat or to name the longer
items. The subjects did not try to correct themselves (Subjects 5 and 6 tried more
often than Subject 14, and Subject 11 in 30 % of the items of the repetition test but
not in the naming test), the few attempts were not successful.

Anticipation errors were typical for these subjects, although Subjects 5 and 11 did
not make these sort of mistake in the naming samples. Deletion and substitution
errors were also common word-initially (especially for Subject 6 in all the tests, and
for Subject 11 in the repetition test) or word-medially (especially for Subject 5 in all
the tests, and for Subject 11 in the repetition test; Subject 14 also had difficulties with
the length opposition of word-medial consonants in the repetition test). For all
subjects, complex errors were somewhat more common in the naming test than in the
repetition test. In general, consonant errors were more common than vowel errors
(even if Subject 5 had a number of vowel errors in the repetition sample). Subject 11
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differed from the other subjects in that he made more metathesis errors. He often
substituted /k/ for the word-initial consonants, as well as had neologistic answers in
the naming test.

According to the results of the phonetic analysis, Subjects 4 and 6 differed by the
greatest number of variables from the other subjects. Furthermore, slight phonetic
deviations were made by Subjects 1, 9, 11, 14, and 15. Subjects 14 and 11 formed their
own group on the basis of grammatical fluency, as they produced very short
senteices.

Subjects 6, 11, and 14 had a primarily temporal lesion, and Subject 12 had a
parietal lesion. There was no localization information available for Subject 5. There
were CT scans available for Subjects 11 and 12, and EEG results for Subjects 6 and 14.
Subjects 11, 12, and 14 had subcortical extensions of the lesions that involved the basal
ganglia. Such information was not available for Subjects 5 and 6. It can be tentatively
proposed that a syndrome involving voice disorders and problems with alternate
motions results from lesions with subcortical involvement.

3. Difficulties in Sequential Motions and in the Repetition of Long Words

The group was first defined on the basis of the subjects’ difficulties in the sequential
motion test, and lack of difficulties in the alternate motion tests. In this way, Subjects
4, 8, and 9 were included in the group. Furthermore, subjects who failed in the
* alternate motion tests also had difficulties in the sequential motion test (an exception
was Subject 12). Subjects 2 and 10 paused once in the test of sequential motions, but
made no real errors. Subject 4 had a series of approximations that resulted in a
correct production. Subjects 8 and 11 had metathesis errors. Subject 9 made an
anticipation error. Subjects 5 and 14 made complex and severe errors, Subject 6 made
one false start and one metathesis error.

When the qualitative characteristics of these deficits were analyzed, the group was
first defined negatively with respect to the two groups discussed above. On the basis
of phonological errors it would be more natural to include Subject 11 in the present
group than to group him with Subjects 5, 6, and 14.

The repetition test proved to be more \ ensitive than the sequential motion test for
mild articulatory difficulties. All the subj cts with difficulties in sequential motions
shared a difficulty in articulation of long, phonetically complex words. When those
subjects with difficulties in the repetition of long words were added to the group
under discussion, the entire group consisted of Subjects 1, 2, 4, 8, 9, and 10. All of
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these subjects differed from one another. No one causal factor could explain the
observed deficits. Subject 1 had an auditory discrimination problem. Subjects 4 and 9
often omitted the word-final syllables of long items in both the repetition and naming
tests. Subject 4 had morphological problems accompanying his phonological problems,
and Subject 9 had phonological anosognosia. Subject 8’s phonological problem surfaced
in the picture description test only, not in the tests that contained isolated words.
These errors have been discussed in detail in chapter 54.

A Comparison with Traditional Clinical Classifications

The patients were first classified on the basis of their performance on the articulation
tests. The groups corresponded to those described by Darley et al. (1975), according
to whom subjects failing in the alternate motion test were classified as "dysarthric",
those failing in the sequential motion test and in the repetition of long words were
described as "speech apractic”, and those having problems with "meaningful items"
were "aphasic". .

The subjects were not prediagnosed, and on the basis of the tests included in the
present study it was impossible to reliably determine the aphasia types as described
by e.g. Goodglass and Kaplan (1983). However, it can be assumed that a majority of
the subjects would not present a traditional aphasia syndrome in its purest form. Most
subjects were tested more than one year post-onset, and the aphasic symptoms were
already mild. There are different opinions about the classification of patients with
residual aphasia -- sometimes the patients are classified into traditional categories,
whereas sometimes no classification is made. The results of our study indicate that
there are clear differences between patients with residual aphasia.

In traditional aphasiology, those subjects exhibiting predominantly production
difficulties accompanied with relatively good comprehension abilities, have been
diagnosed as Broca’s aphasics. The subjects whose production is better than their
comprehension are classified as Wernicke’s aphasics. Broca’s aphasics are nonfluent,
whereas Wernicke’s aphasics are fluent. In conduction aphasia, spontaneous production
and comprehension are relatively good, but difficulties arise in the repetition test.

The classifications presented by Darley et al. (1975) and Goodglass and Kaplan
(1983) do not completely overlap because they focus on different features of the
syndromes. On the basis of the major symptoms, it is possible to suggest tentative
correspondences between the two classifications. Of the present subjects, the group
with voice disorders plus difficulties in the alternate motion tests (i.e. dysarthria
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according to Darley et al.) could be classified as Broca’s aphasics or, more precisely,
as having a syndrome that resembles Broca’s aphasia. Subjects 11 and 14 were
nonfluent, not only on the basis of articulatory criteria, but also on the basis of
grammatical criteria. The patients who had "aphasia” according to Darley et al.
resemble Wernicke’s aphasics even when tlieir comprehension was relatively good (in
the present study, these subjects had mild problems in the semantic condition of the
word-picture matching test). Such patients are often considered to be recovered
Wernicke’s aphasics (Caplan, 1987). The third group, "apraxia of speech” according to
Darley et al, would correspond best with conduction aphasia. In the present
comparison, transcortical aphasias were ignored.

The tests that are commonly used for diagnosing speech apraxia and conduction
aphasia have much in common: speech apraxia tests consist of diadochokinesis and
the repetition of words with varying phonetic complexity, and subjects having speech
apraxia should have difficulties with the repetition of long words. Conduction aphasia
is traditionally considered to be a repetition disorder. Here, the patient’s spontaneous
speech is normal, and he or she has no severe comprehension problems. Kohn (1985)
has described conduction aphasia on the basis of the linguistic characteristics of
naming responses: patients of this group had "literal paraphasias” in naming, as
opposed to the neologisms of Wernicke’s aphasics, and to the distortions of Broca’s
aphasics.

Kertesz and Phipps (1977) distinguished between twc conduction aphasia groups:
those with a more severe production problem, and those with a more severe
perception problem. In the present study, Subject 1 had problems with auditory
syllable discrimination. There were three subjects who had phoneme discrimination
difficulties according to the word-picture matching test (Subjects 1, 2, 9). These
subjects made phonologic1l errors in the repetition test (Subject 1 made most of the
mistakes in long, phonetically complex words). Subjects 2 and 9 also made some
errors in the naming test. These subjects often tried to correct their phonological errors
in the naming test, and they were often successful at these corrections. Subject 9 had

the most serious naming problems, and produced long sequences of approximations

which were characterized as phonological anosognosia. In the repetition test, there
were fewer, and less successful attempts at correction. Subjects 2 and 9 also had
features of fluent aphasia. In conclusion, it was difficult to distinguish between
features of mixed aphasia and speech perception problems. It is possible that phoneme
recognition deficits always lead to speech production problems, but it is also possible
that these difficulties are independent of one another. Subject 8 did not have cpeech
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perception problems. Speech production problems do not lead to speech perception
problems: subjects with the most severe speech production problems did not have
auditory discrimination problems.

It is often assumed that speech apraxia is caused by an anterior lesion. In the
present study, Subject 2 was the only patient with an anterior lesion who exhibited
this problem, although there were other patients with similar symptoms who did not
have an anterior lesion. Posterior iesions often seemed to result in nonfluent aphasia
(similar results have been obtained by e.g. Karis and Horenstein, 1976). The lesions of
the most nonfluent patients' also extended to the subcortical nuclei. In future studies
of aphasic speech, more attention must be paid to the size and subcortical extensions
of lesions.

The present analysis demonstrated that residual aphasic patients also differ from
one another. The observed differences were characterized by the traditional aphasia
categories, which can be used as a quick means for roughly identifying the types of
deficits. The groups formed in the present study were loose categories - clusters of
several independent deficits. Most patients have large lesions, their deficits are varied,
and thus most patients belong to several categories simultaneously. A larger-scale
experiment with prediagnosed patient groups should. be performed before final
conclusions can b2 made concerning the relationship of traditional aphasia categories
to the types of phonological errors described in the present study.

7.2 The Linguistic Implications of the Groups

Auditory Discrimination and the Role of Segments in Speech Perception

An auditory discrimination problem was observed in Subject 1. This subject had
neither severe comprehension difficulties, nor severe speech production problems. Most
subjects included in the study had some speech production problems. For some
subjects having speech perception problems, there may have been a link between
auditory discrimination and the speech production problems. However, it is impossible
to test this hypothesis on the basis of the present data.

Blumstein et al. (1977) demonstrated that auditory discrimination problems do not
explain the speech perception or comprehension problems observed in Wernicke's
aphasia. Also, pure word deafness is rare (Saffran, Marin and Yeni-Komshian, 1976).
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The speech perception and comprehension problems in aphasics seem to be related to
the higher stages (i.e. lexical access) of the process (Jauhiainen and Nuutila, 1977).

Auditory discrimination problems many be far more common than clinical tests
reveal. Various types of hearing loss should be checked e.g., on the basis of error
patterns), and their relation to aphasia should be studied in detail. An increase in the
sophistication of the tests would undoubtedly increase detection of auditory
discrimination problems. Standardized tests (with a normal age matched comparison
group) are needed to minimize problems of patient classification. Better syllable lists
with systematically varied phonetic contrasts should be prepared and administered in
a controlled way (e.g. tapes presented in a sound-proof environment).

Speech Motor Control and the Role of Segments in Speech Production

The analysis of phonetic variation revealed that phonological errors cannot be
explained by increased variation zlone, nor can all types of variation be explained by
only studying segmental errors. Thus, some types of phonetic variation (and voice
disorders) and segmental errors in speech production seem to dissociate in aphasia.
Most of the present patients with "Broca’s aphasia” had problems with both alternate
and sequential motions. It seems likely that they had a complex syndrome, and the
segmental errors (which are related to the problem with sequential motions) form one
component of the syndrome. Phonetic features that evidenced a "lower level" deficit
of speech motor control were the centralization and considerable lengthening of
vowels. It is usually assumed that increased variation in vowel durations would refer
to a motor conirol problem. This claim was difficult to evaluate on the basis of the
present data, as the nature of phonetic features in deviant speech should be studied
in more detail.

It remained unclear whether or not there was a difference between segmental
errors for patients with and without alternate motion problems. On the contrary, there
was a clear difference between patients who predominantly made word-initial errors,
as opposed to patients with predominantly word-final errors. The following discussion
focuses on patients who made word-initial errors (i.e. on Subjects 5, 6, 11, and 14).
Word-initial errors were usually consonant errors. Anticipation and metathesis errors
were common. Thus, these kinds of errors were made by patients with the most
severe type of speech apraxia.

Patients made anticipation errors that usually simplified the word form such that

the sequence of movements became less complex. This kind of a phenomenon is
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referred to in natural phonology where mental entities under examination are called
phonological processes. According to Donegan (1978), Stampe defines the natural
phonological process as follows:

"... a mental operation that applies in speech to substitute, for a class of sounds

or sound sequences presenting a specific common difficulty to the speech capacity

of the individual, an alternative class identical <in all other respects> but lacking

the difficult property.” (p. 3)
Natural phonological processes are considered to be automatic adaptations of the
speaker to the articulatory and perceptual difficulties of sounds and sound sequences.
They are motivated either phonetically (in terms of articulation) or phonologically
(preservation of phonological distinctions) (Donegan, 1978: 127). A phonological system
is a collective result of phonological processes. It was unclear whether the sound
sequences referred to adjacent sounds only, or to a whole phonological form of a
lexical entry. The present data support the latter proposal.

In natural phonology, the motor (phonetic) functions and the central (phonological)
functions are considered to operate separately. The natural phonological process is a
part of the planning phase, and as such it does not refer directly to the actual
production of the sound (cf. Stampe, 1969; Ohala, 1974). Substitutions caused by
natural phonological processes are considered to be systematic.

Natural phonological processes have been observed in first language acquisition
and in second language learning. According to Donegan, slips of the tongue cannot
be considered phonological processes because they are not systematic. However,
Wurtzel (1984: 18) has tried to find evidence for natural phonological processes in the
speech of aphasic patients. Errors by aphasic patients are never systematic. The extent
to which the substitutions in first language acquisition are actually systematic should
be investigated in detail.

When children are unable to produce sounds correctly (they have natural
phonological processes that adults have not retained), they often have the right
. internal representations of the words (i.e. they "hear" the phonologically important
distinctions). The adherents of natural phonology think that, in addition to the
phonological processes, one needs an "idea" of what to pronounce. According to the
present data, aphasic patients often aimed at the correct target, as was indicated by
the anticipation errors. In this respect, the situation of the second language learner
may be different. |

Natural phonological processes seem to have something in common with the
theory of co-ordinative structures in physiological phonetics (c.f. Kelso, Tuller, and
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Harris, 1983). This theory may also account for the specification of the child’s
articulation in very much the same way as does natural phonology.

Lexicon

In the previous discussion, the lexicon has been referred to in connection with various
variables under investigation (both speech production and perception variables). At the
lexical-semantic level the deficits seem to be more modality independent than they are
at the "segmental" level. However, with new data more double dissociations may be
found among the lexical variables.

A slightly higher number of phonological errors were observed in the naming test
than in the repetition test. The naming errors were more complex. In the picture
description test, many errors were difficult to classify: the morphological and
phonological aspects of the difficulties may have amalgamated. Thus, the analysis is
made more difficult by the "linguistic complexity” of the test, and the subjects may
also make a higher number of errors in the more demanding tests than in the more
simple tests.

Some subjects made more errors word-finally than word-initially. Joanette et al.
(1980) have proposed that this is due to the instability of the phonological
representation, or due to a difficulty in keeping the representation active long enough
to control for the production of the item. There were also subjects who often
produced neologisms and/or verbal paraphasias. The data also contained some
contaminations. These error types may also refer to the processing of the phonological
form. Verbal paraphasias appear to be random selections from the lexicon.
Contaminations result from a simultaneous activation of two items. Neologisms are
more difficult to explain, as they may, for example, be contaminations of several
items, or just random phoneme strings. In the present data, neologisms usually obeyed
the phonotactic constraints of Finnish. The only exceptions were a few neologisms
made by the nonfluent patients, and these items were also inaccurately articulated. In
contrast to the errors discussed under naturai phonology, these lexical errors refer to
words (phonological forms of the lexical entries) in addition to, or rather than,
segments.

The contrast between segmental phonological errors and lexical errors is, however,
vague. Segmental errors, for example metathesis errors, may also refer to the word
form in the lexicon. In the present data, there were two types of metathesis errors -
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some obeyed the phonotactic constraints of Finnish, and some did not. The latter type
of metathesis errors was produced by the most nonfluent aphasic patients.

In the listening experiment, named words produced by the controls and by the
most fluent aphasics were evaluated as less fluent than repeated words produced by
these subjects. This may refer to lexical retrieval as a source of phonetic variation. It
is not known which phonetic variables are affected by such "high level processing".
Repeated words may be easier to produce because the speech perception process has
already activated the lexical item to be produced.

Results from the listening' experiment also showed that there was a strong non-
word effect. Non-words, and literal paraphasias that resulted in non-words, were rated
as less fluent than real words. This fact was easiest to explain by reference to the role
of the lexicon in speech perception. Furthermore, the results of the repetition test
supported this explanation. In repetition, non-words were more difficult than real
words: non-words were often repeated as real words, and real words were repeated
as other real words, rather than as non-words. It was difficult to determine the cause
for this -- was it speech perception or speech production in question? Certain aphasics
with severe segmental problems in their speech production tended to repeat non-
words as real words. This supported the hypothesis that speech production factors
also play a role in the phonologically motivated word substitutions of the repetition
test.

There are two conflicting theories about normal speech perception. According to
Bradley and Forster (1987), the word form is recognized first, and then followed by
exical access. Marslen-Wilson (1987) has advocated an interactive view of speech
perception. These models give the following predictions about the subject’s
performance in the word-picture matching test (in which the items were either
unrelated, phonologically or semantically rclated):

1) If word recognition precedes lexical access, then there should not be
patients who fail in the phonological condition of the test and

simultaneously exhibit good performance in the other two conditions of the
test.

If lexical access precedes or may interfere with word recognition, the
patients should then be able to compensate for the difficulties that come
to surface in the phonological condition. Thus, difficulties should not arise

in the other two conditions of the word-picture matching test.
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If word recognition is irnpossible without any reference to lexical access,
there should not be poor performance in the semantic condition of the test
and simultaneously excellent performance in the phonological condition of

the test, because lexical access difficulties should interfere with all speech
perception. '

The results show that many patients have their poorest performances in
the phonological test condition rather than in the other two conditions. A
double dissociation was found between the phonological and semantic
conditions. Thus, the result supports Marslen-Wilson’s interactive model of
speech perception because the patients seem to be able to compensate for
their speech recognition problems.

The prediction (3) is true for most patients’ verbs: those who show great
difficulties with semantically-related items also do somewhat poorly ir
phonologically-related items. However, for nouns this prediction is not
true: there were two patients (1 and 9) who showed a double dissociation
between the two conditions. The difficulties observed with verbs ~n be
accounted for by the depiction effect. One seems to use lexical acccss only
when word recognition fails.

A more detailed analysis of both speech perception and production in aphasia are
needed. Several types of lexical deficits seem to exist. The relation of modality
independe it and modality specific problems, and the questicns of auditory
discrimination and speech motor control warrant further investigation.

Phonological anosognosia

Phonological anosognosia refers to the behavior where the subject produces the right
item tut does not accept it as correct. This leads to a kind of sound play ~ attempts
at self-correction. In the present study, this behavior was observed only for Subject 9
in the confrontation naming test. This subject also had apparent difficulties word-
finally: he often omitted the final syllables of long iteins.

0
&~
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" There were two types of aphasiological theories: some stressed the modality-specificity
of the aphasic symptoms, and some considered that a proper linguistic deficit should
be modality-independent. In the present study, only the lexicon (i.e. the memory of
the conventional aspects of language) was considered to be modality-independent. In
connection with speech perception, the lexical aspects were referred to by the term
"lexical access", whereas the lexical aspects of processing in speech production were
referred to by the term ‘'lexical retrieval’. The lexical entry’s semantic and
phonological representations were also discussed.

The term "lexicon" was used in a very wide sense. All the linguistic information
is learned and represented in memory. This is also true of “the phonetic aspects of
speech production: languages may differ in their "articulation basis" -- in some
languages all sounds are produced in a relatively frontal position, whereas others
prefer back articulations. It may be assumed that "rules of grammar" provide a
structure for the organization of the memorized linguistic information. "Lexicon" in a
narrow sense, refers to such linguistic structures for which there are no good rules. It
may be further assumed that, when a person has learned the organizing principles for
his or her native language, these principles are not disturbed by (local) brain damage.
The aphasic symptoms reflect the interplay of the memory and the actual speech
production and perception processes. This is indicated by the fact that not only
phonological errors but also lexical and semantic errors are unsystematic, i.e., the same

item is sometimes produced correctly, sometimes incorrectly. For example,

neurocircmical changes could, in principle, make lexical information less easily
available *o the processes (but the information would not have completely
disappeared). The nature of aphasic errors may be partly explained by the local nature
of brain damage in aphasia and by the distributed organization of linguistic memory
(e.g. Allport, 1985).




Epilogue

Several kinds of phonological deficits were observed in this study. Establishing a
distinction between phonetic vs. phonological deficits was an early attempt at a

classification of the phonological errors. The present classification can also prove to be
a simplification: each error type may be heterogeneous. The results obtaine¢ support
the proposal by Green (1986): errors are a result of a problem in regulating the
activity of an intact system. The deficits of different patients occur at different levels
or aspects of the speech language production and perception. These errors represent

a complex interplay of the lexicon (in a wide sense) with speech production and
perception abilities.
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Appendix 1

(i) Syllable Discrimination

The following syllable pairs were presented to the subjects who were asked whether or not
the two syllables were similar. The subjects were instructed to say "yes" when the syllables
were similar, and "no" when the syllables were not similar.

na - ka 2. ke-re 3. pe-pe
tu - ty 5. ti-ni 6. ki - ki
po - pd 8 li-1a 9. nd - nd
Ly -1y 11. mo - pd 12. my - my
. ku - nu 14. sy - sy 15. re - re
. pu - pu 17. mo - mo 18. 50 - s
.10 - to 20. mu - mu 21. 6 - nd
. sa - si 23.16 - 16 24.ta - ta
.nd - nd 26. 1o - lo

(i) Word-Picture Matching

A complete set of materials can be obtained from Hinninen et al. (1987). The test consisted
of six picture sheets, with ten pictures on each sheet. The picture sheets were the following:

1. Suomi ‘Finland’, silmi ‘eye’, kello ‘watch’, kala ‘fish’, laiva ‘boat’, lehti ‘newspaper’, poliisi
‘policeman’, kivi ‘stone’, kirkko ‘church’, nainen ‘woman’

2. naula ‘nail’, kaula ‘neck’, korppi ‘raven’, kortti ‘post card’, neula ‘needle’, heltta ‘wattle’,
korkki ‘cork’, teltta ‘tent’, keula ‘bows’, taltta ‘chisel’

3. kaulus ‘collar’, hiha ‘sleeve’, tasku ‘pocket’, solmio ‘tie’, vyo ‘belt’, nisetti ‘bow’, hattu ‘hat’,
sukka ‘sock’, olkaimet ‘suspenders’, kisineet ‘gloves’

4. tanssii ‘dance’, nostaa ‘lift’, sy6 ‘eat’, maalaa ‘paint’, lentdd ‘fly’, pelaa ‘play (a gamey,
soittaa ‘play (an instrument)’, opettaa ‘teach’, istuu ’sit’, rukoilee ‘pray’

5. pakkaa ‘pack’, haraa ‘rake’, laulaa ‘sing’, hakkaa ‘chop’, harjaa ‘brush’, lakkaa ‘varnish’,
viilaa ‘file’, kiilaa ‘inappropriately pass a car’, halaa ‘embrace’, keilaa ‘bow!’

6. polvistuu ‘knee’, kumartuu ‘stoop (down), konttaa ‘crawl’, hiipii ‘creep’, kdvelee ‘walk’,
hyppdd ‘jump’, kiipedd ‘climb’, kompastuu ‘stumble’, liukastuu ‘slip’, juoksee ‘run’

When presenting the items to the subjects, the examiner instructed them to point to
corresponding pictures. When two or three items were presented at a time, the subjects were

asked to point to the pictures in the same order as the items were presented to them. The
items used i~ this test were the following:

sheet 1: 1. silma
2. laiva




sheet 3:

sheet 1:

sheet 2:

sheet 3:

sheet 1:

sheet 2:

sheet 3:

sheet 4:

sheet 5:

sheet 4:

sheet 5:

— 00N U AW

kala
kivi

. keula
. korkki
. teltta
. tasku

hiha
. sukka

. kello - nainen

. kirkko - lehti

. Suomi - poliisi

. heltta - neula

. kaula - kortti

. korppi - naula

. teltta - korkki

. kaulus - vyd

. solmio - kisineet
. hiha - hattu

. laiva - kala - silmd

. Kivi - kello - lehti

. rainen - kirkko - Suomi
. teltta - kortti - kaula

. neula - taltta - korppi

. naula - keula - heltta

. vy& - hiha - kaulus

. solmio - kdsineet- tasku

. olkaimet - rusetti - sukka
. hattu - solmio - kdsineet

. tanssii

. istuu

. maalaa

. soittaa

. kiilaa

. lakkaa

. harjaa

. juoksee

. kiipedd

. kumartuu

. opettaa - lentda
. rukoilee - nostaa
. S8y0 - pelaa

. laulaa - hakkaa
. harjaa - keilaa

. pakkaa - viilaa

. haraa - lakkaa




- hiipii - kumartuu
. kivelee - polvistuu
- konttaa - juoksee

. lentdd - soittaa - istuu

. maalaa - syd - opettaa

. pelaa - rukoilee - tanssii

. kiilaa - laulaa - hakkaa

. pakkaa - harjaa - viilaa

. keilaa - lakkaa - haraa

. polvistuu - kiipedd - bhiipii

. konttaa - juoksee - polvistuu

. kdvelee - hyppdd - kompastuu
. kumartuu - liukastuu - konttaa

(iti) diadochokinesis

1. papapa
2. tututu

3. takeli takeli takeli

(iv) repetition of words, non-words and syllatles

words:

5. rumpu, 6. teettdd, 7. poond, 8. kallistuminen, 9. k66kki, 10. tunne, 11. teema, 12. neekeri,
13. konna, 14. kukko, 15. tuuli, 16. pdid, 17. kausi, 18. puolin, 19. luuta, 20. kot, 21.
ystavdllisyys, 22. mokki, 23. soolo, 24. kotelo, 25. toottdd, 26, tuttu, 27. limppu, 28. t6nd, 29.
mikihyppy, 30. kello, 31. sdlpd, 32. soosi, 33. sekularisaatio, 34. toosa, 35. kilpi, 36. on, 37.
korpi, 38. kokko, 35. kirkonkellot, 40. kimppd, 41. loota, 42. s6otti, 43. pyykki, 44. liina, 45.
luulo, 46. kotikolo, 47. kurssi, 48. matala, 49. marssi, 50. suuri, 51. tanssi, 52. tulppa, 53.
transkriptio, 54. parta, 55 seassa, 56. kulta, 57. koko, 58. kiittdd, 59. silta, 60. suunta, 61.
kerdsi, 62. lintu, 63. ele, 64. papupata, 65. kyy, 66. t6616, 67. tulee, 68. viite, 69. kdli, 70. tonni,
71. polls, 72. tie, 73. lempi, 74. luultavasti, 75. seepra, 76. teesi, 77. tolli, 78. ui, 79. olo, 80.
seestyy, 81. kesikeli, 82. s6p0, 83. ajaa, 84. liika, 85. kylpy, 86. toivo, 87. 166peri, 88. soi, 89.
keppi, 90. sello, 91. hulivili, 92. tossu, 93. paperi, 94. nappi, 95. kasa, 96. karikkoinen, 97,
tonttu, 98. akka, 99. koppi, 100. palapeli, 101. kelo, 102. pupu, 103. kellertdvi, 104. tulli, 105.
peto, 106, pankki, 107. seti, 108. idea, 109. katalysaattori, 110. nootti, 111. sukka, 112.
halveksunta, 113. tuli, 114. taakka, 115. kaasu, 116. koi, 117. mummu, 118. rikas, 119. kapakala,
120. kyky, 121. penkki, 122. rdjayttdd, 123. tuonnempana, 124. merkki, 125. ahdas, 126. kirkko,
127. punssi, 128. norsu, 129. tylsd, 130. takka, 131. varsi, 132. sdili, 133. lelupalicka, 134. syyls,
135. mamma, 136. nunna, 137. kansi, 138. kattila, 139. kénsd, 140. pulssi, 141. kissankello, 142,
sirppi, 143. kotitonttu, 144. hylsy, 145. korppu, 146. jilkeenpiin, 147. helppo, 148. lottovoitto,
149. saa, 150. kehystamaton, 151. kakkulapio, 152. soopa, 153. avaa, 154. myy, 155. tolkki, 156.
antaa, 157. vadryys, 158. no, 159. kiiki, 160. kateketiikka, 161. kimppd, 162. kiva, 163. valssi,
164. kaato, 165. kuuma, 166. kdpy, 167. tilli, 168. painotella, 169. tippa, 170. linna, 171.
varmaan, 172, paalu, 173. kylld, 174. roiskuu, 175. kaappi, 176. sivullinen, 177. suunta, 178.
taivutteleminen, 179. luuttu, 180. puukko, 181. taka, 182. pyhyys, 183. ei, 184. takistoskooppi,
185. tokeni, 186. tapa, 187. kassa, 188. kahlitsematon, 189. kiddnnd, 190. sokerikakku, 191. lddke,
192, kuulee, 193, valheellisuus, 194. pdasi, 195. mukaan, 196. sddski, 197. letaliteetti, 198. sokeri,
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199. armahtaa, 200. raaka, 201. passi, 202. kddpd, 203. maistuu, 204. luu, 205. kortti, 206.
talopula, 207. tindén, 208. pika, 209. portti, 210. tervehtii, 211. teltta, 212. pituisyytti, 213. kiltti,
214. ehki, 215. kurki, 216. pulssi, 217. soma, 218. kelkka, 219. ly6, 220. tyyli, 221. kyyti, 222.
kuu, 223, lokero, 224. kisi, 225. suo, 226. nitti, 227. kapula, 228. lohkesi, 229. spektroskooppi,
230. rusetti, 231. kirki, 232. joo, 233. solki, 234. painostava, 235. halko, 236. leksikostatistiikka,
237. sanka, 238. vie, 239. lanka, 240. tina, 241. piika, 242. roposi, 243. ranta, 244. syli, 245.
lipesi, 246. proktoskooppi, 247. sentti, 248. vesipeto, 249. kipysi, 250. paasi, 251. kova, 252.
kipusi, 253. tyyni, 254. lupasi, 255. piina, 256. keittdd, 257. piikki, 258. tiili, 259. pytty, 260.
pyssy, 261. kyld, 262. vield, 263. tornimainen, 264. tyttd, 265. lepdsi, 266. ruma, 267. lanttu,
268. kissa, 269. vapisi, 270. tyyppi

non-words:;

1. kysdttd, 2. pette, 3. 560, 4. littS, 5. tekki, 6. unkura, 7. kosu, 8. kaa, 9. pinti, 10. kie, 11.
tultta, 12. tinkko, 13. lesirinko, 14. korssa, 15. 6mpird, 16. supa, 17. pelo, 18. lité, 19. tyke, 20.
lee, 21. salkuturo, 22. mintti, 23. lopa, 24. soltta, 25. reli, 26. losakkema, 27. juppa, 28. venttu
29. roppe, 30. puttavaakko, 31. outakouro, 32. timmo, 33. sorni, 34. nelka, 35. tiluki, 36. sepula,
37. kossd, 38. lapuka, 39. liu, 40. nerikutto, 41. tanku, 42. korsa, 43. lunti, 44. tyy, 45. lae, 46.
posura, 47. turipekko, 48. minte

syllables:
le, ko, pd, su, si, pi, la, t6, ky, to

(v) naming
The complete set of materials can be obtained from Laine (1985).

1. sinky, 2. kello, 3. kirja, 4. talo, 5. kitara, 6. sakset, 7. kampa, 8. kukka, 9. saha, 10.
hamimasharja, 11. helikopteri, 12. harja, 13. mustekala, 14. sieni, 15. pyykkipoika, 16.
kainalosauvat, 17. kameli, 18. naarmnari, 19. rinkeli, 20. penkki, 21. maila, 22. etana, 23.
tulivuori, 24. katiska, 25. tikka, 26. kanootti, 27. majakka, 28. seppele, 29. majava, 30.
huuiiharppu, 31. sarvikuono, 32. kdpy, 33. kota, 34. puujalat, 35. saranat, 36. kaktus, 37.
sukellusvene, 38. harppu, 39. kiuas, 40. ldnget, 41. pelikaani, 42. stetoskooppi, 43. viulu, 44.
kuonokoppa, 45. helmitaulu, 46. kaulin, 47. pyramidi, 48. rusetti, 49. maissi, 50. harppi, 51.
merihevonen, 52. mikrofoni, 53. turbaani, 54. pingviini, 55. sfinksi, 56. dominot, 57. amppeli,
58. paletti, 59. sarkofagi, 60. yksisartvinen

(vi) picture description

1. park scene (Hinninen et al., 1987)
2. series of six pictures (Paradis, 1987)
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Appendix 2
Finnish Phonology

Finnish has eight vowel phonemes and thirteen consonant phonemes. The vowel phonemes
are /iy uedoda/, and the consonant phonemes are /ptkdsh vjlrmnpg/. There
is a phonemic length opposition for both vowels and consonants (except for /d v j h/ that
are always short). Main stress is on the first syllable.

There are sixteen diphthongs in Finnish: /ei 4i ui ai oi 6i yi au ou eu iu dy &y ie yd
uo/. Other vowel combinations also occur, but they always have a syllable boundary between
the vowels. Due to vowel harmony, only either front or back vowels can occur in one word.
Vowels /i/ and /e/ are neutral, and they can occur with both front (y 6 &) and back (u o
a) vowels.

All single consonants except for /d/ and /n/ can occur word-initially. In native Finnish
words, /d/ is the "weak” variant of /t/ under consonant gradation. However, there are loan
words where /d/ occurs even word-initially. Some speakers may substitute /t/ for /d/. The
distribution of the velar nasal is restricted: the nasal occurs only word-medially before a velar
stop. The weak variant of this cluster (under consonant gradation) is a long velar nasal. There
are minimal pairs such as /kannas/ - /kanmas/. It is commonplace to say that there are
conscnant clusters neither word-initially nor word-finally. However, such clusters may occur
in loan words, but some speakers may simplify the clusters.

There are approximately 57 clusters of two consonants that occur between the vowels of
first and second syllables (c.f. Karlsson, 1982: 118). Also some clusters of three consonants
occur between the first and second syllables, all being of the type “resonant + obstruent +
obstruent”. In loan words, the clusters of three consonants are more varied than in native
Finnish words, and even more complex consonant clusters (of four consonants) can occur
word-medially.

The syllabic structure of Finnish words is systematic. There is a syllable boundary
between each CV-unit (and also between vowel combinations). There are 10 different syllable
types: V, CV, VC, CVC, VV, CVV, VVC, CVVC, VCC, CVCC.

A typical Finnish word is bisyllabic. For example, if a CVC-word is borrowed into
Finnish, an /i/ is added word-finally, which renders the word bisyllabic. The number of
monosyllabic words is small. Trisyllabic and four-syllabic words are common, especially in
running text where words are inflected.

This appendix was based on information provided by Karlsson (1982).




Appendix 3

Word-Picture Matching

Analysis of Variance (19 x 3 x 3 x 2)

Variables:

subject (subj, s): there were fourteen aphasic patients and five control subjects; Subject 4’s data
was not included in the analysis because only a part of the test was presented to him

item (i): number of simultaneously presented items (1, 2, or 3)

relation (rel, r): there were three types of items - unrelated, phonologically and semantically
related

part of speech (part, p): the items were nouns and verbs
Because of the high number of variables, all interactions could not be analyzed.

source of degrees of
variation freedom SSE f-value P-value

main effects

subject

item

relation

part of speech

interactions

subj x item
subj x rel
subj x part
item x rel
item x part
part x rel

sxixr

sxixp
SXYXPp
ixrxp

SXixXrxp
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Appendix 4
Proportion of Correct Answers in Word-Picture Matching

Comparison of unrelated (unrel), phonologically related (phon rel), and semantically related
(sem rel) nouns and verbs

= nouns verbs
s subject unrel phon rel sem rel unrel phon rel  sem rel
el 1 0.90 0.65 0.90 1.00 0.88 1.00
Ty 2 1.00 0.97 1.00 0.90 0.95 0.85
3 1.00 1.00 1.00 0.97 0.95 0.75
- 4 0.97 0.86 1.00 0.33 0.67 -

— 5 1.00 0.87 1.00 1.00 0.45 0.75
- 6 1.00 0.77 0.85 0.92 0.57 0.60
- 7 1.00 1.00 0.87 1.00 0.92 0.88
8 1.00 1.00 1.00 1.00 1.00 1.00
9 0.90 0.92 0.62 1.00 0.87 0.62
10 1.00 0.72 0.82 0.93 0.68 0.67
= 11 0.92 070 0.90 0.88 0.78 .37
12 1.00 0.87 0.97 0.97 0.80 0.97
— 13 1.00 0.97 0.93 0.92 0.92 0.58
14 0.95 0.83 0.87 0.77 0.85 0.85
_ 15 1.00 0.97 0.80 1.00 0.87 0.90
: 16 1.00 1.00 1.00 1.00 1.00 1.00
— 17 1.00 097 1.00 1.00 1.00 1.00
= Yy 18 0.95 0.96 1.00 1.00 1.00 - 1.00
19 1.00 0.92 097 0.97 1.00 1.00
- 20 1.00 1.00 1.00 1.00 1.00 1.00

Comparison of nouns and verbs when the test items were presented one, two, and three
items at a time

= 4 nouns verbs
- subject 1 2 3 1 2 3
s 1 0.90 0.75 0.80 1.00 0.95 093
2 1.00 1.00 097 0.90 0.90 0.90
3 1.00 1.00 1.00 0.90 090 0.87
: 4 1.00 0.90 0.89 - - 0.50
5 1.00 0.90 097 0.60 0.80 0.80
J 6 0.90 0.85 0.87 0.80 0.75 0.53
7 1.00 0.90 097 1.00 0.90 0.90
. 8 1.00 1.00 1.00 1.00 1.00 1.00
4 9 0.80 0.80 0.83 0.80 0.85 0.84
- 10 0.90 0.90 0.73 0.80 0.85 0.63
_ 11 1.00 0.75 0.77 0.80 0.70 0.53
. 12 0.90 1.00 093 0.90 1.00 0.83
13 1.00 1.00 0.90 0.90 0.75 0.77
! 14 1.00 0.85 0.80 0.80 0.90 0.77
15 1.00 1.00 0.77 1.00 1.00 0.77
16 1.00 1.00 1.00 1.00 1.00 1.00
17 1.00 1.00 097 1.00 1.00 1.00
18 1.00 0.95 0.96 1.00 1.00 1.00
19 1.00 094 0.93 1.00 1.00 097
20 1.00 1.00 1.00 1.00 1.00 1.00




Appendix 5
Sub-Samples of Words in the Repetition and Naming Tests

The numbers refer to the words that are listed in appendix (1).

Sub-samples of the words in the repetition test:

10 trisyllabic words (total 10):
12, 24, 48, 61, 93, 138, 198, 223, 227, 230

10 monosyllabic words (total 10):
16, 65, 72, 116, 149, 154, 204, 222, 225, 238

acoustically analyzed words: (total 103)
6, 7, 9, 10, 11, 12; 13, 14, 15, 17, 19, 20, 22, 23, 25, 26, 28, 30, 32, 34, 38, 40, 41,
42, 43, 44, 45, 57, 60, 66, 69, 70, 71, 75, 76, 77, 80, 82, 84, 87, 89, 90, 92, 94, 95, 97,
99, 101, 102, 104, 105, 107, 110, 111, 113, 114, 115, 120, 130, 132, 134, 136, 140, 152,
159, 164, 166, 167, 169, 170, 172, 173, 175, 179, 180, 181, 186, 187, 189, 191, 194,
196, 201, 202, 208, 220, 221, 224, 226, 240, 241, 244, 250, 253, 255, 257, 258, 259,
260, 261, 264, 268, 270 ’

derivations: (total 15)
8, 21, 74, 96, 103, 112, 123, 150, 168, 176, 178, 188, 193, 234, 2563

compounds: (total 16)
29, 39, 46, 64, 81, 91, 100, 119, 133, 141, 143, 148, 151, 190, 206, 248

bisyllabic words without consonant clusters: (total 84)
10, 11, 13, 14, 15, 17, 19, 20, 22, 26, 28, 30, 38, 43, 44, 45, 50, 57, 69, 70, 71, &4,
89, 90, 92, 94, 95, 101, 104, 105, 107, 110, 111, 113, 114, 115, 120, 130, 132, 134,
136, 159, 162, 164, 165, 166, 167, 169, 170,172, 173, 175, 179, 180, 181, 186, 187, 189,
191, 200, 201, 202, 208, 217, 220, 221, 224, 226, 240, 241, 244, 250, 251, 253, 255,
257, 258, 259, 260, 261, 264, 266, 268, 270

bisyllabic words with a consonant cluster: (total 51)
5, 27, 31, 35, 37, 40, 47, 49, 51, 52, 54, 56, 59, 60, 62, 73, 85, 97, 99, 106, 121, 124,

126, 127, 128, 129, 131, 137, 139, 140, 142, 144, 145, 147, 155, 163, 196, 205, 209,
211, 213, 215, 218, 231, 233, 235, 237, 239, 243, 247, 267

?
Sub-samples of the words in the naming test

short: 1,2 3,4,7, 8,9, 14, 20, 21, 22, 25, 32, 33, 38, 43, 49, 50
trisyllabic: 5, 17, 19, 24, 26, 27, 28, 29, 35, 48, 57, 58
compound: 10, 11, 13, 15, 16, 23, 30, 31, 34, 37, 44, 45, 51
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Appendix 6
Words in the Rating Experiment

The words are listed in the order they were presented to the listeners. For incorrect items,
a transcription of the subject’s production is provided. In connection with the tests, "(w)"
refers to the repetition of existing words, and "(n)" to the repetition of non-words.

subj target transcription ~ test
(for incorrect items)

TAPE 1

5
17
17
14
17

4

5
13

9

5
17
14

viulu
sieni
katiska
kukka
mikihyppy
tonttu
matala
kuttu
lunt
saha
maila
kam
kellopa
hylsy
pollo
papupata
outakouro
sokeri
peli
harppu
losakkema
etana
kesakeli
kattila
lintu
amppeli
majakka
poyta
kameli
166peri
kahlitsematon
konna
lato
kiuas
Kirja
seppele
mintti
kaa
paperi
taakka
kipy
koti
lee

nkki
g;ykkipoika
kapula

patala

saaha

mbaila
kamppu

hyysy

katukaa
outakouru

losakkemo
etena
kesikela

tintu
ampperi

(hesitantly)
vitd

kansio

kaperi
kaakka

kuti

ee

penk-ke
kyykki-koika

naming
naming
naming
naming
repetition (w)
repetition (w)
repetition (w)
repetition (n)
repetition (n)
naming
repetition (w)
naming
naming
naming
repetition (w)
repetition (w)
repetition (w)
repetition (n)
repetition (w)
naming
naming
repetition (n)
naming
repetition (w)
repetition (w)
naming
naming
naming
naming
naming
repetition (w)
repetition (w)
repetition (w)
repetition (n)
naming
naming
naming,
repetition (n)
repetition (n)
repetition (w)
repetition (w)
naming

‘repetition (w)

repetition (n)
naming
naming
repetition (w)




13 pingviini
9 kirja
11 peto
16 timmo
9 sinky
6 sakset
9 nerikutto
11 tiluki
16 rinkeli
16 silta
12 puttavaakko
6 rinkeli
17 majava
5 kotelo
14 piirturi
4 hammasharja
16 nappi
13 luuta
12 tossu
16 luuttu
9 tylsd
17 solki
13 kylpy
14 korpi
13 sepula
12 turipekko
14 kampa
16 korsa
17 mikrofoni
17 nelka
16 kampa
4 kimppéd
6  juppa
9 talo
14 portti
13 valssi
6 linget
4 kosu
6 neekeri
12 lesirinko
14 korssa
13 mustekala
6 puukko
11 pankki
13 puujalat
5 etana
12 kyky
16 tultta
5 kitara
14 sinky
5 rusetti
11 seppele
17 lofero
TAPE 2
9 stetoskooppi
14 sdnky
14 kampa

balkki/valkki
kirjo
tepo
tuori

nirikutta

pakkara

ka-otelo
hampa

ruuta
tossi

kylsé

puritekko
sampa

kimppe

linnet
kusu

kamppi
koivu
banaani
PYPY

kitala

susetti
keneve

ladkari
kintky

narniug
naming
repetition (n)
repetition (n)
naming
naming
repetition (n)
repetition (n)
naming
repetition (w)
repetition (n)
naming
naming
repetition (w)
naming
naming
repetition (w)
repetition (w)
repetition (w)
repetition (w)
repetition (w)
repetition (w)
repetition (w)
repetition (w)
repetition {n)
repetitior (n)
naming
repetition (n)
naming
repetition (n)
namin
repetition (w)
repetition (n)
naming
repetition (w)
repetition (w)
naming
repetition (n)
repetition (w)
repetition (n)
repetition (n)
naming
repetition (w)
repetition (w)
naming
naming
repetition (w)
repetition (n)
naming
naming
repetition (w)
naming
repetition (w)

naming
naming
naming




sakset

rta
E‘aikkulapio'
kainalosauvat
unkura
viulu
kuonokoppa
lopa
tanku
helikopteri
mustekala
Iuulo
tono
kdmppd
kanootti
vesipeto
tonni
majakka
sokeri
seppele
kukko
etana
tinkko
tekki
tikka
majava
palapeli
lee
merkki
kapula
kissankello
péssi
1ato
rusetti
tulivuori
talo
nunna
sepula
kattila
harja
sokerikakku
minte
kanootti
‘papupata
paperi
sekularisaatio
paasi
tikka
roppe
luuttu
mikihyppy
kitara
lapuka
pette
kampa
tiluki
saha
kotelo
losakkerna

sddne

onkura /unkura
2vivulu

konope

ootta

rapula

luuo

kanea
tolli
vanakka

kunkko

puli

vipula/pipula
vaasi

linte

papaput

kaperi
sikulii

médpihytty
kirtala
sapula
kaska

pistosaha

naming
repetition (w)
repetition (w)
naming
repetition (n)
naming
naming
repetition (n)
repetition (n)
naming
naming
repetition (w)
repetition (w)
repetition (w)
naming
repetition (w)
repetition (w)
narming
repetition (w)
naming
repetition (w)

_naming

repetition (n)
repetition (n)
naming

naming

repetition (w)
repetition (n)
repetition (w)
repetition (w)
repetition (w)
repetition (w)
repetition (n)
repetition (w)
naming

naming

repetition (w)
repetition (n)
repetition (w)
naming

repetition (w)
repetition (n)
naming

repetition (w)
repetition (w)
repetition (w)
repetition (w)
naming

repetition (n)
repetition (w)
repetition (w)
naming

repetition (n)
repetition (n)
naming

repetition (n)
naming

repetition (w)
repetition (n)




TAPE 3

majava
helmitaulu
tyke

solki
tervehtii
sarana
kello
harppi
hulivili
merihevonen
kameli
venttu
kota
penkki
kidrki
kaulin
harja
korppu
kurssi
katiska
kaasu
norsu
nerikutto
soltta
kapakala
sorni
kelkka
neekeri
kukka
korssa
valirzellisuus
ompdrd
neekeri
kota
naamari
etana
lanka
pyykkipoika

kotelo
unkura
puujalat
valheellisuus
tinkko
etana
papupata
silta
sdnky
maila
kasa
posura
takka
tapa
kameli
seppele
1dto

kissa

herni
tuke

kurvi
kameri
enttu
teltta

nerikuttu
soltto

sonrri

kukkare
ympirs
keekeri

kaamari
siili

kole

etena
kilta
lanky

maola
aza

tagga

viitd

naming
naming
repetition (n)
repetition (w)
repetition (w)
naming
naming
naming
repetition (w)
naming
naming
repetition (n)
naming
naming
repetition (w)
naming
naming
repetition (w)
repetition (w)
naming
repetition (w)
repetition (w)
repetition (n)
repetition (n)
repetition (w)
repetition (n)
repetition (w)
repetition (w)
naming
repetition (n)
repetition (w)
repetition (n)
repetition (w)
naming
naming
naming
repetition (w)
naming

repetition (w)
repetition (n)
naming
repetition (w)
repetition (n)
naming
repetition (w)
repetition (w)
naming
naming
repetition (w)
repetition (n)
repetition (w)
repetition (w)
naming
naming
repetition (n)
repetition (w)




Kie
rusetti
ranta
kelkka
katiska
sokeri

leksikostatistiikka

kainalosauvat
lunti
majava
tonttu
sivullinen
suunta
Himppu
kesdkeli
rinkeli
kukka
penkki
kello
sieni
mintti
sinky
minte
hulivili
silpi
kyyti
amppeli
linget
merkki
sakset
hylsy
talo
kampa
kédpa
parta
lokero
neekeri
saha

kasi
kukko
pelo
kosu
maissi
sarana
harppu
pyssy
merihevonen
kipy
turipekko
kattila
tulivuori
kdmppd
papupata
tanssi
sorni
kainalosauvat
rinkeli
rumpu
koli

jie
kilkka /kelkka
leksostoo

kauneus

irli

ddpd/padpa
okeero

sahrat
tisi/kasi

merohi

tuhtu/tuste
kemppi
makupata
tassi

kaima

.
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repetition (n)
naming
repetition (w)
repetition (w)
naming
repetition (w)
repetition (w)
naming
repetition (n)
naming
repetition (w)
repetition (w)
repetition (w)
repetition (w)
repetition (w)
naming
repetition (w)
naming
naming
naming
repetition (n)
naming
repetition (n)
repetition (w)
repetition (w)
repetition (w)
naming
naming
repetition (w)
naming '
repetition (w)
naming
naming
repetition (w)
repetition (w)
repetition (w)
repetition (w)
naming
repetition (w)
repetition (w)
repetition (n)
repetition (n)
naming
naming
naming
repetition (w)
naming
naming
repetition (n)
repetition (w)
naming
repetition (w)
repetition (w)
repetition (w)
repetition (n)
naming
naming
repetition (w)
repetition (w)




kirkko
tultta
kota
peto
pyhyys
kitara
salkuturo
kota
lapuka
tuli
korssa
timmo
mokki
sepula
tunne
palapeli
paperi
kanootti
majava
harppi
péanti
voitto
majakka

TAPE 4

13
16

kameli
kitara
valheellisuus
poond
pelo
mintti
kirja
paperi
langet
tanku
tinkko
sieni
tippa
saha
sokeri
tiili
neekeri
lesirinko
hevonen
rta
gkka
kanootti
penkki
kipy
harppi

upata
e
kainalosauvat
kotikolo
sepula
pulssi
viulu

tuutto

pora

veto/peto
hyhyys/pyhyys

kalkutulo
telita

parperi
huhmari

kinkko
tsieni

keeteli

parba

katetti
puura

papupatpa
kankkius

sipula

repetition (w)
repetition (n)
naming
repetition (w)
repetition (w)
naming
repetition (n)
naming
repetition (n)
repetition (w)
repetition (n)
repetition (n)
repetition (w)
repetition (n)
repetition (w)
repetition (w)
repetition (w)
naming
naming
naming
repetition (n)
repetition (w)
naming

naming
namdng
repetition (w)
repetition (w)
repetition (n)
repetition (n)
repetition (w)
naming
repetition (w)
naming
repetition (n)
repetition (n)
namin
repetition (w)
naming
repetition (w)
repetition (w)
repetition (w)
repetition (n)
naming
repetition (w)
naming
naming
naming
naming
naming
repetition (w)
naming
naming
repetition (w)
repetition (n)
repetition (w)
naming




piikki
kissankello
maissi
kattila
amppeli
tapa

kilpi
kesikeli
etana
pullo
kurssi
konna
kameli
kello
seppele
panti

kirja
tossu
limppu
reli
sarana
kota

paa

lanttu
nerikutto
maissi
syyld
timmo
pensseli
posura
harppu
puttavaakko
katiska
lottovoitto
Ompérd
kitara
sello
tultta
kampa
tanssi
sdnky
turipekko
kipy
majava.
Juppa

talo
sokerikakku
outakouro
kameli
kyyti
vairyys
mustekala
rusetti
tekki
tiluki
tuuli

tiili
talopula
kotitonttu

kiippi

bamaani

kursti
kuuni
kirahva

kdnt
kési
lussu
mippu
serli/sirli

koppelo

immo
pentteli
kosura
harppoli
uttavaakko
katitsa

ympdri
mantori

turtti
ampa

api

jupa
sokerikampku
outakouru
kase

pyyti
kadpy
tetti

kuulli
tilli

kotikonkku

repetition (w)
repetition (w)
naming
repetition (w)
naming
repetition (w)
repetition. (w)
repetition (w)
naming
naming
repetition (w)
repetition (w)
naming
naming
naming
repetition (n)
naming
repetition (w)
repetition (w)
repetition (n)
naming
naming
repetition (w)
repetition (w)
repetition (n)
naming
repetition (w)
repetition (n)
naming
repetition (n)
naming
repetition (n)
naming
repetition (w)
repetition (n)
naming
repetition (w)
repetition (n)
naming
repetition (w)
naming
repetition (n)
naming
naming
repetition (n)
naming
repetition (w)
repetition (n)
naming
repetition (w)
repetition (w)
naming
repetition (w)
repetition (n)
repetition (n)
repetition (w)
repetition (w)
repetition (w)
repetition (w)




12
12
6
4
9
13
11
11

katiska
taivutteleminen
kossd

talo

kaktus

loota

minte

tyke

TAPE 5

kapy

kotitonttu

mintti

naamari

kallistuminen

koli

kiuas

norsu norsi
sokeri sokeli
penkki

korppu

seppele eppeles
kossd kyss
tolkki kolkki
palapeli palipelip
mikihyppy mikihyppi
Ompard

tunne kunne
dominot kyuto
piikki

amppeli teline
ko

salkuturo

talo alo
helikopteri rapuli
rusetti suntti
unkura

kosu

nappi

kanootti

harppi

tonni

tina

tikka

etana

saha

kyy

palett

majava

kattila

nuoli

pdnti

kortti

sorni sorli
lintu kintu
kameli kameeli
juppa

merkki mertti

naming
repetition (w)
repetition (n)
naming
naming
repetition (w)
repetition (n)
repetition (n)

naming
repetition (w)
repetition (n)
naming
repetition (w)
repetition (w)
naming
repetition (w)
repetition (w)
naming
repetition (w)
nhamin
repetition (n)
repetition (w)
repetition (w)
repetition (w)
repetition (n)
repetition (w)
naming
repetition (w)
naming
repetition (n)
repetition (n)
naming
naming
namiing
repetition (n)
repetition (n)
repetition (w)
naming
naming
repetition (w)
repetition (w)
naming
naming
naming
repetition (w)
naming
naming,
repetition (w)
naming
repetition (n)
repetition (w)
repetition (n)
repetition (w)
naming
repetition (n)
repetition (w)




kampa
kitara
tinkko
sanka
paperi
papupata
majakka
kanootti
hulivili
kurssi
kaulin
silpd
tultta
helikopteri
kuonokoppa
sdnky
kukka
luulo
kuonokoppa
lottovoitto
ai;pa
poli6
Iuuta
kasa
kesikeli
pelo

liina
rinkeli
viulu
sarana
karki
mokki
kotikolo
sakset
sieni
maila
kota
venttu
naamari
tapa
mustekala
halko
kotelo
mikrofoni
tuudi

naamio
soltta
kapakala
60
neekeri

kana
kuivili
kadlin
pénpa
tutta
keppi

patula
sinty

Iuunoe

pompps
kuusta
kada
kesi-keli

liima

raming
naming
repetition (n)
repetition (w)
repetition (w)
repetition (w)
naming
naming
repetition (w)
repetition (w)
naming
repetition (w)
repetition (n)
naming
naming
naming
naming
repetition (w)
naming
rep:tition (w)
repetition (n)

. repetition (w)

repetition (w)
repetition (w)
repetition (w)
repetition (n)
repetition (w)
naming
naming
naming
repetition (w)
repetition (w)
repetition (w)
naming
naming
naming
naming
repetition (n)
naming
repetition (w)
naming
repetition (w)
repetition (w)
naming
repetition (w)
naming
naming
naming
repetition (n)
repetition (w)
repetition (n)
repetition (w)




Appendix 7
The Answer Sheet Used in the Rating Experiment

KUUNTELUKOE

Kuulet nauhalta sanoja ja epdsanoja. Jokainen niistd toistetaan kaksi kertaa. Tamén jilkeen
on 9 sekunnin mittainen tauko, jonka aikana sinun pitdisi kirjoittaa viivalle, mitd kuulit.
Kiyti suomen ortografiaa. Ali kiinnitd huomiota sanan mahdolliseen merkitykseen, vaan
kuuntele tarkkaan ja kirjoita tismilleen, mitd kuulit. Jos et saa selvdd, arvaa! Ald jitd
vastaamatta. Merkitse myo6s arviosi siiti, miten sana oli dinnetty, rengastamalla jokin
numeroista 1 - 5. 1 tarkoittaa normaalilta kuulostavaa ddntdmystd, 5 erittdin oudolta
kuulostavaa ddntimystd. Aluksi on muutamia harjoitussanoja. Niiden jilkeen piddmme
pienen tauon, jonka aikana sinulla on vieldi mahdollisuus tehdd kysymyksid tehtdvésta.

Koehenkildiden ddntdmisen arviointi:
: normaali dantdmys

: melko normaali adntamys

: vihdn poikkeava dantdmys

: selvisti poikkeava ddntimys

: erittdin outo ddntdmys

THE RATING EXPERIMENT

You are going to hear words and non-words. Each of them will be repeated twice. After
each item there will be a 9 second pause during which you should write down what you
have heard. Use the Finnish orthography. Don’t pay attention to the possible meaning of the
item, but write down exactly what you hear. If you are not sure, make a guess! Don't leave
blanks! You should also rate how tKe word was articulated by circiing one of the numbers.
1 is used for an articulation that sounds completely normal, 5 for an articulation that sounds
extremely strange. At first there will be some practice items. After them we’ll make a short
pause during which you can still ask if something has remained unclear.

Key:
1: normal articulation

2: relatively normal articulation

3: somewhat abnormal articulation
4: clearly abnonnal articulation

5: very awkward articulation
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Appendix &
Rating Experiment

Analysis of Variance (10 x 3 x 2)

Variables:

subject (subj, s): eight aphasics and two controls
test (t): naming, repetition of words and non-words
correctness (cort, c): correct vs. incorrect responses
1. Relative entropy of the transcriptions

source of  degrees of
variation freedom SSE f-value P-value

main effects
subject 9
test 2
correctness 1
interactions
subj x test 18
subj x corr 9
test x corr 2
sXtxc 16

2. Means of the medians

There is no way of doing multivariate analysis for medians. However, for the present
purposes, this rule was violated, and the analysis was performed. This means that the
results are statistically unreliable.

7

source of  degrees of
variation freedom f-value P-value

main effects

subject ¢ 142.866
test 2 7.476
correctness 1 4.020
interactions

subj x test 18

subj x corr 9

test x corr 2

sxtxc 16
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Appendix 10
: Vowel Errors in the Acoustically Analyzed Data

The patients’answers were numbered when the

to the answer i i model, etc.
If the answer iffi i i ipti indi "/". "?" refers

subject tar

1. kédglftki ky8kki olikos se niin

paalu poalu

teema tiina

koli kyli / keli

teesi tiisi / teesi

seestyy sinisty

166peri hyéperi

pupu kepu

nd Dpy2 d
ik

2,

66kki
konna kuuni / kunni
kukko kok?i
koti kuti
to6ttaE tyytti / tyytte
tuttu tuu-ti tu-tu
kello kil?o
koko ku kul kuku
koli kolit / kylit
seepra tii siipra
teesi tiisen (neutral vowel in the 2nd syllable)
seestyy siisti
koppi 1) kup eiku kop 2) kuppi
pupu popu . )
nétti 1) nittd / nittdd 2) nittii
teesi iesi
suunta iynta
seestyy iistyy
tossu oossu
koppi ippi
kidnna annéi
tilli illi / jini
teettid tiittd / tiittdd
koSkki kyokki
teema tiima
neekeri niekeri
toottaa tyottaa
pyykki pySkki / pyykki
seepra siep-ra
suunta sunta / suunta
kissa ssa
tyyppi kylp-pi
loota luota
6616 8615 / tysls
keppi teeppi
teettid hirttdd / irttqd
na Omai
66kki uukki (dark 1)
soolo too mm suolo
SOt tytel / tott / oot
koli kélli / kolli
166 peri looperli
kyky kuku / kyky
kddnns kdnnd
piikki
1
A4
8316
kodkki
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