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Evidence of Flexible Coding in Visual Word Recognition*

Kenneth R. Pugh,T Karl Rexer,¥ and Leonard Katz¥

Three visual word recognition experiments examined subjects’ differential dependence on
the phonolegical versus orthographic information in accessing the lexicon. The critical
manipulation was the presence or absence of pseudohomophones (e.g., BOTE) in the
nonword context of a lexical decision task. Subjects received either a list with no
pseudohomophones (NPsH group) or between 17% and 30% pseudohomophones among the
nonwords (PsH group). Performance on common set of words was contrasted. In the first
experiment, subjects in the PsH group were faster and no less accurate than subjects in
the NPsH group on word trials. Further, performance in the NPsH group was adversely
affected by phonological inconsistency in the terget’s orthographic neighborhood while
performance in the PsH group was not, suggesting that performance in the latter group
depended less on the phonological route. In a second experiment, speed and accuracy
advantages were once again obtained in the PsH condition on both the memory probe and
lexical decision components of a dual-task paradigm. Neighborhood phonological
inconsistency, once again, influenced the performance of only the NPsH group. In the final
experiment a double lexical decision paradigm was employed. Relations among members
of the word pairs were varied and included orthographically and phonologically similar
pairs, orthographically similar but phcnologically dissimilar pairs, and semantically
related pairs. Subjects in the NPsH coidition were adversely affected by phonological
dissimilarity whereas PsH subjects were actually facilitated on these pairs. These results
are consistent with the idea that the role of phonological processing varies as a function of
experimental context.

The question of whether access to the mental
lexicon during reading is mediated by
phonological codes, visual codes, or both, has been
debated and researched extensively in the field of
cognitive psychology (Besner & Smith, 1992;
Carello, Turvey & Lukatela, 1992; Carr &
Pollatsek, 1985; Coltheart, Davelaar, Jonasson, &
Besner, 1977; Humphreys & Evett, 1985; Rayner
& Pollatsek, 1989; Seidenberg & McClelland,
1989; Van Orden, Pennington, & Stone, 1990).
While it is widely accepted that both types of
codes can be computed by a reader, a major issues
concern whether one or the other type of coding

This research was supported by National Institute of Child
Health and Human Development grant HD - 01994 to Haskins
Laboratories. Mira Peter assisted us in running subjects, along
with students in the first author's Seminar in Cognition.

will dominate the process, depending on factors
such as word frequency, spelling regularity,
reading experience, and type of orthography (Katz
& Frost, 1992; Seidenberg, 1992; Van Orden et al.,
1990; Waters & Seidenberg, 1985). An issue
related to all of these factors is whether the
relative contribution of each of these codes can be
modulated by task demands. In several studies
subjects have demonstrated an apparent
flexibility in their degree of dependence on
phonological or visual codes as a function of
changes in experimental context; depending on
task demands, phonological coding could be made
either advantageous or disadvantageous, and
subjects appeared to vary their behavior
accordingly (Andrews, 1982; Hanson & Fowler,
1987; Hawkins, Reicher, Rogers, & Peterson,
1976; McQuade, 1981, 1983; Monsell, Patterson,
Graham, Hughes, & Milroy, 1992; Paap & Noel,
1991; Shulman, Hornak, & Sanders, 1978). If
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adult readers do, in fact, possess the ability to
change their dependence readily between
phonological and visual codes, it is a matter of
interest because it suggests that this flexibility is
useful for their normal everyday reading;
otherwise, why would a readiness for strategic
variation exist at all? It is to this question of
coding flexibility that the current research is
addressed.

The Dual Route Debate

Research on letter string pronunciation has
been strongly influenced by the idea that more
than one way of generating a phonological output
must exist in order to account for people’s ability
to pronounce both words which the reader has
never seen before (including pseudowords, such as
BINT) and words with exceptional or unconven-
tional spelling-to-sound relations (e.g., AISLE and
PINT). The speed with which subjects can name
novel words or pseudowords suggests a process of
early and efficient conversion from graphemic to
phonologic codes; this corapiled or assembled
phonology may play a role in skilled reading of
familiar words as well. The ability to correctly
pronounce words that violate typical grapheme to
phoneme conversion rules (e.g., PINT) suggests a
lexical constraint on phonological output, and has
been interpreted as evidence that phonological in-
formation can be recovered from lexicon: this in-
formation is called addressed phonology.

By far, the most popular way of coping with
these considerations has been the so called dual-
route theory of reading (Coltheart et al., 1977).
Two routes to pronunciation are posited; a
phonologic route and a direct access route (note
that we use the term coding to describe the
cognitive operations within these routes or
pathways). The phonologic route is said to consist
of two stages. One converts orthographic
representations such as letters and letter clusters
into appropriate phonological representations
such as phonemes (assembled phonology). In a
second stage, these phonological representations
are matched to their appropriate lexical entries or,
in the case of naming, to an appropriate
articulation. The direct access route, on the other
hand, is thought to involve direct mapping from
orthographic representations to lexical entries.
Although specific versions of dual route theories
inay differ on some point or another, the following
assumptions are usually made explicitly or
implicitly. First, that the two routes to lexicon,
direct and phonologic, operate independently of
one another. Second, given that the phonologic

process logically requires an extra step, it will, on
average, take longer to finish than direct access
(Coltheart, 1978; Waters & Seidenberg, 1985; but
see Stone & Van Orden, in press). Third, it is also
assumed that as reading ability develops (or in the
case of specific words, as familiarity increases)
subjects will tend to bypass the phonological route
and rely on the direct route for lexical access. (See
Van Orden et al., 1990, for a detailed criticism of
each of these assumptions.)

While the dual-route concept has continued to
frame much of the experimental work in the word
recognition field, all of its major tenets have been
challenged in recent years (see Humphreys &
Evett, 1985 and Van Orden et al. 1990 for re-
views). The existence of context independent
grapheme-to-phoneme conversion (GPC) rules has
been challenged (Glushko, 1979; Humphreys &
Evett, 1985). Empirical challenges come from
what have been called consistency effects, wherein
two words, both of which follow GPC rules, behave
differently in a naming task if one of them has a
neighbor that shares the target's orthographic
rime but whose pronunciation of this rime is dif-
ferent than the target’s (e.g., words like PINT and
LINT). This effect suggests a lexical constraint on
phonological mapping; pronunciation is strongly
influenced by lexically stored information.
However, a GPC process that is sensitive to fre-
quency of occurrence and number of alternatives
could be seen as consistent with these effects. In
fact, Rosson (1985) has obtained evidence that
words and nonwords with stronger rules (as in-
dexed by the frequency of occurrence of their GPC
mappings relative to others) are named more
quickly than words with weaker rules, even when
consistency effects are controlled for. This finding,
while consonant with the GPC view, suggests that
the process is sensitive to what Van Orden and his
colleagues have termed “statistical regularity” be-
tween print and pronunciation (Van Orden et al.,
1990).

Dual route accounts usually assume that
phonological information builds up too slowly to be
relevant to the processing of all but very low fre-
quency words. That assumption has been chal-
lenged by data suggesting that phonological
masking benefits target processing relative to
orthographic masking even when the target is
masked very shortly after presentation (Perfetti,
Bell & Delaney, 1988; Perfetti & Bell, 1991).
Further, the idea that phonological processing caxn
be bypassed is challenged by Van Orden’s
categorization experiments (Var Orden, i287;
Van Orden, Johnston, & Hale, 1988). In these
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studies false positive error rates to homophone
and pseudohomophone foils are much higher than
to orthographically matched controls, suggesting
an early influence of phonology on access to
meaning. However, Jared and Seidenberg (1991)
were able to replicate Van Orden’s results only for
low frequency words, and this finding is broadly
consistent with dual-route accounts. In these
models the visual route will tend to be slower for
low frequency words and therefore greater
phonological influences are possible on these
items.

Lukatela and Turvey (1993) contrasted the
naming latencies of high and low frequency words
with their pseudohomophone counterparts (e.g.,
DOOR vs. FOAL and DORE vs. FOLE) under dif-
ferent levels of attentional load. They found that
words and their pseudohomophones were simi-
larly influenced by load, suggesting that they were
processed in the same way. According to dual-
route theory, words, especially high frequency
ones, should be processed by the autonatic direct
route; therefore, dual-route theory had predicted
interactions between lexical status and level of
memory load. Along similar lines these authors
also found that strong pseudohomophone associa-
tive priming, both with pseudohomophones as
primes and as targets (Lukatela & Turvey, 1991).
The author’s conclude that their results suggest
that lexical access is primarily phonological.

Alternatives to the dual-route model have been
suggested. Van Orden also proposed an account in
which phonological coding always mediates lexical
access, although it is conceived within the
framework of a connectionist system (Van Orden,
1987; Van Orden et al., 1991). Van Orden points
out that there has been a bias among researchers
to assume that direct access is a given while it is
the role of phonology that is debated. In fact, he
argues, it is possible to seriously question all of
the existing data purporting to show direct access
and consequently to treat direct access as the
suspect construct. Other challenges to dual route
theory have ranged from proposals of visually
based access (e.g., Glushko’s analogy theory), to
attempts to create modified dual route accounts
wherein GPC mapping occurs at several levels of
structure, or GPC mapping is in some way
sensitive to the statistical regularities in the
mapping (Carr & Pollatsek, 1985). While dual
route theory stands challenged in several ways, it
still provides a useful framework within which to
organize research questions, and the notion of
more than one pathway to lexicon has not been
made implausible by any of these results.

The experiments reported here were motivated
by the idea that clear evidence suggesting a
variable reliance on phonological or visual
information would, among other things, obviously
pose a challenge to any model that assumes a
single route to lexicon. It might be possible to
induce subjects to modify which type of coding
they rely on in a word recognition task. Such
evidence would not only be generally relevant to
the study of reading, but would suggest a very fine
degree of attentional control over relatively low
level cognitive processes, and therefore would also
be relevant to other areas of cognitive psychology.
In the following section some data relevant to the
question of processing flexibility is reviewed.

Evidence of flexible coding processes

As noted above, dual route theories usually
assume that with increased reading skill or word
familiarity reliance on orthographic information
for accessing the lexicon should also increase.
Such a developmental shift in reliance on type of
code would constitute important support for dual
route theory. Seidenberg and his colleagues
(Seidenberg, Waters, Barnes, & Tannenhaus,
1984; Waters & Seidenberg, 1985; Waters,
Seidenberg, & Bruck, 1984) found that regularity
effects in the lexical decision task (faster response
latencies to words that conform to GPC rules than
to words that violate these rules), which would
appear to implicate prelexical phonological
processing, diminish both with increasing reading
ability and with increasing word frequency within
a given reading level. This has been taken to
suggest a shift to reliance on direct access (but see
Van Orden et al., 1990).

Evidence suggesting experimentally induced
shifts in reliance on phonological information in
several different types of word recognition tasks
has been reported (Andrews, 1982; Hanson &
Fowler, 1987; Hawkins et al.,, 1976; McQuade,
1981, 1983; Monsell et al., 1992; Paap & Noel,
1991; Shulman et al., 1978). In a study employing
a two alternative forced choice recognition task
with masked stimuli, Hawkins, Reicher, Rogers,
and Peterson (1976) found that when the
proportion of homophone pairs was high, and
subjects were informed of this fact, they were no
worse at choosing the correct target in homophone
pairs than they were at choosing the correct target
in non-homophone pairs. However, when the
proportion of homophones was low subjects were
significantly slower on homophone pairs than on
non-homophone pairs. The authors argued that
subjects were able to strategically contro’ the

11
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extent to which they employed phonological
coding.

Shulman, Hornak, and Sanders (1978) used a
paired lexical decision task, wherein the subject
decides if two letter strings, simultaneously
presented, are both words. In one experiment,
subjects received pronounceable nonwords and in
a second experiment they received illegal
nonwords. When subjects received pronounceable
nonwords, latencies on pairs of words that were
orthographically similar but phonologically
dissimilar (e.g., COUCH - TOUCH) was inhibited
relative to a contro! condition. However, when
illegal nonwords were employed, performance on
this type of pair was actually facilitated relative to
control. They interpreted this as evidence that
subjects in the former condition employed
phonological codes while subjects in the latter
condition did not. Hanson and Fowler (1987)
essentially replicated this finding. However, Van
Orden and his colleagues (Van Orden et al., 1990)
have argued that this result can be interpreted
within a phonologically oriented model if it is
assumed that subjects in the illegal nonword
context can rely on “noisy” as opposed to “cleaned-

up” phonological codes. This issue is addressed in

our third experiment.

Davelaar, Coltheart, Besner, and Jonasson
(1978) conducted several experiments whose out-
comes can be interpreted as suggesting strategic
flexibility in reliance on phonological coding. In a
lexical decision task, they manipulated whether or
not the nonword context contained pseudohomo-
phones (nonwords which, when pronounced, sound
like real words; e.g., BRANE and BOTE). Words
were either homophones (e.g., SALE) or matched
nonhomophonic controls. In an initial condition
with no pseudohomophones among the nonwords,
low frequency homophonic words were responded
to more slowly than their controls. However, in a
second condition where the nonword context con-
tained many pseudohomophones, no homophony
effect was observed. These authors concluded that
subjects can strategically control whether or not
they use phonological coding.

McQuade (1981, 1983) also manipulated the
proportion of pseudohomphones used a lexical de-
cision experiment. One group of subjects received
a high proportion of pseudohomophones, while a
second group received a low proportion of these
items. Performance on a common set of pseudo-
homophone targets was compared to performance
on a set of matched nonword controls. Previous
studies had shown that subjects tend to respond
more slowly to pseudohomophones than to non-

pseudohomophones; this has been referred to as
the pseudohomophone effect. In the McQuade
study the high-proportion pseudchomophone
group showed no pseudohomophone effect
whereas the low-proportion group did. McQuade
surmised that the high-proportion group had sup-
pressed phonological coding, since phonological
codes would be misleading and disadvantageous
on a large proportion of trials. Presumably, these
subjects relied on visual access coding and, there-
fore, were not slower on the critical pseudochomo-
phones than on the aonpseudohomophones. This
finding, while suggestive, speaks primarily to
nonword processing and does not necessarily pro-
vide insight into the processing of words.

Andrews (1982) also manipulated nonword
context in a lexical decision experiment. Two
groups of subjects received a common set of words,
but for one group half of the nonwords were
pseudohomophones, while for the second group no
pseudohomophones were included among the
nonwords. The pseudohomophone group was
significantly faster on word trials than the
nonpseudohomophone group. Andrews suggested
that subjects in the pseudohomophone group
bypassed the phonological route and, relying on
the direct access route, were faster than the no-
pseudohomophone subjects who were waiting for
the output fror the phonological route. However,
a possible speed accuracy tradeoff was present in
these data. Andrews also manipulated other
characteristics of the words. She crossed
regularity (regular vs. exception word) with
consistency (absence or presence of neighbors with
different rime pronunciations) and found that
consistency was more reliably associated with
latencies than was regularity. However, there
were consistency effects for both groups and no
interactions between the group variable and
consistency were reported. On the view that
subjects in the pseudohomophone group were, in
some way, bypassing the phonological route, while
the no pseudohomophone subjects were not,
differences in the magnitude of phonological
effects in the two conditions would have been
expected, and this outcome was not obtained. The
current Experiments 1 and 2 involve similar
manipulations of nonword context and attempt to
determine whether a pseudohomophone-induced
speed difference coupled with a difference in the
magnitude of phonological effects between the
groups can be obtained.

In contrast to Andrews’ results, Stone and Van
Orden (1992) found a word response latency
difference favoring a group that received no

12
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pseudohomophones over those who received 100%
pseudohomophones in the nonword context of a
lexical decision task (see James 1975 for similar
results). This result directly opposes the one
obtained by Andrews. Further, Stone (personal
communication) reports that in some new as yet
unpublished studies a latency disadvantage was
obgerved for a group receiving only 50%
pseudohomophones, and that would constitute a
failure to replicate the outcome obtained by
Andrews (1982). However, the differences
obtained in these experiments are far from
reconciled at this point (Stone & Van Orden, in
press), and the current experiments provide
furthe. evidence along these lines.

Paap and Noel (1991) also manipulated context
across groups using a naming task. One group of
subjects was asked to pronounce a list coiaposed
exclusively of exception words, while a second
group was given fifty percent exception words and
fifty percent regular words. Performance on a
common set of exception words was the variable of
interest. Subjects who received all exception
words were faster on the critical items than
subjects in the mixed context. Paap and Noel
argued that this finding is consistent with dual
route theory. They claimed that because
phonological coding is not efficient for exception
words, subjects in the all exception word context
bypassed assembled phonology and instead used
addressed phonology to name the target. By
relying on direct access, they processed words
more quickly than subjects in the mixed list
condition who, presumably, were engaged in a
greater degree of assembled phonological coding.
One problem for this interpretation lies in the fact
that subjects in the all exception word context
had, in effect, more naming practice with this kind
of word and might have been faster on critical
trials regardless of the route employed in lexical
access. In the same study Paap and Noel also
looked at naming performance under dual-task
conditions (concurrent memory load task) and
found that low frequency exception words were
actually named faster under the high rather than
under the low memory load condition. In contrast,
low frequency regular words and both high
frequency regular and exception words were all
named more slowly under high load than under
low load. They claimed that this effect came about
because the assembled phonological route was
more handicapped by concurrent attentional
demands than the addressed phonological route;
since the assembled phonological information is
thought to primarily inhibit the naming of low

frequency exceptien words, slowing it down
through the use of a heavier memory load reduced
its negative influence (but see Lukatela and
Turvey in press for contrasting results using
similar procedures).

Monsell, Patterson, Graham, Hughes, and
Milroy (1992) also employed a paming task, and
contrasted conditions in whict lists consisted of
words only, of nonwords only, or both words and
nonwords. All words were of the exception type.
They found that words presented in the word only
list received fewer regularization errors than
words presented in the mixed word/nonword
context. They argued that since nonwords require
the phonologic route in orde to generate a
pronunciatien, subjects receiving the mixed
word/nonword context relied more on this
assembled phonology and hence made more
regularization errors. Subjects receiving the
exclusive word context, on the other hand, could
rely on the lexically generated addressed
phonclogy and therefore regularization errers
were less likely. The authors proposed that
subjects can strategically disable the assembled
route in a naming task when conditions make it
useful to do so.

Taken as a whole these studies seem consistent
with the proposal that subjects are flexible in the
degree to which they employ phonological codes in
word recognition tasks. Further, these results
have been obtained with several different word
recognition tasks. The current experiments
further explore the nature end consequences of
coding flexibility. They begin with a quasi-
replication of the basic phenomenon of coding
flexibility together with a demonstration that the
effect is indeed a phonological one: The effect is
shown to involve the phonological similarity of the
lexicel neighborhood. In the second experiment,
evidence is presented which suggests that the use
of assembled phonological information makes
measurable demands on attentional resources.
Finally, the third experiment suggests that the
extraction of meaning from an identified word is
not affected by which route predominates in
lexical access. This is consistent with the proposal
that the effect of coding flexibility is on prelexical,
not postlexical, processing.

A pilot study was conducted using a between-
groups manipulation of pseudohomophony. One
group of subjects in a lexical decision experiment
received no pseudohomophones (NPsH group).
The stimulus list for a second group was created
by replacing 15% of the nonwords in the first list
with pseudohomophones (PsH group). Both groups

“r 2
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received identical word lists. Half of the 128 words
were of low frequency and half were of high
frequency. Results- indicated that the word
responses of subjects in the NPsH group were
significantly slower than the responses of subjects
in the PsH group (NPsH = 569 ms, PsH = 524 ms).
Frequency was significant and there was a
marginally significant interaction between group
and frequency indicating that subjects in the
NPsH group were more adversely effected by low
frequency words than subjects in the PsH group.
An analysis of the accuracy data revealed no
significant differences between conditions. Hence,
subjects who received pseudohomophones
produced faster and no less accurate word
responses than subjects who received no
pseudohomophones. This outcome conforms to
Andrews (1982), who used a much higher
proportion of pseudohomophones (50%) but also
found a latency advantage for subjects in the
pseudohomophone condition, but conflicts with
Stone and Van Orden’s (in press) results in which
a 100% pseudohomophone group was much slower
than a NPsH group.

The latency advantage for subjects in the PsH
condition does not appear to be attributable to a
simple lowering of a response threshold criterion
because that shculd result in a lower accuracy
rate for this condition; subjects in this group were
actually slightly more accurate (nonsignificantly)
than subjects in the NPsH group. The between
group differences obtained in the pilot study
might be thought of as the consequence of the fact
that subjects in the PsH group are in some way
either disabling the phonologic route or, perhaps,
are executing a response prior to its output.

A less interesting account of the results from
this pilot study could argue that the speed advan-
tage (without a corresponding increase in errors)
comes about because subjects in the PsH group
exert more cognitive effort (greater attention) due
to the difficult homophony created by the pseudo-
homophone items. This attentional account would
not require any assumptions about differences in
type of coding between the two conditions.
Experiment 1 was conducted to determine
whether the observed between-group difference in
latencies is also associated with differences in the
magnitude of effects of phonological processing
difficulty. That outcome would implicate process-
ing type differences in the two conditions.

EXPERIMENT 1

A pseudohomophone manipulation was
employed, as in the pilot experiment, in a lexical

decision experiment. However, in Experiment 1
words were selected specifically to provide a broad
range on two dimensions: frequency and
phonological processing difficulty. Phorological
processing difficulty was indexed for each target
word by a count of the number of “unfriendiy”
neighbors, defined as the number of English
words sharing the same orthographic rime (the
same spelling) as the target word but differing in
rime pronunciation (e.g., BOOT and FOOT). A
target word’s number of unfriendly neighbors can
also be considered as an index of phonological
inconsistency for that word. Some words contained
no “unfriendly” neighbors while others contained
many. This continuous measure of phonological
processing difficulty is correlated with whether or
not the word is regular or exceptional with regard
to GPC rules (and many words of both types were
contained in the list). However, there were several
regular words with unfriendly neighbors and a
few exception words with none. As noted above,
the number of words that either share, or do not
share rime pronunciation with the target would be
psychologically important in any dual route theory
where grapheme to phoneme mapping is sensitive
to the statistical characteristics (such as frequency
of occurrence) of these transforms (Rosson, 1985;
Van Orden et al., 1990). By any such account,
generating the appropriate GPC mapping for the
target word will be more difficult as the number of
words in the lexicon possessing the same
orthographic structure but a different
phonological realization increases. In any case,
without theoretical commitment as to how
consistency and regularity might differ, we noted
that several lexical decision studies have found
that indices of phonological processing complexity
based on an examination of the target's
phonological neighborhood are associated with
performance (Andrews, 1982; Jared, McRae, &
Seidenberg 1990; Perfetti & Bell, 1991). We
predicted that subjects relying on phonological
information during lexical access (NPsH
condition) would be more sensitive to phonological
processing difficulty than subjects engaged in
direct access (PsH condition).

A recognition memory test was aiso conducted to
determine whether subjects in these conditions
differed in their depth of processing. For instance,
if subjects in the PsH condition are faster as a
consequence of failing to process the targets
through to meaning while subjects in the NPsH
condition are processing through to meaning, then
episodic memory differences would be expected,
since semantic processing is associated in
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recognition memory with superior performance
(Craik & Lockhart, 1972).

Method

Subjects. Forty-nine undergraduate students
from the College of the Holy Cross participated for
partial course credit.

Stimuli. Two lists, each containing 128 monosyl-
labic words and 128 monosyllabic pronounceable
nonwords were constructed. The only difference
was that List 1 contained no pseudohomophones
among the nonwords while List 2 contained 22
pseudohomophones (17%). Sixty nonhomophonic
words were the critical experimental items chosen
to provide a broad range of frequency (Kucera and
Francis range = 2 - 1617) and phonological consis-
tency values, and 68 words were fillers (included
for use in a subsequent recognition memory test).
Phonological inconsistency was indexed as the
number of monosyliabic words that share the tar-
get’s orthographic rime but which pronounce the
rime differently than the target (range = 0 - 26).
We called these words “unfriendly neighbors.” The
log of the number of unfriendly neighbors was
used in the analysis, labeled simply NU. Length
(number of letters) was included as a control vari-
able (range = 3 - 6).

The filler words consisted of 30 homophones and
38 nonhomophones. After subjects finished the
lexical decision task they were given a surprise
recognition memory test. They were given a 140
word list and were asked to circle the words that
they remembered form the lexical decision task
(subjects were informed that half of the words on
the list had appeared in the previous task).
Included among the 70 previously viewed items
were 15 of the homophonic filler words. Also
included in the memory test were 15 words that
subjects had not seen but which were homophonic
to words used in the lexical decision task.

Procedure. Subjects were randomly assigned te
either the pseudohomophoiie (PsH) group or the
nonpseudohomophone (NPsH) group. A standard
lexical decision procedure was followed. Items
were presented in a different random order to
each subject in uppercase letters on a Macintosh
512K computer screen. Targets were preceded
with a 500 ms fixation point (asterisk) in the
middle of the screen and a 500 ms blank. Target
presentation continued until the subject’s

response or until 1600 ms had elapsed. Latencies

shorter than 150 ms or longer than 1600 ms were
recorded as errors. “Word” responses were made
with the dominant hand and “Nonword” respcnses
were made with the nondominant hand on two
telegraph keys. RT was measured with an

accuracy of £2 ms. Subjects were given 40 practice
trials. Following the 256 lexical decision trials
subjects were given a surprise recognition test
consisting of 140 words. They were informed that
half of these words were from the lexical decision
list and half were not, and were told to indicate
the items that had been presented in the task by
circling them. They were also instructed to work
at a fairly quick pace. Each subject’s participation
lasted approximately thirty-five minutes.

Results

For each subject, mean latencies were calculated
for the correct and incorrect word and nonword
responses. Within each of these categories, trials
with latencies greater than two standard
deviations from the subject’s own mean
(calculated independently for each category) were
treated as errors. Mean latencies were computed,
averaging over subjects, for each experimental
word and for each nonword that appeared in both
the NPsH and PsH conditionsg. Accuracy for each
of these items was calculated as the proportion of
subjects responding correctly to it. One of the sixty
experimental words failed to be displayed due a
programming error and three other words had
error rates greater than 60%; these three items
were excluded from the latency analysis but not
the accuracy analysis.

Standard multiple regression analyses were
performed on word latency and accuracy with
items as the unit of analysis. The following
regressors were used: the log number of
phonologically unfriendly neighbors (NU), log
word frequency, the interaction between these
two, word length, and pseudohomophone group (as
a repeated measure). The interactions between
the repeated measure and each of the other
regressors were also included in the analyses, but
were removed from an analysis if they were
nonsignificant. This procedure was followed in all
subsequent analyses. The categorical variable
regular-exception and the proportion of neighbors
that were unfriendly to the target (NU/ Total
number of neighbors) was tried as well, but only
NU was significantly associated with
performance; hence all subsequent analyses use
NU as the index of the phonological inconsistency
of a target word’s neighborhood.

For word latency there was a significant effect of
group, F(1, 54) = 9.96, MS, = 424.25, p < .01, in-
dicating that mean latencies were faster in the
PsH condition (513 ms) than in the NPsH condi-
tion (535 ms). There was a significant effect of
NU, FQ1, 51) = 4.08, MS, = 1706.07, p < .05, and
its positive regression coefficient (31.70) indicates
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that latencies increased with the number of un-
friendly neighbors. While the main effect of fre-
quency was not significant in this model, it should
be noted that with the term representing the in-
teraction between frequency and NU removed
from the model frequency was significant, F(1, 52)
= 15.78, MSe = 1830.27, p < .001. The interaction
of NU with frequency was, however, significant,
F(1, 51) = 4.79, MSe = 1706.07, p < .05. In order
to examine this interaction we split the words into
two roughly evenly sized frequency categories: low
(including items with frequencies between 1 and
20) and high (including items with frequencies be-
tween 22 and 1617). The positive coefficient for
NU, reliable in the overall analysis, was present
only for low frequency words (14.04); the high fre-
quency coefficient was actually negative (-2.73).
Thus, the inhibitory effect of NU appears to have
been largely carried by the lower frequency words.
The interaction between group and NU was also
significant, F(1, 51) = 4.25, MSe = 405.22, p < .05.
Given the interaction between group and NU,
data from the two groups were analyzed sepa-
rately.

Table 1 summarizes the separate latency analy-
ses of the data from the PsH and NPsH groups. Of
critical interest is the fact that NU, as well as the
interaction between NU and frequency, was signif-
icant only for the NPsH group (for NU: F(1, 51) =
5.98, MSe = 1304.56, p < .05; for the interaction:
F(1, 51) = 5.75, MSe = 1304.56, p < .05). The posi-
tive regression coefficient for the NU effect indi-
cates that latencies increased as the number of
unfriendly phonological neighbors increased. The

Table 1. Experiment 1: Analyses by condition.

interaction revealed, as in the omnibus analysis,
that this was especially true for the low frequency
items (regression coefficients were: low freq. =
25.55, high freq. = -.607). In the PsH condition
neither of these terms was. significant.

The omnibus analysis of the accuracy data
revealed that only NU was significant, F(1, 54) =
5.02, MSe = .033, p < .05; as the number of
unfriendly neighbors increased accuracy
decreased (the coefficient for NU = -.145). Note
that as with the latency data, without the
frequency x NU interaction term in the model
frequency was significant, F(1, 55) = 11.93, MS, =
.035, p < .001. There was no group difference
(NPH = 87.2%, PH = 87.4%). However, in keeping
with the latenicy analysis, the accuracy data from
the two groups were also separately examined.
Table 1 also summarizes the word accuracy data
for the two groups. As with the latency analysis,
NU and the NU by frequency interaction were
significant for the NPsH group (for NU: F(1, 54) =

*6.82, MSe =.016,p < .05; for the interaction: F(1,
54) = 5.30, MSe = .016, p < .05), but not for the
PsH group. The negative regression coefficient for
the NU effect indicates that as the number of
unfriendly neighbors increased, accuracy
decreased. As with the latency data, the words
were divided into lower and higher frequency sets
in order to examine the NU by frequency
interaction. For lower frequency words the
coefficient was negative (-.143), while for higher
frequency words the slope was actually slightly
positive (.016). Thus the accuracy results parallel
the latency results in this regard.

Pseudohomophone Group

-

Non-Pseudohomophone Group

Coefficient F Coefficient F
Latency: R=24 MSyes = 807 R2=30  MSpes= 1305
NU 15.93 1.09 47.46 5.98 *
Frequency -9.73 2.45 -9.47 1.44
NU * Frequency -13.11 2.10 -27.57 5.75*
Length — < 1.00 — <1.00
Accuracy: R%=.18 MSyes = .02 R%= 28 MSps = 02
NU -12 2.89 -17 6.82*
Frequency .04 1.70 .03 1.23
NU * Frequency .06 1.71 09 530*
Length — < 1.00 — < 1.00

*p<.05:**p <.01: *** p <.00]

16




Evidence of Flexible Coding in Visual Word Recognition 9

An analysis was also conducted on the 106
nonwords that subjects in both conditions had
received (not including the pseudohomophones or
corresponding nonpseudohomophones that were
unique to one or the other condition). As with
words, correct rejection latencies were faster in
the PsH condition (mean = 569 ms) than in the
NPsH condition (mean = 596 ms), F(1, 105) =
61.59, MS, = 629.08, p < .001. No significant
accuracy difference was obtained.

Memory Results

The memory data for the recognition test that
was administered after the lexical decision trials
were analyzed using signal detection analysis.
Mean d’ for the NPsH group was 2.56 and was
2.57 for the PsH group. This difference was not
significant (F' < 1.0). An analysis of performance
on just the homophonic targets and the foils also
failed to reveal a significant difference between
the NPsH and PsH groups.

Discussion

Experiment 1 revealed a latency advantage for
words and nonwords in the pseudohomophone
(PsH) condition over the nonpseudohomophone
(NPsH) condition, even though the inclusion of
pseudohomophones in the nonword context might
have made the former condition more difficult, not
less. This resuit replicates the results of the pilot
study as well as the results reported by Andrews
(1982) who used 50% pseudohomophones in the
PsH condition. In the present experiment the
latency advantage for the PsH group cannot be
attributed to a speed-accuracy tradeoff since the
PsH group was slightly more accurate than the
NPsH group (although the difference between the
two groups was not statistically significant).
However, the latency disadvantage for a group
receiving 100% pseudochomophones reported by
Stone and Van Orden (in press) stands in contrast
to the current results. Further, these authors
argue that eliminating a slower route will not
necessarily speed latencies, especially if a horse
race process is assumed (Paap & Noel, 1991). The
current results might be taken to indicate either
that disabling the phonological route frees
attentional resources thereby producing more
efficient orthographic processing, or alternatively,
that subjects who do not disable the phonologica:
route in some sense wait for this information to
build up and that this produces the longer
latencies observed in the NPsH context. While the
conflicts within the literature are not resolved,
this experiment establishes, for the first time, a

link between faster respending and diminished
phonological influences.

There was additional evidence that phonology
had been used for word recognition in the NPsH
group but not in the PsH group (or, at least, not to
the same degree). In the NPsH condition, the diffi-
culty of phonological processing, as indexed by the
number of phonologically unfriendly neighbors,
had significant adverse effects on latencies and
accuracy, whereas in the faster PsH condition this
variable had no influence. This finding lends sup-
port to the claim made by Andrews (1982) that in
a pseudohomophonic context subjects strategically
inhibit phonological processing (because it tends
to generate false positives), thereby shifting re-
sources to the faster direct route. This is consis-
tent with the basic architecture ¢f dual route the-
ories but is problematic for most single route mod-
els. Connectionist accounts (Seidenberg &
McClelland, 1989; Lukatela & Turvey, 1990, in
press; Van Orden et al., 1990) might cope with the
results of Experiment 1 by recourse to a short-
term, context induced, adjustment of network dy-
namics; however, only actual simulations can in-
form such speculation.

Even for dual route theories, the precise locus of
strategic flexibility is not clear. It is possible that
subjects disable or attenuate GPC level processing
(Monsell et al., 1992). It is also possible that the
strategic change occurs late; that subjects simply
ignore the output from GPC level processing. It
does seem unlikely that the flexibility
demonstrated in Experiment 1 occurs at an even
later post-lexical checking stage. If subjects in the
NPsH group tended to engage in an extra step of
“sounding out” an already recognized lexical
representation then effects of the number of
phonologically inconsistent neighbors should
either not be of any consequence to this group or,
alternatively, should affect both groups equally.
Further, it is unlikely that the small latency
advantage for the PsH group would be
attributable to the elimination of what should be a
relatively time-demanding postlexical check. It
also seems that if the subjects in the NPsH group
had adopted a more stringent criterion than the
PsH group in checking the response, they would
have had higher accuracy rates than subjects in
the PsH group—but they did not. As noted earlier,
Monsell and his associates (1992) and Paap and
Noel (1991) both claim that subjects can ignore or
bypass assembled phonological information when
it is advantageous to do so in a naming task; the
current results suggest a similar flexibility in
lexical decision.

17




10 Pugh et al.

Finally, the recognition memory test was in-
cluded to explore the possibility that subjects in
the PsH group were obtaining a speed advantage
by initiating their responses before processing the
targets fully. Several recent lexical decision stud-
ies have suggested that subjects can use an ortho-
graphic familiarity bias, wherein a lexical decision
is made without fully discriminating the target
from its active neighbors (Johnson & Pugh, in
press; Pugh, Rexer, Peter, & Katz, in press). It
seemed reasonable that if subjects in the NPsH
condition were more fully processing the target
than subjects in the PsH condition (perhaps using
target semantic information in making the deci-
sion), then episodic memory for the lexical deci-
sion stimuli would be superior in the former
group. Had group differences been obtained the
results would have been provocative; the failure to
show group differences, however, should not be
considered overly informative.

EXPERIMENT 2

The explanation that subjects in the pseudoho-
mophone (PsH) condition were simply more atten-
tionally focused than subjects in the nonpseudo-
homophone (NPsH) condition, as a consequence of
the difficult pseudohomophone context, seems at
odds with the fact that different neighborhood
phonological inconsistency effects were also found
for the two groups. The latter suggests a
difference in the kind of processing, not simply a
difference in the efficiency of processing.
Nonetheless, such an account cannot necessarily
be ruled out because greater attentional effort, if
its influence reached down to the level of lexical
processing, might suppress phonological am-
biguity effects to some extent; of course
attentional conzequences of this sort would have
relevance to the dvnamics of word recognition. In
order to examine the attentional characteristics of
performance in the NPsH and PsH conditions,
Experiment 2 employed a dual-task paradigm
(Lukatela & Turvey, in press; Paap & Noel, 1991;
Posner & Boies, 1971). As noted in the
introduction, Paap and Noel (1991) found that
naming latencies were influenced by the difficulty
of a concurrent memory task. A similar
manipulation was employed in the current ex-
periment. Subjects were required to make lexical
decisions while holding either one digit (low load)
or four digits (high load) in short-term memory.
Immediately after making the lexical decision, a
target probe digit appeared on the screen and sub-
jects decided whether the probe matched, or did
not match, an element in the memory set. This
memory load manipulation allowed us to examine

lexical decision performance while attentional
demands on the subject were either low or high.

If subjects in a PsH condition simply exert
greater attentional effort in lexical decision, then
increasing attentional resource demands by in-
creasing memory load should cut into the avail-
able resource more for these subjects than for sub-
jects in an NPsH condition. Buwever, if the pat-
tern of results obtained in Fixperiment 1 resulted
from a selective disabling of the phonologic route
because of the pseudohomophone context, then
PsH subjects in Experiment 2, unencumbered by
the presumably greater attentional demands of
phonological processing, might not only perform
the lexical decision task more efficiently, but
might also perform the secondary memory task
more efficiently.

Method

Subjects. Thirty undergraduate students from
the University of Connecticut, participated for
partial fulfillment of a course requirement.

Stimuli. Ninety-six experimental words, pos-
sessing a broad range of values on the dimensions
of frequency (1 - 1617) and number of unfriendly
neighbors (0 - 26), were used. Along with these, 36
filler words (32 .of them homophones) were in-
cluded, as in Experiment 1. The nonwords for the
NPsH group were 132 pronounceable nonpseudo-
homophones; in the PsH condition, 30% of these
nonwords were replaced with pseudohomophones.
All of the word and nonword stimuli are presented’
in Appendix A. Half of the memory sets consisted
of one digit (low load) and half consisted of four
digits (high load). Within each of these, half of the
target probes matched an element in the set,
while for half there was no match. Each stimulus
was viewed by half of the subjects under the one
digit memory load and by the other subjects under
the four digit memory load.

Procedure. Each trial began with the presenta-
tion of a fixation point (an asterisk) for 500 ms.
After a 500 ms pause the memory set was pre-
sented for 1500 ms. Following a 1500 ms interval,
the lexical decision target was then presented.
“Word” responses were made with the dominant
hand and “Nonword” responses were made with
the nondominant hand on two telegraph keys.
Subjects had 1500 ms from the onset of the stimu-
lus to make their lexice’ decisions. 1700 ms after
the offset of the lexical decision target the probe
digit appeared on the screen ior 600 ms and sub-
jects had up to 1500 ms tc respond positively or
negatively using the same telegraph keys. Lexical
decision and probe response latencies shorter than
150 ms or longer than 1500 ms were recorded as
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errors. Latencies were measured with an accuracy
of 2 ms. Subjects received forty practice trials
and then the experiment’s 264 trials, which were
presented in a different random order to each sub-
ject. Subjects were instructed to respond as
quickly and as accurately as possible to both the
lexical decision and the memory probe judgment
and were told that the word/nonword task w: s in-
serted into the retention interval in order to make
the memory task more challenging. However, sub-
jects were not explicitly told that the memory task
was the primary task. Each subject’s participation
lasted approximately forty-five minutes.

Results

Mean lexical decision and memory probe
response latencies were computed for each item,
averaging over subjects following the same
procedure that wa: used in Experiment 1.
Accuracy values were also calculated as in
Experiment 1.

Lexical Decision Analyses

Standard (simultaneous) multiple regression
analyses were conducted on the latency and accu-
racy of the lexical decision word and nonword re-
sponses, using items as the unit of analysis, as in

Experiment 1. The between-item variables in the
analyses were log frequency (Frequency), log
number of unfriendly neighbors (NU), the inter-
action between these two terms, and word length
(Length). Group (NPsH vs. PsH) and Load (low vs.
high) were within-item variables. Separate re-
greasion analyses were also performed on the
NPsH data and the PsH data, as in Experiment 1.

Words: Latency. The omnibus analysis of the
word latency data revealed a significant Group by
Length interaction, F(1, 91) = 8.65, MS, = 880.65,
p < .01, As Figure 1 illustrates, the latency advan-
tage for the PsH over the NPsH condition is larger
for longer words (5 - 6 letters) than for shorter
words (3 - 4 letters). The only other term to reach
significance in this analysis was Frequency, F(1,
91) = 17.06, MSe = 5971.12, p < .001; latencies
decreased with increased frequency. It should be
noted that with the interaction between group and
length removed from the model the main effect of
group did obtain significance, F(1, 95) = 112.52,
MSe =947.69, p < .0001; NPsH (633 ms) and PsH
(699 ms). The number of unfriendly neighbors
(NU) did not reliably effect response latency nor
did it interact with any of the other variables. The
separate regressions performed on each Group re-
vealed no additional effects.

No Pseudohomophones

Pseudohomophones

6901
6701
z
~ 6501
(D)
&
= 6301
=
2 1
& 6101
(5]
m r/\\
5901
\-
570 T T T T \

2 3 4

Word Length (letters)

Figure 1. Word response latency in the dual-task procedure as a function of Group and word length.
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Words: Accuracy. Neither the omnibus nor the
separate regression analyses of the word accuracy
data revealed uny significant effects. The range of
mean percent correct for the two groups across the
two load conditions was only 2% (88%-90%).

Nonwords: Latency. The omnibus analysis of the
latency data from the subset of nonwords that had
been presented to subjects in both groups revealed
a significant effect of Group, F(1, 90) = 132.64,
MSe =861.01, p < .001; correct rejection latencies
were faster in the PsH condition (674 ms) than in
the NPsH condition (709 ms). There was also a
significant effect of Load (low = 685 ms, high =
698 ms), F(1, 90) = 14.15, MSe = 1100.89, p <
.001; but no significant interaction between these
two factors. Length was significant, F{1, 90) =
3.98, MSe
nonwords yielding slower rejection latencies. A
Load by Length interaction was also obtained,
F(Q, 90) = 8.14, MS, = 1100.89, p < .01; the means
were 672, 698, 695, and 701 ms for low (load)-
shorter (length), low-longer, high-shorter, and
high-longer conditions, respectively. Thus, the
length effect was considerably larger under a low
memory load (26 ms) than under high load (6 ms).
Finally, the three way interaction between Group,
Load, and Length approached significance, F(1,
90) = 3.15, MSe = 1809.11,p < .08. The length
effect for the NPsH group under low load was
nearly twice as large as in any other cell (35 ms).

Nonwords: Accuracy. The omnibus analysis of
the accuracy data revealed a significant effect of
Group, F(1, 90) = 10.21, MS, = .0072,p < .01,
indicating greater accuracy in the PsH condition
(92%) than in the NPsH condition (89%). No other
terms were significant.

Probe Task Analyses

Standard multiple regression analyses were also
conducted on the latency and accuracy of the
probe task responses following words and
nonwords, using items as the unit of analysis.
These analyses used the same variables as the
analyses of the lexical decision responses, and
included the additional within-item variable of
match or mismatch between probe and memory
set (Match), and its interactions with the other
variables. Separate analyses were also again
performed on the NPsH data and the PsH data.

Words: Probe Latency. The omnibus analysis of
the latency of probe responses following words
revealed main effects of Load and Match, F(1, 180)
= 119.11, MS, = 2632.35, p < .001, F(1, 180) =
38.37, MSe = 2632.35, p < .001, respectively. The
interaction between these terms was also

= 5351.46, p < .05, with longer

significant, F(1, 180) = 12.34, MS, = 2632.35,p <
.001. The means were 525, 433, 643, and 587 ms
for the low-mismatch, low-match, high-mismatch,
and high-match conditions, respectively. Thus, the
interaction indicates that the advantage on match
trials was larger under low load (92 ms difference)
than under high load (55 ms difference). Group
(NPsH vs. PsH) was also significant, F(1, 190) =
87.90, MSe = 2000.96, p < .001, revealing that
probe task performance was faster in the PsH
condition (526 ms) than in the NPsH condition
(569 ms). The interaction between Group and
Load was also significant, F(1, 190) = 6.22, MSe =
2000.96, p < .05. The means were 495, 642, 464,
and 588 ms for the NPsH-low, NPsH-high, PsH-
low and PsH-high conditions, respectively. Thus,
the latency advantage of low load over high load
was 23 ms larger under in the NPsH condition
than in the PsH condition.

In the separate analyses of the PsH and NPsH
groups the effect of NU was marginally significant
in the NPsH condition, F(1, 184) = 2.92, MS, =
2463.52, p < .10. The regression coefficient for NU
was positive (18.36), thus as the number of
phonologically unfriendly neighbors increased
latencies increased. Also, the interaction between
NU and Frequency was marginally significant in
the NFsH condition, F(1, 184) = 3.80, MS, =
2463.52, p = .05. As in Experiment 1, the effect of
NU in the NPsH condition was examined
separately for high and low frequency words. As
expected, the regression coefficient for NU was
positive for the lower frequency items (2.90), while
for higher frequency items the coefficient was
negative (-26.67). Neither of these terms
approached significance in the PsH condition.

Words: Probe Accuracy. The omnibus analysis of
the accuracy of probe responses following words
also revealed a main effect of Load, F(1, 180) =
8.78, MSe = .004, p < .01; the means were 97%
and 94% correct for the low and high load
conditions, respectively. There was also a
significant interaction between Load and Match,
F(1, 180) = 7.10, MS, = .004, p < .01. The means
were 97%, 96%, 95% and 92% for the low-
mismatch, low-match, high-mismatch, and high-
match conditions, respectively. The interaction
aopears to come from the fact there were
relatively more errors on High Load trials when
the probe matched an item in the memory set
than in any of the other conditions. Group was
also significant, F(1, 191) = 7.10, MSe =.004,p<
.01, indicating somewhat greater accuracy on the
probe task for subjects in the PsH condition (96%)
than for subjects in the NPsH condition (94%). No

20




Evidence of Flexible Coding in Visual Word Recognition 13

other effects or interactions were reliable,
although NU approached significance, F(1, 180) =
2.81, MSe =.004, p < .10. An examination of the
separate NPsH and PsH analyses revealed that
NU was significantly related to accuracy only in
the NPsH analysis [NPsH: F(1, 180) = 4.10, MSe
= .005, p < .05; PsH: F < 1.0], and its negative
regression coefficient (-.869) indicated that as the
number of phonologically unfriendly neighbors
increased, accuracy decreased. As with latencies,
subjects in the PsH condition were not influenced
by this variable.

Nonwords: Probe Latency. The omnibus analysis
of the latency of probe responses following
nonwords revealed main effects of Load, F(1, 154)
= 527.74, MSe = 2441.11, p < .001, and Match,
F(1, 154) = 200.23, MSe = 2441.11, p < .001. As
with word trials latency advantages for both low
load and match trials were obtained. The
interaction between these terms was also
significant, F(1, 154) = 9.55, MSe = 2441.11,p <
.01. The interaction reflects the fact that the
match advantage was larger (96 ms) under low
load than high load (61 ms; the means were 565,
469, 675, and 614 ms for the low-mismatch, low-
match, high-mismatch, and high-match
conditions, respectively). Group was, once again,
significant, F(1, 158) = 60.29, MSe = 3234.60, p <
.001, revealing that performance on the probe task
was faster in the PsH group (556 ms) than the
NPsH group (605 ms). None of the interactions
with group were reliable.

Nonwords: Probe Accuracy. The omnibus
analysis of the accuracy of probe responses
following nonwords indicated a main effect of
Load, F(1, 154) = 6.71, MSe = .004, p < .05;
accuracy was greater in the low load condition
(95%) than in the high load condition (93%).
Group was also significant, F(1, 155) = 13.71, MSe
= .004, p < .001, with greater accuracy in the PsH
group (95%) than the NPsH group (93%). No
interactions were reliable.

Discussion

The main focus of Experiment 2 was to
determine if lexical access made greater demands
on attention for the NPsH group than for the PsH
group (the latter condition is hypothesized to be
less dependent on phonology). The results
supported the hypothesis but in a manner that
was less direct than expected. The memory load
affected the NPsH group adversely (as expected)
but its major effect was on that group’s memory
probe recognition rather than on its lexical
decision performance. Responses to the memory

probe were slower in the NPsH group and
responses were less accurate. Further, for the
NPsH group, increasing the memory load (from
one to four digits held in memory) had a relatively
greater deleterious effect on probe RT than for the
PsH group. Thus, it was clear that subjects in the
NPsH group were less able to perform the
attention-demanding memory probe recognition.

Although the results of the lexical decision
analyses were less straightforward, subjects in the
NPsH group showed deficits in their performance
on this task as well. The clearest results were for
nonword lexical decisions, which were slower and
less accurate for the NPsH group. With regard to
lexical decisions on words, the only evidence of a
NPsH-PsH group difference was an interaction
between Group and word Length (see Figure 1);
longer words were processed more slowly by the
NPsH group but the reverse was true for the PsH
group. This interaction suggests differences in the
kind of processing and not simply in the efficacy or
efficiency of processing. Any explanation that does
not posit a change in type of processing would find
this disordinal interaction problematic. To account
for the interaction, we speculate that if the NPsH
subjects (who are hypothesized to be relatively
dependent on phonological coding) were engaged
in a series of grapheme to phoneme conversions
while processing a word, then a longer word
should require more conversions and, therefore,
should take longer to process. PsH subjects, on the
other hand, apparently engaged in visual (i.e.,
orthographic) processing; perhaps this visual
processing is a parallel rather than a serial
process. Under parallel convergence, longer words
would be processed faster than shorter words
because longer words have smaller numbers of
competing items in their respective neighborhoods
(longer words are more nearly unique).

As noted above, the interaction between Group
and Load in the probe recognition shows that sub-
jects in the NPsH condition were more adversely
affected by high load than PsH subjects. This is
consistent with the idea that, due to extra phono-
logic processing in the NPsH condition, fewer at-
tentional resources were available for the demand-
ing memory condition. This interpretation is rein-
forced by the fact that as the neighborhood's
phonological inconsistency (NU) increased, sub-
jects in the NPsH condition were more likely to
forget what they were holding in short-term mem-
ory (accuracy decreased). Additionally, as NU for
low frequency words increased, NPsH subjects
were slower on probe judgments. PsH subjects, on
the other hand, who were hypothesized not to be
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dependent on phonological coding, showed no hint
of an influence of neighborhood phonological in-
consistency on probe recognition. In sum, the re-
sults suggest that subjects under pseudohomo-
phonic (PsH) conditions adjusted processing in
some way so as to eliminate the disadvantageous
influence of phonological processing.

The fact that subjects in the PsH condition were
generally faster and more accurate on both tasks
than subiects in the NPsH condition seems
consistznt with the idea that subjects in the
former condition were processing words in a way
that was not only more advantageous for lexical
decision, but actually freed up attentional
resources for the memory task in which the word
recognition task was er:bedded. If subjects in the
PsH condition were in some way disabling the
presumably attentionally expensive assembled
phonology route, then the results can be
explained. An alternative account which preserves
the notion that GPC processes are in some way
disabled in the PsH context, but does not borrow
on the attentional resources explanation, might
also be consistent with these data. Some residual
interference between word recognition and
memory probe tasks might result if the two share
common code types (the m~2mory set is likely held
in 3TM by a phonological code). If so, then in the
current experiment, subjects in the PsH condition,
by not generating phonological codes, would suffer
less interference than subjects in the NPsH
condition (who engage in extra phonological
processing during word recognition). In any event,
the idea that the speed and accuracy advantages
for PsH subjects in the first experiment could
have come about due to greater attentional effort
in lexical decision would seem to have predicted a
trade-off between the two performances. Instead
superior performance as a function of the
inclusion of pseudohomophones was found on both
tasks. An attentional account might be
constructed that can handle aspects of the current
results, possibly one assuming a great deal more
vigilance in the PsH context, but this approach
would seem less consistent with the total pattern
of data than the coding flexibility hypothesis.

A somewhat perplexing aspect of the curreni
experiment is that, while neighborhood phonologi-
cal inconsistency only influenced the performance
of NPsH subjects, as in Experiment 1, in this ex-
periment the influence revealed itself, not on the
lexical decision, but on the subsequent memory
probe. How is it that subjects in the NPsH condi-
tion, if engaged in more phonologically based
reading, weuld not exhibit NU effects on the word

recognition task itself, as well as on the subse-
quent judgment? The failure to obtain a stronger
NU effect for the NPsH subjects on lexical decision
trials in this experiment cannot likely be at-
tributed to a lack of statistical power; in fact, the
non-significant regression coefficients were 11.01
and 29.37 for the NPsH and PsH groups, respec-
tively, and this actually reverses the pattern ob-
served in Experiment 1.

One possible account of these results is
predicated on the following set of assumptions.
Subjects in the PsH condition might have actively
disabled the phonologic route since it signals false
positive responses to pseudohomophones, and
then relied exclusively on the direct route in
making lexical decisions. This not only optimized
lexical decision performance, it also freed
attentional resources for the memory task and
hence performance was enhanced there as well.
Subjects in the NPsH condition did not disable the
phonologic route, and in the first experiment,
waited for the build-up of phonological
information, and used it in making lexical
decisions (hence the influence of NU). In
Experiment 2, on the other hand, they also
retained the phonologic route, but under the
demanding conditions of the memory load context,
they tended to make the lexical decision before the
phonological representation was fully generated
(hence no influence of NU and only a small
unreliable latency disadvantage). Thus, they
actually relied on the direct route to read out the
lexical decision response. Nonetheless, since the
phonologic route was not actively suppressed by
these NPsH subjects, it continued to operate, and
for words with many unfriendly neighbors it was
particularly resource demanding. This
unsuppressed activity might then impair the
subsequent memory judgment performance; thus
as NU increased accuracy on the probe task
actually decreased. This speculation is ultimately
grounded in the view that phonologic information
builds up more slowly than direct access (but see
Stone and Van Orden, in press, for a contrasting
view), and that even subjects in the NPsH
condition can make a word/nonword decision prior
to completion of the phonologic process. However,
pseudohomophones in the nonword context drive
subjects not simply to make a decision prior to the
completion of phonological processing but, instead,
to actively suppress it. Obviously, such an account
is speculative and is contingent on the view that
strategic control operates at several points early
in processing. Nevertheless, it seems to provide
the only account that can handle the results of the
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two experiments. The possibility that subjects can
either ignore phonological information or disable

it, should be investigated further. Still, it remains

the case that even in this experiment when NU
had an influence on performance (in the probe
task) it was only for subjects in the slower NPsH
group, and once again The faster PsH subjects
showed no sensitivity to this variable.

EXPERIMENT 3

The results of Experiments 1 and 2 are consis-
tent with an account of lexical access that allows
for strategic control over the extent to which
phonological coding mediates lexical access. It is
clear that there is a general performance advan-
tage for subjects in the pseudohomophone (PsH)
condition, coupled with the failure to observe any
evidence that these subjects were sensitive to the
phonological inconsistency of its target’s neigh-
borhood (i.e., the number of unfriendly neighbors,
NU). However, the argument that the failure to
observe effects of NU indicates the absence of
phonological coding obviously hinges on the valid-
ity of NU as a diagnostic criterion. While there is
evidence from Experiments 1 and 2 that NU ef-
fects are, in fact, useful, they are somewhat vari-
able in magnitude (and, therefore, in reliability)
between experiments. Thus, it is important to
supplement the evidence provided by NU in order
to provide converging evidence that the PsH and
NPsH groups differ in their degree of phonological
coeding. To this end, we decided to seek converging
evidence of phonological processing flexibility in a
double lexical decision study.

The basic task involves presenting the subject
with two letter strings (one above the other), with
the subject responding positively if both are words
and negatively if one or both are not. The relations
between ihe two words in a given pair can be var-
ied to measure orthographic, phonological, or se-
mantic processing. In an initial investigation
Meyer and his colleagues (Meyer, Schvaneveldt, &
Ruddy, 1974) examined performance on words
that were either orthographically and phonologi-
cally similar (e.g., BRIBE - TRIBE, LOOK -
BOOK) or orthographically similar but phonologi-
cally dissimilar (e.g.,, COUCH - TOUCH, LEMON
- DEMON). Relative to control conditions consist-
ing of the same words in unrelated pairings (e.g.
BRIBE - BOOK, TOUCH - DEMON) they found a
small facilitatory effect for BRIBE - TRIBE pairs,
and an inhibitory effect for COUCH - TOUCH
pairs. They interpreted this result as evidence
that subjects were employing phonological codes
whereby the consistency of the pronunciations of

the rime in BRIBE - TRIBE type pairs produced
facilitatory priming, and the inconsistency of the
two rime pronunciations in COUCH - TOUCH
type pairs produced inhibitory priming. Shulman
and his colleagues (Shulman, Hornak, & Sanders,
1978) replicated this finding when the nonwords
were orthographically legal. However, when ille-
gal nonwords were used (either consonant strings
or random letter strings which violated orthotactic
rules) they found facilitatory effects for both
BRIBE - TRIBE and COUCH - TOUCH pairs. On
the possibility that this result was obtained be-
cause subjects were making decisicns at a prelexi-
cal level based, perhaps, on orthographic familiar-
ity, they included an associatively related condi-
tion (OCEAN - WATER). Because they observed
associative facilitation in both conditions, they
suggested that subjects were activating lexical
representations. They interpreted their results as
suggesting that subjects in the illegal nonword
condition were getting to lexicon without manda-
tory phonological coding. However, they did not
compare the magnitude of semantic priming in the
two conditions, since the nonword manipulation
was across experiments. Hanson and Fowler
(1987) replicated the Shulman et al. (1978) finding
that with illegal nonwords facilitatory priming for
COUCH - TOUCH pairs was obtained, and this
held for both hearing and deaf readers. However,
they did not include OCEAN - WATER type pairs
in their study.

Recently Van Orden and his colleagues (Van
Orden et al., 1990) noted that while facilitation for
COUCH - TOUCH stimuli could be seen as one of
the few positive findings supporting the existence
of a direct route, it is subject to an alternative in-
terpretation. They argued that when the non-
words are illegal subjects can rely on partial
phonological information—“noisy” phonological
codes—to recognize words, and since COUCH and
TOUCH have a good deal of phonological overlap,
they can stiil partially prime each other phonolog-
ically. When nonwords are legal and, therefore,
the discrimination is more demanding, noisy cod-
ing is too error-prone and subjects rely on a
“cleaned-up” phonological code; here the COUCH -
TOUCH inhitition is found. In other words, they
suggest that the differences are due to quantita-
tive and not qualitative differences in processing.

The current experiment provides a test of Van
Orden et al.’s hypothesis. Instead of using illegal
nonwords to induce a shift away from phonological
processing (as in previous experiments using this
paradigm), a pseudohomophone manipulation was
once again employed (as in Experiments 1 ana 2).
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All subjects received nonwords that were legal
(thus, presumably difficult); the intention was for
subjects in both groups to rely on cleaned up
phonological codes and not to rely on orthographic
representations. By this account, so far, one might
predict COUCH - TOUCH inhibition in both the
NPsH and PsH conditions. However, if subjects in
the PsH condition disable or weaken the phono-
logic route (in spite of the difficulty of the ron-
words) then COUCH - TOUCH orthographic facil-
itation should be obtained because there will be no
basis for any phonological competition that would
result in inhibition. In contrast, subjects in the
NPsH group (who are presumably more dependent
on phonological coding) should still show COUCH
- TOUCH inhibition. Further, if subjects in the
PsH condition have been gaining a speed and ac-
curacy advantage in Experiments 1 and 2 by
somehow making lexical decisions without really
achieving lexical access (for example, by means of
an orthographic word familiarity check), they
might show COUCH - TOUCH orthographic facili-
tation but they would not be expected to show
OCEAN - WATER semantic facilitation. Thus, the
current experiment can coaverge with
Experiments 1 and 2 to show that PsH subjects
attenuated their phonological processing. It also
provides a test of Van Orden’s noisy-code account
of the Shulman data and it tests for the possibility
that subjects in the PsH condition are engaging in
only shallow (non-semantic) processing. Further,
in the first two experiments a number of the non-
words were orthographically unusual (small
neighborhood items). In this experiment nonwords
are, on average, more orthographically familiar
patterns.

Method

Subjects. Forty-six undergraduate students at
the College of the Holy Cross participated in the
experiment for partial fulfillment of a course
requirement.

Stimuli. Subjects received 96 word/word pairs
(positive trials) and 90 word/nonword and 6 non-
word/nonword pairs (96 negative trials). Six types
of word/word pairs were prepared. Type 1 pairs
were orthographically and phonologically similar
(BRIBE - TRIBE, LOAD - TOAD). Type 2 pairs
were controls that were orthographically and
phonologically dissimilar. The control pairs were
generated by pairing dissimilar Type 1 items (e.g.,
BRIBE - TOAD, LOAD - TRIBE). Type 3 pairs
were orthographically similar and phonologically
dissimilar pairs (COUCH - TOUCH, GONE -
BONE). Type 4 pairs were controls for the Type 3
pairs, constructed in the same way as the Type 2

controls. These experimental pairs (Types 1 and 3)
were the same as those used by Meyer et al.
(1974) and Hanson and Fowler (1987), and Type 1
and Type 3 pairs were matched as closely as pos-
sible for length and frequency (see Meyer et al. for
details). Type 5 pairs were semantically related
pairs (OCEAN - WATER) chosen from the norms
of Battig and Montague (1969), and Type 6 pairs
were controls for the Type 5 pairs, again gener-
ated by rearranging the Type 5 pairs. Type 5 pairs
were chosen from among the top five exemplars of
each category in the norms; this was done to in-
sure that each member of a related pair was a
good category exemplar. However, this constraint
did not allow for a matching of these pairs with
Type 1 or Type 3 pairs on dimensions such as
length and frequency. Thirty-two pairs of each
word/word pair type were prepared (all stimulus
pairs are presented in Appendix B). Two stimulus
lists were constructed. List A consisted of 16 Type
1 pairs, 16 Type 3 pairs, and 16 Type 5 pairs, with
the words from the remaining 16 pairs of each
type rearranged to serve as controls (Types 2, 4,
6); in List B the situation was reversed. Thirty-
two of the 96 negative trials consisted of ortho-
graphically similar items (e.g., LOOK - DOOK);
this matched the number of positive pairs that
were orthographically similar (Types 1 and 3).
Thus, orthographic similarity was not correlated
with whether the pair was a positive or negative
response type. Half of the word/nonword pairs
were presernted with the word as the upper display
item, and half with the word as the lower display
item. Subjects in the nonpseudohomophone
(NPsH) condition received either list A or list B as
they are described above. Subjects in the pseudo-
homophone (PsH) condition received one of these
lists with a pseudohomophone substituted for the
nonword item in 30% of its word/nonword pairs.
Both NPsH and PsH subjects received the same
32 orthographically similar negative trials.

Procedure. The procedure was the same as in
Experiment 1 except stimulus pairs instead of
single letter strings were presented (they
appeared one above the other in the center of the
screen), and subjects had 1500 ms to respond to
the items. As in the other experiments, subjects
received a practice list of 40 trials before the
experimental trials. Each subject’s participation
lasted approximately twenty-five minutes.

" Results

For each subject, mean latencies were calculated
for the six types of word pairs and for correct re-
8p- ases to the two types of nonword pairs. Within
each of these categories, trials with latencies
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greater than two standard deviations from the
subject’s own mean (calculated independently for
each category) were treated as errors. The data for
the subjects and items analyses were based on
these data. The data from three subjects who
made more than 30% errors in at least two re-
sponse categories were excluded from further
analyses.

Word Analyses. The primary analyses were con-
ducted on the matched Type 1 and Type 3 pairs
and their respective controls (Type 3 and Type 4).
Type 5 and Type 6 pairs were not matched with
the first four pair types (see stimuli section), and
were examined separately, in order to determine
whether there were group differences in the mag-
nitude of semantic priming. Analyses of variance
were conducted on the latency and accuracy data
using both subjects (F;) and items (F,) as random
factors. For the subJects analyses, mean latencies
and proportions correct were computed for each
subject for each of the six pair types. In the items
analyses, mean latencies were computed for each
of the experimental words, averaging over sub-
Jjects, and accuracy was calculated as the prapor-
tion of subjects responding correctly to each item.
In the subjects analyses, pair type was a within-
subjects factor and group (NPsH vs. PsH) was
between. These designations were reversed in the
items analyses. List (A vs. B) served as an addi-
tional control variable in these analyses.

The latency analysis on the data from the first
four pair types yielded a significant main effect of
pair type, F;(3, 117) = 19.30, MSe = 6349.48, p <
.001, and F2(3, 120) = 8.98, MSe = 23811.03,p <
.001, and a significant interaction between pair
type and group, F (83, 117) = 2.93, MSe = 6349.48,
P < .05, and Fy(3, 120) 3.98, MSe =6731.47,p <

.01. Separate a.nalyses on the two pair types and
their respective controls indicated no significant
Group x Pair Type (experimental vs. control) in-
teraction in the orthographically and phonologi-
cally similar condition. However, as expected, the
interaction was significant in the orthographically
similar but phonologically dissimilar condition,
F 1(1, 39) = 5.42, MSe =7808.70, p < .05, and F (1
60) 6.04, MSe = 9231.01, p < 025
(Orthographically and phonologically similar con-
dition subject means were: NPsH experimental
pair type = 798 ms, NPsH control pair type = 903
ms, PsH experimental pair type = 804 ms, and
PsH control pair type = 912 ms. Orthographically
similar but phonologically dissimilar condition
subject means were: NPsH experimental pair type
= 945, NPsH control pair type = 895, PsH experi-
mental pair type = 875, and PsH control pair type

= 912.) Figure 2 shows the differences in response
latency between the experimental pair types and
their respective controls. Positive numbers indi-
cate that the experimental pairs were faster than
their controls (facilitatory effects) and negative
numbers indicate that experimental pairs were
slower than controls (inhibitory effects). Subjects
in both groups shewed facilitation to orthographi-
cally and phonologically similar pairs. However,
for orthographically similar but phonologically
dissimilar pairs NPsH subjects showed inhibitory
effects while PsH subjects were facilitated on
these pairs relative to the control condition; hence
the two way interaction noted above. There was
also a significant List by Pair Type interaction,
F,(3,117) = 5.38, MSe = 634.48, p < .01, and F. (3,
120) = 3.24, MSe = 23811.03, p < .05. The cell
means indicated that faclhtatory effects for Type 1
pairs were larger for the B list than the A list, and
that inhibitory effects on Type 3 pairs were
smaller for the B list than the A list. However, the
three-way interaction between List, Pair Type,
and Group was not significant in either the sub-
Jject or item analyses; the critical Group by Pair
Type interaction was not qualified by List. Finally
the 10 ms latency advantage for PsH subjects was
not significant in either analysis.

The latency analysis on the data from the
semantically related pairs (Type 5) and their
controls (Type 6) revealed a main effect of pair
type, F;(1, 39) = 61.11, MSe = 3156.72, p < .001,
and F2(1, 60) = 35.10, MSe = 8349.30, p < .001.
The semantically related pairs were responded to
94 ms faster than the control items (related mean
= 718 ms, unrelated mean = 812 ms). Of critical
interest, however, is that this variable did not
interact with group in either the subject or item
analyses (p values > .25). Figure 2 presents the
differences between the experimental and the
control latencies for the two groups: 105 ms and
85 s for the NPsH and PsH groups, respectively.
Thus, the magnitude of semantic priming effects
was quite large for both groups.

The analyses conducted on the accuracy data
showed no significant effects of Group, Pair Type,
or their interaction,

Nonword Analyses. Analyses of the nonword
data included the following variables: Group and
similarity (orthographically similar vs. dissimilar
pairs). An effect of group on latencies was
significant in the item analysis, F' (1, 66) = 5.98,
MSe = 2487.51, p < .05, but not in the subject
analysis (F < 1.0). Subjects in the NPsH condition
(956 ms) were faster on correct rejections than
PsH subjects (976 ms).
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Figure 2. The difference between experimental and control response latencies in the double lexical decision task as a
function of Group and pair type. RT difference is the control group mean minus the experimental group mean.

Discussion

The results of this experiment are quite clear
with regard te the question of whether
phonological processing differences between NPsH
and PsH subjects are present. Subjects in the
NPsH condition showed inhibitory effects when
pair members were orthographically similar but
phonologically dissimilar (COUCH - TOUCH)
along with facilitatory effects when pair members
were similar on both dimensions (BRIBE -
TRIBE). In contrast, PsH subjects showed
facilitatory effects of both types of pairs. The
hypothesis that subjects in the PsH condition
curtail phonological processing is strongly
supported by these data.

Semantic association facilitated the responding
of subjects in both groups. Note that while the
magnitude of the effect was slightly greater in the
NPsH condition, the difference was not reliable.
Apparently, the subjects in the PsH group were
able to get to lexicon without phonological

representations of the target words. This was the
same conclusion supported by Experiments 1 and
2, which showed no influence of the number of the
target word’s phonologically unfriendly neighbors
in this pseudohomophone condition.

It should be noted that while this experiment
revealed clear differences in phonological process-
ing between the PsH and NPsH groups, the la-
tency advantage for PsH subjects obtained in four
other experiments (Andrews [1982], our pilot, and
experiments 1 and 2) was not reliable in the cur-
rent experiment. Perhaps when the judgment in-
volves two letter strings the additional cognitive
processing obscures the latency advantage that
might be obtained due to attenuating or curtailing
phonological processing. Further, for nonwords re-
sponses were actually faster in the NPsH condi-
tion although this was reliable only in the item
analysis (subjects F < 1.0). This reverses the la-
tency advantages in the PsH condition obtained in
the other experiments on nonword trials.
However, this weak effect favoring the NPsH sub-
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jects on nonword latencies should not be taken as
evidence that somehow PsH subjects engaged in
more phonological processing. If this had been so
then the COUCH-TOUCH trial inhibition should
have been observed for these subjects as well.
Further, PsH subjects were not slower in rejecting
pseudochomophones than regular nonwords (see
the general discussion for a full discussion of non-
word pseudohomophone effects acrnss experi-
ments). The cognitive differences between the sin-
gle and double lexical decision merit further ex-
ploration.

The facilitatory effect of PsH subjects on
COUCH - TOUCH pairs is not consistent with
claims that the strategic effects that we have been
documenting in this study are trivially postiexical
in origin. If, for instance, phonological lexical
access were mandatory, as several researchers
have suggested (Lukatela & Turvey, 1990, in
press; Van Orden et al., 1990), and subjects in the
NPsH group were simply engaging in an extra
postlexical phonological check, which the PsH
subjects suppressed, then COUCH - TOUCH
facilitation for PsH subjects would not be
expected. Instead, by their account some
obligatory inhibition on these pairs would be
predicted, albeit of possibly smaller magnitude
than in the NPsH condition. The observed
facilitation suggests an orthographic based lexical
access which is consistent with dual-route theory.
Further, the claim that the PsH subjects in
Experiments 1 and 2 were engaged in a kind of
orthographic word familiarity judgment in lieu of
actual lexical activation is not consistent with the
large semantic priming effects observed in this
experiment.

Following the hypothesis that PsH subjects
disabled the phonologic route, BRIBE - TRIBE
facilitation should be no different from COUCH -
TOUCH facilitation for these subjects. However,
that was not the case; for subjects in the PsH
condition the magnitude of the facilitation for
BRIBE - TRIBE pairs was more than twice as
large as for COUCH - TOUCH pairs. A possible
explanation for this difference is that most, but
not all, subjects in the PsH condition showed
facilitation on COUCH - TOUCH pairs, while
nearly all showed BRIBE - TRIBE facilitation.
Apparently, not all subjects responded to the
pseudohomophone manipnlation by disabling the
phonologic route, although a significant proportion
apparently did. These individual differences in
response to contextual manipulations should be
examined in subsequent investigations of strategic
flexibility (see also Hanson & Fowler, 1987).

GENERAL DISCUSSION

The goal of this study was to demonstrate
coding flexibility in lexical access. The three
experiments varied the composition of the
nonwords in a lexical decision task; in each
experiment one group of subjects received
pseudohomophones (PsH) among its nonwords
and the other group did not (NPsH). The intention
was to make dependence on phonological assembly
counterproductive for the PsH group since the
phonological realization of pseudohomophones
falsely represents them as real words; this should
lead to greater reliance on orthographic coding if
this is, in fact, possible. In the first experiment
subjects in the PsH condition performed faster
and no less accurately than subjects in the NPsH
condition on both word and nonword trials,
suggesting that the presence of
pseudohomophones had the predicted effect.
Moreover, the performance of PsH subjects on
word trials was uninfluenced by the phonological
inconsistency of a target’s orthographic
neighborhood, while the latency and accuracy of
NPsH subjects’ responses were inhibited by
neighborhood phonological inconsistency.
Together these results suggest that subjects in the
PsH group did not depend on assembled
phonology to access lexicon (at least not to the
extent of subjects in the NPsH group) but that
they were, nevertheless, more efficient than the
NPsH group.

In Experiment 2 similar latency and accuracy
advantages for PsH subjects were found on the
lexical decision and memory probe components of
a dual-task procedure. However, unlike the
outcome of Experiment 1, neighborhood
phonological inconsistency did not affect lexizal
decisions in the NPsH group. Instead,
inconsistency influenced performance on the
memory probe that follcwed lexical decision for
these NPsH subjects, with no corresponding
influence on PsH subjects. Further, subjects in the
NPsH condition were more adversely affected on
probe performance by high memory load than
were PsH subjects. These effects can be
interpreted as suggesting that processing for the
NPsH subjects not only involved phonological
coding but was also more attentionally
demanding. The interaction between group and
word length on lexical decision latency suggested
differences in the type of processing and not
merely differences in efficacy or efficiency.

Experiment 3 used a double lexical decision
paradigm to examine the influence of this
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phonological coding flexibility on phonological
consistency effects. While subjects in both groups
showed facilitation on phonologically consistent
pairs (e.g., BRIBE - TRIBE), NPsH subjects
showed inhibition on phonologically inconsistent
pairs (e.g., COUCH - TOUCH). PsH subjects,
however, were facilitated on these pairs,
suggesting once again that they were not relying
on phonological coding. Further, facilitation on
semantically related pairs (e.g., OCEAN -
WATER) was equivalent in both conditions,
suggesting that subjects in both groups were, in
fact, activating lexical entries. Apparently,
dependence on direct access does not diminish
activation of semantic informaticn.

The clear implication from these studies is that,
in the presence of pseudohomophones, a
substantial proportion of subjects will process
words so as to minimize phonological influences.
The precise locus of this flexibility is unclear but
there are several reasons to suppose it is not
trivially postlexical. If it is not, then this poses a
problem for single route theories in general, which
would seem compelled to place coding flexibility—
evidence for two kinds of processes—at some
postlexical cognitive stage. As an often-proposed
example of a postlexical mechanism, consider
confirmatory postlexical phonological checking,
performed after a word has already been selected
in lexicon but before the response is made. The
check uses a phonological representation of the
target; if the representation does, indeed, “sound”
identical to a word in the subject’s speech lexicon,
the original printed stimulus is confirmed to be a
word. Therz are two possible sources for such a
phonological representation: prelexical and
lexical. It seems implausible that the former
would ever be used when the latter is available;
prelexical (i.e., assembled) phonology is typically
incomplete—importantly, syllable stress for
multisyllabic words is not indicated in the print
and, therefore, cannot be present in the prelexical
representation. Yet syllable stress is critical for
the identification of spoken words. On the other
hand, once a lexical entry has been activated
(whether by assembled or direct processes), its
complete phonological representation, including
stress, is available. However, after lexical access,
both conditions are identical with regard to access
of lexical phonology. Thus, this assessment
predicts (contrary to fact) that there will be no
difference on words between conditions as a
function of their postlexical processing because
processing should be identical for both PsH and
NPsH at that point.

Nevertheless, there will be no such lexical
phonology for pseudowords. Here,
pseudohomophones will prove to be problematical
for the PsH subjects. Suppose, therefore, that they
completely eliminate the postlexical check.
Because the NPsH subjects would not suppress
the postlexical test, we would appear to have a
possible explanation of the speed advantage of the
PsH condition; the PsH subjects perform one less
operation than the NPsH subjects (although we
might expect the latency differences to be
somewhat larger than they actually were).
However, we should also see an elevated error
rate for PsH subjects, because they are
eliminating the check. In fact, the opposite result
obtained; PsH subjects were slightly more
accurate (nonsignificantly) even while performing
faster. There are other difficuliies encountered by
an explanation based solely on post-lexical
checking differences. If initial lexical access for
both groups was phonologically mediated as
suggested by several researchers {Lukatela &
Turvey, 1992; Van Orden et al., 1990) then some
mandatory inhibition on phonologically dissimilar
pairs in the third experiment sbould have been
seen in both groups, and that was not the case. If,
on the other hand, pre-lexical processing was
primarily orthographic for both groups, and
phonological influences only occurred at a later
stage, then it seems unlikely that NPsH subjects
would shown increased sensitivity to phonological
neighborhood inconsistency on the subsequent
memory probe judgment and not on the initial
lexical decision in the second experiment.
Certainly, however, additional experiments are
needed to examine the precise mechanisms
involved in coding flexibility. At present however,
it would appear that the most plausible account of
the results of these three experiments is one that
emphasizes context induced differences at the
level of lexical access.

To the issue of whether subjects in the PsH
condition either disabled the assembled phonolog-
ical route or alternatively, simply read out re-
sponses prior to the completion of the phonological
processing there are several findings which sug-
gest the former interpretation. First, as noted
above, since Experiment 2 probe task performance
was influenced by phonological neighborhood in-
consistency for NPsH subjects, suggesting a spill-
over effect, if PsH subjects had merely been read-
ing out quick responses and had not been dis-
abling phonological processing a similar spill-cver
would still have been predicted in that condition.
However, probe task performance was uninflu-
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enced by NU for this group. Second, quick ortho-
graphically based responses should not be possible
for nonword trials and consequently nonword per-
formance should not have indicated group differ-
ences. In two of the three experiments PsH sub-
jects were faster on nonword responses than
NPsH subjects. To examine this issue further, we
compared performance on regular nonwords and
pseudohomophones for the PsH subjects. Note
that these two sets of items were not specifically
equated on any dimensions. However, one dimen-
sion that they do differ on is the phonological di-
mension and if subjects in this condition were pro-
cessing nonwords in a phonologically sensitive
fashion, then pseudohomophones’ rejection laten-
cies should have been somewhat slower than
regular nonwords. In all three experiments
rejection latencies were actually somewhat faster
for pseudohomophones. The means for the regular
nonwords and pseudohomophones were 569 vs.
566 ms in Experiment 1, 674 vs. 654 ms in
Experiment 2, and 977 vs. 965 ms in Experiment
3. Thus, there was no hint of the standard pseu-
dohomophone effect in any of these experiments.
Such an outcome strongly implies that even on
nonword trials subjects in the PsH group were op-
erating in a non-phonological mode. There seems
to be every indication in these data that PsH sub-
jects were performing the lexical decision task in a
fundamentally different way than NPsH subjects.
It should be noted that the interpretations being
considered here are grounded in the idea that sub-
jects are, in a strategic sense, altering the word
recognition process. However, selective inclusion
or elimination of pathways in lexical processing is
not the only possible means of strategic control
over performance. Stone and Van Orden (in
press), in considering the results of their pseudo-
homophone context manipulation (see above), con-
trast pathway selection accounts with accounts
based on flexiile criterion setting . They find both
accounts lacking in some ways but are more in-
clined toward the latter approach. A criterion set-
ting account of the results of the experiments re-
ported here does not appear to be very plausible.
First, if subjects in the NPsH condition had simply
set higher word and nonword response thresholds,
resulting in longer latencies on word and nonword
responses (Experiments 1 and 2), and this some-
how amplified phonological influences, then corre-
spondingly higher accuracy rates should have
been observed in that condition,. As noted accu-
racy was slightly greater in the PsH group.
Second, in Experiment 3 differential phonological
sensitivity on COUCH-TOUCH trials was ob-

served without any corresponding group differ-
ences in latency or accuracy. Again, the notion of
differential use of phonological coding seems most
plausible.

It might be tempting to conclude, given the fact
that it took the “unnatural” presence of pseudo-
homophones to force subjects to adopt an appar-
ently nonphonological mode of processing, that
NPsH subjects are more representative of how
normal word recognition operates. However, it is
entirely possible that in a lexical decision task, in
which half of the letter strings have no lexical rep-
resentation, subjects occasionally adopt an inordi-
nately phonological strategy. Given the plausibil-
ity of both arguments, it remains for experiments
using more naturalistic reading tasks than lexical
decision to resolve the issue of what constitutes
normal phonological involvement for skilled read-
ers (cf. Pollatsek, Lesch, Morris, & Rayner, 1992).
We suggest, however, that the very existence of
flexibility suggests that both phonological and
direct processing are required in everyday
reading, and that coding flexibility is, therefore,
highly practiced. If not, why would the flexibility
that we have demonstrated occur at all? If sub-
jects always used only one strategy (at least since
they became skilled readers) why should they be
able to switch with apparent efficiency to another
strategy (even if that switch is only partial, as
from a single coding strategy to a mixed strategy)?
In this regard, it is worth mentioning that our
subjects may have had very little insight into the
effect of the manipulation on their reading.
Subjects appear to be exquisitely sensitive to the
pseudohomophone manipulation, but nevertheless
also appear to be unuware of what effect the pseu-
dohomophones have on their process of word
recognition. Anecdotally, we can report that when
we queried a number of PsH subjects after the ex-
periment, several were unaware that any of the
nonwords were pseudohomophones. Those that
were aware of the pseudohomophones claimed
that they were forced to “slow down and be more
careful.” As we have seen, the opposite was the
case: responses were faster in the PsH condition.

In conclusion, the current experiments suggest
that subjects can control the extent to which they
engage phonological processing in making lexical
decisions. Further, in conditions where they
apparently disable or attenuate such processing,
lexical decision and concurrent STM based
performance is enhanced. That this adjustment
does noti come at the expense of lexicul access is
suggested by the facilitatory semantic priming
evident for all subjects in Experiment 3. This set
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of results converges with prior studies in
suggesting subject flexibility with regard to the
use of assembled phonological processing. The
results pose a serious challenge to single route
accounts in general. Most importantly, these data
speak of remarkably fined-tuned strategic
adjustments in performance and suggest caution
in interpreting lexical decision results without
first carefully examining the specific experimental
context.
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APPENDIX A:

Stimuli used in Experiment 2

Non-pseudohomophone condition stimuli
Experimental word stimuli:

HEEL, DOOM, CART, FLOP, SAIL, STILL, FEEL, WORD, HEAD, MOVE, DEAD, LIVE, PASS,
POST, GONE, THIN, CORN, NINE, RACE, LEAST, FACE, WAKE, THESE, BEACH, SHELL,
CAME, FAT, PLACE, REAL, PART, MAIN, ROAD, GAME, LAND, HEAT, DESK, FLAT, DEAF,
WORM, WOOL, WARP, TOMB, HOOD, WAND, SEW, SOWN, COMB, STEAK, GROSS,
FLOOD, PINT, DOLL, CROW, HOOF, COUGH, WARN, VASE, WADE, DOCK, PEST, HIKE,
MATH, GREED, CHORE, GRILL, FLAG, JUNK, TILE, RUST, FLOAT, PEEL, WING, CURL,
SAGE, GOAT, DISH, WASP, GLOVE, BURY, POUR, GIVE, SAYS, BREAK, TOUCH, LOSE,
CHOOSE, WATCH, HEARD, BOTH, SOME, PHASE, WASH, COME, FOOT, PUT, LOVE,

Homophone fillers:

WRITE, MEET, PORE, BARE, ROLE, PAIN, HAIR, WHERE, PEAK, RAIN, MALE, PAIL, WAY,
WEAK, SCENE, WHOLE

Non-Homophone fillers:

CUTE, FULL, GRAPE, GROVE, HOOK, LIKE, MASK, MONTH, SHIRT, DRESS, SHOE, RING,
PEACH, SHARE, SPACE, BARN, LASH, LOAD, LIFT, MOLE

Nonwords (all non-pseudohomophonic):

BINK, BRAR, CILD, PLUB, ZATE, GRAW, FALM, FIME, PARG, PAMS, PLIN, BLAY, MOOL,
RAXE, NING, FAFE, BOARB, CRECK, THEST, CLASK, COURM, KANCE, DRETS, PASH,
PHANE, GLANT, GRESS, SCALB, SMICK, SROCK, TRAIZ, WALCH, BLAY, GARK, YESK,
TIRT, FOID, GLAY, HAIM, TEOL, KEAR, BOUR, BAGE, JISK, SENI, PASK, VOVE, WAIG,
BLOOZ, BRINP, CRILD, FEATH, DOUBS, DIGHT, FLOOG, MINTH, BEACE, GORCH,
FROVE, SNILE, SPEAF, PRAGS, STELL, MEACH, MIAB, GRING, BOSK, LIPE, GARK, CALS,
JEED, GOCK, YASH, MOOM, MILB, MUNT, NAIS, KIWN, RERD, DISP, SHEB, SOCH, TARL,
TILK, FRUDE, DRIPE, MEAST, GREAB, GUDGE, ZINCH, JUNCH, TINSE, SCADE, SLIKE,
ACOUT, SPAPE, STALM, STRUP, TOMST, TRASS, DEEE, HEIM, HERP, VISS, HOOBE,
KNOZ, KNOJ, TOBE, MALP, MAPE, MASB, LOIR, SHOB, TEEP, WACE, WULD, BELGH,
CRASL, KRAUD, GROST, GRELD, GRINT, BUICE, LOIST, MOURJ, WEALM, RANCE,
SNORP, GOOTH, PRAIT, TRIME, WHEFE
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Pseudohomophone condition stimuli

Experimental word stimuli:
Same as in Non-pseudohomophone condition.

Homophonic fillers:
Same as in Non-pseudohomophone condition.

Non-homophonic fillers:
Same as in Non-pseudohomophone condition.

Non-pseudohomophonic nonwords:

BRAR, CILD, PLUB, ZATE, GRAW, FIME, PARG, PLIN, BLAY, RAXE, NING, BOARB,
CRECK, CLASK, KANCE, DRETS, PASH, GLANT, GRESS, SCALB, SMICK, SROCK, WALCH,
BLAY, TIRT, GLAY, HAIM, TECL, KEAR, BOUR, JISK, PASK, VOVE, WAIG, BRINP, CRILD,
FEATH, DOUBS, DIGHT, MINTH, BEACE, FROVE, SNILE, PRAGS, STELL, MEACH, BOSK,
LIPE, GARK, CALS, GOCK, YASH, MOOM, MUNT, KIWN, RERD, DISP, SHEB, SOCH, TILK,
FRUDE, MEAST, ZINCH, JUNCH, TINSE, SCADE, SLIKE, SPAPE, STRUP, TOMST, HEIM,
VISS, HOOBE, KNOZ, TOBE, MALP, MAPE, LOIR, TEEF, WACE, WULD, CRASL, GROST,
GRELD, GRINT, BUICE, LOIST, WEALM, RANCE, SNORP, GOOTH, TRIME

Pseudohomophonic nonwords:

FONE, DOAM, HETE, FAYZE, KLEW, BOYL, TODE, COYN, BRANE, PHINE, CHUSE, FLOO,
LAWD, KLAME, HOWSE, BOTE, VOYCE, SAWT, STAWL, SMYLE, RAIT, BOAL, FRUM,
NIPHE, FYRE, SAIN, LUME, BRAIK, DROO, KUF, FOWND, KAVE, ROZE, GOAST, SHAWT,
TOWIL, POAL, RAIK, WHEEV, PRYZE
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APPENDIXB

Stimuli used in Experiment 3

Orthographically and phonologically similar pairs:

SAVE-WAVE, DONE-NONE, RUSH-GUSH, GOOD-WOOD, CARD-HARD, YARN-BARN,
LIGHT-MIGHT, TON-WON, GULL-LULL, LORD-FORD, MATCH-PATCH, KID-BID, ROSE-
HOSE, NEAR-REAR, HINT-TINT, MAID-RAID, SO-NO, DOVE-LOVE, PUNT-HUNT, TOUGH-
ROUGH, TAR-FAR, FIVE-DIVE, HOST-POST, COW-VOW, RASH-DASH, CUT-BUT, HAND-
LAND, TOMB-WOMB, FEW-PEW, BAT-HAT, DOWN-GOWN, FAST-PAST

Orthographically similar but phonologically dissimilar pairs:

HAVE-CAVE, BONE-GONE, HUSH-BUSH, FOOD-HOOD, WARD-LARD, EARN-DARN,
EIGHT-FIGHT, CON-SON, DULL-PULL, WORD-CORD, CATCH-WATCH, AID-RID, NOSE-
LOSE, DEAR-WEAR, MINT-PINT, PAID-SAID, GO-DO, MOVE-COVE, AUNT-RUNT, COUGH-
DOUGH, BAR-WAR, HIVE-GIVE, LOST-MOST, NOW-LOW, CASH-WASH, PUT-NUT, WAND-
SAND, BOMB-COMB, SEW-NEW, CAT-OAT, SOWN-TOWN, EAST-LAST

Semantically related pairs:

SHIRT-PANTS, SOCK-SHOE, TABLE-CHAIR, HAMMER-NAIL, BLACK-WHITE, CAT-DOG,
LION-TIGER, APPLE-ORANGE, PEACH-PEAR, LEMON-LIME, NICKEL-DIME, SILVER-
GOLD, POT-PAN, FORK-KNIFE, IRON-STEEL, HOT-COLD, RIVER-SEA, COFFEE-TEA,
OAK-PINE, FLOOR-ROOF, ARM-LEG, HAND-FOOT, EYE-EAR, PISTOL-GUN, CAR-TRUCK,
BAT-BALL, HORSE-WAGON, PEA-CARROT, LETTUCE-TOMATO, COTTON-WOOL, BOW-
ARROW, DOVE-ROBIN

Pairs containing non-pseudohomophonic nonwords:

FOAT-BOOK, CAMB-LAMB, GIRE-GOAT, TILK-MILK, CALE-LAKE, GREE-TREE, RASK-
KING, YOLE-LINT, PASH-MELT, FEST-TEST, BOUR-LIP, TILK-HELP, CIVE-LIVE, GASE-
SCREW, PICE-PENNY, SHOON-SPOON, DITE-MUSK, GARE-CLOCK, FAND-FLUG, STED-
LUCK, HENT-SODA, AUBE-CUBE, CHROW-THROW, KEST-TIGHT, BARO-SPIN, BOOF-
SKATE, MOARD-BOARD, LIBE-ROUGH, DITE-PRINT, KINE-TIME, GEAL-WIRE, FIME-
PLANT, NIRE-HIRE, CREM-FLICK, MISK-BLAST, MISH-HOLE, TOND-POND, BOCK-ROCK,
PEAN-STAFF, VOMA-BASE, TOOP-HOOP, FUNE-FAULT, MALK-SWITCH, PLUST-DISK,
DILM-LAMP, CODEL-MODEL, YATE-MATE, BUND-GRASS, ARCH-FOST, OIL-FOSH,
PLACE-PITE, ROUTE-ZETH, LUNCH-DUNCH, SCREEN-BLID, KEY-FUT, KNOB-CLUP,
STAND-LASP, THIN-TRIN, SCOOP-BLOP, TAP-BAP, TRUST-TROCK, FIX-RIX, GRAPH-
TEOL, FLOAT-SLOAT, CRUSH-TOPE, LEAN-FEAN, CLAY-CHAY, HAIR-AHOD, KITE-DITE,
BILL-SILE, TASTE-VASTE, GLASS-JISK, FIELD-CANK, DREAM-COSS, FAKE-TISA, TOSS-
WOSS, WHEEL-NAND, MAZE-TIST, BIRD-ALKU, DEEP-MEEP, POOL-CRUNK, DECK-
MECK, NET-MISEN, BUNCH-FALET, BAY-LOND, CURSE-REASY, PICK-JICK, SAFE-
CROTE, BLEED-CLEED, FLAUNT-KACO, MARN-HARL, KIRM-DIRM, LURGE-FOUN, RIMP-
LODY, VOCK-YOCK, PILM-DRAVE

Pairs containing pseudohomophonic nonwords:

BOOK-BOAL, GOAT-BOTE, LINT-TOAN, MELT-DEEL, HELP-DOAM, SCREW-BRANE,
MUSK-DORE, LUCK-CLENE, SODA-FOAN, SPIN-GRONE, SKATE-GURL, TIME-LERN,
HOLE-MEEL, BASE-NIFE, DISK-FOWND, GRASS-POAL, RUFE-ROUTE, SNOE-KNOB,
TODE-TRUST, WYRE-CRUSH, MUNNY-HAIR, TITE-BILL, FYRE-FIELD, KLUB-MAZE,
JALE-BAY, RAIK-MARN, LODY-RANE, DRAVE-SENE
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Horizontal and Vertical Views of
Chinese Psycholinguistics*

Ignatius G. MattinglyT

During the past twenty years, there has been a
very significant increase in research on Chinese
psycholinguistics. Much work has been done by
investigators in mainland China, Taiwan, Hong
Kong, and elsewhere. Western researchers have
also contributed, their interest in many instances
aroused by Chinese students, who have entered
Western graduate programs in linguistics,
psycholinguistics, and psychology in increasing
numbers. But nowhere has this development been
manifested more directly than in the series of
Symposia on Cognitive Aspects of the Chinese
Language, of which this is the sixth.

Motivating much of this research has been a ba-
sic question: How similar are the psycholinguistic
processses of Chinese speakers to those of speak-
ers of Indo-European languages? China has a rich
and ancient culture that developed completely in-
dependently from Western culture. Moreover,
there are certain striking differences between
Sino-Tibetan languages and Indo-European lan-
guages: Chinese has lexical tones, its syllable
structure is relatively limited, its morphemes are
mostly monosyllabic, and it lacks inflectional
morphology. Again, the Chinese writing system
appears to be very different from any present-day
European writing system. Its symbols are complex
patterns of strokes that standi for monosyllabic
morphemes, not phonemes, and no word bound-
aries are indicated. There are differences in word
order and vocabulary between written and spoken
Chinese to which European languages offer no
parallel. Finally, the Chinese writing system is
central to Chinese culture, whereas the European
writing systems are little more than traditional
tools, having no deep cultural resonance. Given all
these differences, are psycholinguistic processes
for the two language families likely to be very
similar?

One’s expectations about the way this question
will eventually be answered depend in great part
on one’s primary assumptions about human
psychology. On one view—what Jerry Fodor
(1983) has called the “horizontal” view—human
cognition consists of a few basic and quite general
functions: perception, memory, and motor control,
for example. Given the vast range of
heterogeneous input and output that human
beings deal with, these functions are necessarily
very versatile and very powerful. In this respect,
humans differ greatly from nonhuman animals,
who survive by virtue of various species-specific
specializations that are highly efficient but very
narrow. Someone holding the horizontal view
would expect human linguistic communication to
take many different forms, its variety limited only
by obvious functional and anatomical constraints
and encouraged by cultural and linguistic
variation. A horizontalist would not be surprised
to find that Chinese psycholinguistic processes,
having developed under very different cultural
circumstances, bore no great resemblance to those
used by speakers of Indo-European lang:-.ages.

Opposed to the horizontal view is the “vertical”
view, which rejects “perception” and “memory” as
false generalizations, and argues for psychological
mechanisms, or “modules,” specialized for particu-
lar domains. Of course, even the most thoroughgo-
ing horizontalist would concede that such pro-
cesses as color perception and auditory localiza-
tion are precognitive specializations that can cer-
tainly be considered “modular.” But a verticalist
would claim beyond this that certain so-called
higher-level processes, including most especially
psycholinguistic processes, are also modular. In
support of this view, the verticalist would point to
properties that the language input system shares
with input systems that are clearly modular: its
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limited domain, its mandatory operation, its
“encapsulation” from information cognitively
available to the hearer, and the limited cognitive
access to the intermediate representations that it
must compute, to name but a few (Fodor, 19883).
On the vertical view, the language module is one
more species-specific specialization, and our bio-
logical situation parallels those of other animals
much more closely than the horizontalist sup-
poses. The verticalist holds that, quite aside from
functional and anatomical restrictions, psycholin-
guistic processes are very highly determined by
particularities of the structure of the language
module. He would thus expect to find only superfi-
ial differences in these processes between Chinese
and Indo-European languages.

Which of these views is more nearly correct? I
think it is not too early to venture at least a
tentative and partial answer. Tentative, because
many questions remain unresolved, with respect
to Indo-European languages as well as to Chinese.
Partial, because some cognitive aspects of Chinese
have received much more attention than others.
But I think it is fair to say that many of the
important findings for Inde-European languages
have been essentially duplicated for Chinese. I
will mention several of these.1

First, Chinese, like Indo-European languages,
appears to be lateralized in the left hemisphere
(Tzeng, Hung, Chen, Wu, & Hsi, 1986, and see the
case-by-case review in Hoosain, 1991). Aphasia
appears far more commonly in Chinese speakers
with left hemisphere lesions than in those with
right hemisphere lesions, and Chinese characters
presented to the right visual field and hence
processed first by the left hemisphere are reported
more accurately than those presented to the left
visual field and hence processed first in the right
hemisphere. (e.g., Kershner & Jeng, 1972, and see
Hoosain, 1991, Table 5.1., for other studies).

Again, Chinese readers, like English readers,
take in information from print in successive ocular
fixations, and the durations of the fixations are
similar (Peng, Orchard, & Stern, 1983; Sun,
Morita, & Stark, 1985).

“Word superiority” (Reicher, 1969) is found for
Chinese as for European languages. A character is
identified faster and more accurately if it is part of
a two-character word than if it is part of a two-
character pseudoword (Cheng, 1981; Liu, 1988;
Mattingly & Xu, 1993). “Word inferiority” (Healy,
1976) is also found, again as in English: a radical
that is part of a valid character is harder to detect
than when it is part of a pseudocharacter, just as

a letter embedded in familiar word is harder to
detect than in a misspelled word (Chen, 1986).

The “Stroop effect” (Stroop, 1935) in which
subjects, although instructed to report the color of
the ink in which a word is printed, respond to a
printed color name with that name, has been
found for Chinese as well as for English
(Biederman & Tsao, 1979).

In the naming task, response times depend on
frequency for Chinese, as for Indo-European
languages. Low-frequency characters with
consistently pronounced phonetic components are
responded to faster than those with inconsistent
phonetic components, just as low-frequency
English words that are regularly spelled are
responded to faster than if irregularly spelled
(Seidenberg, 1985). Visually similar but
phonologically dissimilar character pairs have
longer response times than control pairs in lexical
decision (Hsieh, 1982, cited in Cheng & Shih,
1988), just as has been found for similarly spelled
but phonologically dissimilar word pairs in
English (Meyer, Schvaneveldt, & Ruddy, 1974).

Chinese characters, like words in Indo-
European languages, are coded in short-term
memory phonologically (Tzeng, Hung, & Wang,
1977). This is implied by the finding that
phonologically similar lists are less accurately
recalled. Moreover, it has shown for beginning
readers of English that short-term recall ability is
correlated with reading ability, suggesting that
reading and recall rely on the same mechanism
(Shankweiler, Liberman, Mark, Fowler, &
Fischer, 1979). Similar results have been found for
Chinese (Ren & Mattingly, 1990).

It is perhaps not too much to say that whenever
someone has seriously tried to find a Chinese par-
allel for some psycholinguistic result previously
demonstrated for an Indo-European language, he
has succeeded.

Differences in the results of psycholinguistic ex-
periments between Chinese and Indo-European
languages have of course been found as well, and
Hoosain’s (1991) argument for linguistic relativity
relies heavily on these. But the differences are not
very impressive. Many of them are most reason-
ably interpreted as showing the same basic mech-
anism responding appropriately to superficial
variations. For example, since Chinese is often
written vertically and English seldom is, it is not
surprising that English readers show acuity dif-
ferences between horizontal and vertical presen-
tation, but Chinese readers do not (Freeman,
1980). Chinese readers can retain longer strings of
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digits in short-term memory than English readers,
but this is probably because the names of the dig-
its in Chinese are shorter (Hoosain, 1979, and see
Hoosain, 1991, Table 4.2, for other studies).
Readers make more fixations per line in Chinese
than in English, probably because word-shape and
word length information is available parafoveally
in English writing, but not in Chinese writing
(Peng et al., 1983; Sun et al., 1985).

Other differences found seem to be quantitative
rather than categorical. While such a difference
may mean something, it probably does not indi-
cate a difference in mechanism. Thus one experi-
ment found that “homophone” sentences are more
inhibitory for English readers than for Chinese
readers (Treiman, Baron, & Luk, 1981). This may
mean that “getting at the meaning of Chinese is
really more direct” (Hoosain, 1991, pp. 54-55), or
merely that because homophony is ubiquitous in
Chinese, readers have more experience in dealing
with it. But it surely does not suggest a very dif-
ferent kind of reading process. Again, the Stroop
effect is stronger for Chinese than for English
(Biederman & Tsao, 1979). This may mean that
the meaning of Chinese words is more manifest”
(Hoosain, 1991, p. 45), or, conversely that “it is
somehow unavoidable to process the pronuncia-
tion of the printed words” (Xu, p. 332), but it does
not suggest a basic difference, as would be the
case if the Stroop effect were found only for
Chinese.

The most likely source of a basic difference in
processing might be differences in the way orthog-
raphy maps on to phonological structure. One way
to describe the difference between Chinese and
English orthographies would be to say that, unlike
English, Chinese has no grapheme-to-sound ccn-
version rules. The pronunciation of Chinese char-
acters can be accessed only through the lexicon,
whereas English words, at least those that are
“regularly” spelled, can be pronounced just by us-
ing the rules, without lexical access (cf. Hoosain,
1991, pp. 36fT.). If this is the right way to view the
matter, one might expect to find evidence at least
of a different strategy, if not a different mecha-
nism, in such tasks as naming. (This is a form of
the “Orthographic Depth Hypothesis” proposed by
Frost, Katz, and Bentin, 1987). But the evidence
for such a processing difference is merely the find-
ing that naming takes longer for Chinese than for
English (Seidenberg, 1985).2 This seems more like
a difference of degree than one of kind. Perhaps a
better account of the differences between the two
orthographies is to say that the graphemes of
English are a few score spelling patterns that

specify phonemes; the graphemes of Chinese are
the 900-odd phonetic radicals that specify sylla-
bles and the 200-odd semantic radicals that com-
bine with them to form the characters.3 Both the
spelling patterns and the radicals have to be
stored somehow, so both writing systems are
“lexical.” On the other hand, since both orthogra-
phies exhibit imperfect but still useful regulari-
ties, both can be said to have grapheme-to-sound
conversion rules. Because there are so many more
Chinese characters than English spelling pat-
terns, naming a word in Chinese takes longer
than naming a word in English, just as naming a
word in English takes longer than naming a word
in Serbo-Croatian, which has even fewer and far
more regular spelling patterns than English does
(Frost et al., 1987). But there is no good reason to
think the underlying psycholinguistic process is
very different in either comparison.

It would appear, then, that the results of
research on psycholinguistic processes of speakers
of Chinese thus far provide substantial support for
the proposition that these processes, though not
yet well understood, are similar to those of
speakers of Indo-European languages. This
provides some corroboration for the vertical view.
But there is still much to be learned. The present
Symposium and its successors can be expected to
provide much of the required evidence.

It may be that some Chinese investigators will
regard the vertical account of psycholinguistic
process as an attempt to force Chinese into a
mould made by Western psycholinguists for Indo-
European languages. But the vertical account of
psycholinguistic mechanism is supposed to apply
to all human languages. If it can really be shown
not to work for Chinese in some respect, this will
mean that the account needs to be revised or
rejected. Nor does the vertical view in any sense
demean Chinese culture. It simply asserts that all
human beings have in common certain highly
specialized mental structures and processes on
which their cultures must ultimately depend.
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FOOTNOTES

*Remarks at the opening of the Sixth Internatioral Symposium on
Cognitive Aspects of the Chinese Language, Taipei, Taiwan,
September 24, 1993

T Also University of Connecticut, Storrs.

1 should at once express my debt to Rumjahn Hoosain’s recent
book, Psycholinguistic implications for linguistic relativity (1991), in
which most of the relevant research is summarized, and to the
review of this book by Yi Xu (1992). I should also say that
Hoosain’s own conclusions would probably disagree with mine,
as is indeed suggested by his title.

2Xu (1992) questions this finding on the ground that the Chinese
and the English subjects in Seidenberg (1985) may not have been
at comparable educational levels.

30n Chinese writing as a syllabary system, see Mattingly (1985,
1992) and DeFrancis (1989).

4For further discussion of the Orthographic Depth Hypothesis, see
Frost and Katz (1992) and Seidenberg (1992).
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Learning to Perceive the Sound Pattern of English*

Catherine T. BestT

Language lies at the heart of human cognitive
and social development. Infants, who are by
definition “without language,” become speaker-
hearers of particular languages within their first
few years, through their experience with the
speech of their caregivers and other significant
people in their envircnment. The foundation for
the emergence of language proper is the infant’s
discovery of sound-meaning correspondences in
the utterances produced by those significant
people. Social and physical context provide
support for the semantic meaning of an utterance,
although determining the specific referent of an
anknown word from non-linguistic context alone
may be no simple task (see Quine, 1960). The
present discussion, however, will focus on the
other side of the sound-meaning relation, the
sound pattern itself. It still far from clear how the
infant comes to recognize in the stream of
connected speech the sequence of consonants and
vowels that may underlie the diverse pro-
nunciations of a given word in different sentences,
by different speakers, and under different
speaking conditions (e.g., in rapid casual speech
versus slow, exaggerated infant-directed speech).

Preparation”of this chapter was supported by an NIH
Research Career Development award from the National
Institute on Desfness and Communication Disorders
(DC00045). Research from my lab that is described herein was
also supported by NIH research grant DC00403 to the author
and by program project grant HDO01994 to Haskins
Laboratories. Many thanks are due to Alice Faber, Andrea
Levitt, Steven Braddon, Janet Werker, Peter Jusczyk and
Carolyn Rovee-Collier for their helpful comments on an earlier
draft of the chapter, to Alice also for managing the infant lab
in my near-absence, and to a wonderful group of research
assistants who kept the lab running smoothly while I wrote:
Janet Calderdn, Sandy Chiang, Ron Dewitt, Domenica
Giancolo, and Alyssa Wulf. Thanks also to Steve for doing
more than his fair share of child care, and to my daughters
Aurora and Vanessa for being patient.
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Presumably, these accomplishments are built on
the infant’s prior abilities to discriminate and
classify the audible properties that correspond to
various levels of organization in speech, e.g., con-
sonants and vowels (phonetic segments), rhythmic
stress patterns, prosodic phrases, and so forth.

It is these perceptual abilities for handling the
“surface phonetic structure” of epee~h that are the
primary concern of this chapter. In particular, we
will focus on how the infant’s experience with a
particular language begins to influence perception
of consonant and vowel contrasts that fall outside
the phonetic inventoryemployed by that language.
Developmental changes in perception of such non-
native contrasts can provide important insights
about the aspects of the native phonological
system to which infants are becoming attuned as
they gain experience with native speech. The
central goal of this chapter is to describe and
provide evidence for a model of how language-
specific experience influences infants’ and adults’
perception of non-native phonetic contrasts. The
model is the Perceptual Assimilation Model of
cross-language speech perception.

Virst, however, we must briefly review the basic
pattern of developmental change in perception of
non-native phonetic contrasts, and describe the
phonetic and phonological organization in spoken
language that the infant must come to perceive.
Following that introduction to speech and its per-
ceptual requirements, we will consider two major
theoretical perspectives that might be extended to
account for language-specific developmental
changes, to provide a backdrop for the presenta-

‘tion of the Perceptual Assimilation Model.

Infants’ perception of phonetic properties in
speech

Young infants can discriminate a wide range of
phonetic contrasts between consonants (e.g., [b]
vs. [d]) or between vowels (e.g., the vowels in boot
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vs. book), whether or nat the tested phonetic fea-
tures are employed linguistically by the ambient
language. But by adulthood, in fact by much ear-
lier in development, experience with the native
language comes to exert some rather striking ef-
fects on the perception of phonetic contrasts. The
experiential influence is particularly apparent for
perception of contrasts that are not part of the na-
tive language’s phonological system. As will be ex-
plained more fully in the next section, the phono-
logical system refers to the rules by which a given
language employs certain phonetic differences as
linguistic contrasts that can convey differences in
word meanings. It treats certain other phonetic
differences as linguistically equivalent, and yet
other phonetic features as non-permissible alto-
gether even though the same features may be
used linguistically by some other language.
Mature listeners often have substantial difficulty
discriminating and categorizing phonetic con-
trasts which are not part of their own phonological
system, but young infants from the same language
environment have no difficulty discriminating
those same contrasts. Effects of language-specific
experience emerge in speech perception during the
second half of the infant’s first year, and are
clearly evident by 10-12 months for perception of
many non-native consonant contrasts (see reviews
by Best, 1984, 1993, in press, a; Werker, 1989,
1991; Werker & Pegg, 1992).

Why and how does experience with the native
language come to shape the perception of the pho-
netic properties of speech in this manner? How do
infants become familiar with the sound system of
their native language, and how does that process
subsequently shape perception of unfamiliar con-
sonants and vowels from languages not heard be-
fore? Infants’ initial experience with their lan-
guage begins with only the surface phonetic pat-
terns of spoken utterances, but ultimately they
must use that input t. Javelop knowledge of the
underlying semantic cencepts and syntactic rules
of the language. Thus, the firs: inroads the infant
makes into discovering the systematic structure of
the language take place at some level of its sound
system. Many believe that this discovery process
commences at the prosodic level.

Recent research on prosodic bootstrapping—the
notion that conversational speech (particularly
infant-directed speech) provides converging
intonational and rhythmic markers that guide
infants’ attention to clause and phrase boundaries
in speech—has made important advances in our
understanding of how infants may discover the
boundaries of syntactic units at varying levels

(e.g., Gleitman, Gleitman, Landau, & Wanner,
1988; Hirsh-Pasek, Kemler Nelson, Jusczyk,
Wright Cassidy, Druss, & Kennedy, 1987; Jusczyk
& Kemler Nelson, in press; Kemler Nelson, Hirsh-
Pasek, Jusczyk, & Wright-Cassidy, 1989; Morgan,
1990). However, prosodic bootstrapping may not
help the infant so much with segmenting sound at
the word level. Broad prosodic markers do not
consistently specify word boundaries in
continuous speech (cf. Gerken & Mcintosh, 1993;
Jusczyk, Cutler, & Redanz, 1993), especially in
languages like French which lack syllabic stress
alternation patterns like those found in English.
But word boundaries are often marked by
characteristic differences in the exact way that the
surrounding consonants and/or vowels are
pronounced (e.g., aspirated [t] and reduced “uh”
vowel in cifrysbut not in sit Russ), phonetic
characteristics to which even very young infants
appear to be sensitive (Christophe, Dupoux,
Bertoncini, & Mehler, submitted; Hohne &
Jusczyk, 1992). Thus, word-segmentation may be
aided not so much (or not only) by prosodic
bootstrapping but more by what might be called
phonetic bootstrapping.

It is the infant’s attention to this sort of detailed
phonetic information that would seem to be most
relevant to the discussion of how language-specific
experience begins to infiuence perception of
consonants and vowels, also referred to as
phonetic segments. A basic premise of this chapter
is that infants make use of surface phonetic
details to discover the more abstract phonological
properties of their native language. As will be
described more fully in a subsequent section, the
phonological system refers to the inventory of
phonetic segments that a given language employs
to convey meaningful differences among words.
This inventory is organized systematically and
hierarchically around multiple contrasting
phonetic features that define linguistically
important relations among phonetic segments.
The systematicity of a language’s phonological
syctem makes possible the vast expansion of
vocabulary that takes place in early childhood,
and somewhat later serves as the linguistic
framework for the child’s acquisition of reading
and writing abilities. But the relation between the
surface phonetic details of utterances and the
more abstract phonological system of a language
is not always transparent, in part because of
contextually-determined differences in the
phonetic details of consonants and vowels, and
other effects such as speaker and speaking rate
differences in pronunciations. Thus, in order <o
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learn the sound pattern of the ambient language
sufficiently to determine sound-meaning relations,
the infant must begin to untangle the complex
relationship between the surface phonetics and
the underlying phonological system, at least to
some approximation.

To provide a foundation for considering devel-
opmental changes in speech perception, we will
turn now tc an overview of the hierarchical nest-
ing of linguistic information conveyed in the
speech signal. We will focus in particular on the
relationship between the lower-order patterning
at the surface phonetic level of speech and the
more abstract, higher-order organization at the
phonological level of a given language. Differences
in the sound patterns of different languages re-
flect differences not only in their inventories of
consonants and vowels, but also especially in the
patterns by which they relate phonetic details to
phonological structure. It is the relationship be-
tween phonetic details and phonological organiza-
tion that is most germane to understanding the
effects of language experience on the perception of
non-native speech sound contrasts. Any theory of
the acquisition of native language sound patterns,
and of the perception of those patterns, must be
able to take into account the sound structure of
the spoken message and the observations of lan-
guage- and dialect-specific differences in that
structure.

The structure of the spoken message

When we convey a spoken message to a listener,
the utterance we produce via the audible, and to
some extent visible, articulatory movements of our
vocal tract is organized according to the muliiple
levels of linguistic structure of the language we
speak (the property of dual structure: Hockett,
1963). That is, the spoken utterance concurrently
reflects the organizing of sound into words, the
syntactic organization of those words into the
larger units of noun, verb, or other phrases, and
the superordinate syntactic organization of
phrases into clauses, one or more of which may
comprise a sentence. At the same time, prosodic
organization is evident in the intonation, temporal
patterns, and amplitude changes that provide a
common carrier for the words at the phrase,
clause and sentence levels, and serve to signal
linguistic stress, pragmatic emphasis and
emotional tone. But there is also nested structure
if we look in the opposite direction, below the level
of individual words. A word is composed of one or
more units of meaning, referred to as morphemes,
e.g., the word incomplete contains the stem

morpheme complete plus the negation prefix in-.
Morphemes are comprised of one or more
syllables, each made up of consonants and ~owels,
which are defined in standard linguistic aualysis
as phonological segments.

Phonological patterning

Phonological segments are the smallest units of
the language-specific grammatical system. They
are themselves composed of phonetic features, the
matrix of articulatory/acoustic properties that
characterize the way a given phoneme is
produced. These properties are described
according to a universal set of distinctive feature
contrasts by which one segment can differ
critically from all others (e.g., Jakobson, Fant, &
Halle, 1963; for an introduction to phonetics, see
Catford, 1988; Ladefoged, 1982). For example, the
consonants and vowels in the word incomplete
may be broadly transcribed to correspond to
phonemic segments as /mkampliv. However,
additional phonetic details that are present in the
actual production of the word can be represented
in a narrow phonetic transcription as [u]kamph}ih].
The narrow transcription indicates that the /n/
preceding the /k/ is actually produced as a
nasalized constriction [g] near the soft palate at
the back of the mouth, rather at the alveolar ridge
behind the upper front teeth [n). The vowel in the
second, unstressed syllable is the reduced vowel
schwa [o], which is somewhat like the “uh” ({a]) in
butter, but shorter in duration. The /p/ is produced
with breathy aspiration [ph], which causes the
following /1/ to be devoiced []]. And the tongue-tip
closure for the final /t/ is not audibly released at
the end of the word [t7]. (For an introduction to
phonology see Kenstowicz & Kisseberth, 1979).

The phonology of a language is the set of
systematic constraints the language places on the
sound patterning of its consonants and vowels. To
begin with, every language employs but a subset
of all humanly-producible consonant and vowel
sounds to produce minimal phonological contrasts
in word meanings. As an illustration of minimal
contrast, English uses /b/ and /p/ to differentiate
the meaning of words that are matched in their
other phonemic elements, such as bat vs. pat .
Likewise, the vowel contrast /i/-/e/ distinguishes
the minimally contrasting words pit-pet (/piv/-
/pet/). However, modern English lacks the throaty
fricative at the beginning of the Yiddish word
chutzpah.

The phonology of a language also includes con-
textually-determined allophonic variations in the
phonetic details of a given phoneme produced in
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different surrounding contexts. For example, in
English the /p/ in pan is produced with aspiration
and a long lag before voicing starts after the
release of the bilabial closure, denoted
phonetically as [ph]. But the /p/ in span is
produced with a much shorter voicing lag and
without aspiration, denoted as the allophone [p].
However, this difference in pronunciation does not
signal a phonological contrast in English.
Phonological analyses of the range and constraints
on allophonic variants reveal which one is the
underlying phonological form, and which others
are the variants of that underlying form. In this
case, [p] is a variant of underlying [ ph]. There are
no English minimal word pairs whose meaning is
differentiated phonologically solely by the /p/-/ph/
difference.

" Certain other contextually-determined effects on
the phonetic details of segments in a spoken
message result from more global changes, such as
different speech rates and styles. To illustrate, the
phrase did you eat...in slow, careful speech is
typically produced with two clear /d/s and the “ih”
vowel in did, clear “y” and long “00” sounds for
you, and a clear “ee” and /t/ in eat.. But in rapid,
casual speech the phrase may become
d’y'eat...where the initial /d/ and vowel in did have
been omitted, the final /d/ seems to combine with
the “y” of you to form a “j” sound, and the long “00”
has become an unstressed schwa [2] (e.g., Oshika,
Zue, Weeks, Neu, & Aurbach, 1975; Browman &
Goldstein, 1990a).

Languages also have phonotactic constraints on
the distributional patterns of consonants and
vowels, including permissible sequences in
syllables and permissible positions that particular
sounds can occupy within a syllable or word. For
example, /spa/ and /mop/ (mope) are permissible
English syllables but */psa/ and */mpo/ are not.
Also, English words may end but may not begin
with the velar nasal /i (as in song) or may have
an internal voiced palatal fricative “zh” (as in
measure) but may not begin with this sound.

Thus, the phonological system of a language
refers to the underlying linguistically-defined re-
lations among the consonant and vowel sounds it
employs. The language’s use of consonant or vowel
differences for contrastive differentiation of word
meanings, the allophonic patterning of those
phonemes, and their phonotactic distributional
constraints all reflect abstract invariant properties
that underlie the surface phonetic details of
spoken utterances. As should be clear from these
examples, the relation between the phonetic de-
tails and the phonological organization of a lan-

guage is often far from a simple, transparent
mapping.

To address how infants might learn aspects of
the language-specific phonology from ambient
speech, and how that might influence their
perception of non-native phonetic contrasts, we
need to briefly review next how languages differ in
the ways they relate the phonetic details of speech
to phonological structure.

Language differences in phonology and
phonetics

An obvious way in which the sound patterns of
languages differ is in their inventories of
phonological segments and minimal contrasts.
Although certain basic segment types seem to be
universal, or nearly so, across the inventories of
the world’s languages, other sounds and contrasts
are present only in some languages and are absent
in others. Among the universally-shared
phonological segments are the stop consonants /p/
and /t/ and the vowels “ah” as in father, “ee” as in
see, and “00” as in boot.1 Language differences in
phonological inventories are numerous, however.
For example, the /l/-/r/ contrast found in the
inventory of English is absent from many Asian
languages, such as Japanese and Korean, as well
as from a number of other languages; indeed, the
English /r/ is quite rare across languages.
Similarly, the English vowels in hook and hawk
respectively, are lacking in Spanish, Native
Hawaiian and many other languages. Conversely,
English lacks the click consonants of Zulu and
other southern African languages, as well as the
dental versus retroflex stop consonant contrast /d/-
/d/ of Hindi (our /d/ has a tongue-tip position in-
between the Hindi sounds). English also lacks the
front rounded vowels /y/-/¢/ found in French,
German, Swedish and elsewhere,

The neat and straightforward description of
language differences in phonological inventories is
seemingly complicated, however, by the fact that
languages also either require or permit certain
context-conditioned or free allophonic variants for
at least some of their phonemes. For example, the
French /r/ is characterized as a voiced uvular trill
at the back of the throat, yet context-conditioning
causes its surface phonetic form to become a
voiceless uvular fricative when it follows a
voiceless consonant, e.g., as in quatre, the French
word for “four.” Permissible differences among
speakers also result in other freely varying
allophones.

Allophonic variations may even, at times,
appear to obfuscate claims that one language
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lacks a particular phoneme or contrast found in
another. To illustrate, neither the dental nor the
retroflex stop that contrast in Hindi are found in
the English phonological inventory. Our /d/ is
underlyingly a voiced alveolar stop [d]. However, a
dental stop does occur phonetically in English
speech, as an allophone of /d/ that is context-
conditioned due to coarticulation (overlapping
production) with adjacent dental sounds. The
dental allophone occurs when /d/ is adjacent to a
dental fricative e.g., in birthday. These
observations might seem to belie the claim that
only Hindi, and not English, has a dental stop in
its phonological inventory. The important point,
though, is that this dental form does not contrast
with /d/ in English. It is a context-conditioned
allophone of /d/ and is heard as /d/. The adjacent
dental segment is perceived as the source of the
variant property (see also Fowler & Smith, 1986;
Kent, Carney, & Severeid, 1974; Krakow, Beddor,
Goldstein, & Fowler, 1988; Mann, 1980, 1986;
Whalen, 1983), apparently even by young infants
(Fowler, Best, & McRoberts, 1990).

The discussion about language differences in
allophonic patterning prompts consideration of a
similar phenomenon in which different languages,
and different dialects of a single language, can
differ in their phonetic realizations of the “same”
phonological segment. If the phonetic details
differ, then on what basis is the underlying
segment in such cases “the same,” in at least some
crucial way? This question is more problematic for
the cross-language case, but several observations
suggest that underlying identity of segments, or at
least close similarity, may often be a reasonable
assumption nonetheless (see also Flege, 1987, in
press). For one thing, the phonetic feature matrix
that defines a given phonological segment
includes only those features critical for
distinguishing it from other segments in a
language’s phonology. Allophones are
encompassed in the definition because they vary
on non-critical features. Thus, English and
Spanish both have the phonological segment /p/
even though it is often aspirated in English but
never in Spanish. It is important to note, however,
that listeners are quite sensitive to foreign accent
in their native language, suggesting that listeners
may nonetheless detect such sub-phonemic
differences. Findings indicate that while some of
the sensitivity to foreign accent is attributable to
prosodic differences, for at least some cross-
language segmental similarities the phonetic
differences between the corresponding native and
non-native segments are also perceptible (e.g.,

Flege, 1984, in press; Flege & Eefting, 1987; Flege
& Fletcher, 1992). .

Cross-language identity and similarity are
corroborated by the phonological forms speakers
use when learning a new language with
unfamiliar pronunciations, as when a Spanish
speaker’s initial pronunciation of English pit may
sound like beet because he or she uses the Spanish
unaspirated /p/ and an “ee” vowel because Spanish
has no “ih” sound. Cross-language segmental
similarities are also suggested by the phonological
forms speakers of one language give to loan-words
from another language (see also Silverman, 1992).
For example, the French calorique, pronounced
with an unaspirated /k/, an uvular trilled /r/ and
the vowels “ah,” “o” and “ee,” has been adopted
into English as caloric and pronounced with an
English aspirated /k/, English /r/, and unstressed
schwa [5] in the first and final vowel positions.2
Moreover, similar sorts of phonological
substitutions are seen in pidgins and creoles,
inter-languages which result from social contact
between two independent language groups, and
which often derive only from spoken forms at least
in their early stages (e.g., Holm, 1988; Romaine,
1988). Finally, the patterns by which listeners
label non-native segments, not surprisingly,
provide further converging evidence about cross-
language segmental similarities, as will be
described later.

By comparison to the cross-language case, the
segmental identity issue seems relatively
straightforward for the cross-dialect case, at first
glance. For mutually intelligible dialects, the
vocabulary, the grammar (phonology, morphology,
syntax) and even the written forms are typically
nearly identical between dialects. In this case,
there is no doubt about phonological identity
between corresponding segments in the dialects,
even though they differ in some phonetic details.
Here again, listeners nonetheless detect dialectal
accent easily, and show differential sensitivity to
phonetic differences among segments in the native
vs. non-native dialects (see Faber, Best, &
DiPaolo, 1993).

Numerous examples of cross-dialect phonetic
variants of underlying segments can be found in
languages. On portions of Long Island in New
York, words such as long are pronounced with a
final /g/, although the final /g/ is omitted
elsewhere in the U. S. To take an example from
another language, the nasalization of vowels in
Canadian French commences later into the vowel
than in continental French (van Reenen, 1982).
Paralleling another between-language difference,
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one dialect may lack a phonological contrast found
in other dialects of the same language (or found
historically in the language), a situation termed a
“merger” of the contrast. For example, English
speakers from Canada, western U.S., and areas of
the midwest U.S. fail to produce or reliably label
the “aw”-“ah” difference, as in hawk-hock, a vowel
difference that is maintained in the northeast U.
S. (e.g., Di Paolo, 1992). Similarly, Texans have
merged the “ih”-“eh” difference before /n/,
pronouncing pin and pern as homonyms (both like
pin).

Sometimes, a merger is not absolute, but .ther
is a “near-merger” (see Faber, Di Paolo, & Best,
submitted; Labov, 1974; Labov, Karen, & Miller,
1991). In a near-merger, a phonological contrast
found elsewhere in the language is no longer
evident in a given dialect, but productions of the
near-merged sounds still show reliable acoustic
differences and/or the contrast reappears in a
subsequent sound change in the dialect. One such
historical reversal occurred in early Modern
English. The vowels in words like meat-mate,
which had merged earlier, later re-established
different pronuciations when the meat class but
not the mate class vowels merged with the vowel
in werds like meet (the meat-meet merger still
stands today) (Labov, 1974). As an example of
near-merger in current American English, /r/ is
dropped after “ah” in some Boston dialects. Thus,
word pairs such as cod-card are produced as near-
homonyms (Costa & Mattingly, 1981). A similar
effect is found in many dialects of British English.
A near-opposite pattern occurs in Brooklyn, where
speakers add /r/-color to the “aw” sound,
pronouncing sauce like source (Labov, Yaeger, &
Steiner, 1972). In Albuquerque and the Salt Lake
Valley, vowel pairs such as “ee”-“ih” and long “00™-
short “00” (as in boot-book) show near-merger in
the context of a following /V/. That is, word pairs
such as pool-pull and heel-hill are pronounced as
near-homophones (Di Paolo & Faber, 1991; Faber,
1992; Labov, Yaeger, & Steiner, 1972).

To return to cross-language differences,
languages often differ in the phonotactic
coustraints they place on the sequences and word
positions permitted among the segments in their
inventories. As an illustration, English does not
permit the “zh” sound word-initially, but a
number of other languages do, as in the French
word for magazine, journal, and the Russian word
for woman, zhenshchina. Likewise, English
disallows “ng” ([n]) in word-initial position, but
that position is allowed in Vietnamese, as in the
name Nguyen. On the other hand, stop consonants

such as /p/, /t/, /k/ can occur in initial but not in
final positions in Mandarin Chinese words and
syllables; in English they can occur in either
position. Finally, English phenotactics disallows
certain phoneme sequences in syllables that are
nonetheless permissible in other languages, such
as */psa/ (e.g., in Greek), */mpo/ (e.g., Chagsa), and
*/dzva/ (Polish).

In addition, the types of phonological
alternations present in one language may be
absent from others. As an example, Turkish uses a
phonological principle of vowel rounding harmony
within words, whereby the vowels.in a word must
agree in whether they have lip-rounding (e.g., “0”
and long “00”) or not (e.g., “ee” or “ih”). Thus, the
possessive form of dere, the word for river, is
deresi. but the possessive form of boru, the word
for pipe, is borusu. English, of course, does not
require any sort of vowel harmony. Other
languages have a rule of vowel epenthesis to
maintain a regular pattern of consonant-vowel
alternation, whereby a vowel is inserted beiween
any adjacent consonants. For example, pluralizing
the Chuckchee word for river wejem by adding the
plural morpheme -ti results in wejemet and not
*wejemti because the /m/ and /t/ must be
separated by a vowel (the final i is deleted
through a separate phonological rule). As a final
example, some dialects of Spanish have a rule of
spirantization by which voiced stop consunants /b/,
/d/, /g/ become voiced fricatives following a vowel,
as in the pronunciation of nada, the word for “no,”
with a dental fricative instead of a /d/. It is
interesting to note that the early words of young
English-learning children often display
phonological constraints that are ‘absent from
adult English, but similar to rules found in other
languages. For example, complete vowel harmony
is evident in “baba” for bottle and “dada” for
daddy, while vowel epenthesis is evident in
“buhlue” for blue. However, children’s early
phonologies sometimes also display other
constraints that are seldom if ever seen in adult
phonologies, such as the childish consonant
harmony constraint by which doggy is produced as
“dawddy” or ducky as “gucky.”

Language differences in phonological
inventories and in the phonetic properties of
identical or similar phonological segments are the
primary aspects of phonology with which we will
deal in the remainder of the chapter. These are
the aspects of speech most likely to be relevant to
considering the lowest-level invariants of native
language structure that infants may initially
recognize in the consonants and vowels of the
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ambien* language. But how is it that the infant
moves from the surface phonetics to the
underlying phonology? And how might the infant’s
progress on this front be reflected in changing
perceptual responses to non-native phonetic
patterns?

On accounting for developmental changes in
perception of phonetic information

Two comprehensive, but radically different,
theoretical approaches stand out in the scientific
literature as providing possible accounts of how
infants become attuned to the phonetic properties
of their native language and begin to sort out the
phonetics-phonology relations. The first approach
is Noam Chomsky’s linguistic theory of the
grammatical structure of language and of its
implications for language acquisition. Chomsky’s
premise of an innate Language Acquisition Device
(LAD) is probably the most well-known and
widely-accepted nativist perspective on language
development. It is probably less widely known
that his LAD was meant to apply to phonological
as well as syntactic processes. The second is a
psychological theory that is rarely applied to
language or its development, James and Eleanor
Gibson’s ecological perspective on perception.
Their notion of perception as information pickup
would suggest, as an alternative to an innate
linguistic device, that perceptual learning may be
the means by which language experience affects
perception of native versus non-native phonetic
information.

To provide the foundation and rationale for the
Perceptual Assimilation Model of language-
specific effects on speech perception to be
presented in the subsequent section, this section
of the chapter will critically examine Chomsky’s
and Gibson’s theoretical approaches. It will be
argued that while Chomsky’s theory has provided
important insights about the grammatical
structure of language, including its phonological
properties, some of his basic claims about the
phonetics-phonology relation have not been
supported by subsequent work in phonology. More
important, difficulties with his nativist
perspective on development lead me to reject that
view as an approach to understanding the
development of language-specific effects on speech
perception, in favor of the perceptual learning
approach outlined by the Gibsons

Following this theoretical discussion, PAM will
be developed as a perceptual learning account of
listeners’ perception of non-native contrasts
according to their phonetic similarities and

dissimilarities vis a vis native phonological
categories. The model is based on the principles of
information pickup and perceptual learning put
forth in the ecological theory of perception, as
applied to listeners’ recognition of language-
specific relations between surface phonetic details
and the underlying phonological principles that
have been characterized by linguistic research.
The model will be discussed in light of recent
cross-language perceptual findings with infants
and adults, from my own and others’ laboratories.
In addition, PAM’s implications for the
development of phonological knowledge about the
native language will be considered.

Let us turn now to our evaluation of Chomsky’s
proposal about language acquisition, and of the
Gibsons’ theory of perception and perceptual
learning. This discussion provides the groundwork
for PAM.

Chomsky and the Language Acquisition.
Device

To set the stage, consider a quote from
Chomsky’s Language and Mind (1972), which
illustrates his reasoning about the need for a
language acquisition device. This particular
passage was chosen because of its emphasis on the
role of the LAD in phonological development.

“[Wle can provide an explanation for a certain
aspect of perception and articulation in terms of a
very general abstract principle, namely the
principle of cyclic application of rules. It is
difficult to imagine how the language learner
might derive this principle by ‘induction’ from
the data presented to him. In fact, many of the
effects of this principle relate to perception and
have little or no analogue in the physical signal
itself, under normal conditions of language use,
so that the phenomena on which the induction
would have been based cannot be part of the
experience of one who is not already making use
of the principle.... Therefore, the conclusion
seems warranted that the principle of cyclic
application of phonological rules is an innate
organizing principle of universal grammar that is
used in determining the character of linguistic
experience and in constructing a grammar that
constitutes the acquired knowledge of language.”
(Chomsky, 1972; p. 45)

As indicated, a core premise of Chomsky’s
theory is that humans possess an innate biological
specialization for learning language. This
specialization is devoted solely to determining the
specific grammatical structure of the native
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within the
constraints on possible human grammars, on the
basis of spoken input. The biological device, the
LAD, is endowed with the universal grammar,
that complement of grammatical functions found
universally across languages. Thus, it includes the
mechanisms that generate the language-specific

language, innately-specified

rules by which the surface phonetic
representations of utterances are derived from the
underlying deep structure, or abstract phrasal
organization of intended meaning. Cross-language
similarities in the structure of children’s early
grammatical constructions, their common
phonological simplifications in pronouncing early
words, and the disparity between those childish
constructions and the grammars of the adult
languages, are taken as evidence for an innate
biological specialization for language acquisition.
The LAD makes possible the child’s construction
of a representation of the grammatical system of
the native language, which includes the
phonological rules by which sound and meaning
are related, as can be seen in the following quote.

“[T1lhe child constructs a grammar—that is, a
theory of the language of which the well-formed
sentences of the primary linguistic data constitute
a small sample.... A child who is capable of
learning language must have (i) a technique for
representing input signals, (ii) a way of
representing structural information about these
signals, (iii) some initial delimitation of a class
of possible hypotheses about language structure,
(iv) a method for determining what each such
hypothesis implies with respect to each sentence,
(v) a method for selecting one of the
(presumably, infinitely many) hypotheses that
are allowed by (iii) and are compatible with the
given primary linguistic data.” (Chomsky, 1965,
p- 25-30)

Although his work on syntax is more extensive
and more widely known outside of linguistics than
his work on phonology, it is important to note that
Chomsky considered the phonological patterning
of a language to be a component of its grammar.
Therefore, the endowment of the LAD also had to
include the universal set of phonetic features—the
full range of possible speech sound features from
which all languages select a subset for the surface
phonetic representation of utterances. The next
quote, from The Sound Pattern of English
(Chomsky & Halle, 1968—henceforth referred to
as SPE), describes the predicted effects that
knowl:dge of a particular language should have
on the perception of phonetic features in speech.

“The hearer makes use of certain cues and
certain expectations to determine the syntactic
structure and semantic content of an utterance....
A person who knows the language should ‘hear’
the predicted phonetic shapes.... Notice,
however, that there is nothing to suggest that
these phonetic representations also describe a
physical or acoustic reality in any detail....
Accordingly, there seems no reason to suppose
that [even] a well-trained phonetician could
detect such contours with any reliability or
precision in a language that he does not know...”
(Chomsky & Halle, 1968, p. 24-25)

Thus, Chomsky and Halle posit that a listener’s
perception of phonetic patterns is determined by
the phonological component of the specific
grammar of his or her native language, once the
listener knows the language. But if only a person
who knows the language hears the phonetic
shapes predicted by the grammar—the
meaningful contrasts and phonetic equivalencies
within its phonological component—then how
should those same phonetic patterns perceived by
someone who does not know the language? More
specifically, How does perception of the phonetic
details of an unknown language differ between a
listener who knows at least one language (i.e.,
knows a different language-specific grammar) and
a listener who has not yet learned a first language
(i.e., does not yet know a particular grammar)?
How, indeed, does the first language learner
acquire the native phonology, based on the spoken
input from his or her language environment?

The answer to the last question, according to
Chomsky, is that the LAD helps young children to
determine the language-specific grammatical op-
erations that relate the surface phonetic forms of
native utterances to their underlying phonologi-
cal, syntactic and semantic representations.
Because young infants innately possess the set of
universal phonetic features, they should perceive
the full range of possible surface phonetic con-
trasts in non-native as well as in native speech. In
this way, they remain open to learning whichever
language is presented to them. But why, then,
don’t adults and older children also perceive the
universal phonetic features in non-native speech?
The brief treatment of this issue in SPE points to
the answer. It cannot be that mature language
users have somehow lost the universal phonetic
features with which they were born. Rather, it
must be that for them the language-specific
grammatical rules they have come to possess nec-
essarily {ranslate the surface phonetic features of
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utterances to the underlying phonological repre-
sentations that are in accord with the grammati-
cal principles of their language(s). That is, once
the child has determined the rules of the lan-
guage-specific grammar, s/he will “hear” the pho-
netic shapes predicted by the phonological compo-
nent of that grammar.

This process would not constrain young infants’
perceptions because they have not yet accrued
sufficient language input to determine the under-
lying language-specific phonological representa-
tions of the ambient language’s grammar. The
LAD and its universal grammar are, nonetheless,
present and operating even in the young infant.
Its function in phonological development at this
early stage is to construct the underlying gram-
mar of the phonological component of the lan-
guage by generating and testing hypotheses that
could account for the observed patterning of the
surface phonetic details in ambient speech.

To understand how this was expected to take
place, we must briefly examine Chomsky and
Halle’s basic assumptions about how phonetic de-
tails relate to phonoiogical representations. The
classic view of SPE was that each consonant and
vowel in an utterance is a discrete segment, repre-
sented phonologically as a feature matrix of all
and only those phonetic features that distinguish
it from all other segments in the language’s inven-
tory. The role of the phonological component of the
grammar is to assign a language-appropriate pho-
netic feature matrix for the surface structure of
each utterance generated by the syntactic compo-
nent of the grammar. Thus, the phonological
mapping to phonetic features is a part of the lan-
guage-specific grammar. But the phonetic features
are assumed to be binary, abstract, and timeless
representations, even though their physical artic-
ulatory instantiations extend over time and space
and show graded variability. That is, each static
phonetic feature in a segmental matrix has only a
positive (+) or a negative notation (-); the values
for all features hold absolutely and concurrently
in a segmental representation that has no time
dimension. These static, binary feature specifica-
tions of the surface phonetic representation are
automatically translated into the continuous,
scalar articulatory details of real utterances, with
temporal and spatial extent, by the universal
grammar. That is, the translation to physical ar-
ticulations is not part of the language-specific
grammar. For these reasons, phonological
representations do not incorporate all of the actual
articulatory details associated with particular
physical instantiations, such as the full range of

details for specific dialectal or allophonic variants
of a given segment. The latter sorts of detailed de-
scriptions might be provided (by phoneticians) to
fully characterize allophone-specific, dialect-spe-
cific, or even language-specific properties of utter-
ances. But these would not be part of the lan-
guage-specific grammar, and so are not essential
descriptions of phonological segments, which are
abstract. Phonological segments represent the
functional patterning of sound by the language’s
grammar, and therefore are blind to allophonic or
dialectal differences, which are phonologically
equivalent in the underlying representation.

It is important to point out, however, that this
segmental or linear view of phonology as
propounded in SPE has largely been supplanted
more recently by nonlinear or autosegmental
phonology (e.g., Archangeli, 1988; Archangeli &
Pulleyblank, in press; Clemenis, 1985; Keating,
1988, 1990; McCarthy, 1988; Prince & Smolensky,
1993; Sagey, 1986; for an introduction to
autosegmental phonology, see Goldsmith, 1976).
The nonlinear approach has developed in response
to several difficulties with the classic linear
model’s handling of certain aspects of phonological
patterns and phonetic implementations across
languages. For one, the SPE claim that all
features are binary fails to account for certain
phonological processes; the nonlinear approach
instead recognizes multivalent settings for certain
phonological features. For another, the exclusively
segmertal domain of the SPE model failed to
coherently incorporate certain effects of stress
patterns, intonation, and syllable structure
(phonotactics) on segmental properiies. These
effects are handled in norlinear accounts by
assuming instead that segments, stress, tonality,
and syllable organization are distinct but
interacting subcomponents of the phonology (e.g.,
Ito, 1986; Leben, 1978; McCarthy, 1986, 1989;
Pierrehumbert & Beckman, 1988).

Another common phonological pattern is that
phonetic features of one segment often “carry
over” to other segments in an utterance, e.g.,
vowel harmony, context-conditioned allophones.
Because SPE assumed phonetic features are
linked to individual phonological segments, these
phenomena required a proliferation of rules for
moving phonetic features between segments. In
nonlinear phonology, the effects follow
automatically from an assumption that all
features are independent of specific segments,
with possible associations to one or more
segmental “slots” (e.g., Cohn, 1990; Goldsmith,
1976; Inkelas & Leben, 1990; Kahn, 1980).
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Finally, language- and dialect-specific
differences in productions of segments with
identical phonetic feature specifications call into
question the SPE argument that articulatory
implementation of phonological representations is
automatic and universal, suggesting instead that
articulatory details are part of language-specific
grammar (see Fourakis & Port, 1986; Keating,
1988, 1990a, b; Mohanan, 1986). For example, the
ejective stop /p/ is released later and hence more
forcefully in Navajo than in Quechua (Lindau,
1984); and nasal vowels have more delayed
nasalization in Canadian French relative to
continental French (van Reenen, 1982).

Although it has gone beyond the SPE model in
handling certain phonetic and phonological
patterns, however, the nonlinear approach has
apparently retained the other basic theoretical
premises of SPE. The nonlinear approach still
assumes that phonological features are abstract
and timeless. Moreover, nonlinear phonology
proponents have had very little to say about
ontogenetic development, certainly nothing that
differs substantively from Chomsky’s nativist
assumptions (e.g., Archangeli & Pulleyblank, in
press). That is, the nonlinear approaches retain,
either tacitly or explicitly, the notion of an innate
language acquisition device containing a universal
grammar, with universal phonetic features.

However, those unquestioned assumptions, par-
ticularly certain assumptions underlying the
posited innate linguistic device, raise some vexing
problems. In-depth critiques of Chomsky’s general
theoretical framework have been offered from a
linguistic perspective by Derwing (1973) and
Sampson (1980), and from a psychological per-
spective by Bohannon, MacWhinney, and Snow
(1990), among others (see special issue of
Developmental Psychobiology, 1990, 23(7), for de-
bate on both sides of the innateness issue. For the
purposes of the present discussion, we will focus
on one of those problematic assumptions from
Chomsky’s claims about the LAD, exemplified in
the following quote. The notion it conveys, that
the input from the environment is inadequate in
itself to directly specify the grammar of a lan-
guage to a learner, characterizes a broader epis-
temological paradox of historical concern to epis-
temologists and perception theorists.

“The native speaker has acquired a grammar
on the basis of very restricted and degenerate
evidence; the grammar has empirical
consequences that extend far beyond the
evidence. At one level, the phenomena with
which the grammar deals are explained by the

rules of the grammar itself and the interaction of
these rules. At a deeper level, these same
phenomena are explained by the principles that
determine the selection of the grammar on the
basis of the restricted and degenerate evidence
available to the person who has acquired
knowledge of the language, who has constructed
for himself this particular grammar.” Chomsky,
1972, p. 27)

Chomsky asserts in numerous places in his
writings that the spoken input from the language
environment provides inadequate information
about the underlying grammar of the language for
the child to apprehend that grammar directly. As
the argument goes, each utterance of adult models
offer the young child only an incomplete glimpse
of the grammar of the language; some utterances
are even ungrammatical. Moreover, caregivers
generally fail to provide the sort of negative
evidence that would unequivocally refute any
incorrect hypotheses the child might entertain
about the grammar of the language (e.g., Marcus,
Pinker, Ullman, Hollander, Rosen, & Fei, 1992).
In short, the input is a sample of utterances that,
individually, are incomplete (and consequently,
sometimes ambiguous) reflections of the
underlying grammatical system, and that,
collectively, presents but a tiny subset of the
infinite grammatically acceptable sentences that a
native speaker-hearer could automatically
understand and produce.

Thus, the input utterances are taken to be
informationally inadequate to specify the
grammar completely and uniquely. Therefore, the
reasoning proceeds, the child must innately
possess a specialized device to construct a model
of the grammar and test hypotheses against this
input. Because this sort of data base has the
potential to permit a large number of logically
possible alternative descriptions of a grammar,
innate constraints on the forms of permissible
grammars are posited to be built into the LAD.
Although these arguments have been developed
primarily to account for acquisition of syntactic
Processes, it is presumed that phonology is subject
to the same general principles as syntax. The
surface phonetic input inadequately specifies the
underlying phonological system, therefore
phonological acquisition must depend on innate
mechanisms. In the remainder of the current
discussion, comments about the acquisition of
grammar refer primarily to the phonological
component (see Dent, 1990, re: similar criticisms
of nativist claims about semantic and syntactic
development),
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Here is the crux of the paradox: The grammar of
a language, including its phonology. must be
shared sufficiently well by the members of the
language community for them to understand each
other’s utterances. Chomsky's argument is that
the child cannot get the grammar directly from
the inadequate evidence provided by adult
utterances, and so must use innate linguistic
mechanisms to determine the grammar. But how
can a shared grammar be developed in this way,
individual mind by individual mind, based on
inadequate input? How could such private
grammars ever be verified, given the presumed
inadequacy of the utterances3 which are the only
direct evidence that speaker-hearers can present
to one another? How could those private
grammars become mutually adjusted so that their
users would be speaker-hearers of the same
language?4 '

Chomsky’s solution apparently is that the basis
of this mutual adjustment is the innate endow-
ment of linguistic concepts in the universal
grammar that all humans share. Those innate
concepts are employed to generate and test hy-
potheses about the grammar of a language against
the primary linguistic data each child receives.
However, as Chomsky acknowledged, a given set
of primary linguistic data usuvally will support
multiple solutions. To keep this problem from get-
ting out of hand, he proposed that the number of
potential solutions is limited by innate constraints
on permissible grammatical forms. Nonetheless,
multiple grammatical hypotheses are still to be
expected; the language learner must select the
“best” of the possible grammatical hypotheses
generated to account for the observed data.
Evaluation criteria for choosing the best among a
set of possible solutions generally rely on concepts
such as elegance or simplicity, which can be noto-
riously difficult to define and reach consensus on
(see Anderson, 1985; cf. Jeffreys & Berger, 1992).
Again, the handling of this problem is attributed
to innate mechanisms—the requisite linguistic
evaluation criteria are part of the LAD. But the
difficulties of this line of explanation remain,
compounded by the fact that the linguistic data
set each individual receives will be different in
particulars from that received by each other indi-
vidual, even within the same community. Given
this fact, how would the individual children of a
language community end up generating and se-
lecting the same, or similar-enough,5 grammars?

All normal children, and many who are
exceptional in some way, acquire the language
spoken to them within a few short years. If the

similarities among their disparate input sets are
sufficient for children of a language community to
gelect the same (or quite highly overlapping)
“most elegant” solutions from among the various
alternative grammars that each one privately
generates, then surely this must mean that the
input from adults provides robust and consistent,
rather than inadequate, evidence about the
grammar of the language. Indeed, if this be the
case, why must the children construet their own
private grammars at all? Why not learn the
grammar directly from the patterning of the
publicly available information in utterances, i.e.,
learn the phonological system directly from the
surface phonetic patterning of utterances?

The problems just summarized reduce to the
philosophical paradox inherent in indirect theories
of perception. The paradox has been recognized
historically even by proponents of indirect
theories. Specifically, it is that if inputs convey
inadequate veridical information about the world,
then we cannot directly know the outer world. The
notion that we must know the world only
indirectly, through deduction and interpretation of
inadequate input, comes down to a claim that we
can perceive in the world only what we already
know is there to be perceived. This is, of course,
the reasoning behind the standard nativist claim
for innate knowledge. And as James Gibson (1979)
argued, it is circular reasoning.

“Note that categories cannot become
established until enough items have been
classified but that items cannot be classified until
categories have been established. It is this
difficulty, for one, that compels some theorists to
suppose that classification is a priori and that
people and animals have innate or instinctive
knowledge of the world. The error lies...in
assuming that either innate ideas or acquired
ideas must be applied to bare sensory inputs for
perceiving to occur.... Knowledge of the world
cannot be explained by supposing that
knowledge of the world already exists.”(J. J.
Gibson, 1979, p. 252-253)

The claim for innate ideas would also seem to be
at odds with the basic evolutionary principle of
natural selection, dependent as that principle is
on the organism’s fit to an ecological niche. That
is, a species’ survival is optimized when its
physical structure and behaviors are well-suited
to those veridical properties of its world that are
relevant to satisfying its procreative and survival
needs. I would argue that, as applicable as these
concerns are for indirect theories of perception of

49




42

Best

the physical world, they apply equally to
Chomsky’s nativist model for acquisition of the
phonological grammar of a language. In
particular, they are directly relevant to the
assumptions that model makes about indirect
perception of phonetic patterns in speech.

A fundamental problem of the indirect
perception view is that it conceives of input to the
perceiver from the world as a series of
instantaneous collections of stimulus features
which impinge on the special sensory organs (i.e.,
eyes, ears, nose), and which inadequately specify
their dynamic and substantive sources in the
world. Like snapshots, these inputs individually
have no extension in time or space. A somewhat
analogous view can be found in the nativist
linguistic assumptions about the language input
to the child, which could be characterized as
“sound-bites” of language—individual utterances
each of which can provide only partial evidence
about the underlying grammar, including its
phonological component. According to indirect
perception theories, because the stimulus cues are
impoverished with respect to real-world events
and objects, the perceiver presumably must use
additional mechanisms of brain and/or mind to
further process the sensory inputs, deduce what
their sources must have been, draw inferences,
develop memorial associations, etc., in order to
mentally construct an indirect representation of
the world. But how could such mechanisms ever
have evolved, given that the presumed inadequacy
of the input would make it impossible for their
outputs ever to be verified vis & vis the real world?

It was in response to these and other sorts of
concerns about indirect theories of perception and
perception-dependent knowledge in general that
the Gibsons formulated an alternative, ecological
approach to perception and perceptual learning
(E. Gibson, 1969; J. Gibson, 1966, 1979). They
argued that all animals, for the sake of their
survival, must know the world directly from
information available in stimulation.

The direct realism alternative: Gibsons’
ecological theory of perception

The ecological theory of perception represents
the opposite philosophical extreme from the
nativist assumptions of Chomsky’s theory. The
philosophical stance taken by the Gibson’s
ecological theory of perception is that of direct
realism, as opposed to indirect or innate
knowledge. As the quote below illustrates,
ecological theory assumes that stimulation is
structured and dynamic, extending over time and

space, and that it is directly detected rather than
being “interpreted” by innate knowledge,
computation, inference, stored memories, or
arbitrary associations.

“The evidence...shows that the available
stimulation surrounding an organism has
structure, both simultaneous and successive, and
that this structure depends on sources in the outer
environment. If the invariants of this structure
can be registered by a perceptual system, the
constants of neural input will correspond to the
constants of stimulus energy, although the one
will not copy the other. But then meaningful
information can be said to exist inside the
nervous system as well as outside. The brain is
relieved of the necessity of constructing such
information by any process—innate rational
powers, (theoretical nativism), the storehouse of
memory (empiricism), or form-fields (Gestalt
theory). The brain can be treated as the highest of
several centers of the nervous system governing
the perceptual systems. Instead of postulating
that the brain constructs information from the
input of a sensory nerve, we can suppose that the
centers of the nervous system, including the
brain, resonate to information.” (J. J. Gibson,
1966, p. 267).

As this passage indicates, information about, the
external world—about distal events, surfaces, and
objects—is assumed to be directly picked up from
stimulation, by integrated perceptual systems. To
illustrate the perceptual system concept, the
retina of the eye does not gather visual
information by working in isolation. Rather, it is
an integral part of the perceptual system for
seeing: two movable eyes fired in a head, which is
attached to a body that can move to shift location
and orientation of the viewer with respect to the
external spatial layout; these components are
neurally integrated with one another and with
higher centers in the brain. Thus, the perceptual
systems are assumed to have evolved to permit
active, physical exploration of the world in the
service of gathering and disambiguating distal
information.

Thus, the ecological approach, like the linguistic
nativist approach espoused by Chomsky, is
concerned with biological specialization. However,
the two views differ dramatically in their
assumptions about the nature of biological
specializations—the information they handle, the
way they work, and the forces behind their
evolution. According to ecological theory the
biologically specialized perceptual systems have
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evolved, and continue to function, for the pick-up
of veridical information from the world. This view
admits the possibility of perceptual systems being
specialized for pick-up of information about
specific types of distal objects or events, such as
the information in speech that specifies the
configuration and movements of the vocal tract
producing the sigral (see Best, 1984, 1993, in
press, a, b). Such specializations may be abstractly
analogous to that of the human hands for grasping
and manipulating objects, and the complementary
perceptual ability to detect the graspability and
manipulability of distal objects. Evidence for
primitive components of the latter abilities, and of
their responsiveness to the physical properties of
distal objects (size, distance, speed of movement)
is found quite early in development (e.g., von
Hofsten, 1980). As for the pick-up of distal
articulatory information in the speech signal,
Gibson summarized in general terms how and
why this should be possible (see also Best, 1984, in
press a, b; Fowler, 1986, 1989, 1991):

“An articulated utterance is a source of a
vibratory field in the air. The source is
biologically “physical” and the vibration is
acoustically “physical.” The vibration is a
potential stimulus, becoming effective when a
listener is within range of the vibratory field. The
listener then perceives the articulation because
the invariants of vibration correspond to those of
articulation. In this theory of speech perception,
the units and parts of speech are present both in
the mouth of the speaker and in the air between
the speaker and the listener. Phonemes are in the
air. They can be considered physically real if the
higher-order invariants of sound waves are
admitted into the realm of physics.” (3. J. Gibson,
1966, p. 94)

The direct realist philosophy assumes that
infermation from the world is a rich multimodal
flow of temporally and spatially distributed
energy patterns that are lawfully and
systematically shaped by distal events and
objects. The systematic structure in this
information flow is picked up by perceptual
systems—extracted, detected, discovered—
through active, physical exploration of the events,
surfaces and objects that shape the energy flow.
By shifting position and orientation with respect
to the objects and the spatial layout, as well as by
moving and manipulating objects, the perceiver
produces changes in the flow of stimulation that
are systematically influenced by the exploratory
actions in ways that provide rich, direct, veridical

information about the distal sources of
stimulation. As a result of this active exploratory
behavior of the perceptual systems, the perceiver
becomes better attuned, with increases in
experience, to the invariants in stimulation that
specify the defining characteristics of specific
events, the persisting identity of particular
objects, and the higher-erder commonalities
shared by similar events or by similar objects.

The transformational invariants of an event are
those properties of the energy flow that remain
constant across the participation of different
objects in that event. For example, the
transformational invariant of repetitive rotation
about an axis specifies the same event of spinning
whether a top is spinning on a surface, an
amusement park “anti-gravity” ride is spinning to
produce centrifugal force, or the wheels of a car
are rotating on their axles. The structural
invariants of spherical shape and elastically
deformable solid specify an identity relation—the
same baseball across the events of rolling,
throwing, bouncing, and juggling. Invariants can
also specify similarity relations among objects or
events. The more abstract invariant of a convexly-
curved plane characterizes the primary similarity
among the outer surface of an eyeglass lens, the
dome of an enclosed sports arena, and the
silhouette of an old Volkswagen “beetle.” And
although the following do not reflect literally the
same event, they involve abstractly similar
curvilinear movement transformations: the
slithery, winding progression of a snake, the
sinewy movements of a traditional! Thai dance,
and the wave-like motion of tall grass rippling in a
breeze (for further discussion of structural and
transformational invariants, see Shaw, McIntyre,
& Mace, 1974). Experience-dependent changes in
attunement to such invariants occur through
perceptual learning.

The ecological perspective has concerned itself
primarily with general perceptual principles
rather than with linguistically specialized
mechanisms. However, I believe it is eminently
applicable to children’s learning of the sound
pattern of their native language, and to the
concomitant effect of this learning on the
perception of non-native sounds and contrasts. If
we take an ecological view on the realm of
language, the spoken input available to the young
child is a flow of many utterances, occurring
multimodally within a rich behavioral context
that extends over time and people. The flow of this
linguistic and social stimulation, extending as it
does over time and speakers, should reveal
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regularities or invariants across utterances that
the infant comes to recognize as the sound-
organizing principles of the phonology of the
language (e.g., Best, in press, a).

I have taken the ecological perspective to
account for how experience with the ambient
language comes to influence the infant’s
perception of non-native speech contrasts. To do
so, I will apply this perspective to linguistic
insights about the sound structure of languages,
which should form the basis for the child’s
developing recognition of the relations between
the phonetic properties of speech and the
phonological organization of the grammar of his or
her native language. For the purposes of this
chapter, we are particularly interested in how
ecological principles apply to perceptual learning,
specifically with respect to infants’ and young
children’s perception of the sound pattern of their
native language. Therefore, we will turn next to
examine in greater depth the ecological approach
to perceptual learning.

The ecological perspective on perceptual
learning

Two quotes exemplify the ecological viewpoint
on perceptual learning, the first from James
Gibson’s (1979) book The ecological approach to
visual perception, the second from Eleanor
Gibson’s address on “Perceptual development and
the reduction of uncertainty” at the 18th
International Congress on Psychology in Moscow.

“The perceiving of the world begins with the
pickup of invariants.... [T)he theory of
.information pickup...needs to explain learning,
that is, the improvement of perceiving with
practice and education of attention.... The state
of a perceptual system is altered when it is
attuned to information of a certain sort. The
system has become sensitized. Differences are
noticed that were previously not noticed.
Features become distinctive that were formerly
vague.” (J. J. Gibson, 1979, p.254)

“Discrimination learning proceeds...by
discovering distinctive features of objects and
invariants of events in stimulation.... The
effective stimulus which active and educated
perception picks out is a reduced stimulus. It is
extracted, filtered out, whereas other stimulus
information which has no utility for
differentiation is ignored by the educated
attention.” (E. J. Gibson, 1966, pp. 10-15)

When a perceptual system becomes attuned to a
particular type of information, it becomes altered

by experience. The claim is that the attuned per-
ceiver is more quickly and efficiently able to pick
up from the flow of stimulation just that informa-
tion to which the perceptual system has become
sensitized, as opposed to, perhaps, simply
increasing the speed of a cognitive search through
mental space. This sensitization of the perceptual
system entails detection of critical distinctions
among objects or events that had previously gone
tnnoticed. What it is suggested by perceptual
learning, then, is an optimization and econo-
mization of pickup or extraction of critically
distinctive properties. Perceptual learning is
probably more readily apparent for detecting
abstract, higher-order invariants (such as the
curvilinear movement invariant described earlier)
than for detecting the simple, lower-order
invariants to which perceptual systems are
innately tuned even very early in life (e.g., basic
color categories: Bornstein, 1979).

These principles have been more completely
drawn out by Eleanor Gibson in her numerous
writings on perceptual learning (e.g., E. Gibson,
1963, 1966, 1969, 1977, 1988; E. Gibson & J.
Gibson, 1972; J. Gibson & E. Gibson, 1955). As her
opening quote indicates, perceptual learning leads
to improved discrimination, but this does not
mean simply the discrimination of smaller and
finer stimulus differences, hence of always
increasing numbers of individual stimuli. Instecd,
perceptual learning entails the discovery, for
specific purposes, of the critically distinctive
features of objects and invariants of events in
stimulation. It involves the education of attention
for most efficient detection of the most telling
differences among objects and events that are of
importance to the perceiver. As she has argued,
the utility that critical distinguishing features and
invariants of events have for the perceptual
learner is that they reduce uncertainty among
choices in a world that otherwise presents too
much, rather than too little, information.
Educated attention, i.e., a perceptual system that
is attuned to certain types of information, picks up
reduced stimulus information, which is selected,
extracted, or filtered out from the larger flow
specifically because of its ability to critically
differentiate things that are of interest or
usefulness to the perceiver. Other stimulus
information that does not serve this purpose of
utility is ignored, i.e., not picked up.

This account leaves open the possibility for re-
education of perception, because the undetected
information is still available in stimulation.
Stimulus information that is irrelevant for well-
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used distinctions, and therefore has been
systematically ignored, could later prove
important for other new distinctions. It is
conceivable, perhaps even likely, that having first
learned to economize information pickup by
overlooking certain information as irrelevant (or
by perceiving it as equivalent to some other
pattern of information) may make it more difficult
to re-learn to attend to it later than would be the
case for a novice learning to attend to the same
information for the first time. Ecological theory
has not directly addressed these possibilities.
However, they are relevant for understanding
whether and to what extent second language
learners may learn to detect non-native phonetic
distinctions that are not utilized in their native
language, and in what way this may be affected by
varying degrees of experience with the native
language.

Indeed, the Gibsons did not address speech per-
ception in great detail in their primary accounts of
the ecological approach to perceptual learning (cf.
E. Gibson & J. Gibson, 1972), although Eleanor
Gibson did address certain aspects of language in
her research on reading development (e.g., E.
Gibson, 1971). The ecological view on perceptual
learning has primarily addressed the general is-
sues of how perception is shaped by experience.
Perceptual learning entails the discovery of in-
variants in stimulation that reveal the structural
and functional properties of the source objects and
events. Often, these invariants are hierarchically
nested in complex events, so that higher-order in-
variants may depend on, or be derivatives of,
lower-order invariants. Discovery of certain
higher-crder invariants may thus be possible only
once the perceiver has learned which of the lower-
order invariants are critical to the distinction and
which are not. Perhaps, for some distinctions,
there may even be several levels of lower invari-
ants supporting the discovery of a higher-order
invariant.

Spoken language provides an excellent example
of the sort of complex organization in which
higher-order invariants, such as those that specify
syntactic principles, may not be detectable until
the perceiver has learned to pick up certain dis-
tinctive information at lower levels, such as the
critical differences in the phonetic patterns of sim-
ilar-sounding but meaningfully different words.
For the infant, then, learning the sound pattern of
the native language is the quintessential task of
perceptual learning, i.e., discovering the multiple
levels of invariant principles by which the stimu-
lus flow is patterned.

The ecological premise is that the complex,
nested hierarchy of linguistic organization, includ-
ing phonological patterning, exists in the infant’s
language environment. It is all there, that is, if we
consider the available language stimulation to
span the history of utterances the infant hears,
along with the rich behavioral contexts in which
those utterances occur, The flow of spoken utter-
ances in context provides the infant a window on
the patterning of the ambient language. This is
the flow of stimulation from which infants must
learn to recognize and abstract the invariants that
specify all levels of linguistic structure. Of course,
the infant is not initially able to detect or abstract
from that flow the invariant properties specifying
most of thi *>vels of linguistic organization sum-
marized above. In fact, the only level of the avail-
able information that the infant is likely to be able
to detect initially is the surface phonetic informa-
tion. And it is necessarily from among those pho-
netic details that the infant must learn to recog-
nize the higher-order invariant patterns that spec-
ify words, syntax, morphology, and in particular,
phonology.

Thus, the ecological view is that utterances
provide a rich flow of information about dynamic
speech events which extend over time, and that
through perceptual learning the individual
becomes attuned to various levels of invariant
structure available in that flow. This view
suggests a radical departure from the standard
assumption of discrete, timeless features and calls
instead for a model of phonetics and phonology in
which the crucial dynamic attributes of events in
the speech world are integral to the model. The
ecological perspective has begun to offer
alternative insights and evidence both about the
phonetic details of speech production (Fowler,
Rubin, Remez, & Turvey, 1980; Kelso, Saltzman,
& Tuller, 1986; Saltzman & Munhall, 1989), and
also about its phonological organization (Browman
& Goldstein, 1986, 1989, 1990a, b, c, 1992a;
Fowler, 1980; Goldstein & Browman, 1986). The
latter work has offered an articulatory gestural
model of phonology, which we will examine next
as the basis for an ecological, perceptual learning
account of language-specific effects on the
perception of non-native phonetic contrasts. The
following summary is based on the works of
Browman and Goldstein cited above.

Gestural phonology

The tenets of gestural phonology are grounded
in the spatictemporal organization of articulatory
gestures in speech, which are themselves
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grounded in the biomechanical organization of the
human vocal tract. Rather than assuming abstract
and timeless phonetic features as the atoms or
primitives from which phonological representa-
tions are built, the gestural model assumes that
the phonological primitives are articulatory ges-
tures, the coordinated actions of vocal tract articu-
lators. The model organizes these gestural fea-
tures within the framework of a hierarchical ar-
ticulatory geometry based on the anatomical re-
lations among the articulators involved in speech.
The vocal tract is comprised of three relatively in-
dependent articulatory systems that are repre-
sented as separate nodes within the articulatory
gecmetry: the glottal system (vocal cords), the
nasal system (the velum, the valve that permits or
prohibits air flow through the nasal cavity), and
the oral system, which includes the lips and the
tongue as separate subsystems. There is an addi-
tional subordinate level in the tongue subsystem:
tongue tip versus tongue body, whose actions are
differentiated by different intrinsic and extrinsic
muscles of the tongue. This hierarchically orga-
nized set of articulators functions within the con-
fines of the walls of the vocal tract, which is struc-
tured basically as a bent tube of varying diameter,
optionally connected to a second side tube (nasal
cavity) via the open velum. The coordinated ac-
tions of the articulators can cause constrictions at
various locations (place of articulation) along the
vocal tract (e.g., dental, alveolar, velar, etc.) (see
Figure 1 for additional places of articulation).
Each place can display several variations in de-
gree of constriction, which determines the manner
of the sound produced (compiete closure for stop
consonants, critical constriction for causing turbu-
lent airflow in fricatives, narrow constriction for
some vowels and for approximant consonants such
as /w/ and /r/, wide opening for the velum in
nasals and the glottis in voiceless sounds).
Articulatory geometry is compatible, in many re-
spects, the with nonlinear or autosegmental ap-
proaches that have supplanted SPE phonology.
Some important distinctions must be noted, how-
ever, between the two approaches. Specifically,
gestural phonology posits phonological elements to
be gestures defined by a set of dynamic equations
describing the movement of articulators over
space and time, rather than a specification of ab-
stract, timeless phonetic features. To illustrate,
the equation set for the syllable ma describes a
velum opening gesture and lip closing gesture
which begin simultaneously and reach their peaks
synchronously to produce the /m/, and a slower,
less extreme tongue body gesture to narrow the

pharynx (upper throat) for the “ah” vowel, which
begins synchronous with the other two gestures
but peaks later and lasts longer.

nasal cavity

tongue
body

labial

pharyngeal

-
glottis
(larynx)

Figure 1. Schematic lateral view of vocal tract, with major
articulators labeled and the nasal cavity identified. Many
of the common places of articulation, or locations of
articulatory constrictions, are indicated in italics.

Thus, articulatory geometry is closely related to
the anatomical structures and movement patterns
of the vocal tract. This way, in the gestural model
the phonological primitives and their physical
instantiations derive from a single domain
grounded in the spatiotemporal properties of real
articulatory events. Because of this, phonological
representations can specify the relative timing, or
Phasing, of one articulatory gesture relative to
another. For exampie, the Canadian French
versus continental French difference in vowel
nasalization that was mentioned earlier (van
Reenin, 1982) can be specified dynamically as a
difference in the relative timing, or phasing,
between the onset of velum lowering for
nazalization and the peak of tongue movement for
the vowel. This characterization departs critically
from the phonetics-phonology relationship held by
classic SPE phonology and by nonlinear
phonologies, neither of which can phonologically
represent the dialectal difference phonologically,
even though the nasalization difference appears to
be part of the language-specific grammar in the
two dialects. This representational inability occurs
for the latter two views because they posit that
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phonetic and phonological information exists in
two divergent, informationally incompatible
domains, one physical (actual articulations) and
the other only mental (underlying phonological
representations).

In gestural phonology, the dynamical specifica-
tions of articulatory gestures describe change over
time in particular vocal tract variables and their
associated articulators (e.g., location and degree of
a constriction by the tongue tip or tongue body
somewhere along the vocal tract tube; opening of
the nasal tube by movement of the velum). The
model assumes that articulator motion is gov-

erned by dynamic principles of spring-like physi-

cal systems,8 in which the values of several pa-
rameters of the tract variable(s) are specified:
mass, stiffness, damping, rest position, instanta-
neous position, acceleration and velocity. All tract
variables are assumed to have a resting, or de-
fault, setting. The resting state is not, of course,
specified as a gesture; gestures are active articula-
tory movements away from the resting state. A
given gesture is a particular transformation of a
tract variable (e.g., complete closure of the lips)
that remains invariant across different contexts,
speaking rates and styles, and speakers. There
may also be variation in the exact articulators or
coordinations among articulators that are used to
achieve essentially identical gestural goals. For
example, bilabial closure may be achieved by mov-
ing only the lips and keeping the jaw angle con-
stant, or by keeping the lips immobile and chang-
ing only the jaw position to bring the lips closer
together (see Abbs & Gracco, 1984). Therefore, the
dynamical description of a particular gesture de-
fines a family of articulatory trajectories that all
achieve the same gestural target of a particular
degree of constriction at a particular location
along the vocal tract tube.

Some phonological elements are composed of
only a single gesture, whereas others involve a
specific pattern of coordination between two or
more individuai gestures. Coordinations among
two or more gestures are called gestu:ral constel-
lations. Let us illustrate the difference with the
/p/-lb/ contrast, which in classic phonological de-
scription share the phonetic features [+anterior],
[-continuant] and [-sonorant], and are distin-
guished only on the feature [+/- voice]. But in
gestural description, the voiced stop /b/ in gabbing
involves only a single bilabial closure gesture
(complete closure and release of constriction at the
lips). The state of the glottis, or opening between
the vocal folds, is maintained in the default

adducted position (critical constriction rather than
tightly closed) and produces voicing throughout
the word. In other words, there is no active glottal
gesture just for the /b/. In contrast, the cognate
voiceless stop /p/ in gapping involves two gestures
which must be correctly phased relative to each
other. Specifically, the bilabial closure must co-oc-
cur with an active glottal opening gesture, which
prevents voicing and instead permits turbulent
airflow (i.e., aspiration noise) through the vocal
folds. The peak opening of the glottis coincides
with release of the bilabial constriction; the glottis
returns to its default state (vocal folds together for
voicing) after bilabial release. The /p/ example il-
lustrates a gestural constellation that corresponds
to the segmental level of traditional phonology.
But gestural constellations may also describe ar-
ticulatory coordination at the level of syllables,
words, prosodic phrases, etc. Analogous to nonlin-
ear phonological approaches, these nonsegmental
levels of linguistic organization among gestures
are specified for different articulatory tiers, such
as those representing syllable structure and stress
units. However, neither gestures nor constella-
tions bear a one-to-one relationship either to seg-
ments or to classic phonetic features.

Because gestures are defined by a dynamical
pattern of articulatory movements, each gesture
has both an intrinsic spatial aspect and an
intrinsic temporal aspect. This grounding in the
physical properties of events over time departs
qualitatively from the classic and the nonlinear
views of static, dimensionless phonetic features.
In gestural phonology, the phasing principles
among the gestures in a given utterance are
represented in both their spatial and temporal
relations in a gestural score. To illustrate, a
schematic gestural score for the wor# mob (Imab])
is shown in Figure 2. The abscissa represents the
time line of the utterance, the ordinate represents
the tiers in the articulatory geometry that are
needed to display the critical gestures invol—ed in
that particular word. The rectangular ! :zes
represent the temporal extent during which given
gestures are active for their corresponding
articulatory tiers, or articulatory sets (e.g., tongue
tip, tongue body, etic.). Inside each activation
interval box, the degree of constriction achieved in
the gesture and its specific location along the
vocal tract are denoted. An American English
utterance of mob begins as was described earlier
for the syllable ma. The pharyngeal ge;ture for
the vowel (“ah”) extends into the final bilabial
closure that corresponds to /b/.
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Figure 2. Schematic gestural score for the word <mob>
[mab] using box notation to indicate activation intervals
for gestures and phasing among gestures.

Thus far, the gestural phonology approach has
been applied in detail primarily to American
English alone, but it can be extended (and in some
cases has been) to suggest gestural characteriza-
tions of certain similarities and differences be-
tween the gestural constellations for some non-na-
tive phonetic contrasts and contrasts found in the
English phonological system. A few cross-lan-
guage comparisons will be offered here as
illustrations. However, we must bear in mind an
important caveat from Browman and Goldstein
(1992b), that any proposed gestural analysis is
obviously incomplete and speculative in the
absence of hard data on the actual gestural
Processes involved in the utterances being
considered. The comparisons here are based on
currer*!y available phonetic, acoustic, and
physic. sical descriptions for the phonological
contrasts involved. But the schematic gestural
scores offered are necessarily speculative because
of the incompleteness of actual gestural evidence,
especially with respect to temporal extent and
precise phasing of gestures.

Figure 3 shows the Hindi dental-retroflex con-
trast [da]-[da] and English {da], which is gesturally
most similar to both Hindi patterns. The schema-
tized Hindi gestural scores and the English one
are essentially the same except that the Hindi
constriction locations are just anterior and just
posterior, respectively, to the English alveolar lo-
cation. Recall also that English does have context-
conditioned dental and retroflex allophones of /d/,
but not in the context of an isolated [da).
Schematic gestural scores for the Zulu aspirated
versus ejective velar stops [kPa)-[k’a) are com-
pared to the correspondingly most similar English
gestural constellation, that for [kha], in Figure 4.
In this case, the Zulu aspirated token is virtually

identical to the English one, whereas the ejective
token deviates from it in the constriction degree of
the glottal gesture, which is closed rather than
wide, producing silence rather than aspiration
prior to the onset of voicing for the vowel.
A different type of Zulu contrast is between voiced
and voiceless lateral fricatives. These gestural
constellations are produced with essentially
the same alveolar tongue tip closure and uvular
tongue body narrowing as in English /V.

“ 4 N Y
TONGUE anrrew Marrow
sooy | [ i | ff [ oSSR
TONGUE elosed
= s
Lurs
GLOTTIS
\ JL J
[ d a ] [ 4 a ]
s —
TONGUE ARTTOW
BODY I pharyageal I
TONGUE
P closed
LIPS
GLOTTIS
\_ J
[ d e ]

Figure 3. Schematic gestural scores for the Hindi dental-
retroflex /da/-/da/ contrast (top panels) and English /da/
(bottom panel).

VELUM { Y4 N

TONGUE
BODY

closed haryageal
wvelar Le
TONGUE '
TIP

GLOTTIS

W S S W e

[ kb a ] [ & a ]

Figure 4. Schematic gestural peores for the English and
Zulu voiceless velar stop /k%a/ (left) and for the Zulu
ejective velar stop /k'a/ (right).

They differ, however, in employing a smaller con-
striction degree along the two sides of the tongue
(against the upper lateral teeth) than for /V/.
Instead, the lateral constriction is critical, produc-
ing airflow turbulence analogous to that at
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the tongue tip for fricatives such as English /z/ or
“zh” or voiced “th” (in that) versus /s/ or “sh” or
voiceless “th” (in think). Thus, the Zulu lateral
fricatives gesturally resemble both the liquid /V/
and the voiced-voiceless fricative distinctions of
English that involve tongue tip constrictions at
anterior locations. Larger English gestural con-
stellations (multi-segmental) that may approxi-
mate the patterns found in the lateral fricatives
include /zl/-/s)/ (paigley,” slow), “zhl”-"shl”
(rougeless, Ashley), or voiced vs. voiceless “thl”
(blithely, breathless). Finally, the Zulu alveolar
versus lateral click consonants incorporate gestu-
ral constellations that are quite dissimilar from
any in English. Both have full closures at two lo-
cations, alveolar (tongue tip) and velar (tongue
body). A vacuum is created in the intervening zone
by drawing the tip or one side of the tongue down-
ward until the suction is released. In syllabic con-
text, this is followed immediately by release of the
velar closure. The double closure plus suction re-
lease does not closely resemble any Englisn gestu-
ral constellation.

Gestural phonology can also account parsimo-
niously for a wide variety of phonological
phenomena within its articulatory framework,
using gestural primitives that have intrinsic
temporal and spatial dimensions, unlike static,
dimensionless phonetic features. In most cases
these gestural accounts are backed by speech
production data. For example, minimal contrasts
are two gestural constellations that are identical
except for a critical difference in constriction
location (e.g., /b/ vs. /d/) or constriction degree
(e.g., /bl vs. /wl) in the oral tier of the articulatory
geometry, presence/absence of a gesture of the
velum (e.g., /ma/ vs. /b/) or glottis (/p/ vs. /b/), etc.
The tube geometry of the vocal tract also appears
to account straightforwardly for certain natural
classes, i.e., groupings of different types of
phonetic categories that nonetheless participate
together in widespread phonological processes. To
illustrate, nasals, liquids (/r/, /I/) and vowels form
the class defined traditionally by the [+sonorant]
feature, which has been difficuit to define
objectively. In gestural phonology, these phonetic
types share the simple gestural similarity that
they all maintain one of the two vocal tract
pathways (oral, nasal) wide open for outward air-
flow (Browman & Goldstein, 1989). Many allo-
phonic variants can be explained as the overlap-
ping of adjacent gestures, or coarticulation, as in
the dental allophone for /1/ in ten themes, which
results from overlapping of the wide velum for /n/
and the dental location of the tongue tip for “th”

(Browman & Goldstein, 1989). Analogously, ges-
tural overlap can account for certain cases of
phonological assimilation, as when the /n/ in seven
plus assimilates to /m/ in casual speech. The fea-
ture-based rule is that the labial feature of the /p/
spreads forward to the /n/. The gestural explana-
tion is that the bilabial closure gesture of the /p/
overlaps the velum opening gesture for the /n/,
thus “hiding” the aerodynamic evidence of the
alveolar tongue gesture for /n/ and producing the
bilabial nasal /m/ (Browman & Goldstein, 1989).
Cases of phonological deletion can be handled
likewise from a gestural perspective. For example,
feature-based approaches posit a deletion rule
whereby the final // of the first word in perfect
memory gets deleted, but in gestural terms it is
simply the case that the alveolar /t/ gesture gets
hidden by overlap with the /m/ of memory
(Browman & Goldstein, 1989, 1990c). Gestural
overlap can even account for the insertion of an
additional segment between other segments,
called epenthesis. As an illustration, something is
often pronounced in American English with a /p/
between the /m/ and the “th,” leading feature-
based accounts to invoke an insertion rule. But
the /p/ arises gesturally from the overlap of the bi-
labial closure gesture for the /m/ and the glottal
opening gesture for the following “th” (Browman &
Goldstein, 1990c). The phenomenon of metathesis,
in which the sequential order of segments becomes
reversed by some phonological process, has been:
particularly vexing for generating feature-based
rules that are powerful enough to describe the
phenomenon but not so overly powerful as to gen-
erate many non-occurring reversals. Such order-
ing reversals often occur in speech errors, as when
the rapid production of Bob flew by Bligh Bay
comes out as Blob foo by Bligh Bay. A gestural
analysis of tongue movement for the /I/s in these
utterances reveals evidence of the temporal
“sliding” or overlap of the tongue tip constriction
gesture with those preceding it in the represented
sequence, causing both overt and covert speech
errors (Browman & Goldstein, 1992a).

The gestural phonology model has received some
criticism from nonlineas phonologists, as well as
some praise. On the positive side, some phonolo-
gists acknowledge that placing articulatory con-
straints on phonological processes is advantageous
(see also Archangeli, 1988; Archangeli &
Pulleyblank, in press), especially with respect to
better delineation of the relation between phonol-
ogy and phonetics (e.g., Clements, 1992; Pierre-
Humbert & Pierre-Humbert, 1990). By and large,
the criticisms reflect two underlying observations:
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1) gestural phonology rejects static, timeless
phonological features that differ in kind from
physical, phonetic realizations; 2) it does not in-
voke abstract cognitive rules about phonological
representations (e.g., Pierrehumbert, 1990;
Pierrehumbert & Pierrehumbert, 1990; Steriade,
1990). In other words, gestural phonology rejects
two central tenets held by both SPE and nonlinear
phonologies. These criticisms also suggest some
partial misunderstanding of gestural phonology.
The model does include discrete, or categorical, el-
ements at the phonological level of the task dy-
namics used to generate gestures (Browman &
Goldstein, 1992b). Moreover, it does distinguish
between phonological and phonetic levels of repre-
sentation, but views them as macroscopic versus
microscopic descriptions of the same dynamic,
physical domain of speech events (Browman &
Goldstein, 1990a; see also Ohala, 1990). This
brings us back to the central claims of the ecologi-
cal approach, which assumes that perception must
be grounded in physical reality. On that note, let
us return to the issue of how the physical proper-
ties of native speech are perceived by the adult
and learned by the child.

The ecological approach to perceptual
learning of speech

All of the phonological approaches discussed,
including gestural phonology, have taken their
task to be the generation of a physical phonetic
output from the more abstract phonologicai
component of the grammar. But we began with,
and now return to, the opposite process—how a
perceiver, particularly a young learner, gets from
the phonetic surface to the phonological structure
via perception. Specifically, the chapter began
with the question of how experience with one’s
native language comes to affect one’s perception of
non-native speech sounds and contrasts from
unfamiliar languages. Fhonology has provided
little guidance here. Although Chomsky and Halle
stated in SPE that a listener who knows the
language being spoken will hear the phonetic
shapes predicted by the phonology, it is unclear
how they would expect the phonology to handle
discrepancies between the phonetic features in a
non-native sound and the feature matrices defined
by the phonological system of the listener's
language. Indeed, how would it even handle
perception of corrupted native speech (e.g., foreign
accented or disordered speech), or the phonetic
patterns of an unfamiliar dialect? Nonlinear
phonological approaches don’t help much, as they
also have devoted minimal attention to theoretical

issues in perception. And gestural phonology, the
youngest of the approaches, has also focused the
majority of effort on production. Moreover, none of
these phonological approaches has given any
depth of consideration to how infants and young
children perceptually learn about the phonological
structure of their native language.

To address these issues, we return to the direct
realist view of speech perception based on the
Gibsons’ ecological theory of perception. This view
assumes that listeners perceive information in
speech about the distal articulatory gestures that
shaped the phonetic patterns (Best, 1984, 1993, in
press, a, b; Fowler, 1986, 1989, 1991;). Because it
assumes that phonological processes derive from
the same physical, dynamic domain as the pho-
netic details of actual utterances, gestural phonol-
ogy lends itself to an ecological perspective on
cross-language influences in perception, as well as
on how the infant learns the phonological proper-
ties of the native language. Articulatory gestures
would provide a common metric for both percep-
tion and production of speech. The interrelation of
perception and production is central to both
speech imitation and language acquisition.

The direct realist view posits that perceivers
recover information from speech, and from other
sound-producing events, about the distal
structures and events that produced the sounds.
This view assumes that information about
articulatory gestures is directly perceived in
speech, as opposed to being the end-product of
cognitive processing of the raw acoustic input. The
speech signal is shaped by the structure and
movements of the vocal tract according to physical
laws, as indicated by the earlier quote from James
Gibson. Thus, evidence about articulatory
gestures is available to perceivers as structured
information about the speech events that
produced the signal. This view is not the same as
that of the well-known motor theory of speech
perception (e.g., Liberman & Mattingly, 1985),
which posits that perceivers refer to the motor
control of their own speech in order to perceive the
phonetic structure of speech input. The ecological
claim is that listeners perceive the speaker’s
articulatory gestures as such, without referring to
their own articulatory commands and, indeed,
regardless of whether they can themselves
produce similar signals.

That listeners perceive gestural information in
speech is supported by cross-modal speech percep-
tion research (see also Best, 1993; Studdert-
Kennedy, 1993). McGurk (McGurk & MacDonald,
1976) found that when presented with audiovisual
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syllables {u which the synchronized consonants in
the two modalities are from different categories,
listeners perceive a unified phonetic pattern that
is compatible with both modalities, rather than
noticing the discrepancy. That is, the two modali-
ties apparently provide evidence about a common,
underlying dimension such as articulatory gestu-
ral patterns. An alternative argument that the
perceptual link between visual and auditory in-
formation is learned by association is illogical in
the general case, according to the Gibsons’ argu-
ments, and has been empirically refuted for the
speech perception case by two recent reports.
Cross-modal integration does occur for synchro-
nized but discrepant consonants presented audito-
rily and tactually—blindfolded subjects manually
felt the movements of an experimenter’s silent lip
movements, synchronized with audio recordings—
although t~»v * .« never had such tactile-auditory
experiencc vith speech. Yet there was no cross-
modal inte fration for synchronized audio and
written syllables, in the face of the subjects’ ex-
tensive associative experience with the relation
between text and speech (Fowler & Dekle, 1991).
In another study, young English-learning infants
heard repetitive audio presentations of the French
lip-rounded vowel /y/, which does not occur in
English, synchronous with side-by-side silent
videos of English lip-rounded long “co” and un-
rounded “ee” (Walton & Bower, 1993). The infants
preferentially fixated on the “0o0” video when
hearing /y/. Given their lack of prior experience
with /y/ this could not have been a learned asso-
ciation, but rather suggests detection of the articu-
latory commonality of lip-rounding across
modalities.

More in-depth treatment of the rationale and ev-
idence for the general direct realist approach to
speech perception can be found in other reports
(e.g., Best, 1984, 1993, in press, a, b; Fowler, 1986,
1989, 1991; Fowler, Best, & McRoberts, 1990
Verbrugge, Rakerd, Fitch, Tuller, & Fowler, 1984).
Our concern here is specifically with how infants’
and adults’ perception may be differently affected
by experience with the native language, particu-
larly by its phonological structure. What we per-
ceive in both native and non-native speech ap-
pears to depends what we've learned about the
native phonology through experience with that
language.

Language-specific phonetic-gestural
properties and perceptual learning

Recall the basic tenets of perceptual learning
according to the ecological perspective—that per-

ceptual systems become attuned by experience to
particular types of information; that this involves
optimization in the pickup of relevant informa-
tion; that it entails the discovery of critically dis-
tinguishing properties of distal structures and
events; and that this is accomplished via per-
ceivers’ active search for invariants in the flow of
stimulation that most economically specify those
crucial properties. Educated attention minimizes
uncertainty about objects and events in the world,
by selecting or extracting reduced information
specifically for its ability to critically differentiate
things of interest or usefulness to the perceiver.
Earlier it was argued that the identity of objects
and events is specified by structural and trans-
formational invariants available in the flow of
stimulation over time and space. Moreover, recog-
nition of similarities and differences among things
often depends on abstraction of higher-order in-
variants which depend on prior detection of other,
lower-order invariants. As Eleanor Gibson re-
marked, the critical invariants are generally rela-
tional in nature, rather than isolated, independent
attributes.

To consider how higher-order relational invari-
ants might be discovered in speech through per-
ceptual learning, I will turn briefly to some cen-
tral concepts developed in work on an ecological
approach to the formation of complex coordinated
skills and behaviors (e.g., Kugler, Kelso, &
Turvey, 1982; Saltzman & Kelse, 1987; Turvey,
1980; 1990) including speech (Saltzman &
Munhall, 198S). The goal of coordination is to
maximize the adaptability and flexibility of
achieving some goal of action by minimizing the
number of separate dimensions that must be di-
rectly controlled. As Turvey (e.g., 1980, 1990) and
others have argued, this is accomplished by form-
ing task-specific synergies among muscle groups,
or coordinative structures. Te understand this
concept, consider an example commonly cited by
ecological researchers—the task of a puppeteer
and the way that the construction of her mari-
onette simplifies the control of its movements. By
linking the puppet’s limbs with strings to a con-
troller bar, the puppeteer obviates the need to
move each joint of each limb separately, instead
producing coordinated movements among multiple
limbs by single movement of the controller. By
this means, the many degrees of freedom control-
ling the joints of the separate limbs have become
joined together into a coordinative structure with
fewer degrees that must be directly controlled.
Research on locomotion indicates that coordina-
tive structures account for the coordination of flex-
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ion and extension of each leg joint in proper se-
quence during the swing of each leg, the alterna-
tion between the legs, and the postural adjust-
ments required throughout for maintenance of
balance. Coordinative structures show task-spe-
cific flexibility in that temporary perturbations re-
sult in automatic, immediate compensatory ad-
Jjustments among the coordinated elements so that
the general goal is preserved without requiring
numerous command decisions about specific
elements.

Saltzman and Munhall (1989) provide logical
and empirical evidence that in speech coordinative
structures accomplish the gestural goal of forming
a constriction of a particular degree at a particular
vocal tract location, by harnessing together the
specific articulators in ways that automatically
compensate for perturbations and contextual
variations. The language-specific gestural phasing
patterns of Browman and Goldstein’s gestural
constellations are examples of higher-order
coordinative structures in speech. Coordinative
structures in motor control can form and re-form,
and operate as emergent properties of self-
organizing systems (see Madore & Freeman, 1987;
Prigogine, 1980; Prigogine & Stengers, 1984;
Schoner & Kelso, 1988; Turvey, 1980, 1990).
Emergent properties of self-organizing systems,
including their sensitivity to initial conditions,
have been proposed as the basis for the evolution
of maximal dispersion among the elements of
language-specific phonological inventories
(Lindblom, 1992; Lindblom, Krull, & Stark, 1993;
Lindblom, MacNeilage, & Studdert-Kennedy,
1983), as well as for the ontogeny of phonological
organization in the child (Mohanan, 1992;
Studdert-Kennedy, 1989). The latter proposals
point to the importance of viewing the native
phonology as an organized system when
considering how language-specific experience may
affect perception of phonetic patterns that fall
outside the native phonological system.

Insights about coordinative structures and self-
organizing processes, and about the importance of
minimizing the degrees of freedom that must be
separately controlled, will serve as useful
heuristics for thinking about perceptual learning
of phonetic and phonological structure in native
speech. Indeed, they are crucial to an ecological
approach to the issue, given the direct realist
assumption that speech perception entails the
pickup of information about the distal articulatory
events that produced the signal. The ecological
approach assumes that perceivers actively explore
the rich flow of multimodal information in spoken

utterances for invariant patterns that are of
interest or utility to them. Educated perception
should therefore actively seek and extract critical
features of the coordinative structures responsible
for the gestural organization of native speech.
These coordinative structures should include
language-specific articulatory gestures and
constellations of phasing among gestures at all
levels in the language—from traditional segments
to syllables, words, prosodic phrases, etc. The
information detected for the language-specific
coordinative structures would be higher-order
invariants, consistent with the principle that an
attuned perceptual system optimizes information
pickup by extracting a.reduced stimulus, one that
minimizes the degrees of freedom that describe
the events producing the flow of stimulation.
Analogous to the coordinative structures that
combine articulators into the coordinative
structures to produce gestural events, detection of
higher-order invariants would automatically
account for contextual variations such as speaking
rate and style, allophonic variation due to
phonetic context, speaker differences, and so on.
Such invariants allow the perceiver to “hear
through” lower-order variations that are
irrelevant to phonetic coordinative structures in
native speech. To illustrate, take the case of a
man saying Bob normally vs. while clenching a
pipe in his teeth. Bilabial closure for /b/ involves
simultaneous jaw and lip narrowing movements,
while the “ah” vowel involves jaw opening along
with tongue body movement for pharyngeal
narrowing. When the pipe is clenched, however,
the jaws are held in a fixed, nearly-closed position.
As a result, the speaker must accomplish the
bilabial closure solely with the lips, and the vowel
gesture solely with the tongue. The lower-order
articulatory invariants of specific jaw, lip and
tongue positions at specific times would thus
differ between the two utterances, which together
permit an attentive listener to hear whether the
speaker’s teeth are clenched. But the higher-order
phonological invariant in both utterances is that
bilabial closure occurs at both ends of the
utterance, and a pharyngeal narrowing occurs
between the two closures. Thus, the word Bob is
perceived in both cases (i.e., the listener “hears
through” the lower-order differences to detect the
phonological structure). The higher-order
description provides “reduced” information,
relative to the lower-order one, by capturing fewer
individual degrees of freedom.

The perception of non-native speech sounds by
the native-language-educated attention of mature
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listeners would certainly be influenced by the

perceiver’s seeking of familiar higher-order
invariants. In other words, the flip side of the
efficiency of extracting native higher-order
invariants may be an increase in difficulty of
essentially “going back down a notch” to pick up
the lower-order, and therefore more numerous,
gestural details in unfamiliar non-native
categories and contrasts which are irrelevant to
critical distinctions among native gestural
constellations (for further discussion of
implications for second-language learning, see
Best, in press b; cf. Flege, in press).

Although language-specific higher-order
invariants are present in native speech, reflecting
the coordinative structure among the distal
articulatory events that produced it, most or all of
these are initially beyond the perceptual reach of
infants. They must still discover how the lower-
order invariants of the - simple articulatory
components of gestures, which they are able to
detect from early on, are harnessed into higher-
order coordinative structures or gestural
constellations by native speakers. Perceptual
learning of the critical relational properties of
higher-order structural and transformational
invariants in native speech should thus entail a
progressive reduction in the quantity of stimulus
detail that must be detected, analogous to the
reduction in directly-controlled degrees of freedom
that results from the formation of coordinative
structures in motor skill acquisition (or
coordinated control of marionette limbs). This
occurs because infants actively explore utterances
to discover the optimal sets of gestural invariants
that specify the native language structures that
are interesting and useful to them. The latter, of
course, continue to change as the infant develops,
the discovery of lower-order invariants permitting
the further discovery of higher-order ones.

By this ecological account, then, to learn to
perceive the sound pattern of the native language,
i.e., its phonological structure, is to discover the
critical invariants specifying the various nested
levels of gestural constellations in native speech.
Learning to detect the crucial higher-order
invariants means, of course, that there will be
developmental change in the perception of native
speech categories and contrasts. But given the
presumed ability to detect lower-order articulatory
invariants early on, developmental change in the
perception of native patterns may be apparent
mainly as increased efficiency in extraction of
critical invariants. This increased efficiency may
foster the infant’s emerging ability to recognize

words—sound-meaning relations—by the third
quarter of the first year. That is, the infant should
more easily and rapidly recognize the crucial
gestural properties that define a given word
irrespective of the irrelevant variation in its
specific details when it occurs in different speech
contexts, is produced by different speakers, etc.
But perceptual learning of native gestural
constellations also carries implications for
developmental change in perception of non-native
phonetic patterns during the same period.
Developmental changes in perception of non-
native sounds should be, and are, more dramatic
because when the infant begins to discover
language-specific invariants in native speech,
he/she will pick them in native speech but will
often be unable to find those familiar invariants in
non-native utterances.

We turn now to the Perceptual Assimilation
Model (PAM), which I developed to account for the
developmentally-changing effect of experience
with a particular language on the perception of
non-native phonetic contrasts (Best, 1993, in press
a, b; Best, McRoberts, & Sithole, 1988; Best &
Strange, 1992). I began developing this model
several years ago in an attempt to provide a
coherent theoretical account for a number of
observations in the literature on adult cross-
language speech perception and on developmental
changes in infant speech perception. Specifically,
as indicated at the beginning of the chapter,
adults often have difficulty discriminating non-
native phonetic contrasts, while young infants
have no such difficulty. Before the end of the first
year, however, infants also begin to display
difficulties discriminating non-native contrasts.
However, no existing theoretical treatment offered
a single, comprehensive explanation for 1) why,
exactly, language-specific effects might occur in
either adults or infants, 2) whether and why the
effects might differ between adults and older
infants, and 3) what the effects might suggest
about the influence of phonological knowledge on
perception. Certain complexities in reported adult
findings would also have to be accounted for:
discrimination levels appear to vary among
different types of non-native contrasts, perception
of non-native contrasts can be improved somewhat
through perceptual training or through second
language learning but this also depends on the
type of contrast involved, and discrimination of
non-native contrasts can be strongly affected by
various task manipulations (the findings are
reviewed and discussed in greater detail in Best,
1993, in press a, b).
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Based on the considerations laid out in the pre-
ceding portion of this chapter, I used the ecological
theory of perception as the foundation for develop-
ing a coherent theoretical account of the observa-
tions on cross-language speech perception in
adults and infants. Thus, PAM is based on the
ecologically-motivated assumption that efficient
detection of native gestural patterns in speech
may guide and constrain listeners’ pickup of in-
formation in non-native phonetic categories and
contrasts. This model is unique in several re-
spects. First, it follows an ecological line of reason-
ing about perceptual learning rather than relying
on innate linguistic abilities, information process-
ing concepts, or cognitive development. Second, it
attempts to provide a unified account for both
adult cross-language perception findings and de-
velopmental changes in infancy. Third, it is the
first to provide a detailed, coherent basis for pre-
dicting which non-native contrasts should be diffi-
cult to discriminate and which should be easy, and
why. To the extent that PAM is compelling and is
able to coherently account for the phenomena of
cross-language speech perception in adults and in-
fants, it obligates us to give serious consideration
to the ecological approach.

We will turn next to an overview of how PAM
accounts for the perception of non-native phonetic
patterns by adults. For readers who are familiar
with PAM, I should point out that there are sev-
eral new features, by comparison with earlier
versions of the model (i.e., Best, McRoberts, &
Sithole, 1988; Best, in press a). Specifically, the
relation between assimilation of non-native seg-
ments and discrimination of non-native contrasts
has been clarified, additional discrimination types
are now recognized and described, and the devel-
opmental aspects of the model are more fully de-
lineated. :

Perceptual assimilation model

The basic premise of the Perceptual
Assimilation model (PAM) is that adults actively
seek higher-order-invariants in speech which
specify familiar gestural constellations, whether
confronted with native or non-native utterances.
Therefore, what they will perceive in non-native
speech, at least initially when they have had little
or no linguistic experience with the language in-
volved, are the similarities and dissimilarities be-
tween the non-native gestural patterns and the
familiar gestu