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Preface

This volume includes working-paper versions of the research presented at the
Second Conference on Semantics and Linguistic Theory (SALT II), held at Ohio
State University from 1 May to 3 May, 1992. The local organizing committee
(Chris Barker, David Dowty, and Craige Roberts) gratefully acknowledges the
sponsorship of the College of Humanities, the Department of Linguistics, and the
Center for Cognitive Science, all at Ohio State University. We would aiso like to
thank our advisory committee (Greg Carlson, Gennaro Chierchia, Robert May, and
Sally McConnell-Ginet), who were arr ong those colleagues who provided us with
copious and valuable advice and comments during ali phases of organizing and
running the conference. Our wonderful abstract reviewers provided thorough and
prompt evaluations, and in many cases we were able to pass on their comments
(anonymously) to the authors of accepted abstracts; many authors found this
feedback to be quite helpful, as reflected in the acknowledgements of some of the
papers in this volume. The authors especially are to be thanked for their sometimes
considerable efforts towards reconciling our style and formatting requests with our
early and relatively inflexible deadlines; withour their zeal we could never have
published this volume so promptly at such a high level of overall quality. Only one
paper presented at the conference does not appear in this volume, namely, Angelika
Kratzer's talk on ‘Thematic Relations and the Semantics of Voice'. (In the table
of contents, the names of invited speakers are set in bsldface, but since Kratzer’s
name does not appear in the table of contents, let us note here that she also was one
of ourinvited speakers.) In adrition, however, we are pleased to be able to include
papers by our two alternate speakers, Kai von Fintel and Friederike Moltmann. A
number of local graduate students helped in various crucial ways, from driving to
and from the airport to housing conference participants to running the registration
table. These graduate students include Elizabeth Dalton, Paul Dinsmoor, Joyce
Lambert, Robert Poletto, Mutonyi Nasiombe, Frederick Parkinson, and Darryl
Wylie. Chriss Large and Marlene Payha also provided invaluable help and advice.
Thanks to all of these pcople, and more.

The editors,

Chris Barker
David Dowty
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Definiteness, existentials, and the 'list’ interpretation

Barbara Abbott
Michigan State University

1. Introduction

The ultimate explanation for the definiteness effect in existential sentences
depends in part on decisions about the class of existential sentences. Probably no
one is in doubt about examples such as those in (1)

8)) a. Thereisa fly in your soup.
b. There are three students waiting o be seen.
¢. There are people to see and places to go.

A crucial question here is whether or not examples like those in (2) should be
included in this category or regarded as belonging to a different construction:

2) a. There is the leftover chicken from last night.
b. There are only thee and me (and sometimes I wonder about thee).
c. There is the laundry to be brought in and the dishes to be dried.

In this paper I want to defend the position that the examples in (2) belong to
essentially the same construction as those in (1) (thus supporting the views of,
e.g., Bolinger 1977, Barwise and Cooper 1981, Woisctschlaeger 1983, and
Lumsden 1988). Hence I will argue that the definiteness effect should not be
regarded as a prohibition against (some) definites but rather the fact that (some)
cxistentials with definites require special contextualization. This in turn suggests
that the best account of this effect will be in pragmatic, rather than purcly
syntactic or semantic, terms. Finally, it will be noted that the NPs requiring
special contextualization do not coincide with those frequently defined in formal
terms as definite (i.e. NPs whose determiner is the, a demonstrative, or a
posscssive, as well as proper names and pronouns). This in turn has consequences
for what the formally definite NPs po have in common.

2. The status of contextualized existentials

Sentences like those in (2) have a couple of well known distinctive
Characteristics. Pragmatically, they virtually require a context in which a question
has been raised about the existence of some entity to fill a certain need or other
role. Thus the examples in (2) are natural answers to the questions in (3),
respectively.

13
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?3) a. What is there to eat?
b. Are there any sane people in the world?!
¢. How much work is there left to do?

In view of this property I will henceforth refer to this kind of existential as a
‘contextualized existential' (or CE). Secondly (a related fact) -- an example like
(2a) may occur with rising (or at any rate non-falling) intonation, as pictured in
(2a").

N
(2a) There's the leftover chicken...

These characteristics have apparently led a number of people, following Milsark
(1974:126-7), to regard sentences like (2) as invoking a (possibly incomplete) list.
In fact these examples are frequently called 'list' existentials. Furthermore in
some analyses of existentials this hypostatization of a list plays a crucial role in

accounting for definiteness effects. In the remainder of this section I will argue
against such analyses.2

2.1. Safir's analysis.

Probably the most extreme example is the analysis in Safir 1985, 1987.3
Safir regards the superficial similarity of examples such as those in (1) and (2)
(e.g. dummy rhere as subject, presence of be4) as concealing important
differences. While the be in (1) is predicational, and the there simply a dummy;
in (2) be is asserted 1o be ‘identificational', and the there 'stands for some
discourse-controlled presupposed heading of the list' (1985:119). Thus the
examples in (2) are held to be similar in structure and interpretation to Safir's
example (4) (1985:119).

(G The starting five are Bob, Carol, Alice, Ted and Leain.

lLa.rry Horm reminds me that the exact quote I am alluding to here is: 'All the world is queer
save thee and me, and even thou art a litde queer’, attributed to Robert Owen on separating {from
his business partner William Allen, in 1828

2Lakoff (1987:5611) has asseried & similar view conceming list analyses .

38afir 1987 does not actually discuss CEs, but the analysis of ordinary existentials given
there provides a relevant contrast and aspects of it will be cited below.

4Discussion of the presumably related construction with dummy there as subject but main
verb other than be, such as
@) There strode into the room a tall young woman.

are beyond the scope of this paper. See Aissen 1975, Bolinger 1977, for some carly discussion.
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This analysis is inspired by the need to account for Case on the definite NPs in
focus position. In ordinary existentials, on Safir's anaiysis, indefinite NPs receive

. Case by being bound by there, and escape Principle C of the Binding Theory by

not being considered R-expressions. In fact they are considered to be predicate
nominals.

There are a number of problems for Safir's analysis.> Although it is claimed
to ‘account plausibly for the semantics of the list interpretation' (ibid.), it is not
cleac how this is so. Note for instance that replacing be in examples like (2) with
consists of or includes is not possible preserving either sense or grammaticality.
Then too it is not possible to reverse the supposed arguments of be, in contrast to

the case with ordinary identification statements. Compare the examples in (5) and
(6) below:

(5) a. The starting five are Bob, Carol, Alice, Ted and Lenin.
b. Bob, Carol, Alice, Ted and Lenin are the starting five.

©) a. There is the leftover chicken from last night.
b. The leftover chicken from last night is there.

There in (6b) has only the locational reading -- i.e. (6b) does not mean the same
thing as (6a). In reply it might be pointed out that proforms in identificational
sentences frequently cannot occur in object position. Thus the example in (7a)
below, with demonstrative that, is not reversible,

) a. That is Mary.
b. *Mary is that.

However note that there in its demonstrative function can appear in object
position in an identificational sentence, as in (8b):

(8) a. There is where the forks go.
b. Where the forks go is there.

Another problem for Safir's analysis is explaining why there should have this
particular pronominal type of interpretation only in sentences like those in ).
Corresponding 10 (Sa) we can have something like (9a), but this type of use is not
possible with there, as (9b) shows:

5Sec also Heim 1987 for a discussion of the problem presented by what Carlson 1977 calls
‘amount relatives', such as example (i):

@) What light there is in this painting is Quite diflTuse.
I'am grateful to Greg Sump for reminding me of this.
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()] a. The starting five/they are (listed) on the blackboard.
b.*There is (listed) on the blackboard.

(We must imagine (9b) as a response 10, e.g., What is there on special today?, in
order to provide the 'discourse controlled presupposed heading of the list'. It
doesn't help.)

Finally, Lumsden (1988:133) notes that the relatively high degree of
referentiality of a number of indefinites in ordinary existentials, such as (10):6

(10) There was this weird guy in the bookstore this morning.

weakens the grounds for claiming a distinction between ordinary existentials and
CEs on the grounds of referentiality. On Safir's analysis this weird guyin (10) isa
predicate noininal, but that does not seem to be right. Note on the one hand that it

cannot occur as a complement of seem (one of Safir's diagnostics for predicate
nominals (cf. 1987:86)):

(i) a. John seems a fool.
b.*John seems Mary's brother.
c¢.*John seems this weird guy.

And on the other hand it can occur with apparently the same sense and reference it
has in (10} in ordinary argument positions:

(12) a. This weird guy came up to me in the bookstore this morning,.
b. I'saw this weird guy hanging around the bookstore this morning.

(See also the examples of ordinary existentials with definite NPs given below in
section 3.) Safir's analysis is open to other objections aimed generally at
hypostatization of a list which will be discussed below in section 2.3.

2.2. Rando and Napoli's analysis.

Rando and Napoli (1978) also invoke a list as an essential part of their
account of the definiteness effect. On their theory (1) and (2) do belong to
basically the same type of construction, and both assert existence. The difference
lies in what is being asserted to exist, and in (2) ‘what is predicated as existing is

SPrince 1981 argues that NPs like this weird guy in (10) are indefinite but necessarily
specific. T use this kind of example because it brings out Lumsden's point especially clearly. The
same point could have been made with an ordinacy indefinite like a very weird puy. the diffcrence
is that the latter may have a nonspecific, nonrcferential interpretation in some contexts, while this
weird guy cannot.

18




Q

PAFullToxt Provided by ERIC

the entire list”7 rather than the items on it. Their explanation for the definiteness
effect itself involves not definiteness but anaphoricity -- the focus NP in an
existential must be nonanaphoric, in some sense. More specifically, they
characterize anaphoric NPs as those whose referents are 'previously mentioned or
otherwise known to both speaker and hearer’ (p. 307). This is intended to capture
the intuition that the focus NP introduces new information.

Rando and Napoli's analysis is an appealing one, but it too is not without
problems. Note first that the relevant notion of anaphoricity needs revision in the
light of examples like (13), which would be strained even in a context in which
the speaker does not assume the addressee knews of her brother:

(13) *There's my brother in the living room.

Apparently the degree of accommodation such examples call for (cf. Stalnaker
1974, Lewis 1979) is not sufficiznt for assertion. A more serious problem for
Rando and Napoli is that it is not true that the focus NP in an existential, whether
or not it is construed as introducing a list of some kind, can never be anaphoric.
The examples below show this:

(14) : Who should greet the guests?
: Well, there's John.
: Yes, I suppose there's always him.

(15) : Don't forget that Kim will be bringing a salad.
: Oh right -- there is that.

The focus NPs in the existentials in these examples are clearly anaphoric in the
relevant sense, and the notion of a list will not be helpful here. Rando and Napoli
say that 'for a list to be non-anaphoric, some aspect of it must be unknown -- must
be new information, e.g. the choice of members or the number of members' (p-
311). But neither the choice of referent nor its cardinality is new information in
either (14) or (15), and nothing else seems to be new either.

Rando and Napoli were apparently strongly influenced toward their ‘list’
analysis by the distinctive nonfalling intonation contour of a typical utterance of
(2a), which they describe as 'the intonation of a list' (p. 300). However this is not,
in fact, ordinary list intonation (whicn is a siinple rise} but rather a pattern called
fall-rise’ (or FR) by Ward and Hirschberg 1985 (following Ladd 1980).8 Note the

7('P. 306) Actually Rando and Napoli attribute this assertion to Milsark 1974, 1977, but
they do accept it as being ‘essentially correct' (p. 307). Furthermore | do not believe Milsark ever
said exactly this. Milsark's view will be touched on below.

81 am grateful to Craige Robe-ts for pointing this out to me in comments following the oral
preseatation of this paper. Ward and Hirschberg cite a number of other discussions of this contour
(1985:749), which they also r .fer to tn later work (Ward and Hirschberg 1989) as L*+H L H%',
following Pierrehumbert 1980.
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following examples, in which \ / marks the same FR pattern. ((16) is Ward and
Hirschberg's (6), and (17) is their (85).)

(16)  A: How can anyone with any sense not like San Francisco?
B: \Bill/ doesn't like it.

(17)  A: Can you sing a Motels song right now?
B: Now?
A: Yeah.
B: My \cowsin can.

On Ward and Hirschberg's analysis examples like those in (16A) and (17A)
invoke an open predicate, where potential satisfiers of this predicate form a scale
(analyzed by Ward and Hirschberg as a partially ordered set (or poset)). It seems
clear that CEs like (2a) function to suggest items to fulfill certain roles, which
seems at least consistent with the Ward and Hirschberg analysis.9 Ward and
Hirschberg argue that the intonation pattern itself conveys a conventional
implicature of uncertainty, or a lack of speaker commitment. The lack cf
completion this contour conveys could be the result of anticipation by the speaker
of some kind of judgment on the part of the addressee as to whether the
suggestion is a good one or adequate for the job at hand. Of course it cculd be
maintained that this in turn implies a hypothetical list of some kind -- namely a list
consisting of other suggestions if the current one is not acceptabie. This might
correspond to Ward and Hirschberg's scale, and may, in fact, be the source of
Milsark's original intuition that there is a list. "lurking in the background' (see
below). However even if that were true, there would be no reason to incorporate
such a list into the truth conditions of examples like (16B) or B's second utterance
in (17). As Ward and Hirschberg note, that utterance 'is true if and only if it is
true that B's cousin "can sing a Motels song right now™ (p. 773). By the same
token [ claim it has no place in the truth conditional semantics of examples like
those in (2). And note finally that (2a) need not be uttcred with the FR intonation
pattern. It might, in the same context, have a sham fall indicating a sudden
inspiraticn. In that case both the hesitancy, and the implication of other satisfiers
for the need at hand, would not be present

2.3. General arguments against the 'list' hypostasis.
Above we have looked at two fairly specific versions of the view that CEs

introduce or make reference to a list of some kind, and seen that there are
problems with each of them. These two are not the only analyses that invoke a list

51 am a bit hesitant about the need to postulate a scale in these cases.
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for CEs, 10 although they are among the most explicit. 1 have two arguments
aimed generally at analyses that invoke a list for CEs.

My first argument is really a challenge -- how exactly is the list to be
incorporated into the semantic interpretation of such sentences? I take it as
uncontroversial that a verbal list is not in question here. We would need
something more abstract. In another sense a list could be construed as a sequence
of items, but there is no evidence that ordering is part of the interpretation of
examples like those in (2). Thus the the truth conditions seem unaffected by
changes in ordering; (2b) (repeated here) expresses the same proposition as (2b').

2 b. There are only thee and me.
b". There are only me and thee.

Furthermore one can explicitly deny the relevance of order, as in (2¢'), below.

2 C'. There is the laundry to be brought in and the dishes to be dried, but not
necessarily in that order.

We seem to be left with a mereological sum or (equivalently here, ] think) a
set. Milsark 1974 suggests this route, using the exan. ples in (18) (his (97)-(99)):

(18) a. Is there anything worth seeing around here? Well, there's the Necco
factory. ’
b. Well, there are all those potholes on Main Street.
c. Well, there are many of my favorite eyesores.

One could imagine that in such cases some principle allows the class
predicate EXIST to take not the set denoted by the (quantified) NP as its
argument, but rather a hypothetical set which is projected from the NP
by taking the set actually denoted by NP as a member. This larger set
would be the ‘list' which seems to be lurking in the background of the
interpretation of sentences such as {(18)). (p. 127)

Passing over issues to do with the nature of the denotation of the focus NP itseif,
this sketch still leaves unanswered the question of the determination of the
hypothetical set which is to be 'projected from the NP. One possible answer in
the case of (18a) would be that the larger set is the singleton which contains the
denotation of the NP. However this set is completely determined by the NP, and
thus equally definite. On the other hand if the hypothetical set is required to
contain at least onc additional member, then there arises the question of how the
additional member is to be determined. Presumably the discourse context would

107iv 1982 is one example, although she indicates some hesitancy (p. 77). Bellett
(1988:15) is more enthusiastic. -

FRIC g
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come into play here -- so that in example (18) the additional items would be things
to see. However this suggestion would run into problems with examples like (19),
which explicitly assert that there are no additional items of the requested type.

(19)  A: Is there anything left to do?
B: There is only the wrapping and mailing -- that's all.

Alternatively one might try to propose some kind of intensional entity -- for (18)
something like the sense of the phrase things to see around here. However that
move would seem to have trouble getting the truth conditions of sentences like
(18) correct. (Presumably abstract things like intensions exist independently of
which particulars happen to fall into their extensions at any given time or place.
Thus there may be things to see in Cambridge even afier the Necco f: actory is tom
down.) There may be other possible ways to incorporate a list into the semantics
of CEs, but the burden of pursuing them is clearly on the person who wants to
claim that this is the right approach to take. The only reason I can see for doing so
is 1o try to maintain the view that definites are excluded from existentials in the
face of clear counterexamples.

My final argument against lists is that the invocation of a list does not
adequately distinguish CEs from ordinary existentials. (This may seem odd from
one who wants to argue that the construction is essentially the same. My point is
going to be that the consiruction is syntactically, semantically, and functionally
essentially the same. It is clear that there are differences, but I want to try to
explain those differences in pragmatic terms.) Observe first that we can have
what seem to be quite ordinary existentials where a list of NPs is in focus, e.g.
(20).

(20)  There are three carrot sticks, some broccoli, and a fly in your soup.

Note that an example like (20) does not require any special contextuaiization --
i.e. it could begin a discourse. (A suitable next utterance might be Are you sure
you followed the recipe exactly?) If (20) is, despite this, regarded as also invoking
alist in the same sense that the examoles in (2) are so regarded, then it needs to be
explained how (20) is different from (1a):

) a. There is a fly in your soup.

Itis not a possible response to say that in (1a) there is only a single NP in focus,
since that is also true of (2a). By the same token the list analysis does not explain
the other distinctive property of CEs noted above, namely the fact that they
typically require special contextualization. As just noted, {20) could begin a
discourse. One can even have an ordinary existential which explicitly introduces
a list at the beginning of a discourse. Compare (21):
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(21)  Hi -- there's a list of possible things for dinner posted on the fridge. Il be
home about 9:00. See you later.

The examples in (2), on the other hand, do not seem suitable for discourse
openers.  An adequate account of CEs and the definiteness effect should give an
explanation for this.

3. The 'unified’' view.

Of those analyses which regard CEs like (2) as different syntactically and/or
semantically from ordinari,' existentials like those in (1), probably the majority
invoke a list in some way.l! In the preceding section we have seen a number of
arguments against such approaches. I want to turn naw to a ‘unified’ view of
existentials. This is the view that CEs and ordinary existentials belong to a single
construction type and have the same kind of semantic interpretation. This
approach has immediate plausibility in view of the fact that the cxamples in (1)
and (2) are quite parallel in surface form (although see note 16, below). Note too
that CEs like (2) typically provide answers to questions which have been couched
with ordinary existentials, such as those in (3). Itis also the case that both kinds
of sentences seem to runction typically to present items to the addressec, and an
existence asserting analysis of their meaning scems apropos in both cases. This
approach also has the methodological edge of Occam's Razor.

To complete this happy picture we need to provide an explanation for the
fact that CEs typically cannot be felicitously used to initiate a discourse. This
follows almost immediately from two facts. One is that the focus in such
examples is an NP whose denotation is explicitly presumed to be familiar to the
addressee. The other fact is that, given this, it should be anomalous simply to
assert the existence of such an entity. However it is not anomalous if the
existence of this entity is pointed out as a response to a request for entities o

MThere are other possibilitics, of course. Some (Heim 1987, Higginbotham 1987, Eng
1991) simply do not mention CEs. Kecnan 1987 scems to -gnore them for the most part, but does
assert that (on his analysis, and correctly) cxistentials which have a focus NP with a definite
determiner do not have an 'existence assertion’ reading. Thus he states that (ia) below has only the
reading of (ib) and not (ic) (p. 304).

@) a. There were most of the students at the party.
b. Mo .t of the students were at the party.
¢. Mostof the students at the party cxisted.
However this is not truc. (ia) can have the reading of (ic) as a responsc to a question like (n):

(i) How many people were there at the pep talk following the party?

On the other hand it is not clear to me that (i) can have the interpretation of (ib) at all

| &5
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fulfill a certain role, or a request for entities of a certain type.12 In such a context
to assert ihe existence of something which is assumed to be known to the
addressee becomes a polite way to suggest that entity as suitable for the purposes
athand. Itis polite because it is indirect -- as Lumsden notes (1988, p. 224) both
(22b) and (22c) are possible answers to the question in (22a):

(22) a. WhatcouldI give my sister for her birthday?
b. John's book on birdwatching.
¢. There's John's book on birdwatching.

However, Lumsden argues, while (22b) asserts (23), (22c) only implicates it:
(23) You could give your sister John's book on birdwatching.

Lumsden points out that the implicature is cancellable with (22c), but the assertion
of (22b) is not cancellable: 13

(24) a. Whatcould I give my sister for her birthday?
b ?John's book on birdwatching, but I'm not suggesting it's a suitable
present.
c. There's John's book on birdwatching, but I'm not suggesting it's a
suitable present.

Note 100 the apparent need for politeness here. As noted above, use of the
anaphoric definite implics the speaker is assuming the addressee is familiar with
the referent. Hence in this kind of context, that is in the face of a request by the
addressee for entities for some purpose, it must be supposed that the addressee has
either forgotten about the existence of this entity, or hasn't considered it as a
possibility for the purpose at hand. The existential construction allows the
speaker to make a suggestion without preempting the addressee's right 1o make
their own judgment as to its suitability.

I need to acknowledge at this point that the explanation offered kere has an
element of the post hoc about it. One could ask why it should be considered polite
to assert the existence of an entity that you are in the same breath acknowledging
your addressee's familiarity with. Itis notinconceivable that to do this should, on
occasion or in some possible world, be construed as rude. Hence 1 wouldn't want
to predict that this kind of sentence is universally usable in this way. Nevertheless
it seems clear that in present day English examples like (22¢) are in fact more

|2Again 1 want to stiess that a number of people have already asserted esseatially this view,
¢.g. Bolinger 1977, Barwise and Cooper 1981, Woisctschlacger 1983, Lakoff 1987 and Lumsden
1988. (I should note that I did not become aware of the excellent discussion in Lumsden 1988
until quite recendy, after the main conteat of this paper was already formulated.)

131 have changed Lumsden's examples slighly. See his discussion, pp. 215-25.

16“
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polite than ones like (22b), and the account offered above provides at least a
partial explanation of that fact.14

It has been suggested that CEs are subject to some other peculiar restrictions
in addition to those noted already. Rando and Napoli cite Hankamer 1973 as
claiming that CEs do not allow future or perfect tenses, or negation, but give the
examples below in reply (n. 14, p. 311).

(25)  Q: What will be there be to see in London?
A: There'll be the Tower of London, St. Paul's, and much more.
Q: What families have ruled England?
A: There have been the Plantegenets, the Tudors, and the Stuarts.
Q: What is there to see around here?
A: “Well, there isn't the Washington Monument anymore -- that was swept
away in the flood.

Note too that the account supported here predicts that negative, as well as
interrogative, CEs should be odd (note Rando and Napoli's question mark for
(27A)). It ought to be odd to deny or question the existence of something whose
existence you are explicitly presupposing. On the other hand when negative
questions are used as tentative positive assertions, we would expect the
naturalness which we find in an example like (28), for which I thank Bili
Ladusaw.

(28)  Isn't there the leftover chicken from last night?
Finally Geoff Nunberg contributed the examples in (29):

(29)  a. Is there the IRS to worry about?
b, Too bad there isn't Dick Nixon to kick around anymore.

Given what I just said about predicting badness for negative and interrogative
CEs, these examples need an explanation which I do not have at present. It may
be that the infinitival complement is, in effect, what makes these o.k.

At this point [ would like to summarize the view defended above before
turning to a consideration of the nature of definiteness. The view defended here
starts with the assumption (shared by many) that existential sentences are
interpreted as assertions of existence.!> The definiteness effect, reinterpreted

1410 the discussion following the talk questions were raised about the possibility of CEs in
other languages. It was reported to me that these are fine in Dutch, but there seemed to be some
doubt about their possibility in German and French (but cf the remarks by Rando and Napoli
(1978:312)). This issuc requires further investigation.

5Cmigc Roberts and Alessandro Zucchi both stressed to me in comments following this
talk that cxistentials cannot be held to assert ordinary, real world cxistence. This issue is discussed
at greater length in Abbott 1991.




here as a requirement of special contextualization for NPs which indicate that the
speaker assumes the addressee is familiar with their denotation, is held to be a
pragmatic consequence of this interpretation. Thus the distinctive properties of
CEs are ex{)lained with a minimum of arbitrary stipulation or unmotivated
apparatus.!6  We saw above that one attempt to give an account of the
definiteness effect syntactically -- in terms of Case marking -- suffered from a
number of unsolved problems. We saw also that the Milsark/Rando and Napoli
semantic account was problematic. I have not shown that no purely syntactic or
semantic analysis of existentials and the definiteness effct can succeed, but the
prospects for such an eventuality do not look bright.17

4. Definiteness.

We turn now to a brief consideration of the nature of definiteness. Definite
NPs are typically defined formally to include (in addition to personal pronouns
and proper names) NPs whose determiner is the, a possessive NP, or a
demonstrative. As is well known, there have been traditionally two major
competing conceptions of what this group of NPs have in common.
Christopherson 1939 argued that the essence of definiteness was familiarity, and
Heim 1982 incorporated this theory into her file change semantics. Russeil's
analysis of definite descriptions imposed instead a condition of uniqueness (which

1615 this context it should be pointed out that there are two other distinctive properties of
CEs which require an explanation. The first is the fact that whereas ordinary existentials may
include a predicating phrase in addition to the focus NP, CEs are definitely constrained in this
regard. Thus in the ordinary existential in (ia) the PP is a separate constituent, but the PP in (ib)
must be construed as part of the focussed NP.

@) a. There's a book on the table.
b. There's the book on the table.

{(ib) is heard naturally as an answer to a question like What can we use 10 prop open the window")
In Abbott 1991 1 attempt to account for this property in pragmatic terms.

The other property is the greater ability of CEs to lack number agreement with the focus
NP. Thus compare the examples in (ii) and (iii):

(i) a2 There are three apples on the table.
b. *There's three apples on the table.
¢ *There is three apples ou the table.

A: [s there anything to eat?
B: There arc the apples we bought yesterday.
B': There's the apples we bought yesterday.
B":"There is the apples we bought yesterday.
I'am grateful to Amold Zwicky for pointing this phenomenon out to me. Unfortunately 1 do not

have an explanation for it at present.

17See Abbott 1991 for more extensive arguments in favor of a pragmatic view and against
syntactic and semantic accounts.
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differentiates them from indefinites). This view was supported by Hawkins, who
argued however (on the basis of definite plurals and mass NPs) that the essence
was inclusiveness rather than uniqueness: '...reference must be to the totality of
objects or mass...' (1978:160). Hawkins' 'inclusiveness' could be taken as the
natural extension of 'uniqueness’ to masses and plurals. Given a group, in general
there is only one unique subgroup (that is, there is only one which is uniquely
determined by just the descriptive material in a CNP whose extension is the
group), and that is the one which is equal to the whoie. This inclusiveness or
uniqueness must be relativized to the context in some way. Hawkins' speaks of a
'shared set of objects’ -- that is, shared by speaker and addressee. 18

Given the view of existentials supported here, and the assumption that the
definiteness effect is appropriately named, we would expect to find support for the
familiarity theory. That is, ordinary existentials should exclude definites because
of their presumed familiarity (or accommodatability, as noted above in connection
with (13)). Any occurrence of a definite in focus position should introduce the
requirement of special contextualization, because of the anomaly of asserting the
existence of something marked as familiar to the addressee. However this is not
the case.19 At least some cataphoric definites ('where what follows the head
roun, rather than what precedes it, enables us to pinpoint the reference uniquely’
(Quirk, et al. 1985:268)) can occur in ordinary existentials. One clear example is
the following, from Eng 1991 (attributed 1o David Pesetsky):

(30)  There are the following counterexamples to Streck's theory...

NPs like that focussed in (30) provide support for the uniqueness/inclusiveness
view of definiteness and against the familiarity view.20 (30) itself suggests that
the crucial factor as far as existential sentences go is (as Prince 1992 notes) not
definiteness but familiarity. Note that such cases must be distinguished from
cases frequently described as involving accommodation such as example (13)
above. (30) should also be distinguished from a number of examples of formally
definite NPs occurring in ordinary existentials such as the following:

185ce Wilson 1991 for arguments that the uniqueness property as described here cannot be
extended to all uses of definite descriptions, and that we must recognize a 'pronominal’ use as a
distinet type of reading. It is nevertheless true that the reference of definites is fixed, even on the
pronominal use, in contrast to the use of indefinites.

SThis point is made by Prince (1992), who says 'in point of fact, There-sentcnees do not
require indefinite NPs at all; rather, they require Hearer-new NPs' (p. 9). I would modify this
claim in a couple of ways. First, of course, I would restrict it to ordinary There-sentences. But in
addition the assertion that these NPs ‘evoke an entity that is Hearcr-new! (p. 10) needs at least
some discussion in the light of cxamples such as those in (30) below (which are similar to
examples cited by Prince). Sce below, where it is suggested (following Woisctschlacger 1983 and
Lumsden 1988) that the hearer-new’ entity in question is an instance of a kind of thing.

20See also the discussion 1n Kadmon 1990,




PAFullToxt Provided by ERIC

14

a. There weren't the funds necessary for the project. {Bolinger 1977]

b. There was never that problem in America. [Rando and Napoli1978]

¢. There was the usual crowd at the beach last Sunday. [Prince 1981)

d. There was the smell of pot all over the apartment. [Woisetschlaeger
1983] )

¢. There were the same people at both conferences. [Prince 1992)

f. There is always the possibility that they'll be late.

Any of these (like (30)) could be used to begin a discourse (possibly with
irrelevant modifications). Hence they must be classified as ordinary existentials
rather than CEs. However for at least some of these examples it does nor seem to
be true that the focus NP denotes something unfamiliar to the addressee. Indeed,
in (31b) that problem clearly refers deictically to a problem under discussion; in
(31c) the phrase the usual crowd seems to entail that the entity denoted is in fact
familiar to the addressee; and (31d) seems to assume familiarity with the smell of
pot. The best explanation for these examples seems to be along the lines proposed
in Woisetschlaeger 1983, and elaborated in Lumsden 1988. That is that the
definite NPs in (30) denote kinds of things, in some sense, and what is being
introduced are instances of those kinds. It remains to be seen how such an
approach, if correct, is best formalized.
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Strong and Weak Novelty and Familiarity

Cleo Condoravdi
CSLI, Stanford University

1 Introduction

In the novelty/familiarity theory of indefinite and definite NP’s that Heim
{1982) develops, there is a one-to-one correspondence between the definiteness
of an NP and the felicity conditions it is associated with.! Two types of felicity
conditions ire associated with definite and indefinite NP’s, an index condition
and a descriptive content condition, and taken together they provide necessary
and sufficient conditions for definiteness and indefiniteness.

In this paper 1 will arguc that the felicity conditions associated with defi-
nites and indefinites vary both within a language and cross-linguistically. 1 will
propose that the variation observed can be captured by distingnishing between
strong and weak novelty and strong and weak familiarity. Strong novelty, cor-
responding to Heim’s novelty, is construed as association with novelty con-
ditions for the index and the descriptive content. Weak novelty is construed
as association with a novelty condition for the index. Strong familiarity, cor-
responding to Heim’s familiarity, is construed as association with familiarity
conditions for the index and the descriptive content. Weak familiarity is con-
strued as association with a familiarity condition for the descriptive content.

The evidence for the distinction between strong and weak novelty comes
from two sources: (7) the existence of indefinite NP’s which may presuppose
their descriptive content, (7) the existence of indefinite NP’s which require the
non-entai’ ment of their descriptive content. Bare plurals in English exemplify
the forme: type, and singular indefinites the latter. Similarly, the evidence for
the distinction between strong and weak familiarity comes from two sources:
(7) the existence of definite NP’s which may be associated with a novel index,
(2} the cxistence of definite NP’s which require that their index be familiar.

Greek definite plurals exemplify the former type, and English definites the
latter.

2 The Functional Reading of Bare Plurals

In this section I will establish that English bare plurals exhibit a universal
reading which arises both with individual-level and stage-level predicates and
cannot be straightforwardly attributed to the presence of a quantifier. The
reading is tied to a presupposition of existence of a special kind and arises in
contexts which entail existence of that sort. 1 call this reading ‘the functional

"Thanks to Tony Davis, Donka Farkas, Mark Gawron. Bill Ladusaw, Louise McNally,
Chris Piiion and 5andro Zucchi for very useful discussions and for their comments on oral
presentations or previous versions of the paper.
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reading’ since, as will be shown in section 4, a contextually salient function is
implicated in its analysis.

2.1 The Indefiniteness Analysis of Bare Plurals

In the analysis of bare plurals as indefinite NP’s, proposed by Krifka (1987)
and Wilkinson (1988) and based on the treatment of indefinites in Kamp
(1981) and Heim (1982), one type of genericity is reduced to the presence of
an appropriate operator. The bifurcation in the readings of bare plurals noted
by Carlson (1977) is a property shared by all indefinite NP’s. The generic
reading of singular and plural indefinites is a quantificational reading, arising
when their corresponding variable is bound by a generic operator. The plural
indefinite in {1a) and the singular indefinite in (1b) are analyzed as contribut-
ing a variable in the restriction of the implicit generic operator G, as in (2a).
In (1c), on the other hand, there is no operator and the indefinite is caught
by existential closure, as in (2b).

(1)  a. Whales are mammals.
b. A whale is a mammal.

¢. Whales are roaming the coast.

(2) . (G:: whale(z)) mammal(z)
. 3; (whale(z) & roam-the-coast(z))

The generic operator, as argued by Krifka (1987, 1988, 1990), has two
properties that will play a role in the discussion to follow: it is adverbial and
it has a modal dimension. Since the determination of the modal dimension is
heavily context dependent the multiple anbiguity that we detect with generic
adverbial quantifiers can be explained away if we take into account the context
dependency of their modal base and ordering source (Kratzer 1981: Heim
1982). The modal dimension of the generic operator also accounts for Dahl’s
(1975) observation that indefinite NP’s are associated with a non-accidental
generalization reading, under the assumption that an implicit generic operator
is present, for example. in (3a) and (3b) but not in (3c).

(3) a. A member of this club does not drink whisky.
b. Members of this club do not drink whisky.
c. The members of this club do not drink whisky.
In what follows, 1 will adopt the analysis of bare plurals as indefinites
but will show that besides their expected existential and generic readings bare

plurals also have a reading in which they neither assert existence nor are bonnd
by a quantifier.
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2.2 Functional Reading with Individual-Level Predicates

A prediction of the standard indefiniteness analysis is that the universal read-
ing of bare plurals arises only in quantificational contexts. A universal reading,
however, arises in a wider range of contexts than those that can be uncontro-
versially assumed to be quantificational.? Consider (4a) and three possible
continuations, (4b) - (4d), and note that (4b) appears synonymous with (4c),
not (4d). (4b), unlike (4d), does not make an existential assertion and like
(4c) it seems to presuppose the existence of students in the actual world.

(4)

In 1985 there was a ghost haunting the campus.

a.
b. Students were aware of this fact/the danger.

. The students were aware of this fact /the danger.

d. There were students who were aware of this fact /the danger.

That the bare plural in (4b) lacks an existential reading is not surprising given
that the predicate is individual-level. But is the universal reading due to the
presence of an implicit genetic operator? If there is such an operator, then it
must be distinct from the one commonly assumed to be present in standard
cases of generic quantification. To hegin with, there is no non-trivia! modal
dimension to the operator: (4b) expresses an actual and, morcover. accidental
gencralization.

We might say that the operator is associated with a totally realistic modal
base and a trivial ordering source® and that there are additional contextual
restrictions limiting the domain of quantification to the students on the campus
in 1985 during the ghost's appearance. On that analysis, (4b) would involve
the quantificational structure in (5a) and it would end up expressing an actual
generalization because the modal base would be determined by the context to
be totally realistic and the ordering source trivial.

(5)  a. (G, : student(x) & CR(x)) be-aware(z. p)!

b. (4b) is true in w relative to a totally realistic modal base R, and
a trivial ordering source <, iff for every x such that student(z) &
CR(xr) is true in w be-aware(z.,p) is also true in .

2A more accurate description of the reading would be *quasi-universal’ given that excep-
tions do not suffice 10 render the generalization expressed false. In what follows. *he term
‘universal’ is to be understood with this caveat,

3A totally realistic modal base is one which contains only the actual world, i.e., for all
wy, wy € By ifT g = w. A trivial ordering source is such that w, < w for any wy and w.

ACR is a cover designation for the additional contextual restrictions. For the sake of
concreteness, | have given the predicate be aware a proposition as its second argument but
will not be concerned here with how the content of the propositional argument is construed.

25
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Such an analysis, quite apart from raising the question of whethex we can in
general use the implicit generic operator with a totally realistic modal base
and a trivial ordering source to make non-generic universal statements, would
not be sufficient as there remain two major problems. First, in exactly the
same context as that of (4b), the singular indefinite has only an existential
reading (consider (6)), hence the operator must somehow be prohibited from
binding a variable contributed by a singular indefinite.

(6) a. In 1985 there was a ghost haunting the campus.

b. A student was aware of the danger.

Second, not any contextual restriction is possible. Specifically, there are
contexts which provide extra information that could in principle constitute a
further restriction on the domain of quantification but cannot be added to the
restriction of the implicit operator. (7d) still expresses the same generalization
as (4b) in the context of (7a) and (7b}, not the more contextually restricted
one corresponding to ‘every student in this dormitory’. The overt nominal
quantifier in (7c), on the other hand. accepts the extra contextual restriction.

(M

. There is a ghost haunting the campus.

a
b. There xre 500 students in this dormitory.

c. Every student is aware of the danger.
. Students are aware of the danger.
Similarly, in a deictic context. like that of (8), the bare plural reccives the

same reading as (4b), not the more contextually restricted one picking out the
perceptually salient students.

(8) Context: We know that there is a ghost haunting the campus. We are
standing in front of the library and we can both sce several students.

Students are afraid to enter the library.

Moreover, Krifka (1987) has argued on the basis of examples like (9) that
nominal quantifiers are casily amenable to contextual restrictions (consider
(9b)) while adverbial quantifiers and the implicit generic operator are not, at
least with respect to individuals (consider (9¢) and (9d})).

(9)  a. (Out of the blue:) Every lion has a mane. (non-restricted)

b. There are lions and tigers in the cage. Every lion has a manc.
(restricted or non-restricted)

c. There are lions and tigers in the cage. A lion always has a mane.
(non-restricted only)
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d. There are lions and tigers in the cage. A lion has a mane.
(non-restricted only)

Now, if the operator responsible for the universal reading of the bare phu-
ral in (4k) must accept contextual restrictions, it follows that (10b), as op-
posed to (10a) or (9d), must be ambiguous between a non-restricted and a
restricted reading. The non-restricted reading would be due to the regular im-
plicit generic operater, the restricted reading to the newly postulated implicit
operator. However, only the non-restricted reading is available for both (10a)

and (10b).

(10} a. There are lions and tigers in the cage. Lions always have a mane.

b. There are lions and tigers in the cage. Lions have a mane.

To summarize so far: if we assume the presence of an operator, (i) we
must explain why it cannot bind the singular indefinite. (if} we must spell
out the con-itions for admissible contextual restrictions on the domain of
quantification.

2.3 Functional Reading with Contextually Restricted Adverbials

Bare plurals can co-occur with certain contextually restricted proportional ad-
verbs of quantification which presuppose the existence of the group forming the
basis of the proportion and whose atomic parts they quantify over. The inter-
action of bare plurals with such adverbs demonstrates that the constraints on
the selection of appropriate contextual restrictions are not determined entirely
by the quantifier but depend on the indefinite NP as well. Therefore, even if we
assimilated the special implicit operator to these adverbs. we would still have
to account for the selective affinity of bare plurals with plural definite NP’s.

The bare plural in (11b), like the plural definite in (11c) and in contrast to
the singular indefinite in (11d) or the plural indefinite in {11e), is compatible
with contextually restricted proportional adverbs of guantification. The only
possible reading for (11d) and {1le) is one in whicl: mostly/for the most part
are predicate modifiers specifying the degree of awareness.® Such a reading is
excluded in (11f) because of the syntactic position of the adverb, hence (11f)
is unconditionally unacceptable.

(11)  a. There is a ghest haunting the campus.
h. Students are mostly/for the most part aware of the danger.

¢. The students are mostly/for the most part aware of the danger.

d. (#) A student is mostly /for the most part aware of the danger.

*The (#) notation is meant to indicate that the sentences are unacceptable on the quan-
tificational reading for the adverbial and acceptable on the predicate modifier reading.
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e. {#) Some students are mostly/for the most part aware of the dan-
ger. :

f. # A student/Some students for the most part is/are aware of the
danger.

g. The students/Students for the most part are aware of the danger.

The pattern in (11) shows that the distribution and interpretation of the ad-
verbials is not just a matter of the plurality of the accompanying NP, nor a
matter of definiteness alone. The crucial factor for the felicity of (11b) and
(1ic) is whether the previous context entails the existence of a group of stu-
dents which is to form the basis of the proportion for the adverbial quantifier.
If (12) is the LF representation for (11b) and (11c). students(X) and CR(X)
constitute presupposed information in the restriction of the quantifier.®

(12) (Mostly, : r <. X & studenis(X) & CR(X)) be-aware(z,p)

The question is what kind of information should be entailed for the definite NP
and for the bare plural NP and what kinds of contexts entail it. In contexts
mirroring those of (7), (8) and (10) contextual restrictions for the bare plural
are again impossible. Consider (13}, where only the non-contextually restricted
reading is possible for the bare plural - giving rise to falsity. in fact - while
the contextually restricted reading is present for the definite NP.

(13)  a. There are lions and tigers in this cage.
b. The lions are mostly/for the most part old.
c. Lions are mostly ffor thie most part old.
In short, if we were to assume that the non-generic implicit operator is a
proportional adverb of quantification, we could account for its incompatibility

with the singular indefinite but we would still have to specify what the right
entailments of existence are and which contexts give rise to them.

2.4 Functional Reading in Quantified Contexts

The universal reading of bare plurals arises in overtly quantified contexts as
well and the presupposition of existence shows the expected presupposition
projection effects.

2.4.1 Adverbs of Quantification: Dependent Reading

Consider (14). If we analyze (14b) as in (15a), then the variable bound by the
adverb of quantification must pick out the maximal collection of students in
each case, otherwise we would run into the proportion problem. For example,

6That these are presupposed, as opposed o simply introduced in the restriction of the
quantifier, can be seen by the behavior of the plural indefinite same students.
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if there have been four such appearances of a ghost, and during one of them the
rumber of students happened to exceed the number of students of the other
three occasions taken together, then according to (15a) (14b) should be true,
whereas intuitively (14b) is judged to be false. Alternatively, if we quantify
over situations, as in (15b), the situations must be individuated in such a way
as to contain the maxima! collection of students in each case. Or, if we assume
that an implicit operator is also present, as in {15c) and (15d), we must ensure
that it has narrow scope w.r.t. the adverb of quantification. Note that (15¢)
gives us the wrong reading for (14b).”

(14)  a. Ghosts have occasionally haunted this campus.

b. Students were usually aware of the danger.

. (Usually, . student(r) & be-on-campus (x)) be-aware(x,p)

. (Usually, : s : 3, (ghest(y) & be-on-campus(y,s) & student(r) &
be-on-campus{zx,s))) be-aware(x. p)

- AGL ¢ student(x) & be-on-campus(x))(( Usually, : s : 3,(ghost(y)
& be-on-campus(y, s))) be-aware(z, p))

. (Usually, : s : 3,(ghost(y) & be-on-campus(y, s)))((G. : student(z)
& be-on-campus(r,s)) be-aware(x, p))

The effect that bare plurals have on the individuation of the domain of quan-
tification shows that they can impose certain requirements on the context
w.r.t. which they are evaluated. This is. in fact, what we would expect if

the co.iclusion reached in section 2.5 is on the right track and if we have a
sufficiently fine-grained conception of context.

2.4.2 Projection of the Existential Presupposition

In the consequent of a conditional, the singular indefinite may have an exis-
tential reading, as in (16h). In the same position. the bare plural in (16a)
has only the universal reading. Morcover. {16a), but not (16h). seems to pre-
suppose that there are students with connections in the police departiment in
all campuses in the domain of quant.fication. This must be because of the
existential presupposition associated with the bare plural.

(16)  a. Usually, if a ghost is present on a campus, students with police
connections are aware of the danger.

b. Usually, if a ghost is present on a campus, a student with police
connections is aware of the danger.

TAccording 1o (15¢). every student on the campus is such that he/she was aware of iost
appearances of a ghost.
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Let us first see that the existential presupposition associated with the bare
plural on its special reading is projected in the usual fashion in conditional sen-
tences. Indeed, (172) and (17b) as a whole presuppose that there are students
with connections in the police department.®

(17)  a. If students with connections in the police department are aware of
the danger, they will inform the rest.

b. If a ghost is present on the campus, students with police connections
are aware of the danger.

Assuming the account of presupposition projection proposed by Karttunen
(1974) and Heim (1983), the existential presupposition associated with the
bare plural in the consequent of (16a) affects the domain of quantification as
follows. Given that the presuppositions of the consequent must be entailed
by the previous context augmented by the local context provided by the an-
tecedent. the existence of students with connections in the police department
must be entailed for each choice of campus and occasion of a ghost's presence
on a campus. Therefore. we assume either that there are no campuses without
students with police connections, or if such campuses exist, that they are not
in the domain of quantification.

2.5 Functional Reading with Stage-Level Predicates

The universal reading of bare plurals also shows up with stage-level predicates,
in purely episodic contexts. The sentences in (18) are ambiguous: on one
reading, they are synonymous with the corresponding ones in (19). on the
other, they are understood as involving the totality of the entities specified
by the NP. On the latter reading. for example, (18a) is a statement about all
(relevant) linguistic theories and (18b) is a promise about all {relevant) details.

(18) a. Linguistic theories have posited abstract representations.
b. Details will be presented tomorrow.
(19)  a. There are linguistic theories that have posited abstract representa-
tions.

b. There are details that will be presented tomorrow,

Similarly, (20) can be understood either as an existential statement about
some opponents and proponents of the approval, or as a statement involving

8The conditionals in (17} are tncant Lo be one-case conditionals, so the implicit necessity
operator (assumed to be present in all conditionals) is to be taken as having an epistemic
modal base. Also. in (17b) the presupposition is inherited by the whole conditional under
the assumption that the presence of a ghost makes no difference one way or another with
respect to the existence of students with police connections on the campus
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the totality of the opponents and proponents of the approval. Morenver, the
totality effect associated with the second reading is independent of the kind
of predication involved. Both readings allow for a distibutive or a collective
predication.

(20 Although the odds still seem to favor Senate approval of Thomas, oppo-
nents redoubled their effort and tried to delay a floor vote on confirmation
.. Proponents, in contrast, demanded a vote next week.
(San Francisco Chronicle, Sept. 28, 1991)

That the universal reading is present in purely episodic contexts is surpris-
ing and problematic for all existing theories of bare plurals and the individual/
stage-level contrast. Let us consider, for instance, the theory of Kratzer {1989)
and Diesing (1990). On that theory, if a predicate is stage-level, it contains
a davidsonian variable, and in order for an indefinite not to receive an exis-
tential reading it would have to be outside the domain of existential closure.
More concretely, (21a) is the LF representation corresponding to the structure
in which the indefinite has remained within the domain of existential closure;
depending on the predicate, we can have a distributive or a collective reading.
(21b) and (21c) are the LF representations corresponding to the structure in
which the indefinite has moved outside the domain of existential closure.

(21) a. (before-now(l) & 3x (proponents(X) & demand-votc(X,1))
(distributive and collective rcading)
b. (G : proponent(x) & before-now(l)) Ip (I' < 1 & demand-vote (r,I'))

(distributive reading)

c. before-now(l) & proponents(X) & 3 (demand-vote(X. 1))
(uninterpretable)

An indefinite outside the domain of existential closure must be hound by an
operator; otherwise, the sentence would be uninterpretable since indefinites
cannot he given a value by the context of use.? Let us. in fact, assume that
there is an operator with all the provisions needed to cover the problems dis-
cussed earlier.’ An operator. as in (21b), would give us the universal reading

“In the system of Heim (1982) in Chapter 1. operator indexing makes reference to indef-
initeness, there is text-level existential closure and the context of use is assumed to supply a
value for any free variable (since only definites may end up as free variables). In the systein
of Kratzer (1989). by contrast, operators bind all free variables in their restriction, there is
no text-level existential closure and., as a consequence, free variables must be discriminated
as to whetlier they correspond to indefinites or not.

1%For cases with no ilerative reading we wonld. in addition. have to ensure that the
operator binds only the variable of the indefinite and not lln davidsonian variable. See the
previous footnote for why this is a problem.
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but it would, in addition, force a distributive reading. Thus, an analysis along
the lines of Kratzer and Diesing predicts that the existential reading occurs
with either a distributive or a collective predication while the universal read-
ing occurs only with a distributive predication. However, both (20) and (22),
which contains a purely collective predicate, can be interpreted as involving a
single group and a single eventuality.!!

(22) Proponents met to discuss their strategy.

The crucial observation is that the universal reading is systematically re-
lated to a presupposition of existence.!? It is not a consequence of some
pragmatic conversational implicatures. For example. (23) does not acquire
a universal reading in a context in which 1 utter it while looking outside the
window, having every reason to believe that all the dogs I can see are all the
dogs tearing up nty backyard, and in which the hearer is aware of that fact.

(23) Dogs are tearing up my back yard.

Nor is the universal reading an artifact of the interpretation of determinerless
NP’s since when the bare plural reccives an existential interpretation and there
is an assertion of existence, there is no totality effect present.

2.6 Overview

The issues raised by the facts we have considered so far are as follows.

{1] If a contextually restricted implicit operator is responsible for the univer-
sal reading of the bare plural in (4b), then the contextual restrictions cannot be
supplied simply by the context of utterance. This was shown by the excluded
readings of (7d), (8), (10b), (13c), and by the fact that in certain quantified
contexts the implicit operator must have narrow scope w.r.t. another operator,
like the adverb of quantification usually in (14).

[2] How can we characterize the presupposition of existence that is present?
This is a problem we have to address regardless of whether we give an operator
analysis for the bare plurals in (4b), (7d). (8), (14b) or not since the existential
presupposition also has the effects witnessed in (11), (16a), (17). (18), (20),
(22).

[3] If there is no operator, how is the bare plural interpreted?

[4] If we analyze the bare plural as a plain indefinite, then how does it differ
from the singular indefinite or other plural indefinites ((6), (11d-f), (16b)) and
why does it appear to be in free variation with the corresponding definite in
certain contexts ((4c), (11¢))? The definite in (4c) and (11c) must be felicitous
by virtue of accommodation. But if both a definite and an indefinite NP are

A similar argument can be made with respect to individual-level collective predicates.
2In Diesing’s theory, while it is true that an indefinite presupposes existence iff it under
goes QR, there is no way to interpret QR'ed indefinites not bound by an operator.
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acceptable in precisely the same context and with the same semantic effect
what does that indicate about their respective felicity conditions?

(5] On the other hand. we do not want the bare plural to be a disguised
definite description of the usual sort either. Again (7d), (8), (10b) and (13c)
constitute evidence against such an approach. If we analyzed those instances
of bare plurals as disguised definite descriptions, we would run into the same
problem we did assuming an implicit operator; on the operator analysis we
have to answer the question what kinds of contextual restrictions are accept-
able, on the disguised definite description analysis the question what kinds
of antecedents are acceptable. We are, however. better off with respect to
quantificational contexis'™ and the presupposition projection effects.

I will strike a balance by analyzing bare plurals as indefinite descriptions
which always require a novel index but which can be felicitous in a wider range
of contexts than standard indefinites. The universal reading which is associ-
ated with a presupposition of existence arises when the bare plural is evaluated
w.r.t. a context entailing its descriptive content, in a sense to be made precise.
[ will cast the analysis within the file change theory of Heim (19382) but in or-
der to allow for the possibility of indefinites which are felicitous w.r.t. contexts
entailing their descriptive content certain revisions will have to he made.

3 The Novelty/Familiarity Theory of Definite and Indefinite NP’s

In the file change theory, which underlies Heim's novelty /familiarity analysis
of definites and indefinites. the interpretation of a given element is provided
by specifving its file change potential. The file change potential is a function,
possibly partial. from files to files. Files model semantic contexts and are
construed as pairs consisting of a set of natural numbers, the domain of the file
Dom(F). and a set of assignment function -possible world pairs. the satisfaction
sct of the file Sat(F). The felicity conditions an element inay be associated with
specify the conditions under which the function from files to files is defined.
The felicity conditions associated with definite and indefinite NP's are covered
by the Extended-Novelty-Familiarity-Condition (Heim 1982, 369-70).

(24) EXTENDED-NOVELTY-FAMILIARITY-CONDITION:
For ¢ to be felicitous wor.t. a file F. for every NP, in ¢ it must be the
case that:
a. if NP, is [ def]. then ig€Dom(F):
b. if NP, is [+def]. then i€Dom(F) and if NP, is a formula. I entails
NP,.

An NP is [+def] iff (a) its index is in the domain of the file, (b) its de-
scriptive content is entailed by the file. The familiarity of the descriptive

13Like narrow-scope definites, bare plurals wonld be getting a dependent reading. See
Heim (1982) for discussion of narrow-scope definites.
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content condition captures the intuition that definites presuppose their de-
scriptive content. The two conditions jointly imply that in order for NP; to
be felicitous w.r.t. context F then i€Dom(F) and, for all {ay,w)eSat(F), a; is
N in w (taking N to correspond to the common noun predicate of the NP).

An NP is [-def] iff (a) its index is not in the domain of the file, (b} its
descriptive content is not entailed by the file. The novelty of the descriptive
content condition captures the intuition that indefinites assert their descriptive
content. The two conditions jointiy imply that in order for NP; to be felicitous
w.r.t. context F then igDom(F) and there is some {ay,w)€Sat(F) such that
a; is not N in w."

There is, however, no necessary logical connection between the index con-
dition and the descriptive content condition.'® In Heim's systein, the descrip-
tive content condition for novelty is a consequence of the index condition by
Condition B, a stipulated general condition on files, while for familiarity. the
familiarity of the index follows from the descriptive content condition given
Condition B.'® Condition B ensures that a file does not cross-reference to non-
existent discourse referents:'” sequences in the satisfaction set of a file must
agree exactly on the indices alrcady in the domain of the file and can vary
everywhere elsc. Formally, it is stated as in (25) (Heim 1982, 304).

(25) CoNDITION B:
For every file F, for every ngDom(F): if ay and by are vwo sequetnices
that are alike except insofar as a,#b,, then ax€Sat,(F) iff by&Sat, (F),
for all worlds w.

With Condition B Heim gets the novelty of the descriptive content of an in-
definite NP for free, given the novelty of its index, and can tie together the
felicity conditions for the index and the descriptive content of a definite NP
so that the relevant assignment functions assign the right kind of entity to the
right index, namely the index corresponding to the referential index of the NP
is assigned to an entity of which the predicate of the NP holds.

The intuitions captured this way are the following two equivalences: (a)
an NP asserts existence iff it introduces a new discourse referent, (b) an NP

YThis is actually not strong enough. as it wonld allow for a context in which all words
contain individuals which are N; it could be strengthened so as not to depend on the
assignment for the index of the NP, along the lines of fn.15. In any case, as we will sce
shortly, Heim does not need to specify a felicity condition requiring the non-entailiment of
descriptive content for indefinite NP's because of a general constraint she imposes on files.

3In principle, a file can entail, for example, that there is something that is a cat without
having a fixed assignment for the index of the NP. Given that a file F entails a formula
¢ iff Sat(F)CSat(F+¢), a file F would entail the open formula ‘r is a cat® iff for every
(an.w)€Sat(F) there is some j such that Ay is a cat in w.

'6This is actually true only for NP's with non-trivial descriptive content.

"Discourse referents correspond formally to indices in the domain,
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presupposes existence iff it is anaphoric on an already existing discourse ref-
erent, The evidence from the behavior of bare plurals discussed in section 2
argues that we must allow for NP's which presuppose existence but introduce
a new discourse referent. Empirically, therefore, the biconditional in (a) fails
in the leftward direction - if an NP introduces a new discourse referent, it is
not necessarily the case that it asserts existence!® - and the biconditional in
(b) fails in the rightward direction - if an NP presupposes existence, then it is
uot necessarily the case that it is anaphoric.’® At a somewhat more technical
level, Condition B imposes the following restriction: no conditions involving
individuals can be placed on worlds in the common ground cxcept through
discourse referents. This restriction we now have reason to reexamine, and are
therefore forced to abandon Condition B.

If we allow for NP's to be associated with a single felicity condition, how-
ever, we can no longer express the entailment or non-entailment of the descrip-
tive content of an NP in terms of F entailing or not entailing the NP (more
accurately, a fornmula reconstructible from the NP). But then what exactly
should a file entail for a given NP? As I will show in ine next section, we have
to appeal to the notion of a file entailing another file,

4 Weak Novelty

I propose that bare plurals are indefinites which are associated only with an

index felicity condition. C'onsequently. they are felicitous both w.r.t. files that
do not entail their descriptive content and w.r.t. files that do. In the former
case, bare plurals have the range of interpretations standard indefinites do. in
the latter, they acquire the special universal reading. Files of the latter type
are restricted to come about only under certain circumstarnces.

Let (26a) and (26D) be the LI representations of {4a) and (4b), respec-
tively, and I the file obtained after the utterance of (4a).

(26)  a. ghost(x,) & campus(a,) & haunt(r,,. o, 2) & in-1985(r))

b. student(x,) & be-awarc(r,,p)
Given that it is part of general background knowledge that campuses have
students, we can assume the existence of a function f2'"#" which assigns to

cach campus in the universe of discourse the maximal collection of students in
that campus, as in (27).%

(27) fodents {x: ris a campus) — {¥: ¥ is the maximal collection of
students on r}

131n other words, it does not assert existence w.r.t. all (felicitous) contexts.

"1t is not anaphoric w.r.t. to all (felicitous) contexts.

*Contextually salient functions have been invoked for the analysis of pronouns (Cooper
1979, Engdahl 1986, Heim 1990, Chierchia 1992, mter alia) and indefinite NP's with the
modifier certam (lintikka 1986).
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Given the existence of such a function, the file obtained after the utterance of
(4a) may be incremented as in (28), whereby its domain remains unchanged
and its satisfaction set is changed to include pairs whose worlds are such that
some individual is the value f*“#™ assigns to the campus of (4a).2!

(28) Dom(F;) = Dom(F)
Sat(Fy) = {{an,w)€Sat(F): 3 k: k¢Dom(F) and a,=f*"™(a;) in w}

With this move we have ensured that F, contains the information, not con-
tained in F, that some individual satisfies the descriptive content of the NP
students for all worlds in the common ground. However, F; does not entail
student(z;) if ig¢Dom(F) since the assignment to 7 can he anything whatso-
ever.

If bare plurals require that their index be novel but can be felicitous with
respect to contexts entailing their descriptive content, then the incrermentation
in (29), from Fy to F; = F,+(26b), can be defined, as long as i¢gDon:(F,).

(29) Dom(F3) = Dom(F,) U {i}
Sat(F;) = {{av.w)€Sat(Fy): a;= 4" (a ) and a; is aware of the danger
in w}

In a context entailing existence, the individuals to satisfy the uttered sentence
have to be found amongst those whose existence has been established that
way. The effect of the assertion of the indefinite is to fix the assignment for i,
i.e., to introduce a new discourse referent. The novelty of the index accounts
for why we do not get anaphoric readings with bare plurals, as shown by (7d),
(8), (1€b) and (13¢).22

Note that we need to appeal to the existence of a salient function relating
campuses and the maximal collections of their students for the interpretation
of the definite in (4c}. What we can informally characterize as the *accommo-
dation of the definite’, amounts formally to the incrementation from F to F,
seen in (30).2

21Conditions on worlds have to be formulated in terms of assignment functions but this
does not mean that we are introducing discourse referents through the back door since we
are not fixing the assignment for any particular index.

*The novelty of the index excludes presupposed coreference. If it so happens that the
dormitory in (7) turns out to contain all the students on campus we will have accidental

. coreference. To exclude presupposed coreference and hence the anaphoric reading it suffices

that some world in the common ground contains soine individual that satisfies the descriptive
content of the NP and is distinet from those individuals given as the value for indices in the
domain and satisfying the descriptive content of the NP.

2The definite as well as the bare plural tolerate exceptions up to « point. I am assuming
that there is a certain default structure in the construction of the sets which are the value
of f#*v4"¢  Individuals are assumed to be in that set only if they are not abnormal w.r.t.
what is predicated of them. The operator analysis discussed in section 2 is no better off at
accounting for the tolerance to exceptions since the operator needs a trivial modal dimension
for independent reasons.
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(30) Dom(F,) = Dom(F) U {7}
Sat(Fy) = {{an,w) € Sat(F): a; = fotudent(a;) }

However, not any kind of function can be invoked in the incrementation of
(28); if that were the case, there would be another source for the unwanted
anaphoric reading in (7d), (8), (10b) and (13c). We must distinguish between
saliency in the discourse context or the extralinguistic deictic context, on the
one hand, and saliency arising from general background knowledge, on the
other. At this point I must stipulate that only saliency of the latter type may
give rise to the incrementation of the type seen in (28).%

For quantificational contexts, like that of (14), we must assume the ex-
istence of functions as in (31) mapping every campus and every occasion in
which a ghost haunted that campus to the maximal collection of students in
that campus on that occasion. The satisfaction set of the file incremented by
(14b) is as in (32).

(31) fetwdent: {<a.s>: & is a campus and s a situation in which a ghost
haunted x} — {¥: }"is the maximal collection of students on z at s}

(32) Sat(F + (14b)) = {{an 1) >€Sat(F;): for most by such that they agree
with ay on the Dom(F) and b; is a situation s in which there is a ghost
on a, (=b,) in 1w and there is ¢y such that it agrees with by on Dom(F)

U {1} and ¢, is the maximal collcction of students on a, in by in w it is
also the case that c; is aware of the danger in w}

Now, if bare plurals are felicitons with respect to contexts entailing their
descriptive content, then the incrementation of the type exemplified by (28) is
always allowed as long as the right conditions of saliency obtain. Hence we do
not have to say anything special about why bare plurals exhibit the universal
reading both with individual-level predicates and with stage-level predicates.
I will leave as an open question what forces the incrementation in the presence
of individual-level predicates and where exactly the presupposition of existence
resides. A full answer to this question would have to include an analysis of
individual-level predicates. a task which is largely independent of my concerns
in this paper.

What I have assumed so far is that bare plurals in English differ from run-
of-the-mill indefinites in that they imposc a weaker requirement on contexts
to which they can be felicitously added; they only require that their index be
novel with respect to the domain of the file.?® 1 propose that indefinites may
be distinguished according to whether they are weakly or strongly novel. An

MThis distinction has a precedent; as reported by Krifka (1990), it governs the choice of
definite article in certain dialects of Gerinan and in Frisian.

How is maximalily guaranteed? So far 1 have built it directly into the analysis so as to
make the formulation of certain things more straightforward lHowever, 1 do not believe it
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indefinite is WEAKLY NOVEL iff it is associated with an index felicity condition.
An indefinite is STRONGLY NOVEL iff it is associated both with an index and
a descriptive content condition.?® The index condition requires that the index
not be in the domain of the file. The descriptive content condition states that
a file F would be an admissible context for the addition of an indefinite NP if
it does not entail the file obtained by incrementing F with the NP (see also
Heim 1987, fn. 4).

(33) F1=F+NP;, where NP; is weakly novel, is defined only if i¢Dom(F)

(34) Fi=F+NP;, where NP; is strongly novel, is defined only if both (a) and
(b) hold:
a. ¢ ¢ Dom(F};
b. F does not entail F+NP; (i.e., there is (an,w)€Sat(F) such that for
all by agreeing with ay for all j€Dom(F) (by,w}¢Sat(F+NP;)).

The condition in (34b) requires that there be some world in the world set of
the file which contains no individuals which satisfy the descriptive content of
the NP. Requiring simply the non-entailment of NP; would be too weak since
as we saw w.r.t. (28) F; does not entail NP; but it does entail F+NP;. On the
other hand, if F does not entail F + NP;, then it does not entail NP; either.

Given this characterization for the entailment of the descriptive content of
an NP, a weakly novel NP would be strong, in the familiar sense of Milsark
(1974), in contexts entailing its descriptive content; this is, in fact, what ex-
cludes the universal reading of the bare plural in there-sentences. See Heim

should be made part of the semantics of the bare plural. For example, here’s an alternative,
where maximality arises as a by-product. Instead of the function in (27), assume we invoke
the function in (a), instead of the incrementation in (28), we have the incrementation in (b).
where  is a choice function (a choice function x is such that x{A) € A, for any nonempty
set A), and instead of the incrementation in (29), we have the incrementation in (c}. This
is the strategy that Gawron, Nerbonne & Peters (1991) and Chierchia (1992) adopt to get
maximality for E-type pronouns.

a. fHudent; {1 zisa campus} — {¥: ¥ is the set of all sets of students on r}
b. Say(Fy)={(an.w)€Sat(F): 3 &: kgDom(F) and ap=x(f*"“4"%(a,)} in u}
. Sat(Fa)={({ay.w)eSat(F ): a,=x{f*""4¢"!(a,)) and a; is aware of the danger in w}

Maximality would arise under the assumption that the truth or falsity of what is said should
not depend on the choice made for the value of \, so the appropriate value for x in this
case is one that picks out the maximal collection of students. There are alternative ways of
working this out but I cannot pursue them here.

26Can there be NP's with diverging felicity conditions w.r.t. their index and descriptive
content? Such NP’s are conceivable, at least for certain combinations of felicity condi-
tions {e.g., a condition requiring novelty for the index and one requiring familiarity for the
descriptive content); whether they actually exist is an open question.
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(1987) for a formulation of weakness and strength applying directly to NP’s
rather than determiners in the framework of file change semantics.

5 Weak Familiarity

Now that we have relativized indefiniteness and novelty, the question arises
whether definiteness and familiarity should be relativized as well and whether
this is to be done along similar lines. What I have said so far should lead us
to expect that the answer is yes. If an element can have a presupposition of
existence without necessarily being anaphoric (that is without being anaphoric
with respect to every context), then we would expect to find elements whose
descriptive content must be familiar and which are felicitous both in contexts
in which their index is familiar and in contexts in which their index is novel. In
this scction I show that definite plural NP's in Greck are precisely of that type.
The crucial contexts in which we can straightforwardly tease apart definites
with a novel index and definites with a familiar index are quantificational
contexts.?”

The distribution and interpretation of plural definites and bare plural in-
definites in Greek parallels only partly that of their English cquivalent. In
non-quantificational contexts bare plural indefinite NP’s have an existential
reading and assert their descriptive content, as in (35a), and definite NP’s have
an anaphoric reading and pressupose their descriptive content, as in (35b).?8

(35) a. Falenes trigirizoun stis  aktes.
Whales are-roamning in-the coasts
‘Whales arc roaming the coast.’

1 falenes trigirizoun stis  aktes.
the whales are-roaming in-the coasts
“The whales are roaming the coast.’

A striking property of definite plural NP's in Greek is that they can be bound
directly by quantifiers. In fact. in environments of standard generic quan-
tification, as in (36), the definite is acceptable, the bare plural indefinite is
unacceptable.

(36) a. I falenes ine thilastika.
the whales are mammals
‘Whales are mammals.”

*Falenes ine thilastika.
whales are mammals
“Whales are mainmals,”

**Already in Heim (1982) narrow-scope, dependent definites are, in effect. bound by
a quantifier. The cases presented here coustitute non-dependent definites, or if you like
definites which are only “modally dependent.™

#Greek hare plurals are strongly novel. See Condoravdi (1992).
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Definite NP’s can also be associated with a non-accidental generalization read-
ing, as in (37), which is another indication that they can be bound by the
implicit generic quantifier.

(37) Ta meli aftou tou organismou den kapnizoun.
the members this-GEN the-GEN club-GEN  not smoke
“The members/Members of this club do not smoke.’

Moreover, as Newton (1979) and Mackridge (1985) have observed, the in-
terpretation of definites depends on the aspectual marking of the verb. Con-
sider the following quotation from Mackridge (1985, 114) with respect to ex-
amples like (38a) and (38b): “The perfective (referring as it does more to
specific actions than does the imperfective) may distinguish a definite from an
indefinite subject...The Greck sentences are distinguished by a difference in
aspect, the English by the absence or presence of the definite article.” More
accurately, the generalization is that if the verb does not exclude an iterative
interpretation for the eventuality, as in (38c), there is an ambiguity between
the quantificational reading, correlating with a habitual interpretation for the
whole sentence, and the anaphoric reading, correlating with an iterative inter-
pretation for the eventuality.

(38) a. 1  kopeles pethanan noris.
The girls  died-PERF. early
“The girls died early.’

1 kopeles pethenan noris.
The girls  died-IMPERF. early
‘Girls used to die early.’

I  kopeles evgenan ekso.
The girls  went-IMPERF. out.
“The girls went out (repeatedly).’ or ‘Girls used to go out.’

What distinguishes (38a) from {38b) is that there is an implicit operator in
(38b), signalled by the imperfective aspect on the verb, which binds the def-
inite. In (38a) the definite receives its usual anaphoric reading since this is
a regular episodic context. With an iterative interpretation for the imperfec-
tively marked verb we again get the anaphoric reading for the NP since no
operator is present.29

As a first attempt, we might say (along with Mackridge) that the definite-
ness marking on the NP is a superficial feature which should not lead us to

29The exact workings of aspect marking are far from straightforward but we can be
sure that genericity or habituality requires imperfective aspect on the verb and that in
episodic contexts we can have either the perfective with a completive interpretation or the
imperfective with an iterative interpetation.
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believe that such NP's are necessarily definite. In this vein, we may assume
that in Greek we have two kinds of plural indefinites, an indefinitely marked
indefinite and a definitely marked indefinite, and we can make provisions so
that indcfinitely marked indefinites are always in the domain of existential
closure, say the VP or the focus domain, whiie definitely marked indefinites
are always outside of that domain. This way, however, we cannot have an
explanation for why definitely marked indefinites can never have a purely ex-
istential reading and for what differentiates definitely marked and indcfinitely
marked indefinites bound by a quantifier.

We are now in a good position, both conceptually and technically, to ap-
proach the issue from the opposite direction. That is, we can interpret definite-
ness in Greek in such a way that definites can be bound directly by quantifiers.
From the perspective of the novelty/familiarity theory of definiteness and in-
definiteness. this would amount to allowing the index of a definite to be novel
so that quantification .y work as in Heim’s system, while at the same time
requiring the familiar [ the descriptive content so as to make the definite-
ness marking i on-at..atrary. The evidence that this is the right approach to
take comes . .u the apparent free variation between definites and indefinites
in modal coatexts. Consider (39), where both the definite and the indefinite
can be bound by the modal prepi.

39) a. Ta pedia me ‘itikes arrosties prepi na benoun edo mesa.
P prep
The children w rtious diseases must enter-SUBJ here in
*The children; . . with infectious diseases must enter in here.’

Pedia me kolitikes arrosties prepi na benoun cdo mesa.
Childre vith infectious diseases must enter-SUBJ here in
*Child.. .. with infectious discases must enter in here.’

While both (392 and (39b) may cxpress a generalization over potential, not
just actual, inc. Luals, (39a) presupposes that all the worlds in the modal
base of the deontic modal contain children with infectious diseases, whereas
(39b) is neutral on this score.

I propose that definites may be distinguished according to whether they are
weakly or strongly familiar and that plural definite NP's in Greek are weakly
familiar. A definite is WEAKLY FAMILIAR iff it is associated with a descriptive
content condition. A definite is STRONGLY FAMILIAR ifl it is associated Doth
with an index and a descriptive content condition. The index condition spec-
ifies that the index must be in the domain of the file. The descriptive content
condition states that a file F would be an admissible context for the addition
of a definite NP only if it entails the file obtained by incrementing F with NP.

(40) Fi=F+NP,. where NP, is weakly familiar, is defined only if F entails
F4NP; (i.c., for every <ap.w>€Sat(F) there is a by agreeing with ay
for all j€Dom(F) such that <byw>€Sat(F4+NP,)).
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(41) Fi=F+NP;, where NP; is strongly familiar, is defined only if both (a)
and (b) hold:
a. 1€Den(F);
b. F entails F+NP; (i.e., for every <ap,w>€Sat(F) there is a by agree-
ing with ay for all j€Dom(F) such that <by,w>e€Sat(F + NP;)).

If F does not entail F+NP;, then it does not entail NP; but not vice versa; if
i€Dom(F) and F entails F+NP;, then F entails NP;.

6 Conclusion

In this paper | have argued for a more fine-grained theory of novelty and famil-

iarity and for not always tying both the index condition and the descriptive
content condition to definiteness and indcfinitencss, based on ~vidence that
there are indefinites presupposing their descriptive content and acfinites with
a novel index. Indefinite NP's always introduce a new discourse referent and
definite NP’s always presuppose existence.

The set of admissible contexts for weakly novel NP’s properly includes the
set of admissible contexts for strongly novel NP’s and the set of admissible con-
texts for weakly familiar NP's properly includes the set of admissible contexts
for strongly familiar NP's. Hence weakly novel NP’s have the whole range of
readings that strongly novel NP's do (plus more) and weakly familiar NP’s
have the whole range of readings that strongly familiar NP’s do (plus more).

If all indefinites are at least weakly novel, then the basic property shared by
all indefinites must be that they are never anaphoric. If all definites are at
least weakly familiar, then the basic property shared by all definites must be
that they never assert existence.
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The Singular-Plural Distinction In Hindi Generics*

Veneeta Srivastav Dayal
Rutgers University

I. The Dichotomy in NP Based Genericity
1.1: The Dichotomy in English

Recent work on generics has shown that genericity is not
a uniform phenomenon but involves interaction between the
semantics of the noun phrase and the tense-aspect system of a
language (see Krifka 1992 for a survey and discussion). This
paper focuses on the genericity which is tied to the noun
phrase. By this I mean NP's which can serve as arguments to
true kind predicates such as extinct. As noted by Krifka, this
diagnostic distinguishes the definite singular NP and the bare
plural in English from the indefinite singular NP. While the
former are truly kind denoting, the latter is not, as shown by
the fact that (lc) has only a taxonomic reading:

(1) a. The dinosaur is extinct.
b. Dinosaurs are extinct.

c. A_dinosaur is extinct.

A question that has remained relatively unexplored is the
relationship between the two kind denoting terms, i.e. between
the definite generic and the bare plural. While there is a
considerable degree of overlap between the two, there are also
some striking differences (Heny 1972, Lawler 1973, Viéhdler
1971, Carlson 1977, Krifka 1992 among others).

As noted by Carlson (1977), for example, definite
generics do not readily allow for stage-level interpretations.
(2a) has only a non-generic definite reading, while (2b) allows
for an indefinite reading.

* I am grateful for helpful comments to Maria Bittner, Gennaro

Chierchia and the audience at the University of Massachusetts, Ambherst.
All remaining errors and omissions are my own.




(2) a. The lion is roaring.
b. Lions are roaring.

Another fact discussed by Carlson is that the definite
generic is less productive than the bare plural. It seems to be
restricted to "well-established" kinds as shown by (3) and (4):

(3) a. The coke bottle has a narrow neck. '
b. Coke bottles have narrow necks.

(4) a. The green bottle has a narrow neck.
b. Green bottles have narrow necks.

While the wvariation between the definite NP and the bare
plural does not affect genericity in (3) it does affect it in (4).
The definite NP in (4a) has only a non-generic definite
interpretation while the bare plural in (4b) is easily
interpreted as a generic.

Carlson also discusses the fact that a common noun which
is too general does not have a definite generic counterpart.
Thus (5a), which has a definite generic, is an odd sentence but
(5b), which has a bare plural, sounds quite natural:

(5) a. The airport is a busy p’ace.
b. Airports are busy places.

In this paper I will introduce two types of generics in
Hindi which show a relationship very similar to that between
the definite generic and the bare plural in English. The novel
fact about them is that the morphology makes it clear that the
. difference between the two must be tied to the number
feature. In what follows, I hope first of all to establish that the
distinction between the two kind denoting terms is the same in
Hindi as in English. Second, I wish to explore ways in which
the number feature may impact on the interpretations of
generic terms.




1.2: The Dichotomy in Hindi

Hindi has bare singular and bare plural NP's which are
known to have generic, definite and indefinite readings, as
noted by Verma 1966, Porterfield and Srivastav 1988
(henceforth P&S) and Mohanan 1990.! The generic use is
demonstrated in (6):

(6) a. kuttaag aam jaanvar hai
dog common animal is
"The dog is a common animal."
b. kutte yehaa aam hai
dogs here common are
"Dogs are common here."

The definite use is shown in (7) below:

(7) a. ravi ek laRkii se milaa. laRkii bahut acchii thii
Ravi a girl met. girl very nice was
"Ravi met a girl. The girl was very nice."
b. ravi kuch laRkiyS se milaa. laRkiyad bahut acchii thii’
Ravi some girls met. girls very nice were
"Ravi met some girls. The girls were very nice."

Finally,the indefinite use is illustrated in (8):

(8) a. anu kitaab paRh rahii hai
Anu book reading is
"Anu is reading a book/books."
b. anu kitaab¢ paRh rahii hai
Anu books reading is
"Anu is reading books."

My primary concern in this paper is the generic-
indefinite variation of bare NF's. A comparison of bare
singulars with bare plurals leads us to recognize that the
constraints on the availability of indefinite readings for bare

1 I am ignoring in this paper the contrastive reading of such NP's,
which are affected by intonation and may be related to focus structure.
The recadings discussed here are available without special stress.
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singulars and bare plurals are very different. And further that
this difference results from the fact that bare singulars and
bare plurals denote different types of generics.

Briefly, I will ciaim that bare plurals are kind-level terms
linked to their instantiations in a given world and hence to
stages of such instantiations. The availability of indefinite
readings is tied only to syntactic factors like tense and aspect
which determine whether evaluation will take into account the
individual or its stage.

In contrast, bare singulars are kind-level abstract entities
which are no* related to actual instantiations. The indefinite
reading of bare singulars is available only in specific syntactic
contexts or under very special discourse conditions.  The
difference in the availability of indefinite readings of bare
plurals and bare singulars arises from the fact that in the first
case only syntactic factors are at play, while in the second case
a combination of syntactic and discourse factors are operative.

It is already clear, I think, that Hindi bare singulars
pattern with English definite generics, Hindi bare plurals with
English bare plurals with respect to the availability of
indefinite readings. Since English marks one type with the
definite article and leaves the other one bare, definiteness
marking presents itself as one obvious area of inquiry but I
think this is a red herring. Hindi generics provide a better clue
to what may be at the heart of the problemn. Since neither the
singular nor the plural is overtly marked for definiteness in
Hindi, and both are capable of definite interpretation, the
distinguishing factor between the two types of genericity
clearly cannot have to do with definiteness. The Hindi facts
thus indicate that the proper locus of inquiry for distinctions in
genericity must be the number feature.

I1. Hindi Bare NP's

2.1: An Analysis For Bare Singulars

Let me begin by summarizing the analysis of bare
singulars in P&S, which represents a first attempt at reducing
the three-way ambiguity displayed in (6)-(8). 1 will then show
why the specifics of their analysis does not extend to Hindi
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bare plurals. P&S take the bare singular to be ambiguous
between the definite and the generic and I will assume the
same for purposes of this talk. Let us say, for the sake of
convenience, that Hindi has a null determiner, which analogous
to English the carries uniqueness implications. Its meaning can
be captured via the iota operator. In addition, Hindi also allows
bare singular NP's which denote kinds, in the terminology of
Carlson. This ambiguity accounts for the variation between (6)
and (7).2 It is with the generic-indefinite variation, however,
that I am chiefly concerned with here.

P&S note that while the indefinite reading "is available
when the bare NP is in object position as in (8a), it is not
available when the bare NP is in subject position, as in (9)
below. The tense being episodic, the only available
interpretation is the definite one3:

(9) * laRkij khaRii thii
girl standing was
"A girl was standing."

They propose that the basic reading of the bare NP is that of a
generic. When the NP is in object position, they argue, it is
possible to interpret it as a generic and still get a pseudo-
indefinite reading. In (8a), for example, the verb phrase can be
treated as the predicate "book-reading”, where the bare NP is a
kind-level term. If someone egages in the activity of book-
reading, however, it follows that there must be a book or books
that she is reading. Thus the indefinite reading is inferred.
The absence of an indefinite reading in subject position as in
(9), they claim, is due to the fact that predicates are sorted
with respect to the type of NP they can take as argument.
Generic tense takes individual level arguments while episodic
tense takes stage level arguments. The grammaticality of (6a)

2 A question that I will not pursue here is why bare NP's should be
ambiguous between a definite and a generic. Ideally, there would be a
way of deriving the definite reading from the generic reading since to
the best of my knowledge such an ambiguity exists for bare NP's cross-
linguistically.

3 There is an indefinite reading for (9) which is cquivalent to "It was a
girl who was standing". This I classify with the contrastive readings
which I am not concerned with in this paper.
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follows from the fact that there is sortal matching between
subject and predicate and the ungrammaticality of (9) from the
fact that there is a mismatch between a stage-level predicate
and a kind-level argument.

Another agrument for treating the indefinite reading in
(8) as deriving from a generic reading is provided by
introducing an adverbial and comparing the sentence with a
bare NP with a sentence with a regular indefinite:

(10) a. anu pure din machlii pakaRtii rahii
Anu whole day fish kept catching
"Anu kept catching fish the whole day.”
. anu pure din ek machlii pakaRtii rahii
Anu whole day one fish kept catching
"Anu kept catching a fish the whole day."

(10a) leaves it open whether Anu spent the day catching one or
more fish but (10b) restricts interpretation to Anu's catching a
single fish. This diagnostic, though not discussed by P&S, is
familiar from Carlson's work on bare plurals in English and
fully supports the view' espoused in P&S that there is no
independent indefinite reading of the bare singular.

2.2: The Problem with Bare Plurals

While I believe the basic insight in P&S to be right, the
analysis faces a serious problem when we try to extend it to
bare plurals in Hindi. Consider the plural counterpart of (9)
where the verb has episodic tense and the subject is a bare
plural:

(11) laRkiyaa khaRii thii”
girls  standing were
"Girls were standing.”

Under the line of argumentation sketched above, this seatence
should be ruled out as a case of sortal mismatch, on a par with
(9) but the bare plural is quite grammatical here. In fact, it
behaves exactly like the English bare plural in the translation.
In Carlson's analysis of English bare plurals this follows from
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the semantic operation which maps the bare plural, an
individual-level entity into the stage-level entities which
realize the kind at the given time and location. The explanation
for the ungrammaticality of (9), however, hinged on the
assumption that such an operation was not available in Hindi.

The problem, then, can be stated in the following way. If
we follow the traditional Carlson analysis where kind level
terms can type shift into their stage level correlates for Hindi
bare plurals in (11) we lose the explanation for the
ungrammaticality of (9). If we follow the account for (9) in
P&S which suggests that Hindi differs from English in not
having type-shifting operations from kinds to stages we make
an incorrect prediction with regard to (11). An obvious
solution to the problem is to say that the realization relation is
universally available with episodic tense but is undefined for
singulars. But this, of course, is pure stipulation unless we can
find a principled reason for blocking the realization relation
from applying to singulars.

It may be worth mentioning here that though I have
articulated the problem using terminology from Carlson, the
question of why the two generic terms should behave
differently with respect to indefinite readings is a general one
and remains in theories, such as those stemming from Heim
(1982), which deal with the generic-indefinite variation in
other ways. In trying to resolve this problem I will use the
specifics of Chierchia (1982, 1984). In this theory all
predicates are systematically linked to kind-level terms by a
nominalization operation. Thus predicates are linked via their
predicate intensions to kind-denoting expressions. Stages are
treated as values of the objects that instantiate the kind at a
given world-time index. A single relation Re replaces Carlson's
R and R' which linked kind and object, respectively, to their
stages.

2.3: Mass Terms

Chierchia's theory also extends Carslon's analysis of bare
plurals to mass terms. Before going any further, then, let me
broaden the range of data to include mass terms in Hindi. In
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(12) we see that mass and count nouns, all of which may be
bare, can occur in predicative positions in Hindi:

(12) a. yeh sonaa hai
"This is gold.”
b. moti kuttaa hai
"Moti is a dog"
c. moti aur hiraa kutte hai’
"Moti and Hira are dogs."

They can all serve as arguments of kind-level as well as object-

level predicates:

(13) a. sonaa aam dhaatu hai
"Gold is a common mineral."

b. kuttaa aam jaanvar hai
"Dog is a common animal.”

c. kutte yahaa aam hai’
"Dogs are common here."

(14) a. sopaa pilaa hotaa hai
"Gold is yellow."
b. kuttaa bhaunktaa hai
“The dog barks."
c. kutte bhaunktee hai
"Dogs bark."

The difference comes up in stage-level contexts, where
singular does not yield an indefinite interpretation:

(15) a. yehaa sopaa rakhaa hai
"Gold is lying here."
b. kuttaa bhaunk rahaa hai
"The dog is barking."
c. kutte bhaunk rahee hai’
"Dogs are barking."

Since mass terms pattern with plurals in allowing for
indefinite interpretations with stage-level predicates, the
refined and restated in the

problem raised earlier can be

5]
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following way. Since plural and mass nouns allow for
indefinite readings but singular nouns do not, we need to
investigate why the realization relation is available with
episodic tense for the former but is uadefined for the latter.

2.4: The Solution

Let us assume the now standard view, proposed first by
Link (1983), that there are singular and plural individuals in
the domain of discourse and that singular count nouns pick out
atomic individuals while plural count nouns pick out plural
individuals which have atomic individuals as parts. This
division is blurred for mass nouns since they do not have
atomic elements. Technically they are plural since they do
have parts but at the intuitive level we think of them as
unspecified for number simply because they lack the
dimension, i.e. the level of atoms, which would make the
singular-plural distinction cognitively significant. In order to
tackle the problem at hand we simply classify mass terms as
plural terms in virtue of the fact that they do have parts,
though they do not have atomic individuals as parts.* We can
then make the straightforward assumption that the number
feature on a noun determines whether it will ref r to an atomic
or a non-atomic individual. In the case of generics we might
say that the number feature determines whether the
instantiations of the kind-level entity in a given world will be
an atomic or a non-atomic individual.

To take concrete examples, the sentences in (12) require
Re to apply to the. generic terms since the tense is episodic.
That is, interpretation will need to access the value of
Re(7gold’), Re(*dog') and Re(*dogs') respectively. In the case of
(12a) and (12c), this yields the mass of gold that instantiates
the kind gold and the group of dogs that instantiates the kind
dog at the relevant world-time indices. The indefinite reading

4 Chierchia's treatment of mass terms is stated as extending Carlson's
theory of bare plurals to singular terms. Because English does not use
singular count nouns as NP's, he uses the term singular to refer to mass
terms which are syntactically singular. His treatment, however,
maintains the view that mass terms are semantically like plural count
nouns in being composed of parts.
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picks out the mass of gold in the plate as part of the teotal mass
of gold and the group of dogs barking as part of the group of
dogs in the world. In the case of (12b) the number feature
specifies that Re(Adog’') be a singular individual. But the
inherent meaning of a kind suggests that there should be more
than one instantiation of it at any world-time index. We may
assume that Re(*Dog') is undefined because the number feature
clashes with the presuppositions associated with a kind term.

A word of clarification about the restriction imposed by
number. A kind can, of course, be instantiated by a unique
object if there are enough contextual factors narrowing down
the domain of discourse. But that, of course, is tantamount to
the definite reading, which (12b) has. Recall that for ease of
exposition I am assuming an optional null determiner in Hindi,
which functions like the iota. This optional null determiner
also accounts for the definite readings that (12a) and (12c¢)
have in addition to the indefinite readings.

Before proceeding further, it may be worthwhile to see
how (10) and (11) are to be interpreted. Assuming that *gold’,
Adog’' and *dogs' each is a kind term formed out of predicate
intensions denoted by the common noun accounts
straightforwardly for (10) since the predicates involved
directly take kinds. But in the case of (11) we have a predicate
that requires an object level term. If Re is not defined feor
singular terms, the only object level interpretation for the bare
singular in (11b) will be provided by iota, yielding the definite
reading. That is, it will be a habitual sentence about a specific
dog. But clearly this senience is also generic. The solution to
this problem lies in what we take as the locus of genericity
here. These are what Krifka (1992) calls characteristic
sentences and analyses as involving quantification over
situations. Though iota will yield a unique dog per situation,
since many situations enter intc the evaluation of (1ib), the
excessively strong uniqueness implications will be diluted.
Hence the generic flavor of these sentences.

To recap briefly, the approach I have outlined exploits
the mismatch between the inherent nature of the generic and
the morphological restriction imposed by the number feature
to account for the difference between plural and mass terms on
the one hand and singular terms on the other with respect to
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contexts in which stages of kinds are involved. It differentiates
between a singular kind-level term which does not have actual
instantiations in any given world and mass and plural generics
which are kinds systematically linked to actual instantiations.

IHl. “Indefinite" Readings of Hindi Bare Singulars
3.1: Incorporated Bare Singulars

Recall that Hindi bare NP's in object position are able to
yield indefinite readings. So in (8a) there is no specific book
that Anu is reading. Recall also that P&S analyse the predicate
in this sentence as a complex noun-verb combination. That is,
they derive the indefinite reading from the incorporated verb
"to book-read".

One robusi manifestaiion of this claim is that there is no
restriction of number. (8a), for instance, is quite compatible
with Anu reading ome or more books. This is in contrast to the
use of the bare plural in (8b) where the indefinite
interpretation is restricted to at least two books. Since singular
terms are generally not used in Hindi to refer to a plurality of
objects, it seems implausible to suggest that the number
requirement is suspended in just this context. The facts,
however, are as expected under an incorportion account.

A second piece of evidence that is relevant here is that the
bare singular must be close to the verb in order for the
indefinite reading to be available.5 Consider (13a) which has
the canonical word order for ditransitive structures. That is,
the indirect object is not next to the verb. The bare singular
indirect object here has only a definite reading:

(13) a. anu bacce-ko khilaunaa degii
Anu child-DAT toy  will give
"Anu wilt give toy(s) to the/*a child.”

5 It is not clear whether such incorporation takes place in the lexicon
or in the syntax but see Mobhanan (1990) for pertinent discussion. In
either case, an adjacency requirement for incorporation is to be
expected.
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In contrast, a bare plural indirect object readily allows for an
indefinite interpretation:

(13) b. anu bacc-ko  khilone degii
Anu children-DAT toys will give
"Anu will give toys to the children/children."

Under the present approach, the operation mapping kind to
stage is defined for plurals. Re(“children'), in this example,
picks out the plural individual that instantiates the kind and
the indefinite rea‘'ng denotes some non-atomic part of it.
Closeness to the verb is not at issue since the indefinite reading
does not arise via incorporation.

Assuming an adjacency requirement for incorporation, in
combination with the view that singular kind terms, unlike
plural kind terms, are not linked to actual instantiations thus
accounts for the contrast noted here with respect to the
indefinite readings of bare NP's.

3.2: "Representative Object” Readings

Let us consider next a set of examples with “indefinite"
readings for bare singulars that cannot be reduced to
incorporation. Consider (14a) from P&S. Here the postposition
-se after the bare singular makes an incorporation analysis
implausible. Yet it has, in addition to a definite reading, also an
indefinite reading:

(14) a. anu DaakTar se shaadii karegii
Anu doctor  with marriage will do
"Anu will marry a doctor."

Anu could not be marrying the kind doctor but some individual
who instantiates the kind. How does this fit in with the view
that Re is not defined for singulars? Clearly, some modification
is in order but I do not think the basic idea has to be given up.

A further fact noted by P&S is relevant in understanding
what is going on. (l4a) has a variant in which an overt
indefinite is used, given below in (14b). While (14a) seems to
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disfavor a continuation like (14c¢) which has an anaphor
referring back to the bare singular, (14b) readily allows it:

(14) b. anu ek DaakTar se shaadii karegii
Anu a doctor with marriage will do
"Anu will marry a doctor.”
c. uskaa naam ravii hai
his  pame Ravi is
"His name is Ravi."

The answer to the puzzle posed by these examples begins
to emerge if we try to understand what discourse factors would
determine whether (14a) or (14b) should be used. As far as 1
can tell, (14a) would be used in the following type of context:

(15) Anu's father is a doctor and Anu lives in his shadow.
The speaker is sure that the only type of person she will
marry will be a doctor, since her father is a doctor.

What the context tells us, then, is that the bare NP refers not to
any particular individual but to an instantiation who would be
representative of the kind. This explains the subtle difference
in interpretation between (14a) and (14b) as well as the
difference with respect to anaphora. We might say, that only
under special circumstances, Re may be defined for singular
kinds resulting in what Krifka (1992) calls "the representative
object" reading.

Another fact relevant in this connection is provided by
(16), also from P&S. This represents a slight modification of
(14a) in that the NP includes the adjectives "tall" and "poor".
This modification results, however, in the loss of the indefinite
reading:

(16) vo e gariib DaakTar se shaadii karegii
she tall poor doctor with marriage will do
"She will marry the/*a tall, poor doctor."

I think this fits in with the view that the bare NP does not have
a bona-fide object level interpretation. Since the object is
important only to the extent that he represents the kind doctor,
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it is not unexpected that the mention of properties that are not
the natural properties of the kind should be at variance with
the intended meaning of the utterance.

Before wrapping up this point, let us consider the plural
counterparts of (14a) and (16), given in (17a) and (17b). (17a)
shows that anaphora to bare plurals is not problematic and
(17b) shows that indefinite readings are possible even with
modified noun phrases:

a7n a. anu Daaktard-sc baat kar rahii hai lekin unke naam
mai’ nahif’ jaantii
“Anu is talking with doctors but I don't their names.’

b. anul_amb_e_gamb_d_akm_[gse baat kar rahii hai

"Anu is talking with tall poor doctors.”

Finally, it is worth noting that "the representative object”
reading is not always available. Thus the bare singular in (18a)
has only a definite reading while the bare plural in (18b) has a
definite as well as an indefinite reading:

(18) a. pradhaan mantri vidyarthii-se milii’
prime minister student with met
“The prime minister met with the student.”
b. pradhaan mantri vidyarthiyg-se milii’
prime minister students with met
"The prime minister met with students.”

While we do not know why 'representative object" readings
are not always available, the contrast between (18a) and (18b)
shows once again that the indefinite readings of bare plurals is
not subject to the same constraints as those for bare singulars.

Though I have not presented an account of incorporation
in Hindi or of the "representative object” readings, I hope to
have shown in this section that there are far stricter
constraints on an indefinite reading for a bare singular than for
a bare plural. The factors governing ihe indefinite reading for
bare singulars include, in addition to a predicate which allows
for such an interpretation, an appropriate discourse context.
For bare plurals, the constraints are purely grammatical. Any
syntactic context that calls for stages of kinds yields an




indefinite reading. This, I am claiming, is because Re is
normally undefined for singulars but always defined for plural
terms.

IV. Further Issues
4.1: Number vs. Definiteness Marking Crosslinguistically

The discussion so far would have made it amply clear, I
think, that there is significant similarity between the Hindi
bare singular and the English definite generic. In fact, this
parailel was noted in P&S, who classified it as a D-generic in
terms of Krifka (1988), drawing attention to examples like
(19a) and (19b):

(19) a. agar bacce-ka pet bharaa ho, vo aaram se sotaa hai
if child's stomach full be he easily sleeps
"If the child’s stomach is full, he sleeps easily.”

b. kal caar s¢ nau ke biic me jabbhi ¢cor
yesterday four from nine between whenever thief
ghar me ghusaa pulis-ne use pakaR liyaa
house in entered police him caught.

"Yesterday between four and nine whenever the thief
entered the house, the police caught him.”

They pointed out that the bare singular, like the English
definite generic in the translation, is alright with generic tense
but not with episodic tense. They did not, however, offer any
explanation for why this should be so. Under the present view,
however, there is an explanation for this fact.

(19a) involves quantification over situations. Though
Re(~child') is undefined, iota(”child') is not. A generic
interpretation is possible since quantification over situations
cancels out the uniqueness normally assoicated with the iota.
(19b), on the other hand, is episodic. The contextual
parameters being set, there is only one possible individual that
can be denoted by iota(*thief’). The oddness of the sentence
arises from the semantics of the adverb whenever which
requires several instances of house-breaking and arrest. If
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there is only one thief he would have to be released each time
he was arrested so that he could be arrested and :eleased
again, resulting in a pragmatically odd sentence.

Note that, as expected, the plural counterpart of (19b) is
not odd. The English translation is again repesentative of the
Hindi facts:

(19) ¢. kal caar se nau ke biic me jabbhi cor
yesterday four from nine between whenever thieves
ghar m€ ghuse pulis-ne gnhe pakaR liyaa
house in entered police them caught.

"Yesterday between four and nine whenever thieves
entered the house, the police caught them."

This is because Re(~thieves') yields a plural individual, different
non-atomic parts of which can be involved in each instance of
house-breaking and arrest.

If I am right in taking number marking to be the critical
factor in determining whether a generic will yield indefinite
readings, it makes some strong cross-linguistic predictions.

Languages like French and Italian have singular and plural
generics both of which are marked with a definite determiner.
The Italian sentences in (20), however, have the same
interpretations as the English and Hindi counterparts:

(20) a. se la pancia del bambino e' piena, lui dorme bene
"If the stomach of the child is full, he sleeps well."
b. leri tra 4 e le 9 ogni volta che il ladro e' entrato,
la polizia o ha arrestato
"Yesterday between four and nine, each time the thief
entered, the police arrested him."
Ieri tra 4 ¢ le 9 ogni volta che i ladri sono entrati,
la polizia i ha arrestati
"Yesterday between four and nine, each time the thieves
entered, the police arrested them."

Obviously, the function of the definite determiner in Italian is
different from English the in not having uniqueness
implications. It may be that the Italian definite determiner is
simply a theme marker, as has been suggested for French by




Kleiber (1990). What is significant about Italian for the
present analysis is that it too shows that it is the singular-
plural distinction and not definiteness which impacts on the
availability of "indefinite" readings for kind-level terms.

In fact, it is a prediction of the analysis that any language
in which there are singular and plural generics will allow for
indefinite readings more readily for the plural than for the
singular. A language in which the singular generic was bare
and allowed for indefinite readings while the plural generic
was definite and resisted such readings -- that is, a language
that reverses the pattern of English -- is not expected.

4.2: Productivity of Singular and Plural Kinds

So far I have been arguing for the importance of number
marking in interpreting kind-level terms in contexts that call
for stages. That is, I have been concerned with showing that it
is the number restriction on Re that makes it undefined when
applied to the singular kind. I would now like to explore
briefly the possibility that number marking may also account
for the observation noted in examples (3)-(5) that the English
bare plural is more productive than the English definite
generic. I think it would be clear from the preceding
discussion that similar observations hold for Hindi and as far as
I know this is also the case for Italian and French. So let us
rephrase the observation to read that singular kinds are more
restricted than plural kinds.

If there is a common nominalization operation that
applies to all predicative terms, it is not obvious that there
should be any difference in productivity. Now, there are two
possible areas where the number marking could impact in the
process of mapping predicate into kind, the predicative
expression which is the input to nominalization and the kind
term which is the output. I assume that a singular predicative
expression denotes a property of atoms while the
corresponding plural expression denotes a property of sums of
the same atoms. The informational content of the two is not
significantly different. Thus the impact of number marking on
the input expression is unlikely to be critical.
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Suppose, however, that number marking impacts on the
output of nominalization, singular number forcing the resulting
nominalized expression to be also atomic. The nominalization
will then have to be of a type that does not preserve a direct
link between the kind and the objects that are the basis of kind
formation. This could be if the resulting kind expression was
the name of the genus. Let us consider what it means to be a
genus. The dictionary defines this as a class of like objects or
ideas, having several sub classes or species. If the line of
reasoning presented here is on the right track, it follows that
the nominalization operation will be freely available and
singular kind formation will be readily formed out of singulars
as long as the resulting expression can belong in a taxonomic
hierarchy.

Consider the contrast in (3)-(4) from this perspective. It is
true that a priori the coke bottle but not the green bottle yields
a generic interpretation. But take the following situation. You
are on a tour of a plant which makes bottles and the tour guide
says, "we manufacture three types of bottles at this plant,
green, blue and clear. The green bottle is our particular
speciality. It has a long neck.” 1 think there is no problem now
in a generic interpretation for the singular term. What the
discourse does is to set up the appropriate context in which the
green bottle can be thought of as a proper subkind of the kind
bottles.

The degree of acceptability of such terms, then, is a direct
function of our ability to access the taxonomic hierarchy of
which the term is a subkind. But this is not a fact about our
language competence but a fact about our world knowledge. To
confirm this, consider the ease with which we accept the
singular generic in "The German consumer is very thrifty",
where we interpret the german consumer as a subkind in the
taxonomy of consumers classified by nations. This is the
market analyst's taxonomy but in the world we live in we are
able to access it very easily. Surely, the geiman consumer as a
generic term would be as problematic as the green bottle if we
lived in a world where international trade was unknown.
Similarly, I believe the difficulty of interpreting singular
expressions which are too general generically, as in (5a) is not a
linguistic fact. Thus it seems to me that the lack of




productivity of the singular generic noted in (3) - (5) is not a
generalization about its semantics, but about contexts of use.

Put another way, I believe that the only semantic
difference between the singular kind and the plural kind is in
their relation to objects, the singular kind “"denotes the species
itself" while the plural kind denotes the "members of the
species”, to use the words of Jespersen (1927). While their
property sets are not very different, in some sense the singular
generic is more abstract than the plural generic. Because of
this, plural generics can be used as simple generalizations
based on sufficiently many object level verifications. The
singular generic, on the other hand, can only be used in
contexts where the taxonomy in which the kind term belongs is
salient. This is what is at the root of the intuition that singular
generics are less productive than plural generics.

V. Conclusion

To conclude, then, I have tried to establish that cross-
linguistically there is great uniformity in the semantics of true
kind denoting NPs. In a language which marks number
morphologically, the singular kind does not have stage-level
interpretations while the plural does. And the singular seems
less productive than the plural. In establishing this uniformity
I hope to have identified number marking as crucial in
understanding the dichotomy in NP-based genericity, a
problem that had remained intractable so far.
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Adverbial Quantification, Complex Conditionals, and Focus*

Kai von Fintel
University of Massachisetts ar Amhersi

Introduction

So-called donkey-sentences like the one in (1) raise many important issues for the
syntax and semantics of natural language quantification.

(1) If a farmer owns a donkey. he often beats it.

The most influential account of donkey sentences was pioneered by David Lewis
(1975), Hans Kamp (1981). and Irene Heim (1982). Its main ingredients are: (i)
Indefinites are not existential quantifiers as traditional logic maintained: instead
they are interpreted as restricted frce variables. (ii) These variables can be bound
by an “adverb of quantification™ (Lewis’ term). such as offen in (1); these adverbs
are unselective binders which can bind all free variables in their scope. (iii) The
donkey pronouns are also bound by this unselective binder. (iv} /f-clauses in
general serve to supply the domain of such unselective quantifiers.

Our example donkey-sentence (1) will then receive the logical form and the
paraphrase in (2).

2) a. Oftenx‘y [a farmer(x) A a donkey (y) A X owns y] [x beats y]
b. “Many pairs x,y such that x is a farmer, y is a donkey. and x owns
y are such that x beats y".

The literature on adverbial quantification is plentiful and the Lewis-Kamp-
Heim account is by no means the iast word. The architect of a theory of adverbial
quantification has many important decisions to make. Very roughly and recklessly
put, at each choice point the theory could go towards more syntax or more
semantics/pragmatics. Let me sketch four issues that have been focal points of the
theoretical debates. (i} What kind of things are quantified over? Following Lewis
(1975), many rescarchers assume that adverbial quantifiers quantify over tuples of
restricted variables. The alternative, initially more intuitive, is to assume
quantification over something like situations (events, times, states of affairs.
circumstances, conditions. whatever). (ii) What is the nature of indefinite noun
phrases? In the Lewis-Kamp-Heim approach they serve to introduce and restrict

*The utle chasen here differs from the much less appropnate utle of the abstract submuited to
SALT H (*Conditional Restrictors and (Un)Sclective Binding™). This paper 1 a preltminary report
on ongoing rescarch which is supposed to culminate in a sigmificant part of my dissertation. Some
of this material was presented in an carlier form at WCCHT, X1 (von Fintel 1992). A much bettet
paper would have resulied if 1 had had more ume to take into account the arguments and proposals
of Manfred Kntka's SALT I paper (Knfka 1992), which cov ers some of the same ground as nune
While engaged i this rescarch, | have enjoyed the inestimable help of Barbara Partee, Angelika
Kratzer. Veena Dwived, Hotze Rullmann, Paul Portner, and Suc Tunstall, All nustakes are mine.
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free variables. A situation-based approach may be compatible with the more
conservative view that they are existential quantifiers. (iii) What is the nature of
dorkey pronouns? In the Lewis-Kamp-Heim approach they are bound variable
pronouns dependent on the unselective quantifier. A situation-based approach
would have to take recourse to the E-type account which treats donkey pronouns
as disguised definite descriptions. (iv) How is the domain of the adverbial
quantifier determined? This question doesn't really arise with nominal quantifiers
whose common noun directly gives the appropriate domain. With adverbial
quantifiers we have what, following Diesing (1990) and Krifka (1992). could be
called the problem of “semantic partition™. There is more to be said here than the
usual assumption that if-clauses are designated devices for restricting quantifiers.
Things are more complicated: material from the matrix clause can be quantified
over, and not all the material in an if-clause has to be quantified over (this is
known as the “proportion problem™). Researchers have attempted to get at the
roots of semantic partition from different angles. There are syntax-based
proposals, especially the theory of Molly Diesing (1990) and Angelika Kratzer
(1989a). There are pragmatics-based proposals: for example, Berman (1987)
seems to go in this direction. And there are focus-based proposals (Rooth 1985,
1989, Krifka 1992, von Fintel 1992a). '

At this point, we need new considerations and new data to evaluate the
performance of the various theories. What kind of new data might there be?
Henrigtte de Swart (1992) and Cleo Condoravdi (1992) both discuss types or uses
of noun phrases that had not been considered before in the donkey literature. The
averue that I am exploring in current research is to investigate other adverbial
clause-types beyond the usual iffwhen-clauses and their interaction with
quantification. !

In this paper, I will present and analyze data concerning the availability of
donkey-anaphora with indefinites in complex conditionals (unfess. only if. even
if). Throughout, I will hold certain assumptions constant which I lay out in
Section 1. Roughly, I adopt Heim's (1990) “semanticky™ situation-based approach
to adverbial quantification that treats indefinites as existential quantifiers and
takes donkey pronouns to be E-type pronouns. Within this framework, 1 briefly
propose a semantics for complex conditionals (Section 2). and sketch an account
of why indefinites in complex conditionals are gencrally not available for donkey -
anaphora (Section 3). In the central part of the paper, I then investigate the
respective roles of focus and syntactic scoping in the derivation of the domain of
adverbial quantifiers. In Section 4, I show how focus can make indefinites in
complex conditicnals available for donkey-anaphora after all. And finally in
Section 5, I explore the respective bragging rights of focus and syntactic scoping.

lLyggn (1984) and Gers (1985) arc the only references that | am aware of that hase similar
ambitions. On the whole. they do not seem to take :nto accaunt the Toral seminue hierature on
ady erbial quantiftcation.
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1. The Framework Assumed

The Lewis-Kamp-Heim account of donkey-sentences sketched in the introduction
breaks with tradition in many respects: especially with its new type of unselective
binding and the unorthodox view of indefinites as introducers of free variables
rather than as existential quantifiers. As mentioned there. a more conservative
approach would treat the adverb as quantifying over one variable only: events.
times, or situations, states of affairs, circumstances. conditions, whatever we want
to call it.2 Such an account may also rescucs the traditional intuition that
indefinite noun phrases have existential force. The most sophisticated version of
this line of research is represented by Berman (1987) and Heim (1990) who
suggest that adverbs of quaniification quantify over situations. They adopt the
framework of situation semantics developed by Angelika Kratzer (1989b) to
handle problems of counterfactual reasoning.3 There situations are parts of
possible worlds and propositions are reconstructed as sets of situations
(intuitively. those situations in which the proposition is true).

Modulo the interpretation of the pronouns and some refinements. this gives
(1) the logical form in (3).

(3) a. Ofteng|safarmer ownsa donkey] s he beats it]
b. “Many situations in which there is a farmer and there is a donkey that
the farmer owns are such that he beats it."

What can we do with the pronouns in the matrix clause? The situation-based
approach takes recourse to the theory of pronouns as disguised definite
descriptions (Cooper 1979, Evans 1980). Let me be non-committal as to any
specific implementation of the E-type approach (for some discussion of the
choices see Heim 1990, Neale 1990, and Chierchia 1991). The logical form for
(i) is then amended to (4).

4 a. Ofteng |safarmer owns a donkey} |5 the farmer beats the donkey]
b. “Many situations in which there is a farmer and there is a donkey that
the farmer owns are such that the farmer beats the donkey.™

One last modification has to be made. In her dissertation. Heim had argued
very forcefully against the E-type construal of donkey pronouns using among
others her now famous sage plant example, a conditional version of which is
given in (5).

(5 If somcone buys a sage plant here he usually buys cight others with it.

The problem of course is that there won't be a unique sage plant that the definite
description hidden in the E-type pronoun can felicitously refer to. The situation-
based account has an answer to this problem. Berman (1987) suggested having the

2An carly proposal along these lines v: as made by Greg Stump (1981, 198S),

At this pomt, I wiil not attempt any companson with the “West Coast™ theory of situation
semanties (Barwise & Permy 1982, ete).
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adverb quantify solely over the minimal elements in the set of situations supplied
as its first argument. The quantificational adverb always, for example. will take
two sets of situations and will demand that all the miminal situations in the first
set are part of a situation in the second set. The new paraphrases for the sage-plant
example and for our stock example are given in (6).

(6) a. “Most of the minimal situations in which someone buys a sage plant
here are pari of a larger situation in which that someone buys eight other
sage plants with the one in the minimal situation.™

b. “Many of the minimal situations in which there is a farmer and there is a
donkey that the farmer owns are are part of a larger situation in which
the farmer beats the donkey.”

Since we plan to integrate all sorts of conditionals into the picture, we need
to be clear about what conditionals are doing in adverbially quantified sentences.
The conventional wisdom is that if-clauses provide the domain of quantification.
they restrict the adverb of quantification. I would like to spell this out in a way
that can be extended to account for other types of conditionals.

First. I will assume that adverbs of quantification denote relations between
sets of situations. That is, adverbs of quantification can be treated as quantifiers in
the tradition of generalized quantifier theory (for detailed discussion the reader is
referred to Schwarzschild 1988, 1990, and de Swart 1991). For example. always
will denote the subset relation (modified to allow for Berman's minimality trick).

The first argument of the quantifier is special. Adopting a suggestion by
Mats Rooth (1985, 1989, 1991), I assume that the first argument of an adverb of
guantification is a free variable C that can be restricted in various ways: explicitly
by an if-clause, or implicitly by accommodating presupposed material 4

The second argument of the adverbial quantifier is supplied by the matrix
clause minus the adverb. The general schema for the interpretation of adverbially
quantified sentences with a restrictive {f-clause is given in (7). Example (1} is now
analyzed as in (8).5

(M #RQICIMI=QICNR]M]=
Q-many of the minimal situations in C N R are part of a situation in M.

the antecedent proposition used to restrict C

the interpretation of the adverb of quantification

the set of currently relevant circumstances

the interpretation of the main clause minus the adverb

2007

4Assuming C to be a vanable over sets of situations is a simpiilication. Angelika Kratzer (1978)
has shown that the first argument, the cons ersattonil background 1n her terminology , s actually of
a higher type. Non-trivial 1ssucs arc at stake here and this 1s one of the mast pressing needs lor
further claboration,

SAnother issue that | skt here concemns the question of compusittonahity of the treatment 1n (11).
Obriously, the conditional opertaor here magically operates inside the internal structute of the
cxpression il combines with syntactically.
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@ a. [if(Ix Jy (farmer(x) owns donkey(y )},
many [C] [the farmer beats the donkey].

b. Many of the minimal situations in the set of currently relevant
situations in which there is a farmer and there is a donkey and the
farmer owns the donkey are part of a larger situation in which the
farmer beats the donkey.”

2. The Semanties of Complex Conditionals

Next we will have to specify what exactly the different kinds of complex
conditionals (uniess. only if. even if) mean.

2.1 Unless

What abeut unless under this perspective? In numerous textbooks and grammars
we can find the traditional view that unless is equisalent to if...nor. A typical
example like (9a) is paraphrased by (9b).

9 a. [will leave unless Bill calls soon.
b. I will leave if Bill doesn'r call soon.

Taken together with the semantics for if as marking a restrictive operator on the
domain of an adverbial quantifier, this would suggest that unless is a subtractive
or exceptive operator on quantifiers. Something along the lines of (10} seems
called for. The example in (9a) then gets a paraphrase as in (11)

(10) unlessR. Q [C][M]=Q [C-R][M]

(11) “All of the minimal situations in the set of currently relevant situations
except the ones in which Bill calls soon are patt of a larger situation in
which I leave.” (modulo modality and tense)

In von Fintel (1991} 1 discussed in some detail the advantages of this approach to
the meaning of unless. which can be traced back to Geis (1973). I argued there not
only that unless is a subtractive operator on quantifier domains. but also that there
is an additional implicature: the unless-clause states the only exception to the
quantified proposition. The excepr-paraphrase employed in (11) almost captures
that ingredient. As far as | can see, this uniqueness implicature does not interact
with donkey-anaphora. which is why I will ignore this complication here.

2.2 Focus Adverbs + If

The guiding principle in our dealings with on/v if- and ¢ven if-conditionals will be
that in them the focus adverbs onfy and even have the same meaning that they
have in cases where they are attached to non-conditional statements. That is we
should be able to take a semantics for the focus adverbs only and even and
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combine it with a semantics for if-clauses and get as a result a satisfactory
analysis of only ifand even if-conditionals.6

As far as the semantics of focus is concerned, I will stay fairly informal at
this point and trust that my suggestions here can be spelled out in more detail in
either Rooth’s (1985, 1989, 1991) alternative semantics or the structured
propositions approach of Krifka (1991, 1992) and others. All we need to assume
for now is that focussing evokes a set of relevant contrasts to the focussed item.
There are relevant contrasts to individuals, to properties, to propositions, etc. The
sentence JOHN stole the book evokes a set of relevant contrasts to John.
presumably other possible culprits. The sentence John SWIMS evokes a set of
relevant contrasts to swimming, perhaps other exercise activities. The sentence
The SUN’s shining might evoke a set of relevant contrasts to the proposition that
the sun is shining, perhaps other possible weather conditions. 1 will use the
following notation: X=c to mean that X is a relevant contrast to the denotation of
the expression ¢ For example, X~John means that X is a relevant contrast to the
denotation of John, presumably someone named John.

23 Only +If=0Oniv If

The semantics | will assume for only is this: it asserts that the focussed item is the
only one from the set of relevant contrasts that can be truthfully combined with
the rest of the sentence. There is in addition an implicature that the sentcace
without only is true.7 For a sentence like (12a) this will give us roughly the
semantics in (12b).

(12) a. Johnonly SWIMS.
b, VXagwim: X(§) — X=swim
Implicature: John swims.

That is, (12a) will be true iff the only property comparable to swimming that
truthfully applies to John is swimming itself: if John does anything it all. it is only
swimming. In addition, it is implicated that John does in fact swim.

What happens when we combine this with our semantics for conditionals?
What is the meaning we get for (13)?

(13)  Only if you help me will I do the dishes.

Let us assume for now that what is focussed in (13) is the complement of if. that is
the clause you help me. What we get is (14).8

Oln this 1 agree with the senuments expressed by Lycan (1991). An carly atiempt at analy 2ing onlv
ifmtoonly and if can be tound 1n McCawley (1974),
This is the standard treatment as argucd lor by Horn (1969),

he inner quanulier in « ) represents the universal quanitfication over situations tnggered by
the modal will. Note that the semantics praposed here seems to prediet that only if-condinonals
will be uncomfortable with Ieft-monotone increasing ads erbial quanufiers. The reason 1s that thes
will make 1t almost impossible for there to be a uniquely adequate restrictor set. b will leave
detatled discussion of this for a future occaston.
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(1) VXsyou help me : ICNX.I do the dishes)—X=you help me
Implicature: If you help me. 1 will do the dishes.

What (14) says is that the only circumstance in which I will do the dishes is one in
which you help me.

24 Even+If=Even If

The semantics | will assume for even is this: it implicates that there is a property
from the set of refevant contrasts to the focussed item that was more likely to be
able to be truthfully combined with the rest of the sentence than the focussed item
itself.9 For a sentence like ( 15a) this will giv e us the semantics in (15b).

(15)  a. Johneven SWIMS.
b. John swims.
Implicature: Ixwim : SWiM(j) <p X(j)

That is, (15a) will be true iff John swims. There is an additional implicature that
there is a property comparable to swimming that was more likely true of John
than swimming itself.

What happens when we combine this with our semantics for conditionals?
What is the meaning we get for (16)?
(16)  Evenif you help me I won’t do the dishes.

Let us again assume that what is focussed is the complement of if. that is the
clause you help me. What we get is (17).

(17 If you help me I won't do the dishes.

Implicature:
IX<you help me : no{CNyou help me.I do the dishes)
<p no(CNX.I do the dishes)

The implicature of (17) is that there are circumstances other than your helping me
in which it is even more likely that I won™t do the dishes.

3. Complex Conditionals and Donkey-Anaphora

We now embark on our investigation of the interaction of complex conditionais
and donkey-anaphora. The first observation is that in general the possibility of
donkey-anaphora seems severely limited with complex conditionals. The crucial
data are given in (18) and (19).

The Proper semantics 101 even is 1n much more dispute than the one tor onlv Some of the
reles ant relerences arc: ... Fam staying at a tarrly superhical fevel of analysis ab this pornt and
hereby apologisze Lo the truc conniolsseuns.
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If a farmer owns a donkey, he often beats it.
{*Unless

*Even if f & farmerownsa donkey, he often beats it.

" b
{*S’l::dlgnly if ¢ afarmer owns a donkey. does he often beat it.

If anyone objects, I will talk to him.

*
{5 } anyone objects. I will talk to him,

* ;
c. {*gl:i‘ndli)nly if § anyone objects, will | talk to him.

Our theory should not be too successful in deriving the illformedness of donkeys

with complex conditionals, however. The data in (20) show that if material in the

conditional other than the indefinite is focussed the indefinite can serve as the
antecedent for a donkey pronoun in the matrix.

J Unless

Even if

Only if

If and only if

E&l:]slsf} ‘/?)WN } a donkey, you shouldn’t beat it.

Only if .
d. If ag’d only if} you { OWN } a donkey. should you beat it.

a farmer is RICH. he shouldn’t beat his donkeys.

a farmer is RICH. should he beat his donkeys.

The challenge for the general theory of donkey-anaphora and for the
semantics of conditional clauses then is to explain (i) the general unavailability of
donkey-anaphora in complex conditionals and (ii) the possibility of donkey-
anaphora in special circumstances. In this section. ! will lay out why donkey-
anaphora is generally impossible with complex conditionals. In the Section 4. [
will turn to the cases in (20).

3.1 Unless

Why do unless-clauses not allow donkey anaphora? It is important to realize at
this point that within the framework assumed here the availability of donkey-
anaphora is not a question of syntactic or semantic scope. Instead. the operative
question is: /s there an appropriate entity in the antecedent situation to refer back
10 with a disguised definite description? Consider now the contrast in {21).

(z1) a. If anyone objects. I will talk to him.
b. *Unless anyone objects, | will talk to him.

Take (21a). The donkey pronoun Aim in the main clause is interpreted as an E-
type pronoun, as a disguised definite description, something like the mun who
objects or the objector. This interpretation meshes successfuily with the meaning
of the rest of the sentence, which as a whole can be paraphrased as “All of the
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minimal situations in which someone objects are part of a larger situation in
which I will talk to the objector™.

The analysis for (21b) with the unless-conditional will be something like
(22).

(22) a. WC-{sl Ix (x objects in s)}) (! talk to.the objector)
b. “All of the minimal situations in the set of currently relevant
situations except the ones in which someone objects are part of a
larger situation in which I talk to the objector™.

This is patently nonsensical. In a situation where no one objects there is no
objector to talk to. More precisely, the E-type pronoun carries an existence
presupposition: simply that in each of the cases considered there exists an
objector. The unless-clause on the other hand removes exactly those situations
where there is an objector from the domain of quantification. The presuppesition
of the E-type pronoun therefore cannot be fulfilled. (21b) then is deviant because
of a presupposition failure.

3.2'Only if”
What is wrong with (23)?

(23)  *Only if someone objects will I talk to him.

(29 a. VXisomeone objeets : YTCNX T talk to the objector)
—X=someone objects
b.  “The only type of situation comparable to ones where someone
objects which is such that in all of those situations 1 talk to the
objector are those in which someone objects™.

Of course, (24b) is kind of hard to parse. But a moment of reflection will reveal
that our sentence (23) asserts as a whole what is already presupposed by one of its
parts. The E-type prounoun him, interpreted as ‘the one who objects’, already
presupposes that all of the situations under consideration are such that there is an
objector. Saying that the only situations in which I will talk to the objector are
such that someone objects in them is dangerously redundant. Is this enough to
make this as ungrammatical as it is? This is what Robert Stalnaker has to say:

“The boundaries determined by presuppositions have two sides.
One cannot normally assert. command, promise. or even conjecture
what is inconsistent with what is presupposed. Neither can one
assert, command, promise or conjecture what is itself presupposed.
There is no point in expressing a proposition unless it distinguishes
among the possible worlds which are considered live options in the
context.” (Stalnaker 1972: 388)
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This would mean that there is no point in uttering (23). But is that enough to make
it ungrammatical? After all. we all are guilty of making useless utterances every
now and then without therefore being classified as incompetent speakers of
English. The argument in the case of (23) would have to be that it is structurally
pointless, in some sense of ‘structurally’. The issue is a vexing one and recurs
frequently in semantic accounts of ungrammaticality.! In the absence of a better
account for the illformedness of (23) 1 will rest my case for now.

33 Evenlf

What’s wrong with (25)? According to our semantics. (25) will have the
implicature in (26).

(25  *Evenif anyone objects | will talk to him.

(260 IXssomeone objects : all CNsomeone objects I talk to the objector)
<p alkCNX I talk to the objector)

This implicature is nonsensical. The set of relevant contrasts to anyone's
objecting will presumably be made up of alternative situations in which no one
objects. Nene of those can be more likely to be such that 1 will talk to the one who
objects than the ones in which someone actually does object. Again, the E-type
pronoun already presupposes that all the situations considered contain an objector.
hence a set of contrasting situations where no one objects will be useless. And
again, we have to resort to vigorous hand-waving to get from this built-in
pragmatic anomaly to the ungrammaticality of (26).

4. Focus-Induced Constraints on Domains

We will now have to deal with the data in (20). which show that if material in the
conditional other than the indefinite is focussed the indefinite can serve as the
antecedent for a donkey pronoun in the matrix. How come?

20 a {g",‘;ffff a farmer is RICH. he shouldn’t beat his donkeys.

ﬁ'l:r{dlgnly if ¢ afarmeris RICH. should he beat his donkeys.

*®
. gséisisf you {j())wwnN } adonkey. you shouldn't beat it.

H *
%ggdlgnly if} you {j())wwnN } a donkey. should you beat it.

104 promuinent example 1s Barwise & Cooper’s (1981) attempt of reducing the defintteness effect
n cxistential sentences to a presupposttion clash., cf. the cnucism in Keenan (1987). Similariy. von
Fintel (1992) mouvates the co-occurrence restnctions of exceptin e operaton by the obsen atton
that the ungrammatical collocattons would automaticatly result in contradicons. Sce Ladusaw
(1986) for some gencral discusston of ‘semantic filtenng';




4.1 Unless

Here's my story. What is the difference between the cases where donkey anaphora

is unavailable and those where it is 0.k.? Let us meditate on the specific contrast
in 27).

*own . .
(27) Unless you ‘%WN } a donkey, you shouldn’t beat it.

Why should stress on the verb make it possible that the object is available as an
antecedent for a donkey pronoun? After all. unless will still remove all the
situations where you own a donkey. Where is the donkey that ir refers back to?

The intuition I will develop is that the focus on the verb signals that we are
contemplating alternative relations between you and a donkey. and we are saying
that none of those except the ones that are owning relations entitle you to beating
it. The donkey will exist in all the situations considered. Hence the donkey
pronoun is licit.

Assume that. following Rooth ( 1985 elc.). in the interpretation of vou OWN u
donkey, we compute not only the ordinary denotation [| vou own a donkey || ©, but
also the set of relevant contrasts to the ordinary denolation, call it [f vou 0wn u
donkex §P. In terms of our earlier notation this will turn out to be the set {X: X=
B vou own a donkev | 0}.

What use is this set? Well. it seems to be the set of alternatives being talked
aoout. A natural move now would be to say that the first argument C of the
adverbial quantifier modified by the wunless-conditional is identified with or
restricted to this set of alternatives. The proposal is seen in (28).

(28) unless [REC.QIC[{MI=Q[C-[R]® | M|

Focus-induced constraint: C C | R]|P

If the donkey is supposed to exist in every situation in [ R [|P. we have to be
very careful about what to admit into the set of relevant contrasts to the owning-
relation. If we consider all possible binary relation between a person and a donkey
there will be lots and lots of those and in particular many that do not entail the
existence of the donkey. For example, this is a binary relation between me and a
donkey: “living in the same century as an artist who painted a picture of . This
problem is discussed in by Rooth (1991). For our stock example. that means that
the domain of quantification will have to be all those situations that contain you
standing in an owning-type relation (borrowing/leasing/renting/etc.) to a donkey.
From now on, 1 will assume that | R | P is the set of relevant contrasts. however
that is computed.
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4.2 Only Ifand Even If

The explanation of the contrasts in (29) runs along the same lines.

*
29 a. Onlyif you {‘f())‘wN } a d~nkey. should you beat it.

*,
b. Evenif you {‘f())\:;;N a donkey, you shouldn’t beat it.

The evoked set of alternative situations to your owning a donkey wiil be
comprised solely of situations where there is in fact a donkey that is
owned/borrowed/leased. Hence. the E-type pronoun ir will succesfully refer.

4.3 A Mystery: Narrow CN-Focus

Consider the contrast in (30), which should be read under narrow focus on the
common noun donkey as indicated by the context sentence.

(30)  Farmers around here in New England are pretty nice to their pack animals.

a.  Only if a farmer owns a DONkey does he beat it.
Even if a farmer owns a DONkey he doesn't beat it.
¢.  "Unless a farmer owns a DONkey he doesn’t beat it.

d. Onlyifit's a DONkey that a farmer owns does he beat it.
e. Evenifit's a DONkey that a farmer owns he doesn’t beat it.
f.  "Unless it's a DONkey that a farmer owns he doesn't beat it.

Under the intended interpretation the focus on the common noun should evoke a
contrast set of pack animals. The E-type pronoun should be able to refer to the
pack animal that a farmer owns. It seems that this is indeed available with the onf.
if- and even if-conditionals. But something still obstructs the successful pack
animal-anaphora with unless-clauses. This is a mystery to nic.

4.4 Focus and If~Conditionals: The Proportion Problem

Does the semantics of if have to be focus-conscious, too? There are suggestions in
the literature that say yes. The question arises in the context of the so-called
‘proportion problem’, which is a serious problem for the unselective binding
aporoach to donkey anaphora. The crucial observation is that there is a prominent
reading of (31) that does not quantify over farmer-donkey pairs but over donkey-
owning farmers. The empirical test consists in judging whether a very rich farmer
owning hundreds of donkeys would tip the balance. The consensus is that there is
a reading where it doesn’t matter how 1nany donkeys a farmer owns: we are just
quantifying over donkey-owners.

(31) If a farmer owns a donkey, he is happy.
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The problem is of course that any unselective approach would have the higher
operator bind both indefinites in the restrictive if-clause, thus predicting that (31)
is counting farmer-donkey pairs. A way of selecting the correct quantifiees is
needed.

There are quite a variety of ideas on the market on how to deal with this
selection problem. Kratzer (1989a) and Diesing (1990) suggest that only
indefinites that can be scrambled outside the VP can be captured.!! Chierchia
(1991) appeals to a process of topic-selection, so far unreduced to other
mechanisms. All of these bear a close relation to focus phenomena. Let me sketch
how a focus-sensitive semantic rule for conditionals would fare with the
proportion problem. 2

Within a situation-based approach, the task boils down to finding a
principled way of deriving the set of situations specified in (32). from Heim
(1990), as the domain of quantification.

32) {s:K{xisafarmerins &
Is'[s ss' & 3y[y is a donkey in s’ & x owns y in s'}}|}

The minimal situations in the set of situations in (32) will contain a farmer and not
much else. All of them will be extendable into bigger situations containing
denkeys that the farmer owns. Any of the farmers quantified over will therefore
be donkey-owners. But the number of donkeys owned plays no role for the
evaluation of the quantified statement. The desired farmer-donkey asymmetry is
achieved. Heim (1990) derives (32) via syatactic manipulations at LF. Can we get
the same result by using the focus story?

Let’s assume, maybe not too recklessly, that there is focus on the verb
phrase in the asymmetric reading of (31).13 The input to the semantics therefore
will be (33).

(33) If a farmer [ owns a donkey|F. he is happy. 7

Try this on for size. The presupposition value for the complement of if will be ali
the situations containing a farmer where the farmer has some property in the
contrast class of donkey-owning. Now, we could say that this set is pared down
further by making sure that al! these situations are part of a situation where the
farmer owns a donkey. This will weed out all the non-donkey-owning farmers.
But the domain of quantification are still just situations with a farmer and some
property. This will mean that the adverb will in fact quantify over farmers, The
proposal in (34) is what we seem to need. Sentence (31) under the asymmetric
reading will be interpreted as in (35).

! l[)icsi'ng only applics the account to indefinttes 1n the matrin, while Kratzer cxtends the
mcechanism to tckle the proportion problem.

1241 this paint. a companson with the related approach proposed in Knfka (1992) 1s called for
bul cannot yet be offered.

P3This assumpltion needs to be imvestigated in detal by looking at ditferent verb classes and
different tocus assignments.

ta
‘5
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34 IRICQICIMI=Q[CN{sIAs(s'2s & s'€ [RPO)} | M]

Focus-induced constraint: C C [R]P

(35) “Adl of the minimal situations in the set of currently relevant situations in
which there is a farmer with some property of the donkey-owning type and
which are part of a situation in which there is a farmer who owns a donkey
are part of a larger situation in which the farmer is happy.”

We have a problem. The unfocussed existential quantifier a farmer from the if-
clause will be interpreted twice, once in [R§P and once in R ]©, Note the
double occurrence of “there is a farmer...” in the paraphsase in (35). There is no
guarantee that we are talking about the same farmer. In effect, any farmer will be
in the domain of quantification as long as there is one donkey-owning farmer in
the world. How can we make sure that only donkey-owning farmers are
considered? Heim had no problems with this, since in her LF-approach there was
no second occurrence of the existential quantifier. Instead, there was a trace
interpreted as a bound variable. The more purely semantic account that we are
pursuing here has no such option.

What we need is a relation between the farmer-situations quantified over
and the farmer-donkey-owning situations that is stronger than the mere part-of
relation. Within the machinery of situation semantics there is in fact such a
stronger relation. Not only can we say that a proposition is true in a situation
(s€p). but we can also construct a notion of a situation being a fact that makes a
proposition true, which is somewhat stronger. Building on that notion we can then
use a more sel. ctive part-of relation which does the right thing for our problem.
Angelika Kratzer (1990, 1991) gives the definition in (36).

(36) Facts that make propositions true
If s is any situation and p any proposition, then s is a fact that makes p true
iff forall s’ such that s' s s and s' & p, there is an s" such that s' = 5" < 5. and
s" is a minimal situation in which p is true.

Essentially, this definition ensures that a fact thai makes a proposition true does
not contain any situation that doesn't contribute to the truth of the situation, it
doesn’t contain any irrelevant stuff. That is what we needed. The non-donkey-
owning farmers do not contribute to the truth of “there is a farmer who owns a
donkey™. So they can be filtered out. The amended semantics for if is given in
(37) and sentence (31) gets the paraphbrase in (38).

37 fIRICQICIMI=Q{CN{sITs(s'=s &
s'is a fact that makes | R J © true)} | [M]

Focus-induced Constraint: CC  R{P
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(38) Al of the minimal situations in the set of currently relevant situations in
which there is a farmer with some property of the donkey-owning type and
which are part of a iarger situation which is a fact that makes it true that
there is a farmer who owns a donkey are part of another larger situation in
which the farmer is happy.”

We have now successfully mimicked Heim's situation-based approach to the
proportion problem in a way that uses focus-induced presupposition
accommodation rather than LF-maneuvers.!?

4.5 Back to "Unless'

The focus-sensitive semantics for unless formulated earlier in (28) did not make
reference to the elaborate notion of a fact making a proposition true. Can we
harmiessly incorporate this into the meaning of unless in order to achieve a
uniform schema for the interpretation of conditionals? Is (39) adequate?

39) unless [RIOQIC]M|=QiC-{s1Ts'(s'2s&
s’ is a fact that makes | R [ © true)} | |[M|

At the moment. [ can’t see anything wrong with (39).

8. The Rel. tion Between Focus and Scoping

After having developed a fairly successful theory of how complex conditionals
and donkey-anaphora interact. it is time to see what these facts tell us about the
roots of semantic partition.

5.1 Focus and IP-Internal Scrambling

The crucial innovatior of my account is that focus-induced contrast sets are used
to restrict the domain of quantification in such a way that donkey-anaphora is
made possible. Can this effect of making indefinites in complex conditionals
available for donkey anaphora be achieved in a more syntactic way?

Gennaro Chierchia (1991) proposes that only indefinites that are topics are
captured by adverbial quantifiers. That seems to be on the right track, see also
Barbara Partee’s (1991) work on the connection between topic-focus articulation
and quantification. We can see my proposal as an implementation of tais general
idea. But there could of course be more syntactic reflexes of topic-hood that may
play a more primary role. Chierchia himself just takes topic-marking as a
primitive in his system, deferring discussion. Let's 4o some of the required work.

Mo'ly Diesing (1990) and Angelika Kratzer (1989a) have devised a system
which postulates an asymmetry between material inside the verb phrase and
material higher than the verb phrase. Since they close off the VP by an operation

|4Agam. this 15 not the place to compare the focus-based approach to the LE-approach. Also, we
will has ¢ to ignore for the moment the eniucisms of the situation-based approach put forward 1n
Chierchia (1991),
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of existential closure, only indefinites that find themselves outside the VP at the
crucial level (LF) remain unscathed and can be captured by a higher quantifier.
Maybe we can mentally associate the VP-material with the notion of focus and the
higher material with topic-hood.

Let us look at an example.

*own . .
(40}  Unless you 1‘/E))WN } a donkey, you shouldn’t beat it.

Assuming for the time being that we can establish a connection between focus on
the verb and LF-scrambling of the chject, the LFs for the sentences in (40) will
look somehow like the ones in (41).

(41) a. should [uniess you 3¢| VP own a donkeyx 1] |you not beat ity]
b. shouldy [unless you a donkeyx {VP own x]] {you not beat it}

The unscrambled indefinite object in (41a) gets bound off by the VP Existential
Closure and cannot be captured by the quantifier should. In (41b), the object has
scrambled and can get bound by the quantifier and the donkey pronoun is licensed
too.

Superficially, this may look right, but look closer. The indefinite is still
inside the unless-clause. And unless has a distinctly negative meaning. However
we want to express the meaning of unless in this framework (it would have to
subtract tuples of variable length I guess), it seems that as long as the indefinites
are buried inside the unless-clause they won't be able to restrict the quantifier. 1
think that the correct LF for the well-formed sentence in (40) should be as in (42).

(42)  shouldy [a donkeyx [unless you own x]] [you not beat ity]

Very well, but how did the indefinite escape the unless-clause? Not by syntactic
movement! Like other adverbial subordinators, unless creates a hefty barrier
against syntactic movement as (43) demonstrates.

(43)  *Who will you call Kim if/when/uniess/although/because you see t?

It seems then that the cases of defocussed indefinites in complex
conditionals presented here offer a strong argument that focus-induced restrictions
of adverbial quantifiers cannot be reduced to syntactic processes.

5.2 Deep Embeddings

Angelika Kratzer pointed out to me a type of example that can be used to show
that the focus-story I have told does need to be supplemented with a scoping
mechanism of some sort. Consider the data in (44).
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Unless you are absolutely sure that you OWN a donkey, you
shouldn’t beat it.

Unless you know the person who OWNS a donkey. you shouldn't
beat it.

Unless you are wondering whether you might BUY a donkey, you
shouldn’t fook it in the mouth.

Here, the set of relevant alternatives clearly won't be such that all of them
guarantee the existence of a donkey. For example. the set of situations where you
are absolutely sure that you own a donkey or are borrowing a donkey or are
leasing a donkey does not invariably entail the existence of such a donkey. You
may be mistaken.

It seems to me that to be grammatical the sentences in (AK) have to be read
with a de re-interpretation of the donkey. The most popular acccunt for de re-
readings is of course based on scoping. What we have to do then is to scope the
indefinite a donkey to right under unless. This should be possible since the islands
here are of the weak sort. Compare the essentially grammatica! examples of
extraction out of these contexts in (45).

(45) a. ’Thisis a donkey that I'm absolutely sure that ] own.
b. “This is a donkey that I know the person who owns.
¢.  “Thisis a donkey that I'm wondering whether I might buy.

Now. quite possibly the scoping is not available on the first parse of the
sentences in (44). We could perhaps say that it is the existence presupposition of
the E-type pronoun that triggers the scoping.

It seems then that the data in (44) offer a strong argument that the effect of
syntactic scoping on the domain selection of adverbial quantifiers cannot be
entirely reduced to focus phenomena. Taken together. the results presented here
argue for a peaceful co-existence of the focus effects and the syntactic
mechanisms. Neither can be entirely reduced to the other.

Left open is the plausible conception that in the unmarked case the two
phenomena are highly correlated. Defocussing an item is then correlated with it
taking a syntactic position outside of the typical focus domain. the VP. This whole
area is under active investigation and promises fruitful results for the syntax and
semantics of quantification.
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Focus and Ellipsis in Comparatives and Superlatives: A Case Study
Jean Mark Gawron
SRI International

1. Introduction

The central goal of this paper is to present a semantics of comparatives that
deals uniformly with comparative ellipsis and superlatives. Consider ( 1):

(1) Jean; gave her; sister a more expensive book than Alice.

Understandings of the following types are possible:

1. HER SISTER focu's: Jean gave Jean’s sister a more expensive book
than Jean gave Alice.

2. JEAN focus (strict): Jean gave Jean's sister a more expensive book than
Alice gave Jean’s sister.

3. JEAN focus (sloppy): Jean gave Jean’s sister a more expensive book
than Alice gave Alice’s sister.

In each case, the NP which semantically parallels the NP in the than-phrase
has been called the focus. I will refer to the NP in the than-phrase as the con-
trast. Now consider the variants in ( 2), which have analogous interpretations:

(2)  Jean gave her sister the most/more expensive book.

1. HER SISTER focus: of all/both x’s such that Jean gave x books, Jean
gave Jean’s sister the most/more expensive book.

2. JEAN focus (strict): of all/both x’s such that x gave Jean’s sister books,
Jean gave Jean’s sister the most/more expensive book.

3. JEAN focus (sloppy): of all/both x’s such that x gave x’s sister books,
Jean gave Jean's sister the most/more expensive book.

I will use the term CONTRAST-SET to describe thz set of entities whose prop-
erties are being measured and compared, a set which always includes the
denotation of the focus. In the paraphrases above, the contrast-set is de-
scribed by the of-phrase. I will call the nonelliptical focus constructions in
( 2) maximal-degree constructions (rather than superlative constructions) be-
cause they con.c with both comparative and superlative morphology. The only
difference between the two is whether or not the contrast-set is presupposed
to have two members.
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Each of the three readings in ( 2) can be obtained from the corresponding
reading of ( 1) simply by quantifying over the argument position filled by the
contrast. Sentence { 2) has another reading with no parallel in ( 1). This is the
reading on which no givings are presupposed. There is simply a set of books
available in the discourse, and Jean has given her sister the most expensive.
1 will refer to the minimal NP containing the comparative element as the
COMPARATIVE NP in comparatives and the SUPERLATIVE NP in superlatives.
For this reading, I will say that the superlative NP is the focus. One kind of
elliptical comparative which makes a parallel comparison is shown in

{3)  Jean gave her sister a more expensive book than War and Peace.

Here, too, only one giving event is at issue. What is being compared is the
expense of the book in that giving event with the expense of War and Peace.

The basic conclusion 1 draw from (1), (2), and {3) is the following: for
both constructions interpretations vary according to which NP is taken as
focus. In effect, the same interpretive difficulties that arise in comparatives
arise in maximal-degree constructions.

1 will argue below that there is a striking similarity between the pattern
of readings in (1) and (3) and a pattern typical of the interaction of focus and
quantification. Consider, two different focus possibilities for ( 4):

(4)  a. Most New Yorkers eat Chinese food with CHOPSTICKS.
b. Most New Yorkers eat CHINESE FOOD with chopsticks.

The two focus possibilities correspond roughly to the following readings:

(5) a. Most New Yorkers who eat Chinese food with something eat Chinese
food with CHOPSTICKS.
b. Most New Yorkers who eat something with chopsticks eat CHINESE
FOOD with chopsticks.

In each case the focus construction can be thought of as adding a restriction to
the quantification. The restriction is obtained by abstracting the focus out of
the main clause semantics and existentially quantifying it away. I will follow
Jacobs 1991 by calling the property obtained by abstracting the focus out of
the main clause semantics the BACKGROUND.

Consistent with a number of other analyses (beginning with Cresswell
1976), this treatment will interpret botk comparatives and superlatives as a
quantification over degrees; the various readings above are all obtained by
restricting the comparative quantification with different backgrounds.

As remarked above, (2) has both superlative and comparative variants.
Thus, comparative morphology is compatible with maximal-degree semantics.
Some sentences are ambiguous. Consider:

85




(6)  Who's taller?
Sentence ( 6) might be uttered in two different sorts of contexts:

(7)  a. Their center is not the tallest member of the tcam. Who's taller?
b. John and Bill weigh the same. Who's taller?

In (a), the question is which memnber of the teain under discussion is taller
than the center. This is a discourse-bound comparative. In (b), the discourse
provides a contrast-set and the question is who in that set has the maximum
height. Since the set has cardinality two, the comparative form of the adjective
is licensed. The second sentence in (b) might be replaced with any of the
following:

(8) a. Of the two, who's taller?
b. Who's taller, John or Bill?
c. Is John or Bill taller?

Ali of ihese unambiguously call for a maximal-degree interpretation.

The comparative construction exhibits a bewildering range of clliptical
phenomena. This paper is concerned with COMPARATIVE ELLIPSIS. | take it
that all of the following are elliptical:

(9)  a. John has met more presidents than Mary.

b. John has met more presidents than Mary has.

c. John has met more presidents than Mary has met.

d. John owns pictures of more presidents than Mary owns.
e

. John owns more trucks than Mary does cars.

Sentence ( 9a) illustrates what I will call comparative ellipsis; ( 9b) illustrates
the comparative construction interacting with verb-phrase ellipsis; ( 9c) illus-
trates the almost obligatory deletion of the head noun of the degree NP in the
than-clause when it is identical with the head noun of the comparative NP;
and ( 9d) illustrates what may be a more extreme version of the same thing.
Sentence ( 9e) illustrates gapping in a comparative clause. Dealing with all
these examples would be well beyond the scope of this paper.

Having stated the practical agenda for the paper, 1 will add that 1 do not
foresee any problems of principle. The approach to both ellipsis and focus that
I will adopt is from Dalrymple, Shieber, and Pereira 1991 (henceforth DSP),
a paper which deals primarily with verb-phrase ellipsis.! ‘The DSP framework
shows promise of being a very general tool with which to approach phenomena
of eliipsis. It seems likely that examples of the type exhibited in ( 9b) and ( 9¢)

'Pulman 1991 also proposes applying the DSP framework to comparative ellipsis. The
details of the analysis are diffcrent, but the approach is vety much in the spirit of what is
argued here.
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do not present problems particular to comparatives. Sentences ( 9¢) and { 9d)
do raise issues particular to comparatives, but the form of ellipsis shown there
is largely orthogonal to the central issues of this paper. I emphasize sentences
like ( 9a) because these are the examples that behave most like other focus
constructions with regard tc the scope-of-focus issues discussed in Section 2.1.

1 will distinguish between degree and quantity comparatives. Degree com-
paratives are adjectival or adverbial. Quantity comparatives involve number
or amount:

Degree: John drove faster than Mary.
John was taller than Mary.
Quantity: John ate more apples than Mary.
John drank more wine than Mary.

Due to limitations of space, I will deal only with degree comparatives in this
paper. There are some interesting issues involved in extending the account here
to quantity comparatives, which show somewhat different ranges of readings
of scope properties. For a fuller discussion, see Gawron 1992.

2. Parallels between Measure Constructions and Oaly

2.1. Scope of Ellipsis and Scope-Fixing

Consider first the ambiguity of a sentence like:

(10) John wants to own more records than Mary.

Sentence ( 10) can be paraphrased with either ( 11a) or ( 11b):

{11) a. Wide scope: John wants to own more records than Mary wants to
own.

b. Narrow scope: John wants to own more records than Mary owns.

In the wide-scope reading, the comparison is between desires; in the narrow-
scope reading, the comparison is between the number of records John owns
and the number John owns, and John wants that comparison to work out a
certain way.? As the paraphrases suggest, there is an ambiguity in how much
missing material has to be reconstructed. Now consider a superlative example:

(12) John wants to own the most records.
Again, two readings are possible:

(13) a. John wants to own more records than anyone else wants to own.

2Paraphrase (b) here actually collapses two distinct de re and de dicto readings, but that
does not affect the point under discussion.
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b. John wants to own more records than anyone else owns.

There is a difference between (11) and (13) in these cases; the attachment of
the than-ph-ase gives the comparative construction a syntactic way of fizing
the scope of ellipsis. Consider the following:

(14) John wants to own more records than Mary by next year.

Sentence ( 14) has only a narrow-scope reading: what John wants is that
by next year his collection is bigger than Mary’s. A natural explanation is
that the modifier by November wmost naturally attaches low, thus forcing low
attachment of the than-phrase. Low attachment of the than-phrase means
narrow scope-of-focus.

In light of this evidence, we propose Hypothesis A, to be revised later:

Hypothesis A

The sister of than-phrase is the scope-of-focus in comparative el-
lipsis.

The simple picture of comparative ellipsis is this: there is a relation between an
individual and a measure and the measure-values of the relation are compared
for the focus and the contrast. By the scope-of-focus in Hypothesis A, I mean
the constituent whose semantics provides the relation being compared. In the
wide-scope reading of (10), that constituent is the VP wants {o own more
records. In the narrow-scope reading, that constituent is the VP own more
records.

In being governed by something like Hypothesis A, comparative ellipsis
sentences with than resemble sentences with only. Scope-fixing effects with
only are discussed in Taglicht 1984 and Rooth 1985:

(15) a. They were advised to only learn Spanish.
b. They were only advised to learn Spanish.

Here (a) has the reading on which advice is given to ignore languages other
than Spanish; (b) has the reading on which the only advice given was to learn
Spanish. The (a) sentence lacks the reading available for the (b) sentence,
and vice versa. Thus, syntactic attachment of only fixes the scope of ellipsis,
just as the syntactic attachment of the than-phrase does. The sentences in
( 15) are unambiguous only by a syntactic accident. The word only attaches
verb-phrase initially so that it is clear which verb-phrase it has chosen; the
than-phrase attaches verb-phrase finally, so that sentences like those in ( 13)
may be ambiguous.

2.2. Entailinents in Adjectival Comparatives

Noun phrases analogous to the following are noted in Bresnan 1973:

oo
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. A stronger man than John was found.
. 7A stronger man than Mary was found.
. A man stronger than John was found.
. A man stronger than Mary was found.

One would like these facts to fall out from Hypothesis A. That is, all of the
NPs in ( 16) are elliptical, and waat they are ellptical for is determined by
how much material is C-commanded by the than-phrase. Thus, one’s account

of ellipsis, guided by Hypothesis A, ought to give the NPs semantics roughly
like the following:

(17) a. An m strong man such that [m > s and John is an s strong man]
b.?7An m strong man such that[ m > s and Mary is an s strong man]
¢. A man m strong such that [ m > s and John is s strong]

d. A man m strong such that [m > s and Mary is s strong]

An interesting property of these cases is that they appear related to some
exceptions to Hypothesis A (discussed in Section 2.1). Consider:

(18) a. A more competent engineer than Bonnie was hired.

An m competent engineer such that [ > s and Bonnie is
an s competent engineer} was hired.

b. A more competent engineer was hired than Bonnie.

An m competent engineer was hired such that [m > s and
Bonnie, an s competent engineer, was hired].

A literal application of Hypothesis A would lead one to expect that these had
something like the indicated paraphrases, but in fact sentences (a} and (b) do
not appear to differ on their possible readings. Crucially, (b) has no entailment

that Bonnie was hired. Contrast the sort of case which motivated Hypothesis
A:

(19) BONNIE hired a more competent engineer than Frieda.

Here, if Bonnie is being compared to Frieda (that is, if Bonnie is the focus),
then Frieda has to have hired a engineer.

We can sum up the facts from this section and Section 2.1 with the
following observation:

Observation

(a) When the comparative NP is the focus, the syntactic scope-of-
focus is the comparative N-bar.

(b) Otherwise the syntactic scope-of-focus is the surface sister of
the than-phrase.
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One might eliminate the disjunctive nature of this observation in either of two
ways. First, one might assimilate (18b) to extraposition, and apply Hypothesis
A only to the source. The drawback of this approach, it seems to me, is that
it offers no explanation of the facts. Although an extraposition analysis will
capture the actual reading of (18), it gives no account of why otner readings
aren’t possible. To correctly constrain the readings, we will need to restrict
than-phrases to N-bar attachment when the focus is the comparative NP. But
this restrictions will be lifted when the focus is anything else. The other way
to go is to look for a semantic explanation. This is what 1 will propcse below.

3. Semantics of Comparatives
3.1. Subdeletion

To illustrate the approach to the semantics of comparatives taken here,
it will be useful to start with a noncomparative example:

(20) This desk is six feet wide.

1 will represent the semantics of degree adjectives as a relation between indi-
viduals and degrees:

(21)  wide ( that-table, [foot 6])

The term [foot 6] denotes a measure in an ordered set of measures with the sort
of structure discussed in Krifka 1987 and Nerbonne 1991. It is not crucial to
the issues discussed in this paper that degree adjectives be relations between
individuals and degrees, but it is crucial that the semantics of a simple measure
asseriion like ( 21) have in it termns that correspond to an individual being
measured and a measure.

I will also assume that adjectival relations are downwardly monotonic on’
their measure arguments, so that if ( 21) is true then

{22) wide (that-table, [foot 5])

is also true. So the truth-conditions of { 21) will only require that table to be
at least G feet wide. One advantage of this downward monotonicity is that the
semantics of that table is wide can just be:

{23) wide (that-table, STANDARD)

where STANDARD is some pragmatically {ixed standard. The truth-conditions
of (1 23) will then require that table to be at least as wide as the standard.

The kind of comparative that is casiest to understand semantically occurs
relatively infrequently:

{24) This desk is longer than that table is wide

J
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I assume that ( 25) provides a satisfactory logical representation of ( 24):

(25) V7?s [wide(that-table, ?s),
3?m [>(Mm, ?s),
long (this-desk, 7m)]]

Glossing the semantics: every degree s that is in the width relation to that
table is such that there exists a degree m greater than s that stands in the
length relation to this desk.

One reason for the universal quantification is the downward monotonic-
ity of the adjective relation. We need to require this desk to have a length
taller than all the widths of that table in order to be sure thai the maximal
width is included. There are other motivations for the universal quantification,
however. One is that the than-phrase is a negative polarity context:

(26) John is smarter than any bureaucrat.
Another is the behavior of comparatives in modal contexts:
(27)  John can run faster than Bill.

This sentence should come out true only if John can run faster than any speed
Bill can run. To get this right, one would need universal quantification even
if the adjective relations weren’t downwardly monotonic.?

The central claim of this semantics is that the comparative construction
introduces a quantifier on measures restricted by the material in the than
phrase.*

I will assume that each measure set has an ordering relation on measures
which I will notate simply as >, and that comparatives use >. 1 will call
the measure constrained by the main clause the STANDARD and the measure
constrained by the than-clause the REFERENCE.

3.1. Comparative Ellipsis

We now turn to cases involving ellipsis. We begin with a brief summary of the
framework of DSP, using a verb phrase ellipsis example:

3Thanks to Bob Moore for pointing this example out.
A1 will refer to the second-order property obtained by abstracting on ¢ in:

Vs ¢(s),
3m[> (m, s), p(m))}

a8 the comparative quantifier; thus, ¥ stands as the comparative quantifier's scope. Of
course, there are really two quantifiers here, and they can scope independently, but for most
of the examples under consideration that possibility is not germane to the discussion. This

paper has little to say about constraints on the scoping possibilitics of the comparative
quantifier.
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a. Bill washed his car and John did too.
b. AND[wash(b,car(b)), P(j)]

Given the semantics in (b), the proviem of interpreting (a) now reduces to
the problem of solving for the unspecified property P. In DSP, resolving that
property iavolves the following steps.

1.

2

(29)

Locate source: wash(b,car(b)).

. Establish parallel elements and locate primary occurrences in source.

wash (b, car(b))

Parallel elements are constituents in a tree. Primary occurrences are
terms in the semantic form. A primary occurrence in the source is a
term actually contributed by a parallel element. Thus, the two subjects
are parallel in ( 28a), and the first occurrence of b above is primary
because it is contributed by the subject NP in the source. The second
is not because it is contributed by a pronoun which is not a parallel
element.

. Set up equation.

P(b) = wash (b, car(b))

. Solve equation.

Strict: P = Az{wash (z,car(b
Sloppy: P = Az{wash (z, car(z
P = \z{wash (b, car(z
P = Az[wash (b, car(b)

)
)

. Discard UNACCEPTABLE SOLUTIONS, that is, solutions which contain

a primary occurrence. DSP reject certain sclutions that violate paral-
lelism in that they do not abstract over a primary occurrence. In this
case the single primary occurrence is the occurrence of b filling the first
argument role of wash. Thus. the third and fourth solutions above are
unacceptable.

We now turn to cases of comparative ellipsis:

Jean gave her sister a more expensive book than Alice.

The semantics is




(30) 3y (Vs [R(a, s),
Im [>(m, s),
AND| book(y),
expensive( y, m)]]],
give( j , sister(j) , y)]

The idea here is that what the than-phrase contributes is just a relation be-
tween an individual and a measure:

R(a, s}

Note that is not meant to commit the syntax in any way to an empty measure
element.

On the approach to the semantics of comparatives we have adopted, the
than-phrase always introduces a proposition which restricts the comparative
quantifier, whether or not the sentence is elliptical. In the elliptical sentences
all we have restricting the quantifier is an unspecified relation between an
individual and a degree. The problem of interpreting the elliptical sentences
now reduces to the problem of resolving the relation R. We will resolve the
relation by abtracting elements out of the semantics of the main clause. Thus

we have a paradigm case of the interaction of focus and quantification as
discussed in section 1. A relation is being contributed by the semantics of the
main clause (this is what corresponds to the background of Jacobs 1991), and
that relation restricts the domain of quantification.

In the framework of DSP, solving for R means setting up a second-order
equation on the basis of parallelisms between the elliptical semantics and some
template semantics. The steps are as follows:

1. Locate scope-of-focus. We will use the term scope-of-focus rather than
source because, as illustrated in section 2.1, there are ambiguities in
comparative ellipsis that can be captured only if the amount of material
omitted in the ellipsis is allowed to vary. In this case, the template
on which the elliptical clause will be built is just the semantics of the
main clause minus the comparative quantifier. That the comparative
quantifier must always be abstracted out before setting up equations is
just a stipulation about degree constructions (the account of maximal-
degree constructions will entail the same move):

(31) Iy[anD[book(y),
expensive( y, m)],

glve( ] ) SiSt’er(j) ’ y)”]

. Establish parallel elements and locate primary occurrences in source. In
comparative ellipsis, there are two parallelisrus to worry about. Qne will
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be established simply by locating parallel elements in a syntactic tree.
This is the parallelism of the focus and contrast. The other parallelism
is that between the standard measure and the reference measure. Not
wishing to adopt an abstract syntactic analysis for these cases, I will
simply assume that parallelism of degrees is given by the construction.

. Thus, the unique occurrence of the standard in ( 31) will be a primary

occurrence. Let us consider the case where Jean is focus.

Main Clause: JEAN gave her sister an m expensive book
Focus Standard

Than Clause: Alice s

Contrast Reference

. Set up and solve equations.

(32) JEAN as focus: R(j,m) = 3 y[aND{book( y),
expensive( y, m)},
give(], sister(j), y)]
Strict: R = Az, z [3 y[aAND{book(y),
expensive( y, z)],
give( z, sister(j), y)]]
Sloppy: R = Az, z {3 y[aND[book( y),
expensive( y, z)],
give( z, sister(z), y)}]

Substituting the acceptable solutions for R in ( 30) yields the desired
result.

. Discard unacceptable soluiions. Again these are just the solutions that

have primary occurrences in them. There are five unacceptable solutions
in all, two which fail only in leaving behind the primary occurrence of the
focus, two which fail in leaving behind both primary occurrences. and
one which fails in leaving behind the primary occurrence of the standard.
Here are two of them:

(33) R = Au,23y[anb[book(y),

expensive( y, z)],
give( ], sister(z), y)}]

(34) R = Az, Iy[anp]book(y),
expensive( y, z)],
give( ], sister(z), y)]]
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The first of these would give the impossible reading: Jean gave Jean’s
sister a more expensive book than Jean gave Alice’s sister. The second is
Just vacuous abstraction on both argument positions and would give the
contradictory reading that Jean gave her sister a more expensive book
than Jean ga 'e her sister. The reader may verify that the other three
unacceptable solutions all give impossible readings.

The other reading to deal with is the case where her sister is the focus.
In this case the equation is:

(35)  HER SISTER: R(sister(j), m) = 3 y[aND[book( y),
expensive( y, m)],
give( j, sister(j), y))
R = Az, z[3 y[anD[book(y),
expensive( y, z)),
give( j, z, y)l]
In this case there is only one acceptable solution because there is only one

primary occurrence for each argument of the relation. There are three unac-
ceptable solutions, one which leaves behind just the primary occurrence of the

focus, one which leaves behind just the primary occurrence of the standard,
and one with vacuous abstraction on both argument positions of R, which
leaves behind both.

We turn now to the other example of comparative ellipsis discussed in
Section 1:

(36) Jean gave her sister a more expensive book than War and Peace.

The semantics is:

(37) 3y [Vs [R(War-and-Peace, s),
3m [>( m, s),
AND[ book(3).
expensive( y, m)]]],
give( j, sister(j) , y)]
The equations for this scope-of-focus are:
(38)  R(y,m) = aND[ book(y),
expensive( y, m))
R = Az,z [AND[ book( z)
expensive( z, z)]]

Since R is applied to War and Peace, the sentence will be true only if War and
Peace is a book. This, then, is one step in accounting for the entailment facts
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noted in Bresnan 1973 and discussed in Section 2.2. We still need to explain
why this is the correct scope-of-focus for those examples, however.

In this case the head noun and the adjective predications must both
contain primary occurrences. Among the unacceptable solutions, there are

two ruled out simply because they do not abstract over one of the two primary
occurrences of y:

(39) R = Ax,z[AND[ book(y),
expensive( z, z)]]

R = Ar,z [AND[ book( z)
expensive( y, z)]]

The first reading would not preserve the entailment that War and Peace is
a book (sce Section 2.2). The second would contradictorily require that y be
more expensive than itself.

In calling both occurrences of y primary occurrences here, we are building
on the sense of primary occurrence as it is assumed in DSP. The motivation
for this move is the following: the two occurrences of y in the equations in
(139) differ from the two occurrences of j in (32) in that the grammar always
requires the two occurrences of y to be identified. An adjective modifying
a noun always has its theme argument identified with the noun’s. One may
think of the semantics of the N-bar as being:

[book A Azfexpensive( z, z)] }(z)

Here A represents property conjunction. From this perspective there is really
only one primary occurrence of the N-bar variable. What is going on here is
reminiscent of other cases where the grammar requires identification of two
variables, such as the cases of obligatorily sloppy pronouns in Serbo-Croatian
discussed in DSP. A more familiar case would be the cases of obligatory sloppy
readings with raising verbs such as ezpect in

(40)  John expects to leave and Bill does too.

Here there is no reading on which Bill expects John to leave. Yet there is good
motivation for believing that crpeef takes a proposition argument, and that
the semantics of the source clause is

(41)  expect(j,leave(j))

Blocking the strict reading would entail hypothesizing two primary occur-
rences.

We have now worked through the semantics of two closely related ellipti-
cal examples, arguing that the principal difference between them is a difference
in the scope-of-ellipsis. It should be clear from these examples that any hopes

96
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this analysis may have in being explanatory lie in being able to give a prin-
cipled account of how the scope-of-focus is determined. Consider again the
semantics shown in (30). What would have happened if we had chosen the
scope-of-focus in (31) with the comparative NP as the focus? The reading
predicted then would have been incorrect:

{(42) Jean gave her sister an m expensive book and Jean gave her sister War
and Peace, an s expensive book, and m was bigger than s.

This is essentially the same fact we noted for (18).

I will now argue that for semantic reasons the maximal scope-of-focus
when the comparative NP is focus is the N-bar. Consider (37). There are
four cases to look at:

1. Nbar scope: okay.

2. The scope-of-focus is the scope of the indefinite.

Ry, m) = give(j, sister(j), y),

Here there is no occurrence of m on the right-hand side of the equation.

Therefore, this equation has no solution that does not involve vacuous
abstraction.

. The scope-of-focus is the sentence with indefinite quantified in and r is
a first-order relation. The equation then is

R(y, m) = 3y[anp|book(y),
expensive( y, m)],
give( j , sister(j) , y)]]

The problem with this equation is that there is no occurrence of y, the
focus, on the right-hand side. Since the quantifier has been quantified
in, any y on the right hand side is a bound variable and no solution
can abstract over it. Again, the equation has no solutions which do not
involve vacuous abstraction.

. The scope-of-focus is the sentence with indefinite quantified. R is a
higher-order relation. The sys.em in DSP allows type-lifting in order to
deal with cases where one or both of the parallel elements is a quantifier.
Thus, in analyzing:

Every student revised his paper, and John did too.
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John can be made parallel to Every student by type-lifting. On this
account (36), War and Peace is parallel not to an individual-level vari-
able, but to the indefinite quantifier, a more expensive book. It is thus
type-lifted to be a quantifier:

AP[P(War-and-Peace))

and R is correspondingly type-lifted to allow a quantifier to be one of its
arguments. The resulting equation is

AP[3y[anD[ book(y), AND|[book(y),
expensive(y, m)] ,m|{ =3y expensive( y, m)],
Py)l] give( j . sister(j) , y)

But this, too, has no solutions which do not involve vacuous abstrac-
tion. In this case no solution can simultaneously abstract over the focus
quantifier and m the standard. Two of the solutions are

R =P, z[P (ylgive( j , sister()) , y)])]
R = )P, 2[3 y[aND] book( y),
expensive( ¥, z)],
give( j , sister(j) , y)]]

There is also a solution which vacuously abstracts over both argument
positions.

If we could eliminate all the cquations that have only vacuous solutions,
then we would have an account of why the N-bar is the only scope-of-focus
in this case. Careful readers of DSP will note that they posit no restriction
against vacuous solutions. Instead, unacceptable solutions are characterized
as those which still contain a primary occurrence. This rules out many cases
of vacuous abstraction, but it also rules out solutions such as (33). Rather
than try to modify this characterization, I want to suggest that there is an
independent restriction, not on solutions, but on equations, which rules out
those that have no nonvacuous solutions. This restriction should be thought
of as an adjunct to the algorithm for finding a source and parallel elements
and setting up an equation. An equation which has no nonvacuous solutione
is simply one for which no true parallelisms have been found.

We can now revise Hypothesis A of Section 2.1 and propose a semantic
account of the scope-of-focus facts observed iu (18):

Hypothesis A: Final Version

The syntactic scope-of-focus is the inaximal constituent of the sur-
face sister of the than-phrasc whose semantics can provide a scope-
of-focus with acceptable ellipsis equations.
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Note that with this hypothesis, we have an account of the adjectival entailment
facts noted in Bresnan 1973 and discussed in section 2.2

(43) ? A stronger man than Mary was found.

The widest scope-of-focus that yields an acceptable equation is the N-bar.
There is one narrower scope-of-focus than that N-bar that yields equations
with acceptable solutions, namely, the semantics of the adjective:

(44) strong(y, m)

But Hypothesis A, on syntactic grounds, rules out choosing this as the scope-
of-focus for ( 43). It follows from this that any equations resolving the ellipsis
will have to include the noun predication in their solutions for R. Thus, any
solutions will entail that Mary is a man.

3.2. Maximal-Degree Consturctions

We begin by presenting the semantics for (2), reproduced here:
(45) Jean gave her sister the most expensive book.
The semantics, irrespective of what the focus i,s is

(46) they Vs [F[C (2), R(z, 3)]
Im [>(m, s),
AND|[ book(y).
expensive( y, m)]}],
give( j , sister(j) , y)]

There are several differences here from the semantics of a comparative ellipsis
sentence. First, the position filled by the contrast in the than-phrase has
been existentially quantified over, with that quantification restricted to the
meri:bers of a contrast-set C. Under the scope of ¥, this has the effect of a
universal quantification. Second, the ordering relation has been changed from
> to 2. Thisis because the focus is in the contrast-set too, and if the sentence
is ever to be uttered truthfully, ties with the highest scoring element of the
contrast set must be allowed.®

One might argue for the inclusion of the contrast-set C in (46) on the
basis of a general requirement that all quantification should be contextually
restricted. But independently of that there is a specific motivation for making
it explicit in the semantics of superlatives. Sometimes the contrast-set can be
associated with syntactically overt material:

The only difference in the semantics of Jean gave her sister the more expensive book is
that instead of quantifying over the contrast-set with 3 we quantify with (3;2).
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(47) a. Of the three sisters, Jean bought the most expensive book.
b. Which sister bought the most expensive book?

Thus, ( 47a) is appropriate only when JEAN is the focus, and the set of buyers
Jean will be compared to is the set of the three sisters in question, which must
include Jean. In ( 47b), on what is probably the most accessible reading, the
contrast-set is identified with the restriction-set of the wh-phrase.

The equations for the case when Jean is focus and for the case when her
sister is focus are exactly as they were for the comparative analogue discussed
in Section 3.2, as are the solutions. As was noted in Section 1.1, sentence ( 46)
has another focus possibility, parailel not to (29) but to (36). In this case the
focus is the superlative NP. The equation for this reading is exactly the same
as the equation for (36), given in (38).

Another difference between the superlatives and the comparatives is that
no version of Hypothesis A applies to the superlatives, since they have no
than-phrase. Thus, nothing prevents a reading in which the scope of focus is
narrower than N-bar when the focus is the superlative NP:

(48) Of the three items the clerk showed, Jean bought the most expensive
ring.

Here the items need not be all rings. The scope-of-focus must be the adjective-
phrase alone:®

4. Conclusion

In this paper I have proposed an analysis of measure constructions that
provides a uniform semantics for comparative ellipsis and superlatives, arguing
that both can be regarded as examples of focus constructions. The specialness
of comparatives ellipsis consists in requiring a contrast along with a focus.

The analysis proposes an account of the entailments of degree compara-
tives in which the comparative NP is the focus. Thus,

(49) A stronger man than Bill was found.

entails that Bill was a man. This is accounted for by the relationship between
the scope-of-focus and the than-phrase.

I conclude with an effort to show that the equational machinery of DSP
does extend neatly to handle a paradigm case of a focus construction. The
following is a reworking of the analysis of only in Rooth 1985:

(50) John only introduced Sue to her brother.

5Thanks to Carl Pollard for pointing this reading out.

oy
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o1y VP32 [AG)LAND D, (P() = ],
(p = introduce(j, brother(s),s})]

P(s) = [introduce(j, brother(s),s)]
P = )y [introduce(j, brother(y),y)]
P = )y [introduce(j, brother(s), y)]

HER BROTHER: P(brother(s)) = [introduce(j, brother(s),s)]
P = )y [introduce(j, y, s)]

The resemblance of the proposed semantics to the semantics of maximal mea-
sure constructions is striking. Instead of a universal quantification over mea-
sures, there is a universal quantification over propositions. Most interestingly,
in both cases, the restriction of the universal requires an existential quanti-
fication over a pragmatically given set. In the case of comparatives, I have
called that the contrast-set; Rooth calls A the alternative-set, characterizing
the members of A as the alternatives to the focus in the discourse. In the

case where her brother was focus, Rooth 1985 would associate two things with
( 50):

{52) a. Vp[C(p) A "p —> p = introduce(j, brother(s), s)]
b. Ap3y[[A(y)] A p = introduce(j, ¥, s)]

The first is roughly the semantics of the sentence, independent of what the
focus is; the second is the p-set (or presupposition set) that goes with having
her brother as focus. The p-set property in ( 52b) is then identified with the
property of propositions C in ( 52a). In the recasting giver in ( 51) predicating
C of p has been replaced by predicating property P of any individual z and
requiring proposition p to be equal to the resulting proposition. The equations
solving for P are then set up depending on what has been chosen as the focus.
In effect, the task of recursively building up p-sets in parallel with the main
semantics is being taken over by the equation-solving machinery. Rooth’s idea
that one component of the semantics should be kept independent of what
the focus is has been preserved. In fact, that property has been preserved
throughout this paper: the semantics independently of a solved equation is
always compatible with any focus in the scope-of-focus.

Rooth’s approach shares with that of Jacobs 1991 the idea that an ac-
count of focus requires recourse to some two-component account of meaning.
In Rooth it is the main translation and the p-set; in Jacobs it is the focus and
the background. One interesting feature of the equational approach is that it
tries to make do with a single meaning component, which can then generate
a variety of restrictions on the quantifications of focus operators.

1o;
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A Note on Interrogatives and Adverbs of Quantification

Jeroen Groenendijk & AMartin Stokhof
ILLC/Department of Philosophy
University of Amsterdamm®

1. Introduction.

This paper is about a topic in the semantics of interrogatives. In what
follows a number of assumptions figure at the background which, though
intuitively appealing. have not gone unchallenged, and it scems therefore
only fair to draw the reader’s attention to them at the outset.

The first assmuption concerns a very global iutuitien about the kind
of semantic objects that we associate with interrogatives. The intuition
is that there is an intimate relationship between iuterrogatives and their
answers: an interrogative determines what counts as an answer.** Given
a certain, independently motivated, view on what coustitutes the meaning
of an answer, this intuition, in return, determines what constitutes the
meaning of an Laterrogative. For example. starting from the observation
that answers are truie or false in sitnations, we may be led to the view that
answers express propositions, i.c., objects which determine a truth value in a
situation. Given that much. our hasic intuition says that interrogatives are
to be associated with objects which determmine propositions. Such objects
will be referred to as “questions” in what follows. Notice that all this is
largely framework independent: we have made no assumptions yet about
what situations, propositions. and questions are, we have only related themn
in a certain systematic way. In fact we will use a more or less standard,
but certainly not uncontroversial, specification in what follows: situations
are identified with (total) pessible worlds: propositions with sets of worlds;
and questions with equivalence relations on the set of worlds.

The sccond assumption that plays a role in what follows is of a more
linguistic nature. Interrogatives typically occur in two ways: as indepen-
dent expressions, and as complemeuts of certain verbs. The assuniption
is that these two ways of veanring are systematically related. not just

* The preparation of this paper was supported by the Esprit Basic Re-
scarch Action byan A, We would like to thank Craige Roberts for her helpful
COLIICIS,

** This intuition is what Belnap (in Delnap 1981) ealls the “answerbood
thesis’,




syntactically but alsc ssmantically.* Notice that the exact nature of this
relationship is underdetermined by this assumption: the most strict spec-
ification would require an interrogative to have the same meaning when
occurring independently and embedded, but weaker specifications would
also satisfy this requirement. The strict view combined with the previous
assumption entails that both embedded and independent interrogatives ex-
press questions, and that verbs embedding interrogatives express relations
to questions. Such relations may be of various kinds: a verb may express a
relation to the question as such, in which case we call it ‘intensional’, or it
may express a relation to the proposition which is the value of the question
in the actual world. in which case it is labelled ‘extensional’.

The third assumption that plays a role in what follows is of a more
methodological nature. It concerns the way in which a semantic analysis
deals with the general, cross-categorial” phenomena of coordination and
entailment. Roughly the assumption is that coordination and entailment
are cross-categorial nnot only in a syntactic sense. but also semantically: a
semantics of coordination and entailment which is general in the sense of
~eing specified independently of the category/type of expressions involved
is to be preferred to one which is defined for cach category;type of ex-
pressions separately. Again, this assumption is to a large extent framework
independent. Within the classical intensional typetheoretic framework that
we will employ in what follows we will assume that coordination is defined
point-wise by the standard boolean counectives, and that entailment is de-
fined as meaning inclusion.**

It is interesting to note that if we combine this third assumption with
the kind of analysis that emerges from what we said above. certain predie-
tions result concerning entailment relations between interrogatives. Given
our first assumption the meaning of an interrogative is an object which
determines in a situation what counts as an answer. Given that entailment
is meaning inclusion, an interrogative I entails another interrogative I' iff
every answer to [ is an answer to I’. This seems to be an intuitively ac-
ceptable result: asking a question involves asking anothier one if the latter
1s answered if the former is.

This gives a rougl sketch of the contours of the space within which a reason-
able semantics for interrogatives is to be found. but in order to appreciate

* Belnap (op. cit.) calls this the ‘independent meaning thesis™. It can be
viewed as a special instance of the principle of compositionality, given a cer-
tain rather natural view on the syntactic status of embedded interrogatives.

** The empirical problems with this claim, for example those concerning
non-boolean coordination and free choice permission. are not relevant for
the issues discussed in this paper.
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the problems that we are interested in, we have to be a little more spe-
cific about what we take the basic semantics of interrogatives to be. As
we indicated above, we assume that an interrogative expresses an equiva-
lence relation between worlds. What is this equivalence relation? Roughly
speaking it is the relation of being extensionally the same with respect to
some relation. Concretely, an interrogative is based on a relational expres-
sion: it expresses an inquiry about the extension of a relation. A sentential
interrogative can be vicewed as based on a zero-place relation, i.e., a sen-
tence, and thus expresses an inquiry about a truth value. The worlds which
are indistinguishable.with respect to the extension of a certain relation to-
gether make up a proposition, which can be identified with the proposition
expressed by an answer to the corresponding interrogative. Such a proposi-
tion gives an exhaustive specification of the positive extension of the relation
involved. Notice that it follows that in ecach world the question expressed
by a1 interrogative determines exactly one proposition: the complete true
answer to the interrogative. Iu section 2 we will outline how this view ~an
be impleinented, now we turn to some observations that seem to be at odds
with this analysis.

In his dissertation Stephen Berman® has argued that wh-terms like
which student(s) in many ways behave like indefinite terms such as a stu-
dent/students. Berman’s main argmment concerus their hehavior under
adverbs of quantification. as in the following example:

(1) The principal usually finds out which students cheat on the final
exam.

According to Berman, this scutence has two readings. Besides the readiug
paraphrased in (2). there is also a reading that can be paraphrased as in (3):

(2) In most (final exam) situatious the principal finds out which students
cheat in that situation.

(3) Of most students who chieat on the final exam the principal finds
out that they cheat on the final exam.

Berman convincingly argues that these two readings of (1) are different.
Suppose that in each of the (final exam) situations the principal catches
75 percent of the cheaters, then on paraphrase (2). sentence (1) would be
true, but on the reading paraphrased by (3). sentence (1) would be false.
For (2) to be true. it should be the case that for most of the (final exam)
situations the principal eatches all cheating students.

This is taken te indicate that a wh-termn ke which student does not
contain a quantifier by itself. but gets its quantificatioual force from an

* Bermian (1991). See also Berman (1990).
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adverb of quantification, much in the same way as this has been argued to
be the case for indefinites as in (4):

{4) If a student cheats on the final exam then the principal usually
finds out that hLe does.

Of course the adverb of quantification may be implicit. in which case it
is supposed to have universal quantificational force. On this assumption
Berman gets the interpretation paraphrased in (6) for a sentence like (5):

(5) The principal found out which students cheated on the final exam.

(6) For all students who cheated on the final exam the principal found
out of them that they cheated on thie final exam.

This paraphrase of the meaning of {5) is not quite what one would ex-
pect assuming the kind of semantics outlined above. Recall that on that
approach questions are strongly exhaustive in the following sense: a ques-
tion determines in a possible world a unique proposition, one which gives
a complete specification of the positive extension in that world of the re-
lation involved. It is precisely this aspect of strong exhaustiveness that is
lacking from the semantic interpretation that Berman assigns to the em-
bedded interrogative in (5). For it is clear that (6) is compatible with it
being the case that the principal accuses a number of non-cheaters of hav-
ing cheated. But in the analysis outlined earlier the proposition which the
question expressed by the embedded interrogative determines in the actual
world, and to which the principal stands in the relation of having found
out, is strongly exhaustive. Hence on that analysis the principal should not
accuse non-cheaters. if (5) is to be true.

Of course the same holds for sentence (1) and Berinan's paraphrase (3).
Clearly (1) entails (3). but it is not entailed by (3): if the principal indeed
found out about most cheaters that they cheated. but also accused more
than just a few non-cheaters of having cheated. then whereas (1) would be
false according to the stroug exhaustiveness approach. its proposed para-
phrase is not.

Berman's paraphrases represent a different view on answers. aud con-
sequently, on the meaning of interrogatives. According to this view the
answer to an interrogative need ouly be weakly exhaustive. The difference
with the strongly exhaustive approach is most easily explained in terms of
question-answer pairs. Consider the following examnple:

(7) Which girls are asleep?
--Mary, Suzy and Jaue (are asleep).

According to the weakly exhaustive view, the auswer in (7) means sim-
ply that Mary, Suzy a \d Jane are girls that are asleep. According to the
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strongly exhaustive view it nieans that Mary, Suzy and Jane are the girls
that are asleep, i.e., it says that only Mary, Suzy and Jane are girls that are
asleep. In other words. the two views differ with respect to what proposi-
tion counts as the true answer to the question which girls are asleep, and
hence to what is the meaning of the interrogative.

Different views on what constitutes the meaning of an interrogative
lead to different predictions regarding the logical propertics of (embedded)
interrogatives. Let us give one simple illustration. We saw above that
given the standard analysis of entailment as meaning inclusion. and given
the general characterization of the meaning of interrogatives in terms of
their answerhood conditions. an interrogative I entails an interrogative I
iff whenever a propositions p gives a true auswer to I. p gives a true answer
to I' as well. If we combine this with strong exl:austiveness we predict that
the interrogative in (7) entails (8) (assuming that we know that Claire is a

girl):
(8) Is Claire asleep?

But under weak exhaustiveness this does not follow. If only Mary., Suzy
and Jane are asleep, the interrogative in (7) would denote the proposition
that they are asleep, but that does not entail that Claire is not asleep.
which in that situation would be the true answer to (8). Similarly. strong
exhaustiveness predicts that (9):

(9) John knows which girls are asleep.
entails (10):
(10) John knows whether Claive is asleep.

But weak exliaustiveness makes (9) compatible with John believing that
Claire is asleep. in case she is not. and stiil know which girls are asleep.
In various places® we have argued that the strongly exhaustive inter-
pretation of interrogatives is the basic one. In our opinion. predictions such
as the ones illustrated above constitute arguments in favour of this posi-
tion. Other arguments can be added. To irdicate just one, suppose Hilary
wants to find out which girls are asleep. She asks Peter, who replies that
he doesn’t know, but adds that John does. Now suppose. as we did above,
that John believes that Mary, Suzy. Jane and Claire are asleep. whereas in
fact only the first three of them are. Asked by Hilary which girls are asleep.
John answers that Mary. Suzy. Jane aud Claire are. Suppose furether that
Hilary subsequently finds out that Claire isn't asleep. Would she not quite
rightly claim that the answer she got from John was wrong, that iu fact he

* See Groenendijk & Stokhof (1982.1984).
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did not know which girls were asleep, and that Peter was wrong in claiming
that he did?

Another difference between the weak and strong exhaustiveness views
shows up when we consider other embedding verbs such as wonder. Berman
observes that if we replace the verb find out in (1) by the verb wonder the
result is a sentence which has one reading less:

(11) The principal usually wonders which students cheat on the final
exam.

This sentence can only be paraphrased, Berman notes, as in (12):

(12) In most (final exam) situations, the principal wonders which
students cheat in that situation.

but lacks a reading corresponding to paraphrase (3) of (1).

Obviously, the source of the difference between (1) and (4) is a differ-
ence in lexical semantic properties of the verbs find out and wonder. Whet
you find out if you find out which students cheat, is the true answer to the
qestion which students cheat. i.e., you stand in the relation of finding out
to the proposition that is the true answer to the question which students
cheat. In case you wonder which students cheat. you do not stand in a
relation to the proposition that expresses the true answer, rather you bear
a particular relation to.the question as such expressed by the interrogative.
a relation which can be roughly paraphrased as that of wanting to find out
the true answer to that question. In the terminology used above, we can say
that the difference between verbs such as find out and verbs such as wonder
is that whereas the latter are intensional the former are extensional.

Within the confines of the particular approach outlined above, this
difference is accounted for by means of the usual distinction between the
intension and the extension of an expression. The extension of an (em-
bedded) interrogative is a proposition. its intension a (particular kind of)
propositional concept. A verb such as find out takes the extension of an
(embedded) interrogative as semantic argument, and a verb like wonder
operates on its intension.

One thing to note here, is that the distinction between extensional and
intensional embedding verbs does not coincide with the distinction between
factive and non-factive verbs. Verbs like know or find out are factive with
respect to their indicative complements. Knowing or finding out that Mary
is asleep entails (presupposes) that Mary is actually asleep. Verbs like tell
or believe on the other hand, are not factive. Telling or believing that Mary
is asleep does not entail (presuppose) that she actually is. Note however
that. unlike delicve, tell can also take interrogatives as argument. as in John
tells whether Mary is asleep. And in that case tell does behave in a factive
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manner: if John tells whether Mary is asleep, then it follows that if Mary
actually is asleep, he tells that she is asleep, and that if she is not, he tells
that she is not.

It is remarkable that this property of tell simply falls out the inde-
pendently motivated assumption that it is an extensional embedding verb.
To tell whether Mary is asleep means to tell the true answer to the ques-
tion whether Mary is asleep. which if Mary is asleep is the proposition that
Mary is asleep, and if she is not, is the proposition that she is not.

Let us take stock. It scems that the phenomenon of quantificational vari-
ability in interrogatives is a real one. And on the face of it, it scems to be in
conflict with exhaustiveuess. However, the latter is an independently moti-
vated feature, and giving it up has all kinds of drawbacks. What we want
to show in the remainder of this paper is that, appearances (and Berman)
not withstanding, quantificational variability can be accounted for in an
approach which complies with strong exhaustiveness.

The remainder of the paper is organized as follows. In section 2, we
sketch how the semantic analysis of interrogatives outlined above can be
implemented. In section 3 we discuss the challenge that Berman's proposals

form for this analysis. In section 4 we show how this challenge can be met,
making use of some insights from dynamic semantics. The final section §
contains some conciuding remarks.

2. A semantics for interrogatives.

In the previous section we sketched informally the basics of a semantics
for interrogatives within a classical intensional framework. This section
inc ates how such an analysis can be implemented, and investigates the
difference between the weak exhaustiveaess view and the strong exhaus-
tiveness view.*

Starting point is the asstunption that in a world an interrogative de-
notes the proposition that is expressed by its true answer in that world.
For a simple sentential interrogative such as (13a), this means that in case
Mary sleeps, it denotes the proposition that Mary sleeps, and in case she
does not sleep, it denotes the proposition that she does not. Identifying
propositions with sets of possible worlds, this amounts to the following. In
a world w, the set of possible worlds denoted by (13a) cousists of those
worlds w' such that Mary sleeps in w' iff she sleeps in w. Using two-sorted
type theory as a representation language. (13¢) represents the extension
of (13z2) in w. By abstracting over e, we get (13d) as a representation of

* See Groenendijk & Stokhof (1982,1984,1989) for more details.
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its meaning. Another assumption we have made imiplics that the whether-
complement (13b) that corresponds to the interrogative (13a) has the same
extension and intension.

(13) a. Does Mary sleep?
b. whether Mary sleeps
c. Aw'[S(w)(m) & S(w')(m)]
d. Awdw'[S(w)(m) « S(w')(m))]

We noted above that interrogative embedding verbs exl™»it a distinction
that we find quite generally in functional expressions, viz., that between
expressions which operate on the extension of their arguments, and those
which take their intension. Examples of extensional verbs are know and tell,
and wonder is an example of an iutensional verb. This gives a straightfor-
ward account of the fact that (14a) and (14b) together entail (14c¢):

(14) a. John knows whether Mary sleeps.
a'. K(w)(7. Aw'{S(w)(m) — S(e')}m)])
b. Mary sleeps.
b’ S(w)(m)
c. John knows that Mary sleeps.

¢ K{w)(j, Aw'[S(')(m)])

Notice that this does not hinge on the factivity of the verb know. For as
is shown in (15) the same entailment goes through for the non-factive verly
tell:
(15) a. John tells whether Mary sleeps.

. T(e)(j, A’ [S(e)m) « S(w'Ym)))

. Mary sleeps.

. S(w)(m)

John tells that Mary sleeps.

T(w)(7, A’ {S(")(m)])

Given that wonder is an intensional verb, similar entailiments do not occur
with (16), wondering being a relation between individuals and questions,
and not between individuals and propositions:

(16) 2. John wonders whether Mary sleeps.

a's W), dedw’[SGelin) & S(w'Ym)))

The meaning of a constituent interrogative, like the one in (17), is derived
in a two-step proces. As we pointed out above, a constituent interrogative is
associat:  with a relation. In the case of (17a) it is the property (one-place
relation) of being a girl that sleeps. which is expressed by (17b). What the
constituent interrogative asks for is a specification of the extension of the
corresponding relation. The expression (17¢) gives such a specification for
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the property in (17b), for in a world 1w it denotes the proposition that is
true in a world w' iff the girls that sleep in w’, are the same as the girls
that sleep in w. This proposition gives an exhaustive specification of the
extension of the preperty of being a sleeping girl in w. The expression

(17d) represents the corresponding intension, i.e., the question expresssed
by (17a).

(17) a. Which givl(s) sleep(s)?
b. Az[G(w)(z) A S(w)(x))]
c. Aw'Vz[[G(w)(z) A S(w)(1)] & [G(w')(x) A S(w')(x)]]
d. Awdw'Vr[[G(w)(z) A S(w)(z)] « [G(w' )z} A S(w')(z)]]

This analysis represents the strong exhaustiveness view on the meaning
of constituent iuterrogatives. For an answer to (17a) should express the
proposition denoted by (17¢}), and hence it should not just say that a; ... a,
are girls that sleep. but also that no other incividual is. That is, an answer
should specify that a;...a, together form the entire positive extension of
the property of being a girl that sleeps. not just that they are (among the)
girls that sleep. An answer that coutains only the latter inforination is
weakly, but not strongly exhaustive. The weak exhaustiveness view can be
represented in a similar fashion as the strong exhaustiveness approach:
(18) a. Which girl(s) sleep(s)?

b. Azr[G(w)(z) A S(w)(2)]

c. Aw'Vr[[G(w)(xr) A S(e ) )] — {Gl' W) A S(w')(x)])

d. dwdw'Vr{[Gw)(z) A S(w)(r)] — [Gw')(r) A S(w')(2)])

The derivation of multiple constituent interrogatives follows the same pat-
tern as that of single constituent interrogatives. Starting point is an ex-
pression R" which expresses au n-place relation. The denotation of the
interrogative based on R™ in a world w is the proposition which is true in
those worlds w' for which it holds that the extension of R™ in w' is the
samne as that in w. Thus we arive at the following general schema:

Aw'Vrpoag[Re)ry coory) & R Yy L xg)]

Again, this is the strong exhaustiveness view. Weakly exhaustive interpre-
tations result if we coquire not identity of extension. but only inclusion:

Ae'Vay o [Re) ey o) = R Yoy ooy )

Notice that it is only ou the stroug exhaustiveness approach that sentential
interrogatives fall out of in the general schema: they result if n = 0. The
weak exhaustiveness analysis would need a separate interpretation rule for
sentential interrogatives.
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Embedded constituent mterrogatives are derived by the same process
as embedded sentential interrogatives. Verbs like wonder operate on the
intension.of their argument, verbs like fell or know on its extension. This
means that sentences like (19a) and (20a) translate as (19b) and (20b)
on the weak exhaustiveness approach, and that (19¢) and (20c) are the
representation that the strong exhaustiveness view gives rise to:

(19) a. Jolin wonders which girl(s) sleep(s).
b, W(w)(J, Awedw'Ve{[Glaw)(x) A S(u)(r)] — [G(") () A S’ {2)]])
c. W(w)(d, Aedw'Vz{[G(rw)z) A S(w)(r)] « [Ge')(z) A SGe' ) 2)]))

(20) a. John tells which girl(s) sleep(s).
b, T(we)(j, Aw'Vrl[{Gae ) ) A S(e)(r)] — (G o) A S’ o))
c. T()(. AVl [Glale) A S(we)( )] = [Glae) () A S )]

On both approaches wonder expresses a relation to the question which
girl(s) sleep(s). and tell a relation to the true answer to that question.
Moreover, notice that neither approach needs an additional factivity pos-
tulate for tell.

Let us look a little bit closer at what the two notions of exliaustiveness
amount to in the case of (20). Under the assumiption that tell is closed
under entailment, the weakly exhaustive interpretation (20b) follows from
the strongly exhaustive intervretation (20¢).  Aud if we assume that it
is closed under conjunction, then the weakly exhaustive reading (20b) is
equivalent with (21). and hewnce, the latter isalso entailed by the strong
exhaustive readiug (20c):

(21) Va{[G(e )} A SGe) ()] = T(e) (. Ae{Glee' Yr) A S Y )))]

In the case of (19). which contaius the intensional wonder, an aualogous
paraphrase/entailment is not obtainable. The quantification over girls that
sleep in w cannot be raised over the verb. because it is iuside the scope of
the intensionalizing Aw.

The expression in (21) represents the paraphrase that Berman would
give for (20a). But Berman arrives at such a result only by means of a
factivity postulate for tell with embedded interrogatives. whereas no such
assumption is necessary ou the approach outlined above.

Before we turn to the strongly exhaustive interpretation. let us be a
Little bit more explicit about the transition from (20b) to (21). The two
assumptions we made cccerniug the meaning of tell, viz., that if one tells
p and p entails ¢, one also tells g, and that if one tells p aud tells ¢, then one
tells p and ¢, can be explicated in a Hintikka-style seiantics for proposition
cmbedding verbs. Within that framework every such verh 17 is associated
with a predicate of possible worlds 15 .. For exaniple. with T for tell aud
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j for John, the extension of Tj . is the set of worlds compatible with what
John tells in w. Then it is laid down that John tells p in world w iff all
worlds w' for which Tj . holds are worlds in which p is true. This gives us
equivalences such as:

T(w)(j.p) & Yo' [T;u(w') — plw')]

Given that much, (20b) can be represented as (22}, and (21) as (23):

(22) V' [T, w(w') = Vz{[G(w)(x) A S(w){x)} = [G(w')(z) A S(w')2)]]]

(23) V{[G(ir)(2) A S(we)(x)] = V' [T, (') — [G(e' Y ) A IO TER
The equivalence of (22) and (23), and hence of (20b) and (21). is a simple
matter of predicate logic.

Turning to the strougly exhaustive reading of (20a). which was given
as (20c) above. we notice that it can also be represented as (24):

(24) Vo' [T, (') = V2[[Glae) () A S(w)(r)] = [Gle'Ye) A S(a Y )]}

Since (24) can be *decomposed’ into the conjunction of (22), which repre-
sents the weakly exhaustive reading, and (23):

{25) Yo' [T ') = Vo [[Glw' )(x) A S(w')(x)} — [Glw)x) A S a))),

the latter gives the additional information which distinguishes the strongly
exhaustive interpretation from the weakly exhaustive one. What this addi-
tional information amounts to. is perhaps more perspicuously formulated
in (26)*. whicl is equivalent to (25):

(26) Vr[3w' [T, (w') A G’ ) () A S’ )r)] = [Gle)z) A S(w)(r)]]

This expresses that if it is compatible with what John tells that someone
is a girl who sleeps. then this person actually is a girl who sleeps. For one

* Representations which make use of the compatibility predicate induced
by proposition ciibedding verbs are more perspicuous. at least for our
present purposes, and we will use them in what follows when appropri-
ate. But note that we can get our more familiar type of representation
back. if we want (or ueed) to. For example, (26) is equivalent with:

(27) Va[-Vu'[T, (') = =[Gl ) () A S(w')(r)]] - [Glae)(r) ASGe)(a)]]
which, using the Hintikka-style definition in the other direction, gives us:

(28) Yz [~T{w)(y. he' ~[G(w' )(r) A S ) (1)) = [Glae) (o) A S(ie)(2)]]
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thing, this means that if John tells of someone that she is a girl who sleeps, ~
which implies that this is compatible with what he tells, then she actually
is. (This gives us the factivity of tell when emnbedding an interrogative.)
From the formulation (26) it is also obvious that the possibility that of
some individuals John is not sure whether they are girls that are asleep is
excluded on the strongly exhaustive reading. If it is compatible with what
he tells that someone is a girl who sleeps, then, as (26) implies, she actually
is. And from the weakly exhaustive part, expressed in (23), we know that
if the latter is the case he tells that she sleeps.

Having thus pinpointed the difference between the weakly and the
strongly exhaustive reading, we finally note that we can put together the
two conjuncts into which we decomposed (24), viz.. (22) and (25), as follows:

(27) Vz[[[G(w)(z) A S(w)(z)} V 3w'[Tju(w’) AG(w')(z) AS(uw')z)]} =
[G(w)(x) A S(u)(x) AVW' [Ty (') = [Glu' () A S(ae')2)]]]]

To see that this is equivalent to the original representation (20c), note that
(23) is of the form Vr[¢ — ], and (26) is of the form Vz[y — ¢], which
combine to Vz[{¢ V x] — [¢ A ]}, which is the form of (27). And (27)
expresses that if an individual is actually a girl who sleeps or such that it
is compatible with what John tells that she is a girl who sleeps, then she
actually is a girl who sleeps and such that John tells that she is a girl who
sleeps.

It is the observation that (27) (also) represents the strongly exhaus-
tive interpretation that forms the basis of our account of quantificational
variability, which is presented in section 4. But first we turn to a closer
examination of Berman's proposals.

3. Berman'’s challenge.

In the semantics sketched above, wh-terms do not translate as indepen-
dent quantificational expressions, but rather function as (restricted) A-
abstraction. Yet it seems that, given the (weakly or strongly) exhaustive
nature of questions, they in effect inherently amount to universal quantifi-
cation. Hence the phenomenon of quantificational variability secems to pose
a serious problem for this semantics. The following examples, taken from
Berman (1991), illustrate what is at stake:
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. The principal usually finds out which students cheat on the
final exam.
. Sue mostly remembers which of her birthday presents arrived
special delivery.
With few exceptions. Mary knows which students submitted
which abstracts to which conferences.
d. Bill seldom acknowledges which colleagues he gets a good
idea from.
c. John discovered which books were stolen from the library.

These sentences have a reading in which the adverbs of quantification, usu-
ally, mostly, with few ezceptions, seldom. seem to have the effect of lending
variable quantificational force to the wh-terms in these sentences. Notice
that the main verh in (28a). find out. is factive. Lut that in (28b). re-
member, is not. Sentence (28¢) illustrates that quantificational vaviability
can pertain to several wh-terms at the same time. And (28d) shows that
it may affect both wh-terms and indefinite terms. Finally. (28e¢) is a case
with a non-explicit adverb of quantification. Berman provides the following
paraphrases:

(29) a. For most students who cheat on the final exam. the principal

finds out of them that they cheat on the final exam.

b. For most of her birthday presents that arrived special delivery.
Sue remembers that they arrived special delivery.
For most triples of a student. an abstract and a conference
such that the student submitted the abstract to the conference.
Mary knows that the student submitted the abstract to the
conference.

. For few pairs of a colleague and a good idea such that Bill gets
the good idea from the colleague does he acknowledge he gets
the good idea from the colleague.

For all books that were stolen from the library. John
discovered that they were stolen from the library.

If wh-phrases inherently have universal quantificational force. how can we
explain the quantificational variability exemplified by these sentences? Ex-
haustiveness, even weak exhaustiveness. seems to be at odds with examples
like (28a)-(28d). Berman describes the situation in the following way. He
notes that although sentence (30) is contradictory. (31) is not:

(30) John knows who is running, but he doesn’t know that Georjge
is running,

(31) John mostly knows who is rununing. but he doesn’t know that
George is running.
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Likewise, he observes that although (32¢) follows from (82a,b), no such
entailment holds between (33c) and (33a,b):

RIC

(32) a. John knows who is running.

George is running.
c. John knows that George is running.

(33) a. John mostly knows who is running.
b. George is running.
c. John knows that George is running.

These observations, Berman concludes, show that exhaustiveness is not an
inherent property of interrogatives, and that hence an alternative account
of the semantics of embedded constituent interrogatives is necded.

We will now sketch what we take to be the core of Berman's analy-
sis. Starting point is that wh-phrases should not be treated as inherently
quantificational expressions, but rather in the way indefinites are treated
in Lewis/Kamp/Heim-style discourse representation theory.* This means
that. like indefinites, wh-terms are associated with clauses expressing con-
ditions on free variables. Constituent interrogatives correspond to open
formulae. So parallel to example (17) in the previous section, the logical
form assigned to (34a) is (34b):

(34) a. which girl(s) sleep(s)
b. G(x) A S(x)

A crucial feature of Berman's analysis is that the embedding verbs which
we have dubbed ‘extensional’. such as know and tell, operate on these open
sentences directly. As is to be expected. the binding of the free variables
is taken care of by implicit or explicit adverbs of quantification. Via a
process of presupposition accommodation the open sentence which is the
argument of the embedding verb is ‘raised’ to act as the restriction of the
quantifier corresponding to the adverb. What we have czlled ‘intensional’
verbs, such as wonder. behave differently, however. Such verbs do not
take open sentences as such as their argument. but the questions that can
be formed from them. In these cases the free variables in the embedded
interrogative get bound as a result of this process of question formation.
Before turning to Berman's account of embedded constituent inter-
rogatives. we first take a look at his rule of question formation. Questions
result by prefixing a so-called Q-morpheme to an open sentence contain-
ing one of more occurrences of wh-terms. The semantic interpretation of

* See Lewis (1975). Kamnp (1981). Heim (1982).
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the Q-morpheme results in a Hamblin-type interpretation of constituent
interrogatives.* It is given in (35):.**

(35) [Q#1*? = {p| 3z1... za:p = [4]"' 9}

The existential quantifiers in this definition bind the free variables intro-
duced by the wh-terms in the open formula ¢ that corresponds to the
constituent interrogative. We see that the semantic result of application of
the Q-morpheme to the open sentence is a set of propositions that each rep-
resent a possible partial answer. So the interrogative (36a) is represented
as (36b), which in terms of the representation language used in this paper
amounts to (36¢):

(36) a. Which girl(s) sleep(s)?
b. Q[G(x) A S(x)]
¢ Apdrlp = Aw[G(w)x) A S(w)(x)]]

Let us now look at Berman’s analysis of embedded constituent interroga-
tives. We start with the ‘intensional’ case. As was indicated above, ‘inten-
sional’ verbs take as their argument the question expressed by the embedded
interrogative. Hence a sentence such as (37a) is assigned the logical form

(37b):
(37) a. John wonders which girl(s) sleep(s).
b. W(i.Q[G(x) A S(x)))

If we compare this analysis with the one given in the previous section we
notice that in both the argument of the verb is a question, which in its
turn deterniines answerhood. However, the analyses differ substantially in

* See Hamblin (1973).

** Notice *hat the interpretation scheme for the Q-morpheme does not
give proper results in case we are dealing with a sentential interrogative.
Since in that casc the sentence does not contain wh-terms, no existential
quantifiation would be involved. The result would be [Qe]? = {p|p =
[¢]*9}. This gives us only the proposition expressed by ¢. i.c., only the
‘positive’ answer. But that is not the only possible answer. Hence, in case
of sentential interrogatives, we should rather interpret the Q-morpheme as
follows: [Qé]M? = {p | p = []M9V p = [~6]V?9}. In fact, this flaw
in Berman's analysis is directly related to the matter of exhanstiveness.
For recall that the general scheme for interrogative formation that was
stated in the previous section, which starts fromn an n-place relation, with
scntential interrogatives in the case of n = 0, and which lets the question
be the equivalence relation on possible worlds of having the same (positive)
extension. results in strongly exhaustive readings.

Ryl
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their view on the nature of answers, and hence questions. The analysis
of section 2 associates an interrogative in a world with one complete true
answer. In Berman'’s analysis an interrogative is linked to the same set of
all possible partial answers in every world. From this set we can extract
the true partial answers in a world, by selecting the propositions which are
true in that world. That, in effect, would amount to Karttunen's analysis.*
If we take the intersection of the resulting set of propositions, we cnd up
with the weakly exhaustive analysis outlined in the previous section. And
if we add a clause stating that no other individuals satisfy the relation on
which the interrogative is based, the strongly exhaustive analysis results.
It is worth noticing that Berman could have chosen any of these alternative
interpretations of the Q-morpheme. The only thing that is essential for his
approach is that the Q-morpheme takes care of the binding of the variables
introduced by the wh-terms in the embedded interrogative. Of course, the
choice between these alternatives, Hamblin-type, Karttunen-type, weakly
exhaustive, strongly exhaustive, is not a matter of taste but has to be made
on empirical and methodological grounds, as we have argued extensively
elsewhere.

Now we come to Berman’s account of the ‘extensional’ cases. As we
said above, Berman assumes that these verbs operate on the open formulae
associated with the constituent interrogatives, and not on the questions
that can be formed from them. A further assumption which he makes, in
line with the standard approach to adverbs of quantification,** is that the
logical form of sentences such as (38a) and (39a) is a tripartite structure.
The three constituents of this structure are: an adverb of quantification (if
no adverb occurs, universal quantification is the default); the restriction of
the quantification; and the nuclear scope of the quantification. Consider
the following simple exanples, one with and one without an explicit adverb
of quantification:

(38) a. John usually knows which girl(s) sleep(s).
b MOST{G(z) A S(z))[K (j,girl(z) A S(z))]

(39} a. John :ells which girl(s) sleep(s).
b. ALL:[G(x) A S(z))[T(j, girl(z) A S(7)))

The logical forms (38b) and (39b) illustrate the general pattern. The nu-
clear scope consists of the embedding verb and its two arguments: the
subject and the upen formula corresponding to the constituent interroga-
tive. The restriction is formed by the same open formula. It gets there

* See Karttunen (1977).
** See Lewis (1975).
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via the process of presupposition accommodation. In case of verbs such as
know, this process operates with the presupposition standardly associated
with factive verbs. In case of non-factive verbs such as tell, the assumption
has to be made that such verbs are factive when embedding an interrog-
ative, despite the fact that they are not factive in genecral. The adverb
quantifies non-selectively over the free variables in its arguments, and thus
takes care of the binding.

In Berman's analysis the difference between the ‘intensional’ and the
‘extensional’ cases is taken to reside in different structural properties of
the sentences in question. It is assumed that a sentence such as (37a), in
which the intensional verh wonder occurs. does not give rise to a tripartite
structure because wonder is not factive and because it operates on ques-
tions rather than open formulae. Int the resulting logical form there are no
free variables left for an adverb of quantification to bind. since they are
bound already by the Q-morpheme. Hence such sentences do not exhibit
quantificational variability.

Let us now turn to an cvaluation of Berman's proposal. The main
thing to note is that at essential points his analysis of embedded and non-
embedded interrogatives is not inn accordance with sume of the general as-
sumptions outlined in the introductory section. The ‘stand alone’ and em-
bedded occurrences of interrogatives are not treated uniformly throughout.
Remarkable is the radical difference between the kind of seinantic object
associated with an interrogative embedded by a verb like wonder and that
expressed by an iuterrogative that is the argument of verbs such as know
and tell. The latter verbs operate on open formulae, not on questions. as
the former do. Also note that these open formulae as such cannot be associ-
ated with answers to the corresponding questions. A reasonable semantics
for sentences of this type results not simply after combining the verb with
its argument. but only after the subhsequent procedure of accommodating
the embedded interrogative as a presupposition in the restriction of an (im-
plicit or explicit) adverb of quantification. Also. this procedure requires an
assumption of factivity for such verbs as tell which ascribes them the prop-
erty of presupposing their argument just in cases this is an interrogative.
This makes a lexical semantic property dependent on a structural syntactic
one, which is unusnal. to say the least. Finally, observe that this difference
in type of seinantic objects prohibits a uniform account of coordination and
entailment.

It seems to us that an analysis that does accord with the general
assumptions made in the introductory section, and which is able to explain
the differences in possible quantificational variability in terms of a general
mechanisin. is to be preferred. Therefore, we will outline in the next section
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how the semantics of interrogatives described above can be made to handle
the phenomenon of quantificational variability.

4. Berman'’s challenge met.

We will show how the analysis of scetion 2 can be made to meet Berman’s
challenge stepwise. We start by showing how quantificational variability
can be had on the weak exhaustiveness view, since the latter is nearest to
Berman'’s own analysis. Then we will strengthen the result to comply with
strong exhaustiveness.

Recal! from section 2 that in a weakly exhaustive analysis, a sentence
like (40a) is translated as (40b). The latter is equivalent to (40¢c), which we
could also write in *adverbs of quantification’-style as (40d):

(40} a. Joln tells which girl(s) sleep(s).
b, T(w)(j Ae'Vr[[Glw)(w) A S(u)(r)] =[Gl ){x) A S’ )(2)]])
e Va{[G(w)(x) A Sto)(x)] — T(w)(j, Adw'[Gla’ }r) A S’ (1))
d. ALLA[G(e)(x) A SGe) e W [T () Aw! [G(w' )Y A S(u’ (1))

The last representation is virtually the same as what results in Berman’s
analysis, but notice that it is obtained without having to assume that fell
is factive, and without presupposition accomodation, due to the fact that
the embedded interrogative is assigned a mcaning of its own.

But, as we saw in the previous section, the reason for Berman to
deviate from this straightforward analysis arc sentences containing explicit
adverbs of quantification, such as (41a). As we remarked carlier it secins
an inherent feature of both the weakly and the strongly exhaustive analysis
that wh-terms have universal quantificational foree. So the problem is how
we can get rid of the universal quantificier ALL, and “replace’ it by the
quantifier MOST, in order to obtain (41b). which represents the meaning
Berman assigus to (41a):

(41) a. John usually tells which girl(s) sleep(s).
b. MOST[Gw).0) A SGe) [T (). A’ [Glae" W) A (') )])]

This is were dynamic semantics comes in.

In dynamic semantics* indefinites are not analyzed as introducing free
variables, as in discourse representation theory, but as quantificational ex-
pressions in their own right. A siniple donkey sentence like (42a) is trans-
lated as (42h). The dynamie interpretation assigned to the exists utial quan-
tifier makes (42h) equivalent to the ordinary translation (42¢) in standard
predicate logic:

* See Groenendijk & Stokhof (1990,1991).
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(42) a. If John owns a donkey he beats it
b. 3z[D(r) A H(j,1)] = B(j, )
c. Vr[[D(z) A H(j,z)] = B(j.z)}

The interpretation of the existential quantifier in dynamic semantics ensures
that the existentially quantified antecedent of (42b) outputs assignn.ents
in which the value of the variable z is a donkey that John owns. The
interpretation of the implication as a whole is defined in such a way that it
takes all such output assignments. and checks whether the values of r satisfy
the consequent, i.c., whether they are indeed beaten by John. If so, the
implication is considered true. So the truth conditions of (42b) in dynamic
semantics are the same as the truth conditions of (42¢) in ordinary static
semantics. The relevant fact that we make use of liere is that in dynamic
semantics the following equivalence holds without the usual restriction that
r does not occur freely in the cousequent:

Jro — v & Vrjo — ]

Obscrve that. given this fact. in dynamic semautics (40c) is cquivalent to

(43):

(43) 3x[Glw)x) A Stae)(r)) — T(w)(]. Aw![G(a' Y ) A SGe' W)

What we need to know next is how adverbs of quantification can be dealt
with in a dynamic franiework. Following the proposals of Dekker and Chier-
chia this can be done as follows.® As we noted above. a formula of the form
3z¢ outputs all those assigmments that assign values to = that satisfy o.
This makes the variable & available for further quantification. And because
of that. the adverb of quantification in AQ;[3xoj["} can quantify over the
output of 3z0. and require that a Q-amount of such out puts satisfy the con-
dition ¥*. In other wards, given the dynamic interpretation of the existential
quantifier we obtain equivalences of the following form:

AQ:[3rd]|v] & Qo]
where @ is the ordinary quantifier corresponding to the adverh of quan-

tification AQ. even though the variable r is existentially quantified in the
antecedent.

* Sece Dekker (1992). Chicrehia (1992). What is said in the text makes
use of only a small part of their analyses. For example. we completely
disregard the issue of synumetric versus non-symuetric readings. which both
Dekker and Chierchia discuss extensively,
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For the purposes of the present paper, this much suffices, and we must
refer to reader to the pupers by Dekker and Chierchia for a substantiation
of this claim and more details.

Given these two facts of dynamic semantics, we may rest assured that
when an implicational structure of the form (44a) is combined with an
adverb of quantification, it can be represe.ted as in (44b), which in the
dynamic framework is equivalent with (44c):

(44) a. 3o - ¥
b. AQ[3zd]
¢ Q:(¢ll¥]

Once we know this much. sentences with adverbs of quantification 1o longer
present a problem. Consider again example (41a), repeated below as (45a).
We know that we can represent its meaning without the adverb of quantifi-
cation in the form of the implicational structure (45b), which is equivalent
with (45c¢). The result of combining it with the adverb of quantification
can be represented as in (45d), which is equivalent with (45e):

. John usually tells which girl(s) sleep(s).
. Vz{[G(w)(z) A S(w)(z)] = T(w){j, Aw'{G(w' ) z) A S(')(2)])]
. z[G(w)(z) A S(w)(z)] = T(w)(j. Me'{G(w')(z) A S(w')(z)])

. USUALLY[Iz{G(w)(z) A S(w)(2)]|[T(20)(j, M’ [G(w' ) x) A S(w')(x)))]
. MOST{G(w)(z) A S(w)(2))[T(w)(j, A’ [G(z')(z) A S(w")(2)])]

In this way we can obtain the meanings Berman wants to assign to sentences
like (45a), but in a more straightforward and simple way. We make use of
extensionality of the verb tell without having to assurie it to be factive
when embedding an interrogative. Interrogatives are assigned an indepen-
dent and uniform (weakly) exbaustive interpretation. And the quantifica-
tional variability induced by the occurrence of adverbs of quantification is
obtained by making use of equivalences which rest on independently moti-
vated clauses in dynamic semantics.

This shows how Berman’s 1cadings of sentences with adverbs of quan-
tification can be obtained by combining the weakly exhaustive interpreta-
tion of interrogatives from section 2 with a dynamic semantic approach to
quantification. However, we argued earlier that the weakly exhaustive in-
terpretation is not the right one. and that strong exhaustiveness is needed.
Let us repeat what is at stake here. Consider (46a,b,c):

(46) a. John knows which girl(s) sleep(s).
b. Of every girl who sleeps, John knows that she is a girl who sleeps.

c. Of no girl who doesn’t sleep, Jolm belicves that she is a girl who
sleeps.
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In section 1 we argued that (46a) entails both (46b) and (46¢). However, a
weakly exhaustive interpretation only accounts for the entailment between
(46a) and (46b), but it does not give us the other one. The latter entail-
ment is what strong exhaustiveness adds to weak exhaustiveness: If it is
compatible with what John knows that an individual is a girl who sleeps,
then she actually is.*

Similar observations can be made with respect to sentence (47a), which
differs from (46a) only in that it contains the adverb of quantification usu-
ally. Again, the a-sentence should entail both the b- and the c-sentence,
but the weakly exhaustive reading accounts only for the first entailment:

(47) a. John usually knows which girl(s) sleep(s).
b. Of most girls who sleep, John knows that they are girls who sleep.
¢. Of few girls who don't sleep, John believes that they are girls who
sleep.

Establishing the truth conditions of sentences such as (47a) is a complicated
matter. In order to decide whether (47a) is true or not, we need access to
two sets of individuals: the set of individuals that actually are girls who
sleep; and the set of individuals of whom it is compatible with John's infor-
mation that they are girls who sleep. In order to see what the actual truth
conditions are, observe that the latter set may contain not only individ-
uals that actually are girls that sleep, but also individuals of whom John
wrongly believes that they are, and individuals of whom he is in doubt as
to whether they are girls who sleep or not. Notice further that individuals
that actually are girls who sleep may be lacking from it. So from the two
sets we start out with we can construct four other sets: the set of individ-
uals John has a definite and correct opnion about; the set containing the
individuals about whom he has a wrong opinion; the set consisting of the
ones he is in doubt about; and the set containing the ones he misses. The
truth conditions of (47a) can be stated in terms of a comparison between
the union of the last three sets with the first one: the cardinality of the
first should be (considerably) less than that of the second.

Now we turn to quantificational variability and strong exhaustiveness.
Repeated below as (48) is the representation of the strongly exhaustive
analysis sentence (46a) which we gave at the end of section 2:

(48) Vz([[G(w)(x) A S(w)(x)) V 3w [T}, w(w’) A G’ W) A S(w')(z)]] —
[G(w)(z) A S(w)(z) A VW' [Tju(w') = [G(w')(x) A S(w')(2)]]]}

* Another relevant observation is that weak exhaustiveness predicts that
Noone is running entails Everyone knows who is running, and that John
tells that everyone is running entails John tells who is running. In our
opinion this is not quite what one would like to have.
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Within the framework of dynamic semantics this is equivalent to (49):

(49) 32[[G(w)(2) A S(w)(z)] V 3'[Tuw(w") A G(w')(z) A S(w)(2)l] —
[G(w)(2) A S(w)(z) A VW' [Tju(w') — [G(w')(z) A S(w)(@)}]

And this represents the required strongly exhaustive interpretation. Notice
that we obtain this result without recourse to the assumption that sentences
like this contain an implicit adverb of quantification.

Also, we know that given the dynamic treatment of adverbs of quan-
tification

(472) can be represented as (50):

(50) USUALLY[3z[[G(w)(z) A S(w)(2)] V 3’ [T}, (w') A G(w')(z) A S(w")(z)]])
[G(w)(z) A S(w)(z) AV [Tj,u(w') — [Gw')(x) A S(w')(2)]]]

And (50), we know, is equivalent with (51):

(51) MOST,[(G(w)(z) A S(w)(x)] V I’ [T (') A Glu' (z) A S(')(z)]
[G(w)(z) A S(w)(z) AVee'[T;wl(w') = [Glw' Yz) A S(w' Y 2)]]]

This gives the right quantificational results. According to the restriction
clause the quantification is over individuals that are either girls that actually
sleep or individuals of whorn it is compatible with what John tells that
they are girls who sleep (or both). The quantifier requires that most of
them should be girls who sleep and that John should teil that they are. It
is easy to see that this strongly exhaustive interpretation entails Berman’s
weakly exhaustive reading. For if we simply drop the second disjunct in the
restriction clause in (51) the number of individuals quantified over becomes
potentially less. If John is correct about most individuals in the larger set,
then he is certainly also right about most individuals in potentially smaller
set.

The quantifiers ALL and MOST that correspond to the adverbs always
and usually have in common that they are upward monotonic. Let us con-
clude this section with an investigation of two downward monotonic cases.
If we replace MOST in (51) by FEW, we may observe that because of the
downward monotonicity of FEW, Berman's weakly exhaustive interpreta-
tion now entails the strongly cxhaustive one, rather than the other way
around, as in the case of ALL and MOST. To see that this is so, suppose
that of about 50 percent of the girls that are asleep, John tells that they
are, then according to Berman's analysis it is false that John seldomly tells
which girl(s) sleep(s), even if at the same time John tells of a large amount
of individuals that are not girls that sleep, that they are. This is clearly
not correct. The strongly exhaustive analysis correctly predicts that in this
case it is true that John rarely tells which girl(s) sleep(s). If we look at
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the individuals that actually sleep and at those that actually do not but of
whom Johz tells that they do, then he is correct only in few cases.

With NO things are slightly different. In that case the two approaches
give equivalent results. This can be seen as follows. The second disjunct
in the restriction clause potentially adds cases that have to be taken into
consideration. But if it really adds an individual, this should not be a
girl that actually sleeps, i.c., this should not be an individual that already
satisfies the first disjunct of the restriction clause. But such individuals
cannot satisfy the nuclear scope clause, since they will not satisfy the first
conjunct of it. These results seem to be in accordance with the facts.

The discussion of these examples shows that quantificational variabil-
ity and strong exhaustiveness, contrary to appearance and Berman, are
not ircompatible. Recasting the analysis of section 2 in the framework of
a dynamic semantics allows us to retain the original strongly exhaustive
interpretation of interrogatives, which is in accordance with the general as-
sumptions laid down in scction 1, and to account for the phenomenon of
quantificational variability in embedded interrogatives.

5 Final remarks.

First of all, we want to draw attention to what seems to be a rather funda-
mental difference between the approach presented in the previous section,
and Berman’s way of dealing with quantificational variability. The two ap-
proaches resemble each other in that both associate sentences containing
adverbs of quantification with tripartite structures in which an adverb of
quantification takes a restriction clause and a nuclear scope clause as ar-
guments. But the approaches differ not only in what they consider to be
the contents of the arguments of the adverb, but also in how they arrive
at them. In Berman’s case the restriction clause is formed by accommo-
dating a factive presupposition. The analysis presented in the vrevious
section derives the contents of both arguments of the adverb by ‘decom-
posing’ the meaning of the sentence without the adverb into two parts,
that can be viewed as the antecedent and the consequent of an implica-
tional structure. In Berinan's case the relevant presupposition is identical
to the propositional argument of the 1nain verb, and hence extractable from
surface syntactic structure. In our analysis the restriction clause and the
nuclear scope clause cannot be determined at this level. For the surface
form of these sentences is not that of an implication. However, we have
shown that their semantic representations can be cast in this format within
a dynamic framework. So, this analysis seems hound to the view that it is
only on the basis of the semantic content of an entire sentence that we can
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determine what constitutes the restriction and the nuclear scope of an ad-
verb of quantification occurring in it, and that its syntactic structure does
not suffice. We are not sure what conclusions can be drawn from this, but
we note that this aspect of our analysis seems to be in line with Roberts’
argument that domain restriction in general is not simply a matter of what
she calls a ‘structure driven algorithm’, but largely depends on different
kinds of contextual (semantic and pragmatic) factors.®

Another remark we want to make is that in the analysis proposed in the
previous section, a crucial feature of Berman’s analysis, viz., that wh-terms
are to be treated in the same way as indefinites, playes no role. Treating
them like indefinites in a dynamic framework would mean translating them
in terms of dynamic existential quantification. But this we did not do.
(We did make use of dynamic existential quantification, but not in the
translation of wh-terms as such, but only in order to arrive at the required
implicational structure.) Still, it might be interesting to point out that we
might do so if for whatever reason this seems to be desirable after all. We
have seen that if existential quantification is dynamic, we can ‘disclose’ the
property Ar¢ from the existentially quantified formula 3z¢. This means
that in the end it makes no difference whether we deal with wh-terms as a
form of restricted A-abstraction, or as dynamic existential quantification.

A perhaps more interesting observation is that in some cases indefinites
behave like wh-terms. It seems that a sentence like (52a) has a reading
(maybe it is even its most likely one) in which it is equivalent with (52b):

(52) a. John (usually) knows whether a girl sleeps.
b. John (usually) knows which girl(s) sleep(s).

On a dynamic account of indefinites, this reading easily falls out.

In fact, even universally quantified terms sometimes lend themselves
to quantificational variability, viz., in sentences with so-called pair-list read-
ings. Sentence (53a) has a reading on which it is equivalent with (53b).

(53) a. John (usually) knows which professor recommended every/each
student.

b. John (usually) knows which professor recommended which student.

Elsewhere®* we have given an analysis of a sentence like (53a) which makes
it equivalent to (53b). That being so, such sentences lend themselves equally
easily to quantificational variability.

The following sentence is a variant of Berman’s sentence (28¢), cited in
section 3. It contains a whk-term, an indefinite and a universally quantified

* See Roberts (1991).
** See Groenendijk & Stokhof (1984, chapter 6).
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term, and illustrates that all three of them can be subject to binding by
the same adverb of quantification:

(54) With few exceptions, Mary knows which abstract every student
submitted to a conference.

The consiusion we draw from these observations is that although it may
be appealing at first sight to treat wh-terms in the same way as indefinites
in order to account for quantificational variability, in fact this hypothe-
sis seems unwarranted. As the example (54) indicates, we can treat them
either as restricted A-abstractior, or in terms of dynamic existential quan-
tification, or in terms of universal quantification. It does not really matter.
As long as we assign interrogatives a strongly exhaustive interpretation,
quantificational variability can be accounted for in any of these three alter-
natives.
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On the Semantics and Pragmatics of dake
(and only)

Yasunari HARADA! Naohiko NoGUCH]I ?
Center for the Study of Language and Information
Stanford University

1. Introduction

Among various particles that attach to nominal elements in Japanese, dake
corresponds to some extent to English word only. There are various similar-
ities and differences between the behavior of these two expressions, and the
comparison of the two leads to interesting observations.3

Throughout this paper, we will discuss interactions of dake and other
particles in Japanese. This will provide us with concrete examples on the
basis of which tc discuss how we should deal with the interaction between the
lexical semantics of these words and general pragmatic phenomena relevant
for interpreting the sentences which involve them.*

Regarding the use of only in English, it has been observed that while
only can precede prepositions, it cannot in general follow them. For instance,
Rooth (1985:p.93) notes:®

If [only John] and {even John] are NPs, we expect them to have the
distribution of NPs. But even and only are marginal or impossible
in PP: ‘
[14] a. ?At the party, John spoke to only Mary.

b. *The children play in only the common.

¢. *The library is closed on only Sunday.

d. *They joked about even the flood.

There are several exceptions to this generalization. Immediately after
the statement quoted above, Rooth (1985:p.91) makes the following remark.

TAlso at Waseda University.

2Also at Matsushita Electric Industrial, Co., Ltd.

3Quite informally, Japanese is a head final language, and complements and adjuncts, all
of which are potentially optional and are formed by placing (possibly multiple) particles after
nouns, precede verbal elements of the sentence, in which verbs or adjectives are followed by
various aspectual and/or modal expressions.

4Since our main interest is in semantics and pragmatics, we will give very limited expo-
sition of the syntactic behavior of dake. Also, needless to say, we cannot be exhaustive in
our description of the semantics and pragmatics of dake and only.

5Similar examples can be found in Taglicht (1984: pp.70-71, esp. examples [43]-[52].)
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Taglicht (1984) points out that what he calls ‘scalar’ occurrences
of only are exceptions to the restriction on only/even in PP:
{16] a. At the party, John spoke to only ONE person.

b. The children play in only TWO parks.

c. The library is closed on only SOME holidays.

Also, in a footnote to the preceding paragraph, Rooth (1985:p.135 note
1) points out the following kinds of examples, although he does not discuss
how to deal with these in his later discussions.

There are other exceptions to the PP restriction:

(i) John opened the safe with only a screwdriver.

(ii) John talks about only the most TRIVIAL subjects.
Note that (i) is not equivalent to (iii).

(iii) John only opened the safe with a screwdriver.

Moreover, for some speakers, dative-case-marking fo seems to form a
regular exception to the generalization. This has sometimes been attributed
to the fact that ‘dative’ fo functions as a ‘case-marker’ and hence has no
intrinsic semantic contribution.

(1) a. John gave flowers only to Mary.
b. John gave flowers to only Mary.

The following examples show that in Japanese, too, dake can both precede
and follow ni, which marks ‘dative’ nouns. This, however, turns out to be the
rule rather than the exception, in contrast to English.®

(2) a. Johnga hana o Mary ni dake ageta.
John NoM flower Acc Mary DAT only gave
(John gave flowers only to Mary.)
b. Johnga hana o Mary dake ni ageta.
John NoM flower Acc Mary only DAT gave
(John gave flowers to only Mary.)

The relative positioning of dake and ni does not affect the readings of
the two sentences in (2), but such is not always the case. For instance, in
sentences such as (3), the relative positioning of dake and de results in a clear
difference in readings.

(3) a. Soko-ni-wa zitensya de  dake ik-eru.
there-LOC-TOP bike INST only go-can
({1} can get there only by bike.)

5We will provide Japanese examples with a relatively literal English equivalents, some-
times with paraphrases to make the intended meaning clearer. Those following a ‘=" are
more ot less straight-forward paraphrases, whereas those following a ‘=’ rephrase the in-
tended meaning. The glosses such as NoMinative, DATive, INSTrument, eic. given to various
particles are for case of comprehension only.

132
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b. Soko-ni-wa zitensya dake de ik-eru.
there-LOC-TOP bike only INST go-can
([1] can get there by bike alone.)

A similar difference in readings seems to hold in English between the pair of
sentences in (4).7

(4) a. Ican get there only with a bike.
b. I can get there with only a bike.

It might be expected that in these cases the semantic scopes of dake
in relation to the predicates corresponding to de are different because of the
relative positionings of the two, and such differences should lead to a difference
in interpretation. But when we Jook at other examples, we notice that what
is going on is not that simple, and there seems to be something more to be
explained.

Another complication regarding the sentence in (31} s 1hak Lhere s some
‘minimality’ associated with “the bike” in comparison to alternative means of
“getting there,” and something like a ‘scalar’ interpretation is involved here.
Although getting the interpretation for the sentence in (3a) compositionally
from the semantics of its components seems to be a relatively straight-forward
matter, such is not the case with (3b).

In the discussions that follow, we will give a closer look at these and
related phenomena, and address the following questions:

i. How general is the difference in interpretation between the de-dake sen-
tences and the dake-de sentences observed above? Can we observe similar
differences with other particles?

ii. Can this difference be explained merely by a difference in the semantic
scopes of dake in those sentences and the lexical semantics of dake?

iii. Do we have an appropriate explanation for the scalar interpretation that
we get for the dake-de sentence above? \Where does this interpretation
come from? From semantics? Or from pragmatics?

2. Interaction of dake and other particles

Although giving an exhaustive description of the distributional properties of
dake is not what we are interested in here, let us see some of the typical
properties of the interaction between dake and other particles.

7For some speakers, both of the two sentences in (4) can have either of the two readings.
The sentence in (i), however, secms to have only the wide scope reading.
(i)  1can only get there with a bike.
Even for those who find a relatively clear-cut difference in readings between (4a) and (4b),
this seems to be obscured if we make the bike specific, with heavy contrastive stress.
(ii)  Ican get there only with THis bike.
(iii) I can get there with only THIs bike.
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2.1. Distribution of dake

With respect to case-marking particles ga and o, dake can only precede them,
as shown in the tollowing examples.® When dake is attached, the case-marking
particles are optional, especially in the spoken language. Although we cannot
go into details here, general considerations of the interaction of various types of
particles show that this is a result of syntactic or morpho-syntactic properties
of case-marking particles on the one hand and those of dake on the other.
(5) a. *Tard ga dake kita.

Tard NOM only came

b. Tard dake (ga) kita.
Tard only (NOM) came
(Only Taré came.)

(6) a *Sakana o dake tabeta.
fish ACC only ate
b. Sakana dake (o) tabeta.
fish only (AcCC)ate
([We] ate only fish.)

One major difference between only and dake is that while only must in
general precede prepositions, dake can either precede or follow other non-case-
marking particles, if the two can be put together at all, as the following two
examples show.

(7) a. Nihone dake hihan ga muker-are-ta.
Japan DIR only criticism NoM was-directed
(Criticisms were directed only toward Japan.)

. Nihon dake € hihan ga muker-are-ta.
Japan only DIR criticism NOM was-directed
(Criticisms were directed toward Japan alone.)

. Kono sake wa kome kara dake dekiru.
this sake TOP rice SRC only can-be-made
(This sake can be made only from rice.)

. Kono sake wa kome dake kara dekiru.
this sake TOP rice only SRC can-be-made
(This sake can be made from rice alone.)

There is no noticeable difference in meaning between the sentences in (7a) and
(7b), while (8a) and (8b) have clearly distinct readings.

%Here, ‘case-marking’ is used as a classificatory term among various particles in Japanese.
Traditionally, particles in Japanese have been classified into three or four sub-categories
based on their cooccurrence properties and their semantic characteristics. In the discussions
that follow, however, it will suffice to keep in mind the distinction between ‘case-marking’
and ‘non-case-marking’ particles.
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Along with other uses for designating ‘time’ and ‘place’, the Japanese
particle ni is sometimes used for marking ‘dative’ case. Iowever, from syn-
tactic and/or morpho-syntactic point of view, treating ni as a case-marking
particle on a par with ga and o is not a good idea. For instance, ga and o
cannot co-occur with the topic-marking particle wa, while ni can. Also, quan-
tifiers can be floated out of ga- or o-marked NPs, but cannot out of ni-marked
phrases, although there are some marginal cases. Since ni is not ‘case-marking’
in these respects, it is natural that dake can both precede and follow ni, as
can be seen from the examples in (2) and (9).

(9) a. Tardni dake denwa-sita.
Tard DAT only called
([I) made a phone call only to Taré.)
b. Tard dake ni  denwa-sita.
Tard only DAT called
({1) made a phone cail to only Taré.)

2.2. Differences in interpretation

In cases where dake can both precede and follow other particles, we have
to see if there is any difference in the available readings between the two
constructions. Here, we will take a closer look at what kinds of difference in
interpretation arise under what conditions.

2.2.1. Dake-nif ni-dake

At first glance, it seems as if there is no difference in the available readings
between dake-ni sentences and ni-dake sentences. This is especially true when
we look at simple present or past sentences that refer to specific events or
situations.

(10) a. Tard ni dake okutta.
Tarbé DAT only sent
({1] sent it} only to Taré.)
. Tar6 dake ni okutta.
Taré only DAT sent
([1] sent {it] to only Taré.)

. Tard wa zyosi-gakusei ni dake eigo o  osieteiru.
Taré TOP female-student DAT only English ACC teaching
(Tard is teaching English only to female students.)

. Tard wa  zyosi-gakusei dake ni eigo o  osieteiru.
Tard TOP female-student only DAT English AcC teaching
(Tard is teaching English to female students only.)
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The difference in interpretation between the two constructions is not
clear in these cases. This might seem comparable to the situation with corre-
sponding English sentences with only and dative to. Although it might seem
plausible to attribute the apparent lack of reading differences between ni-dake
sentenzes and dakz-ni sentences to the lack of ‘semantic contribution’ of ni,
we do not think this is the right way to go, on two counts. First, as was
mentioned briefly above, from a synta.tic/morpho-syntactic point of view, ni
behaves more like those particles with intrinsic semantic contributions and less
like the ‘case-marking’ particles ga or o. Second, it is not entirely true that
the readings of dake-ni and ni-dake sentences always coincide.

When we consider ‘modal’ versions of the above examples, such as (12)-
(13), we notice that things are a little more complicated. There seems to be a
slight difference in available readings between the ni-dake sentences and dake-
ni sentences. The judgement is rather subtle, but there seems to be at least
some clear difference in preferred readings.®

(12) a. Tard ni dake okutta koto ga aru.
Tard DAT onily sent NL NOM exist
({1) have sent [it] only to Tard. = I have on some occasion(s) sent
it to Tard, but I have never sent it to anybody else.)
. Tard dake ni okutta koto ga aru.
Tard only DAT sent NL NOM exist

(1] have sent [it] to Tard alone.
= On some occasion(s), I sent it only to Taré and nobody else,
although on other occasion(s) I might have sent it to other
people, or
=> I have on some occasion(s) sent it to Tard, but I have never
sent it to anybody else.)

Tard wa zyosi-gakusei ni dake eigo ¢  osieta
Taré ToP female-student DAT only English Acc taught
koto ga aru.
NL NOM exist
(Tard has taught English only to female students.
=> Tard has experienced teaching English to female students, but
he hasn’t taught English to male students.)

. Taré wa zyosi-gakusei dake ni eigo o osieta
Tard TOP female-student only DAT English AcC taught
koto ga  aru.

NL NOM exist

°In the following example, the symbol NL is intended as a short-hand for ‘nominalizer.’
Literally, koto means ‘thing’, ‘matter’, ‘fact’, etc., but here it means something like ‘experi-
ence’ or ‘occasion’.
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(Tard has taught English to female students only.
= Tard has experienced teaching English to classes that consisted
of female students only, or
=> Tard has experienced teaching English to female students,but
he hasn’t taught English to male students.)

These, along with other examples, show that dake is intrinsically ambigu-
ous with respect to its scope in relation to the predicate that other elementsin
the sentence induce when it immediately follows the noun and precedes other
particles, although dake can take only wide scope wher it follows these other
particles.t?

When the sentence refers to a specific event, however, the difference in
the two interpretations is obscured. Take the examples in (10), for instance.
In the narrow scope reading, what the sentence means is that the recipient
of the sending event consists of a singleton set whose unique member is Taré,
while in the wide scope reading, the sentence means that the sending consisted
of a single event, whose unique recipient was Taré. Although at the level of
semantic representation, the two readings will have slightly different forms, the
actual truth-conditions come out more or less the same. On the other hand,
when there is more than one sending event involved, the difference in the scope
of dake results in a somewhat clearer difference in the interpretations of the
whole sentence.

2.2.2. Dake-de/de-dake

Since de is not a case-marking particle, de and dake can combine in any or-
der. However, the combination de-dake does not make a reasonable Japanese
sentence when the sentence refers to a specific single event.!!

(14) a. ??Zitensya de dake itta.
bike INST only went
({1] got {there] only by bike. = I got there only with a bike.)
b. Zitensya dake de itta.
bike only INST went
(1] got [there] by bike alone. = I got there with only a bike.)

The reason for this oddity of the de-dake sentence is that since a single event
presupposes a single manner, or a single getting-there event presupposes a
single means of transportation, attaching dake after the de-phrase results in

10T here is a possible exception to this gencralization when dake interacts with de, to which
point we come back later.

13 A similar remark scems to apply to the English equivelents. Note that the same Japanese
sentences could be interpreted as referring to ‘experience’ or ‘habitual or recurrence of
events.” In these cases, the sentence n:ight make some sense.
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pragmatic anomaly.!?

On the other hand, if the sentence is ‘modal’, making reference to multiple
actual or possible events, the resulting de-deke sentences make perfect sense,
with a relatively clear difference in readings as opposed to dake-de sentences.’®

(15) a. Zitensya de dake itta kotoga aru.
bike INST only went NL NOM exist
([T} have been [there] only by bike.
= I have been there only with a bike.)
b. Zitensya dake de itta kotoga aru.
bike only INST went NL NOM exist
([I) have been [there] by bike alone.
= ] have been there with only a bike.)

A further point of interest might be to see how all this interact with
scalar readings. The sentence (16a) does not make sense, because if one can
buy something when one has 50 yen, one should be able to buy it when one
has 51 yen or more. On the other hand, the sentence in (17a) makes sense,
because it sometimes I “ens that a particular vending machine requires that
one has particular kir s of coins in order to purchase some merchandise from
it.

(16) a. ?? GozyG-en de dake ka-eru.
£0-yen INST only buy-can
(??[You] can buy [it] - ° with 25 cents.)
b. Gozyi-en dake : = v-eru.
50-yen only i* iy-can
([You] can buy [it] wiin only 25 cents.)

(17) a. Gozyli-en-~ ~va de dake ka-eru.
50-yen-cois. INST only buy-can
{[You] can buy [it] only with a quarter.)
b. Gozyu  iama dake de ka-eru.
50-yen-cotn only INST buy-can
([You] can buy [it] with only a quarter.)

2.3. Summary

To sum up, we can summarize the relevant phenomena roughly as follows:

12We are indebted to Anna Szabolcsi for her comment to our presentation and her pre-
sentation at the SALT-92 conference for clarifying our understanding of this particular
phenomena.

13Gzabolesi (1992) states that “[rleasons, manners, efc. are unique per event: those
belonging to a multiplicity of events can be collected into a set.”
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In Japanese, dake can only precede the ‘case-marking’ particles ga and
o. With other ‘non-case-marking’ particles such as ni, de, e, kara, dake
and so on, dake can both precede and follow them, with some difference
in available interpretations.

Wit'1 some exceptions, the ‘dake + particle’ construction is semantically
ambiguous with respect to the scope of dake, while in the ‘particle +
dake’ construction, it can have only wide scope.

If a dake-ni sentence refers to a specific event, however, the scope am-
biguity may not result in a clear difference in interpretation and the
sentence may seem more or less synonymous to the corresponding ni-
dake sentence. If the sentence makes reference to muitiple events, the
scope difference results in a subtle difference in preferred readings.

Since a single event presupposes a single manner, the ¢=-dake construc-
tion does not make much sense when the sentence refers to a specific
event. When the sentence makes reference to muitiple events, both the
de-dake and the dake-de constructions make sense.

3. Some explanations for the differences in interpretation
3.1. Semantic scopes of dake

In the previous section, we saw that the clear-cut differences in available read-
ings between de-dake sentences and dake-de sentences are exceptions rather
than the rule. In this section, we will focus on how this should be explained
in terms of the interaction between semantics and pragmatics of Japanese.

3.1.1. Wide scope, narrow scope, and a ‘blocked’ case

First, consider the difference in available interpretations with respect to the
semantic scope of dake. Simplifying somewhat, we saw in the previous section
that most sentences with the ‘dake + particle’ construction are ambiguous with
respect to the semantic scope of dake, whereas in sentences with the ‘particle
4+ dake’ construction, dake takes only wide scope. It seems appropriate to
treat this phenomena as a kind of ‘quantifying in’ effect of the ‘noun + dake’
construction, just as in the case of quantified NPs in English.

In English, it has been observed that ‘only + NP’ is sometimes ambiguous
in its semantic scope (Taglicht (1984)). For example, there are two readings for
(18b): what we are required is to only study physics, or we are only required
to study physics. But (18a) has only the former reading. This means that
whereas in (18b) only can take its scope either over the whole sentence or over
the subordinate clause, in (18a) it can only take the narrower scope.

(18) a. We are required to only study physics.
{= What we are required is to only study physics.)
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b. We are required to study only physics.
(= We are only required to study physics, or
= What we are required is to only study physics.)

The Japanese ambiguous sentences with the ‘dake + particle’ construc-
tion can be treated in a similar way.

(19) a. Tard ni dake denwa deki-ta
Tar to only call can-PAST
(I was able to call only Tard.
= [ was able to call Tard, and I couldn’t call any other person.)
b. Tard dake ni denwa deki-ta
Tard only to call can-PAST
(I was able to call only Tarb.
= I was able to call Tard without calling anyone else, or
= I was able to call Tard, and I couldn’t call any other person.)

Here, dake takes only sentential scope for (19a), but it can take either sentential
scope or narrower scope for (19b). Although the suggested correspondences
between English and Japanese are not exact, a comparable explanation for
‘quantifying in’ effect seems also possible for these Japanese sentences.

On the other hand, for sentences with dake-de, there are certain cases
where this ambiguity disappears. Our examples in (3) represent exactly the
case in question. These are the typical sentences where we can see a clear
difference in their interpretations, i.e., (3a) has only the wide scope reading
of dake, and (3b) seems to have only the narrow scope reading. Namely, in
contrast to the previous examples where the ‘noun + dake’ construction has

ambiguous scopes, in sentences such as (3b), a wide scope reading of dake is
somehow ‘blocked.’

3.1.2. Interaction between de-phrases and ‘possible’ predicates

When we look at the ‘blocked’ cases more closely, we notice that we always have
de-phrases along with some predicate that expresses ‘possibility’ or ‘capabil-
ity.” Thus it is reasonable to suspect that these ‘blocked’ cases arise through
interactions of ‘possible’ predicates, de-phrases and the semantic scopes of
dake.

First, let us concentrate on the interaction between de-phrases and ‘pos-
sible’ predicates. Consider the sentence in (20} and its interpretations.

(20) Soko-ni-wa zitensya de  ik-eru.
there-LOC-TOP bike  INST go-can
({3) can get there by bike.)

There are at least two conceivable interpretations, which can be stated in prose
roughly as in (21).
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(21) a. It is possible that I get there by bike.
b. If I use a bike, I can get there.

This shows that for this kind of sentence, where de-phrases and ‘possible’
predicates interact, we also have in general a conditional interpretation such
as (21b).

There has been a conventional view that conditionals in natural language -
are essentially related to some modal elements in their semantics (¢f. Lewis
(1973)). We can turn things around, and assume that sentences with modal el-
ements in them will have conditional interpretations in appropriate contexts.
Following Kratzer’s work (I{ratzer (1979, 1981)) on medalized conditionals,
Stump (1985) showed that English free adjuncts can have a conditional inter-
pretation in conjunction with modal elements in the main clauses. A typical
example is shown in (22).

(22) a. Standing on a chair, John can touch the ceiling.
b. If he stands on a chair, John can touch the ceiling.

The sentence in (22a) can be interpreted as (22b), and the semantic content
of (22b) is represented as in (23), using Kratzer’s formalism.'

(23) can’(D(cb)("John_stands_on_a.chair’)) ("John_touch_the_ceiling’)

For a Japanese example such as (20), we can think that a conditional
interpretation is obtained in a similar way, assuming that de-phrases here can
act like free adjuncts in English. If we employ Stump’s ideas, we can obtain
this interpretation from the semantics of modals without extra assumptions.
As circumstantial evidence that we are on the right track, we can point out
that in the corresponding examples in English (repeated here in (24)), we have
a with-phrase corresponding to the de-phrase in Japanese, and with-phrases in
general can act as a free adjuncts, as can be seen in the fact that (24) can be
paraphrased as (25).

(24) I can get there with a bike.
(25) Using a bike, I can get there.

Thus for (20), where a de-phrase and a ‘possible’ predicate interact, we can
represent its conditional interpretation as in (26). using Stump’s formalization.

(26) can’(D(cb)("X.use_a_bike’)) ("X_get_there')

14What is important here is simply the fact that we have a conditional interpretation for
free adjuncts in modal sentences, and so we won’t go into the details of this formalization,
though some complementary explanations for this are given below. For more details, see
Kratzer (1979,1981), Stump (1985).

a. cb (conversational background): a function from world to a set of propositions

b. D: a function from (g:world — set of propositions, p:proposition, w:world)} to a set

of all consistent subsets of the union of g{w) and p which contain p.
c. can’(A)(B)istrue iff 3s € A s.t. B is compatible with all supersets of s in A.




3.1.3. The effect of the conditional interpretation

The ‘blocked’ cases of semantic scopes of dake can be explained in terms of
conditional interpretations available for these sentences. For each of the sen-
tences in (3), we get a conditional interpretation, as shown in (27) respectively,
along the lines discussed in the previous section:

(27) a. Soko-ni-wa zitensya o  tukatte dake ik-eru.
there-LOC-TOP bike ACC using only go-can

(= Only with a bike, can I get there.)
b. Soko-ni-wa zitensya dake o tukatte ik-eru.
there-LOC-TOP bike only ACC using go-can

(= With only a bike, I can get there.)

The difference between these two sentences should be clear enough, because
in (27a), dake (or only) takes a scope over the whole conditional (wide scope),
but in (27b), the scope of dake is within the antecedent clause. If we use the
simplest form of intensional logic translation of only for dake such as (28),'°
we can represent these interpretations as in (29).

(28) only’ = AP(AQ(Q{P} AVR(Q{R} — R = P)))

(29) a. only’("I.use_a_bike') ("AP(can’(D(cb)(P))("I.get_there'))) =
can’(D(cb)("I.use_a_bike’)) ("I_get_there’)A
VQ{can’(D(cb)(Q)) ("I-get_there’) —» Q="I use_a_bike’]

b. can’(D{cb)("only’(“a-bike’) ("Az(I_use.z'))))("I.get_there’) =
can’(D(cb)("(I.use.a_bike’ A Vz(I_use_z’ — z = "a_bike')))
("I_get.there’)

For ease of understanding, let us abbreviate Kratzer’s modalized conditional
by —cen, which includes all the effects of can’, D, cb. Then the above logical
form would be as follows:

(30) a. ("I.use_a_bike’ —, "I.get_there’)A
VR((R —can “I.get._there’) —» R ="I_use_a_bike’)
b. ("(I.use_a_bike’ AVx(I_use_z’ — z ="a_bike')) —,, "I_get.there’)

Intuitively, (30a) represents that the only condition which can bring about my
getting there is that I use a bike, whereas (30b) represents that the condition
that I use a bike and 1 don’t use anything else can bring about my getting
there. These logical forms correctly reflect the difference in interpretation.
Given these analyses of the de-phrases in question, the ‘blocked’ interpre-
tation of dake-de sentences such as (3b) can be explained in the following way.
First, we have a conditional interpretation for (3b) because there is a de-phrase

15For detailed discussion of semantics of only, see Karttunen and Peters (1979), Rooth
(1985), and von Stechow (1989).
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and a ‘possible’ predicate, and the semantics of the ‘possible’ predicate forces
the de-phrase to have a conditional interpretation. Second, we interpret dake
in this conditional interpretation and get something like (29b). Once we get
this conditional interpretation, the semantic scope of dake would be restricted
within the antecedent of the conditional, because the antecedent in a condi-
tional is a scope-island. Thus the wide scope reading of dake is ‘blocked’ by
this interpretation.

3.2. The source of the scalar interpretation

As mentioned earlier, sentences with dake-de such as (3b), again shown in
(31b) below, have a kind of scalar interpretation. The difference in the se-
mantic scopes of dake accounts for only part of the difference between the two
sentences in (31b). In this section, we will clarify what we mean by the ‘scalar’
interpretation and investigate where this comes from.

(31) a. Soko-ni-wa zitensya de  dake ik-eru.
there-LOC-TOP bike INST only go-can

({1] can get there only by bike.)
b. Soko-ni-wa zitensya dake de  ik-eru.
there-LOC-TOP bike  only INST go-can

(1] can get there by bike alone.)

3.2.1. The nature of the scalar interpretation of the dake-de sentences

Morita (1971) was the first to discuss reading differences between the two
sentences in (31) and paraphrased the interpretations roughly as follows.'®

(32) a. Bikeis the only means by which I can get there, and I can’t get there
by any other means of transportation.
b. I can get there by bike alone, and the minimally necessary means
which enables me to get there is the bike.

He concluded that the expression dake-de itself has such a ‘minimal require-
ment’ meaning.'”

Regarding ‘necessity’ we feel in connection with this sentence, we under-
stand that “anything other than the bike is not necessary for getting there.”
With this interpretation of a dake-de sentence and the common function of
dake which excludes anything other than the thing mentioned, it might be
expected that (31b) implies that “the bike is necessary for getting there,”

1K uno (1983) proposed a slightly different analysis of this and related phenomena. In a
paper to be read at COLING-92, we discuss these previous analyses of the related phenomena
regarding the use of dake in Japanese (Noguchi and Harada (1992)).

1711is discussion on this subject is published in Japanese, and the terminology he employed
based on conventional wordings is somewhat unilluminating.
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but this inference turns out to be incorrect, when we think of the intuitive
interpretation of the sentence carefully.

What we get as the intuitive interpretation of the sentence in (31b) is
rather that “the bike is one of the sufficient means to get there, and is the
minimal in some sense among all the sufficient means.”'® We can think of any
scale that we might need, but the most likely one is that of ease of getting
there. For example, if we are tryir~ to get to a place far from here, then
normally the car is easier than the b. se, and the plane is easier than the car.
Or, if we have to take a narrow road to get there, then the bike might be easier
than the car, or walking might be easier than the bike. One can think of any
such scales depending on the context.

In sum, what Morita calls the ‘minimal requirement’ meaning of dake-de
sentence such as (31b) comprises the two parts of interpretation shown below.

(33) a. Anything other than the thing mentioned (the bike) is nct necessary.

b. The thing mentioned (the bike) is minimal in some sense among all
the sufficient means.

Where can we get these parts of the interpretation from? Do they come
from the semantics of dake or do they come from the interaction of dake and
other factors? As for (33a), things are relatively easy because we saw that
for sentences such as (31), we get a conditional interpretation and dake takes
only narrow scope for (31b). We show those conditional interpretations again
below.

(34) a. Soko-ni-wa zitensya o tukatte dake ik-eru.
(= Only with a bike, can I get there.)

b. Soko-ni-wa zitensya dake o tukatte ik-eru.
(= With only a bike, I can get there.)

Usually, the antecedent of a conditional is a sufficient condition of its conse-
quence. So (34b), which is an interpretation of (31b), can be stated as “using
a bike and not using anything else is sufficient for getting there.” Then it is
not so difficult to see that it means “using anything other than a bike is not
necessary for getting there,” which is exactly the same as (33a). Therefore,
we can conclude that the part of interpretation, {33a), is basically contained
in the conditional interpretation of (31b).

Then the rest of the ‘minimal requirement’ meaning, (33b), would be the
true scalar interpretation we should examine here. And the question would
boil down to: where does this scalar interpretation come from?

12What Morita meant exactly by the term ‘minimal requirement’ is not clear. However,
given this interpretation, we cannot take his terminology literally, because the sentence does
not mean anything like “the bike is the minimal in some sense among all the necessary means
for me to get there.”
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3.2.2. Is dake a scalar particle?

In related discussions about only in connection with scalar interpretations, it
has been assumed that the so-called focus adverbs are distinguished between
(say, ordinary) ‘focus particles’ and ‘scalar particles.” For instance, also is an
ordinary ‘focus particle,” but even is a ‘scalar particle,” and somehow contains
scalar meaning as a part of its lexical semantics. But in the case of only,
both aspects may be manifest depending on context. Hoeksema and Zwarts
(1991:pp.52-53) discuss the following example:

[4] We are only linguists.

Under the scalar interpretation, one thinks of an ordered set of
alternatives for the interpretation of linguists, say a set of predi-
cates indicating professional status, such that the property of being
a linguist is towards the bottom end of the list and the claim is
made that no higher predicate applies to the speaker. Under the
non-scalar interpretation, no such ranking is understood, and it is
asserted that none of the alternatives applies to the speaker.

Taglicht (1984:p.155) also made a similar distinction. The sentence in (35a),
his {112}, is ambiguous. He made the distinction between the ‘exceptive only’
and the ‘limiting only’, which corresponds to ‘non-scalar’ and ‘scalar’ uses of
only, respectively. In (35b), his {111}, we only have what he calls ‘limiting

only,’ and this shows clearly the need to make this kind of distinction.

(35) a. Only yesterday did we have a phone-call from her.
(= At last, we had a phone-call from her yesterday, or
= We had a phone-call from her yesterday and not on other days.)
b. Only yesterday, we had a phone-call from her.
(= As recently as yesterday, we had a phone-call from her.)

These two studies have nich in common and they both assume that
only has two distinct semantic contents; one can roughly be paraphrased as
‘no other than (exceptive only)’ and the other can be paraphrased as ‘no more
than (limiting only)’, and they come into play in the interpretation of the
whole sentence depending on their contexts.

Jacobs (1983) proposed, on the other hand, that the basic semantic con-
tent of only is that of ‘limiting only’ and the reading of ‘exceptive only’ arises
when all of the alternatives have the same ranking in the scale under consid-
eration.

Another approach is conceivable; we can think that the ‘limiting’ case is
derived from the ‘exceptive’ case via conversational implicature. Thus, there
are three approaches to be considered to account for the two uses of only in
terms of the semantics/pragmatics distinction.
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(36) Possible approaches to the semantics/pragmatics of only:
a. the polysemy approach (Taglicht (1984))
There are 2 distinct onlys - ‘exceptive’ and ‘limiting.’
b. the non-polysemy approach (Jacobs (1983))
There is only one only (‘limiting only’) and ‘exceptive only is its
special case.
the non-polysemy + pragmatics approach
There is only one only (‘exceptive only’) and a scalar interpretation
is derived as (conversational) implicature.
In Japanese, too, there seem to be some cases where ‘limiting dake’ is
involved, such as the following.

(37) San-nin dake kita.
three-people only came
(Only three {people] came. = No more than three pecple came.)

(38) San-nin dake de  motiageta.
three-people only AGNT lifted
(lit. By three [people] alone, it was lifted.
= It was lifted by no more than three people.)

But in these cases where ‘numeral + dake’ is involved, it is not easy to deter-
mine whether dake itself has the limiting function. Sentences with numerals
that do not involve dake have ‘at most’ readings pragmatically, as shown below,
and those readings are almost equivalent to ‘no more than’ readings.!?
(39) San-nin kita.

three-people came

(Three [people] came. => At least three, and at most three people came.)

(40) San-nin de  motiageta.
three-people AGNT lifted
(lit. By three [people], it was lifted.
= It was lifted by at least three, and at most three people.)

Thus in cases which involve dake as well as numerals such as (37) and (38), it
is not clear whether the ‘no more than’ readings come from the pragmatics of
numerals or the semantic/pragmatic nature of dake.

Moreover, we do not find uses of dake that correspond to the ‘limiting
only’ in English as seen in the examples earlier in this section. Literal trans-
lations of these English sentences might look something like this:

(41) Koko-ni iru-no-wa  gengo-gakusya dake-da.

19As for a numerals themselves, it hus been the conventional view that they intrinsi-
cally have ‘at least’ readings, and ‘at most’ readings are derived pragmatically, say, as a
gencralized quantity implicature. (See Levinson (1983) and Horn (1989).)
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here-LOC be-NL-TOP  linguists only-COPULA
(The ones here are only linguists. = There are only linguists here.)

Kinoo (ni) dake kanozyo kara denwa ga  atta.

yesterday TIME only her SRC phone-call NOM exist

(Only yesterday, did we have a phone call from her.

= We had a phone call from her only yesterday, and not on other
days.)

But for these sentences, we only have the “exceptive dake’ reading. To get the
same scalar interpretation, we have to use other expressions such as tadano,
tan’naru, tut, or honno, as shown below.

(43) Wareware wa tadano (tan’naru) gengo-gakusya da.
we TOP simply (merely) linguists COPULA
(= We are simply (merely) linguists.)

(44) Honno (tui) kinoo kanozyo kara denwa ga atta.
just yesterday her SRC phone-call NOM exist
(= Just yesterday, we had a phone-call from her.)

Given these examples, it is difficult to maintain that there are two distinct
dakes, say an ‘exceptive dake’ and a ‘limiting dake’. even if such might be the
case for English only.?°

3.2.3. The status of the scalar interpretation

Let us go back to an examination of the scalar interpretation of dake-de sen-
tences. Having examined what this scalar interpretation is in 3.2.1, what we
should do now is to see how the part of the interpretation (33b) could be
obtained for the sentence (31b).

If there is a ‘limiting dake’ as there is a ‘limiting only’ for English,?! and
if this ‘limiting dake’ is involved in this case, then we should expect something
like a ‘no more than’ interpretation. But the scalar interpretation of (31b),
especially its part {32b), does not contain a ‘no more than’ interpretation.
As we saw in the beginning of this section, the scalar interpretation of (31b)
involves some ordering among various means of transportation, but this does
not involve exclusion of ‘higher’ parts in this ordering.

Rather, what we infer is that something higher than ‘the bike’. say ‘the
car’, is also a sufficient means, but this couldn’t be a necessary means. These
inference patterns can be captured as shown below.

200f course we are not claiming that there is only one semantic content for dake. To
claim that, we have to examine more examples, especially those with the ‘numeral + dake’
construction, but that is beyond the scope of this paper.

21\We cannot give a definitive answer as to the existence or non-existence of ‘limiting only’,
as can be seen from the discussion in 3.2.2.
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< A < C
4 {

B
(45) i

(46) A is necessary — Vz < A(z is necessary) — B is necessary
A is sufficient — Vz > A(z is sufficient) — C is sufficient
A is necessary — Vz < A(z isn’t sufficient) — B isn’t sufficient
A is sufficient — Vz > A(z isn’t necessary)— C isn't necessary

(45) shows certain scale for A, B, and C all of which are some means to get
there. Based on this scale, we can infer about their necessity or sufficiency as
shown in (46).

To recapitulate, what we inferred from (31b) is something like “I can
get there by anything easier than bike”, which is derived from the nature of
‘sufficiency’ as we depicted in (46). We can also assume that this sufficiency
is derived from the conditional interpretation of (31b) because sufficiency and
necessity are closely related to the meaning of conditionals. For (31b), “us-
ing only a bike” is the antecedent of the conditional, therefore it must be a
sufficient condition of the consequence of my getting there. In this scnse, we
can also infer that “anything higher than the bike is not necessary.” This
implication is somehow related to the minimality we get for this example.

In (33) we identified two sub-parts of the ‘minimal requirement’ reading
of dake-de sentences. The ‘necessity’ part (33a) is directly associated with the
conditional interpretation, and implicatures we get in relation to the necessity-
sufficiency scale depicted in (45) come from the conditional interpretation.??

In summary, our tentative solution to the scalar interpretation of dake-de
sentences is as follows. First, dake functions ‘exceptively’, i.e., it excludes use
of any other means (of transportation). Then, because of the fact that de-
phrases can act like free adjuncts in ‘possible’ contexts, we have conditional
interpretation, and finally, this conditional interpretation will make available a
kind of scalar interpretation depending on some scale and the inferring pattern
on conditionals as shown in (46).

4. Conclusion

In this paper, we discussed the distribution and available readings of sentences
involving dake, making several claims about how they should be understood in
relation to the interactiol of semantics and pragmatics in Japanese. After pro-
vidiny; a general picture of how dake and other particles interact in Japanese,
we fouused on one particular phenomenon, namely, the interaction of dake and
de, in order to give a concrete example of how we should deal with the in-
terac!ion between the lexical semantics of these words and general pragmatic
ph<.aomena relevant for interpreting the sentences which involve them.

22The status of (33b) is still unresolved. Currently, we do not have decisive evidence that
shows whether it is obtained from the semantics of dake or through pragmatics.
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Let us summarize how our discussions answered the questions we raised
in section 1.3.

¢ Answer to question (i):

The clear-cut differentiation in readings between the de-dake sentence
(3a) and the dake-de sentence (3b) is the exception rather than the norm.
In cases where other particles are involved, the ‘dake + particle’ sentences
are semantically ambiguous with respect to the scope of dake, while in
the ‘particle + dake’ sentences, dake can have only wide scope. Thus,
usually, ‘dake + particle’ sentences can have readings that ‘particle +
dake’ sentences have.

Answer to question (ii):

Part of the difference in interpretation between de-dake sentences and
dake-de sentences can be explained semantically through the conditional
interpretations available for sentences with de phrases and ‘possible’
predicates. But the scalar interpretation of dake-de sentences should
be explained in terms of pragmatic inference.

Answer to question (iii):
The scalar interpretation of dake-de sentences is derived through the
inference about their conditional interpretations.
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VP Ellipsis and Semantic Identity!

Daniel Hardt
University of Pennsylvania

1. Introduction

The grammar of English provides a broad array of elliptical constructions, where
what is communicated goes beyond what is explicitly stated. One example of
this is verb phrase ellipsis, in which a verb phrase is elided, its position marked
only by an auxiliary verb. It is generally agreed that VP ellipsis is governed
by an identity condition, to the effect that an identical copy of the antecedent
is “reconstructed” at the ellipsis site. A basic question arises as to whether the
identity condition is to be stated in syntactic or semantic terms.

There is a well known body of evidence which indicates ihat VP ellipsis
is governed by a semantic identity condition. Consider the foliowing example
(Sag and Hankamer (1982)):

()] A: Do you think they will like me?
B: Of course they will.

Here, the only reading of the elliptical VP is “like you”; this preserves the
meaning of the antecedent “like me”, but it requires that the targst and antecedent
VP are not syntactically identical. Similarly, examples such as

2) Wendy is eager to sail around the world and Bruce is eager to cliinb
Kilimanjaro, but neither of them car because money is too tight.

have been taken to indicate that inference is sometimes required to resolve
VP ellipsis, or at least that VP ellipsis must be defined at the level at which
inferential relations are definable (Webber (1978)). In sum, it appears that VP
ellipsis interacts in a fundamental way with external, non-linguistic mechanisms
such as indexicality and inference, which suggests that it must be dealt with at
a semantic level.

The most prominent account of VP ellipsis is the “logical form identity
theory”, due independently to Sag (1976) and Williams (1977). While this theory
has sometimes been described as a semantic theory, Partee and Bach (1981)
observe that it violates a basic requirement imposed by Montague: namely, that
the “logical form™ language must be “dispensable”. The LF identity theory
requires that the LF representation of the elided VP be equivalent to that of the

1T am indebted to Robert Frank, Aravind Joshi, Shalom Lappin, Mats Rooth, Ivan Sag, and
Bonnie Webber for valuable discussion and suggestions.
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antecedent VP, up to alphabetic variance. This has the effect of requiring that a
variable bound outside the antecedent VP be bound by the same token operator
in the target. As Partee and Bach point out, this requirement is dependent on
“global properties of the IL (intensional logic) representation”. This appears to
violate compositionality as well as the dispensability of the IL representation
language.

The essential point here is that the meaning of a VP cannot be taken simply
to be a property; a VP determines a property only relative to a given context.
If there is a variable free within the VP, the VP meaning does not determine
the value of that variable. So there is no reason to assume that the variable
would receive the same value in the antecedent context and the target context,
and indeed, the Montagovian framework does not permit the statement of such
a requirement. But this is precisely what is required by the LF identity theory.

The following d:" . mma presents itself: while there are u variety of facts that
appear to require a semantic identity condition, the widely accepted Sag/Williams
LF identity theory is incompatible with standard model-theoretic approaches to
semantics. In this paper, I will argue that the LF identity condition can be
rejected in favor of a semantic condition. Using examples involving pronouns
free within the antecedent VP, I show that the LF identity condition is violated.
Next, I sketch a dynamic system of semantic interpretation in which the identity
condition is formulated. I examine additional cases involving variables within
the antecedent VP: indexical pronouns, traces, and reciprocals. The semantic
identity is shown to apply in all these cases, while a syntactic identity is enforced
in none of them.

Next I look at a “discourse effect” in VP ellipsis, that of “combined an-
tecedents”. In the current proposal, the semantic identity condition is mediated
by a discourse model, much as pronominal anaphora is taken to be mediated by
a discourse model. That is, the antecedent causes an associated semantic object
t0 be stored in a discourse model, to be accessed by a subsequent anaphoric ex-
pression. It is well known that combinations of distinct entities in the discourse
model can become available as antecedents for plural pronouns. I argue that an
analogous phenomenon is evidenced with VP ellipsis; that is, combinations of
distinct properties can become available as antecedents for VP ellipsis. Finally,
I examine and reject two arguments that have been given in favor of alternative
syntactic approaches.

2. The Logical Form Identity Theory

The logical form identity theory was proposed independently by Sag (1976) and
Williams (1977). A basic principle in this account is the Derived Verb Phrase
rule (Partee (1975)), which allows a VP to be represented at Logical Form (LF)
as a lambda expression in which the subject is lambda-abstracted. Given this
representation, an identity condition follows from the lambda calculus itself: this
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is the notion of an alphaberic variant. Two lambda expressions are alphabetic
variants if they differ at most in the naming of bound variables. Applied to VP
ellipsis, this condition requires that the antecedent and target VP’s must match
exactly in the names of any free variables.

A free variable in the antecedent VP is either bound by an operator outside
the VP, or it is “globally free”. The LF identity theory requires that a globally
free variable must refer to the same object in antecedent and target. A variable
bound by an operator O outside the VP in the antecedent must be bound by
O in the target as well. This requirement is also imposed in the higher order
matching approach of Dalrymple et al. (1991).

In fact, this restriction can be violated in a varicty of ways, as shown by
the following examples?:

3 Every boy; in Bill’s class wanted Mary to kiss him;, but three boys;
in John’s class actually asked her to fkiss him,].
(bound - bound)

() Every boy; thinks Professor Davidson will like his; work, but in
Bill’s; case, I think she actually will [like his; work].
(bound - free)

5) Speaking of Mary;, John asked her; out.
Really — I'm surprised that any girl; would want him to [ask her;

out]. .
(free - bound)

If Tom; was having wouble in school, I would help him;.

On the other hand, .. ilarry; was having trouble, I doubt that I would
[help him;].

(free - free)

These examples show that a variable can be bound by distinct operators in
antecedent and target (“bound-bound™), or it can be bound in one and free in the
other, or indeed, free in both, with distinct referents. It appears, then, that the
binding of a pronoun by a particular token operator is not part of the identity
condition governing VP ellipsis. This is a welcome coaclusion, as it allows us to
reject the LF identity condition in favor of an identity condition defined purely
in terms of model-theoretic denotations of VP’s. I now turn to the definition of
such an identity condition.

3. A Semantic Identity Condition

In this section, I sketch an approach to semantic interpretation in which the
identity condition on VP ellipsis is formulated. The approach is a dynamic one,

ZIn these examples, the elided material is displayed in brackets.
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as developed in Discourse Representation Theory (Kamp (1981), Heim (1982))
and related theories. In a dynamic approach, meanings are taken to be relations
on discourse contexts. The meaning of a VP in this approach is a three place
relation on a property, an input discourse model, and an output discourse model.
This means that a VP expresses a certain property only relative to a particular
discourse context.

3.1. A System of Semantic Interpretation

The semantic interpretation system I will adopt is based on The Incremental
Interpretation System (Pereira and Pollack (1991)), which is a computational
implementation of the dynamic approach. One difference between this approach
and other dynamic systems is the use of assumption storage and discharge. This
is essentially the mechanism of Cooper storage (Cooper (1983)) for quantifier
scope, but it is applied here to a much broader range of phenomena.

A semantic object is represented as a pair, consisting of a (possibly empty)
assumption set, and a sense. Each assumption encodes a dependency on context,
while the sense can be thought of as an ordinary truth-conditional meaning
representation. Taken together, the assumption:sense pair represents the file
change potential of an expression, just as in other dynamic systems. However,
there is a certain flexibility of derivation which distinguishes this system from
others. For example, a pronoun represents a constraint on the input discourse
model, requiring the existence of an appropriate individual. In this system, this
constraint is not necessarily applied to the input discoursc model at the point
when the pronoun is encountered in the derivation. An assumption is stored at
that point, which may be discharged at some later stage in the derivation. Each
assumption will be represented as a triple, <x,T,P>, where x is a parameter, T
is the assumption type, and P represents constraints on the parameter x. The
assumption can be thought of as an instruction for determining the contextual
meaning of the associated parameter.

Below, I will give simplified versions of Pereira and Pollack’s treatment of
quantifiers, indefinites, and pronouns. Then I give a semantic account of VP
ellipsis, using similar mechanisms.

3.1.1. Quantifiers

The treatment of quantifiers in the Incremental Interpretation system essentially
duplicates that of Cooper (1983). A quantified NP is represented by storing
a quantifier assumption, togethcr with a parameter representing the sense. At
some later stage in the derivation, the quantifier assumption is discharged, de-
termining the scope of the quantifier, and capturing the parameter. There are
two general rules for quantifiers, goveming the introduction and discharge of
quantifier assumptions. A quantified NP is represented as:
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{<x,q,n>}: x

where z is a parameter, ¢ is the quantifier, and n is the common noun. For
example, “every jet” is represented:

fevery jet} = {<xevery,jer>}: x

The discharge of a quantifier assumption is represented as follows:
{<x,q,s>}: p: = (qgsx)p

For example:
{<xeveryjet>}: fly(x) = : (every jet x) fly(x)

That is, the quantifier is discharged at some point in which a object of type t
(proposition) has been constructed, thus determining the scope of the quantifier.
The restricted quantifier is prefixed to the sense to express this.

3.1.2. Indefinites: Evoking Entities

In DRT and related approaches, an indefinite NP evokes a new entity in the
discourse model. In the Incremental Interpretation system, an indefinite is rep-
resented as the following assumption-sense pair:

fa man] = {< x, indef, MAN >}ix

The sense is simply the parameter z. The assumption represents an instruction
to create a new entity of the appropriate type. This is achieved by the eventual
discharge of the assumption, as follows:

{A, <x, indef, P>}: s = A:s[e/x]
such that ¢ £ DM;, AND P(e) AND e ¢ DM,,,

In this case, an entity e is determined, subject to the constraint that it be a “new”
entity (not in the input discourse model), and that P holds of e.

3.1.3. Pronouns: Accessing Entities

The semantic representation of the pronoun “he” is as follows:

[he] = {< x, var, MALE >}: x

The assumption includes the parameter name r, the assumption type “var”,
and the constraints (“MALE”) placed on the object. The discharge of a “var”
assumption is:
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{A, <=, var, P>}: s = Ais[e/x]
such that ¢ ¢ DM;, AND P(e) AND DM;, = DM,

Here, the entity e must be an element of DM;,, and the constraint P raust hold
of e. (Another possibility is that x is “captured” by a quantifier. The details of
this are not of interest here.)

3.2. Rules for VP Ellipsis

In this section, I give rules for VP ellipsis, on an analogy with the rules given
above for pronominal reference.

3.2.1. Verb Phrases: Evoking Properties

Just as indefinite NP’s evoke entities, a VP evokes a property. 1 define a new
assumption type to implement this, termed “pred”. For example, the VP “help
him” is represented:

[help him] = {<P, pred, TRUE >, < x, var, MALE >}: help(_, x)

There are two assumptions: in addition to the “var’ assumption associated with

the pronoun, there is a “pred” assumption associated with the verb. The pred

assumption has a parameter P, it is of type “pred”, and the constraints are simply

“TRUE”, i.e., no constraints are imposed. (Perhaps aspectual features might be

relevant here for the “pred” assumption, but this will not be dealt with here.)
The discharge of the “pred” assumption is defined as follows:

{A, <Ppred, TRUE>}: 5 = A:s
such that A:s ¢ DM,,; AND s must be of type “property”

Upon discharge, the “pred” assumption causes the current semantic represen-
tation of the VP to be added to the discourse model. Note that undischarged
assumptions may be stored as part of the VP meaning. This allows a “sloppy”
reading for pronouns within the antecedent VP.

3.2.2. VP Ellipsis: Accessing Properties

Just as a pronoun accesses an entity stored in the discourse model, an elliptical
VP accesses a property. An assumption type “epred” (“clliptical predicate™) is
introduced for this purpose, as shown in the following example:

[did] = {<P, epred, TRUE >}: did

The discharge of the “epred” assumption is given as follows:

155
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shalp{l,Tom)

help{_.Tom)
l disch-var

Ent:(Tom) )
Prop:{...(<x.var.MALE>}:halp{_.x)}

Enmt:{Tom)
Pro; -} {<x var, MALE>):halp{_,x)

thaving-trouble{Tom) disch-pred

{«<P,pred, TRUE» «x,var, MALE>):hetp{_,x)

AN

H Tom was having troubla in schoot . l would hsip him.

doubt(l, halp(l, Harry))
:haip(l,Harry)
help{_,Harry)
oiech-var
{«<x,var MALE>)}:help{_,X)

Ent{Harry, Tom} disch-epred
Propi{...{«<x,var, MALE>} halp(_.x)}

thaving-trouble(Harry) Ent:(Harry, Tom)
Prop:{..{<xX,var MALE>}:halp(_.x)}

{«Q,opred, TRUE>):would
it Harry was having troubla, 1 doubn I would.

Figure 1: Derivation of Example (6)

{<P, epred, TRUE >}: did = A:s
such that A:s ¢ DM, AND DM;, = DM,

Upon discharge, the “epred” assumption accesses some property (represented by
an assumption:sense pair, A:s) stored in the input discourse model.

To illustrate the resultant system, a derivation of example (6) is depicted
in Figure 1. Derivation trees of the antecedent and target sentences are given.
Each node of a derivation tree contains an assumption:sense pair, together with
the current state of the discourse model (displayed in a box). For brevity, the
discourse model is sometimes suppressed, as are some derivation steps. The
antecedent VP “help him” is represented by the assumption:sense pair

{<P, pred, TRUE >, < x, var, MALE >}: help(_, x)

The assumptions could be discharged in either order. In the depicted deriva-
tion, the “pred” assumption is discharged, causing the VP meaning to be added
to the discourse model, with the “var” assumption as yet undischarged. Next,
the “var” assumption is discharged, selecting “Tom” in the current discourse
model, and the derivation proceeds to construct the representation help(I,Tom).
Now consider the elliptical VP “would”. Here, the “epred” assumption is dis-
charged, sclecting the property associated with “help him” from the discourse
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model. Next, the “var” assumption is discharged, this time selecting “Harry”
from the current discourse model.

1t should be clear that the readings in examples (3) to (5) can be similarly
derived. In each case, there is a free variable within the antecedent VP. To derive
the “sloppy” reading, the assumption for the variable is undischarged when the
VP meaning is stored in the discourse model, allowing the variable meaning to
be determined independently in the antecedent and target contexts.

Next, I examine cases with other types of variables within the antecedent
VP. I begin with the case of indexical pronouns.

4. Indexicals

In example (1), repeated below, I argued that it is the meaning of the antecedent
“like me” that is preserved under ellipsis, rather than its syntactic representation®.

Q) A: Do you think they will like me?
B: Yes, I think they will.

As mentioned above, the only reading is “I think they will [like you]™.
This is because of the special nature of indexical pronouns, such as “me”. Like
other uses of pronouns, indexicals determine an individual in context, based
on constraints such as number, gender, and the like. What is special about
indexicals is that they contribute an individual, rather than a selection-function,
to the meaning of an expression.

This is a widely accepted semantic distinction between indexicals and other
referential terms, most familiar from the work of Kaplan. Once this distinction
is incorporated into our semantic interpretation system, the semantic identity
condition gives the desired results for VP ellipsis.

This treatment of indexicals has been illustrated by contrasting an indexical
with an equivalent referential term: “the speaker”. (Nunberg (1991))

uIn

®) I could have been a contender.
¢)) The speaker could have been a contender.

Consider an utterance of these sentences by John Smith. While example (9)
could be made true by a (possible) state of affairs in which the speaker was
someone other than John Smith and was a contender, this would not make
example (8) truc.

In the current system, this difference is treated by imposing a special require-
ment on indexicals, namely, that the associated assumption must be discharged

3Based on examples such as these, Sag and Hankamer (1984) sketch a model-theoretic
identity condition on VPE that is rather similar in spirit to the current theory. Sce also Fodor
and Sag (1984), and Sag (1981).

15,
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immediately, replacing the parameter with the denoted individual. This require-
ment, which reflects a general semantic fact about indexicals, gives the desired
result in the VP ellipsis case.

The indexical “me” is represented:

{me] = {<x,var(index),SPEAKER > }:x

Before combining with the verb “like”, the assumption must be discharged,
replacing the parameter z with the current speaker, whom I will call “Smith”.
Thus the only possible antecedent for the elliptical VP will be

{}:like(., Smith)
So the only possible meaning for the elliptical VP is “like Smith”.
5. Other Variables

I have argued that a pronoun is semantically associated with a free variable,
together with an assumption expressing constraints on its eventual referent. I
will now examine two cases in which variables are introduce by alternative
syntactic forms: first, I look at the case of traces, where a variable is unexpressed
syntactically, under familiar syntactic constraints. Then, I look at reciprocals,
where a variable is introduced, again together with syntactic constraints. In each
case, the syntactic constraints are not enforced under ellipsis.

5.1. Traces

In the following examples, the antecedent VP contains a trace in a relative
clause.

(10 He took the job that no one wanted [e], and got the girl that everyone
did. (from ad for the film “Career Opportunities™)

an China is a country that Joe wants to visit [e], and he will too, if he
gets an invitation there soon. (Webber 78)

(12) China is a country that Joe doesn’t want to visit [e]. India is a
country that he does, and he will, when he saves enough money for
a ticket.

In example (10), the antecedent is “wanted [e]”. In the target, the trace is
bound by a distinct relative-clause forming operator. On the LF identity theory,
the trace in the target would have a different index from that in the antecedent,
violating alphabetic variance. In examples (11) and (12), there is a trace in the
antecedent, although the target is r.ut within a relative clause, and a syntactic
trace would not be permitted. I will assume that there are syntactic constraints
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governing the distribution of traces, and that these constraints are not imposed in
the semantics. Semantically, traces will simply be treated as variables dependent
on context in much the same way that pronouns are; that is, they introduce a
“var” assumption. The only difference is that, for traces, there are no semantic
constraints (eg, number/gender) on the eventual referent.

[lel] = {< x, var, TRUE >}: x
[visit [e]] = {< x, var, TRUE >}: visit(, x)

This treatment allows examples (10) - (12), in which the trace in the an-
tecedent is either bound differently in the target, or becomes a free variable.
Webber (1978) suggests that example (11) involves an inference of the follow-
ing form:

China is a country that Joe wants to visit => Joe wants to visit China.

In her account, the inferred sentence provides the appropriate antecedent for the
elliptical VP (“visit China”).

A new inference schema would be required to account for example (12),
since the trace refers to China in the antecedent, but India in the target. The
current account provides an explanation for all three examples without any appeal
to inference.

These examples suggest that, under ellipsis, traces are relatively uncon-
strained. This accords with the semantic treatment of a VP with a trace given
here. It is difficult to imagine a syntactic identity condition, whether at a Surface
Structure or Logical Form level, which would be consonant with these examples.

5.2. Reciprocals

Next, T turn to cases in which the antecedent VP contains a reciprocal. Recip-
rocals impose two syntactic constraints: they must be locally bound, and they
require a plural subject. In the following example, the target occurs in a context
where both these requirements are violated.

(13) Irv and Martha wanted to dance with each other, but Martha couldn’t,
because her husband was there. (Webber 1978)

It is generally held that reciprocal expressions apply a predicate distribu-
tively (cf. Bennett (1974), Heim, Lasnik and May (1991)): in this case, the
predicate is A x.dance(x,y). The free variable y is fixed by context. The predi-
cate for the antecedent “dance with each other” is semantically represented:

[dance with each other | = {< y, var, Q >}: dance(.y)
(where Q requires y to be salient in context)

155
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In example (13), this predicate is applied distributively to Irv and Martha
in the source, and applied to Martha in the target, where Irv is a salient referent
for the parameter y.

Now consider the following variants:

(14) *Irv and Martha wanted to dance with each other. Susan_ couldn’t,
because her husband was there.

(15) Irv and Martha wanted to dance. Susan couldn’t, because her hus-
band was there.

(16) Mr. and Mrs. Smith were tango champions last year. This year Mr.
Smith and Mrs. Jones were going to dance with each other. Mrs.
Smith couldn’t, because of a sprained ankle.

Example (14) is infelicitous, since the referent corresponding to Susan’s
partner is not salient. This contrasts with example (15), involving “intransitive”
dance. Here, there is no requirement that the “partner” be salient. Finally,
example (16) is markedly better than (14), simply because it is pragmatically
clear who the partner for Mrs. Smith would be.

The syntactic constraints imposed by reciprocals are clearly not imposed
under ellipsis; I have suggested that there is a pragmatic constraint that the free
variable must have a salient referent. Since it is less stringent than the syntactic
constraint, this constraint only becomes observable under ellipsis.

6. A Discourse Effect: Combined Antecedents

There are cases of VP ellipsis in which the antecedent is combined from two

or more separate VP’s. This presents a problem for a syntactic account of VP

ellipsis, since there is no syniactic object consisting of the combination of two

separate VP’s. If antecedent properties are stored in the discourse model, as I

am suggesting, the possibility of combined antecedents for VP ellipsis is not

surprising. For example, it is well known that combinations of entities can

become the antecedent for a plural pronoun, giving rise to the following sort of °
discourse rule:

{x..y..} = {x.y.Ixy]}

This rule has the effect of adding a combination of x and y to a discourse model
containing the entities x and y, as required by examples such as the following:

(17)  John arrived in the morning. Mary arrived in the afternoon. They
left together in the evening.

A similar phenomenon is found with VP ellipsis. Consider the following
example:

16
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After the symmetry between left-handed particles and right-handed
anti-particles was broken by the kaons in the 1960s, a new symmetry
was introduced which everybody swears is unbreakable. This is
between left-handed particles moving forwards in time, and right-
handed anti-particles moving backwards in time (none do, in any
practical sense, but that does not worry theorists too much). From:
The Economist, 4 August 1990, p.69. Bonnie Webber, p.c.

The meaning of the elided VP (“none do”) is, I take it, “left-handed particles
don’t move forwards and right-handed particles don’t move backwards in time”.
The antecedent must therefore consist of a combination of properties associated
with two VP’s: “moving forwards in time” and “moving backwards in time”.
Such an example indicates the necessity for a rule allowing the set of properties
in the discourse model to be expanded, as follows:

That is, if the discourse model contains two properties P and Q, it may also
contain the property resulting from the combination of P and Q.
Another example is the following:

(19)  So I say to the conspiracy fans: leave him alone. Leave us alone.
But they won’t. From: The Welcomat, 5 Feb 92, p.25

Here the meaning of the elliptical VP is: “they won’t leave him alone and they
won’t leave us alone”.

This phenomenon has been noted in the literature, in particular by Webber
(1978), in which the following examples were given:
(20) a. I can walk, and I can chew gum.
b. Gerry can too, but not at the same time.

2n Wendy is eager to sail around the world and Bruce is eager to climb
Kilimanjaro, but neither of them can because money is too tight.

‘Webber suggests that inference schemas may account for the.se examples.
However, it appears that the “combining” operation which is generally avaiiable
for objects in the discourse model is sufficient to account for these examples.

It remairs to. specify the semantics of a combined property. There are at
least two possibilities: the combined property may be applied to an “ordinary”
subject, or to a subject that is itself a combination.

[P,Q] x = Px AND Qx.
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[P.Ql [x,y] = Px AND Qy.

Example (21), in which combined properties are applied to combined enti-
ties, is derived as follows. The elliptical VP “can™ is represented as the com-
bination of the properties denoted by “sail around the world” and “climb Kili-
manjaro”, and the pronoun “them” is also a combination, formed from “Wendy”
and “Bruce”. Ignoring the complication introduced by the guantifier “neither”,
the application of the combined property to the combined entity is:

isail around the world, climb Kilimanjaro] [Wendy, Bruce] =
sail around the world(Wendy) AND climb Kilimanjaro(Bruce)

This account predicts that a “distributed” reading of this sort is only possible
when the subject and the elliptical VP both represent combined objects. This
appears to be the case, as shown by the following example, in which the subject
of the elliptical VP is not a combination:

(22) I can walk, and I can chew gum. Harry and John can too.
(can’t mean Harry can walk and John can chew gum)

It is well known that semantic objects in a discourse model must sometimes
be combined to serve as the antecedent for subsequent anaphoric expressions.
These combining operations are clearly beyond the scope of syntactic theories,
since they can operate on objects in distinct sentences. The fact that similar op-
erations are available for VP ellipsis is therefore strong evidence that VP ellipsis
cannot be treated syntactically, but rather, in terms of a semantic condition on
objects stored in a discourse model.

7. Some Apparent Problem Cases

In this section, I examine two cases that appear to contradict the predictions
of this approach. The first case is an example due to Sag (1976), in which it
is argued that the LF identity theory rules out a sloppy reading that would be
available on my approach. In the second case, it appears that material within the
clided VP is subject to syntactic binding theory conditions. It has been argued
that this is evidence that VP ellipsis involves syntactic reconstruction rather than
a semantic identity condition.

7.1. An Unavailable Sloppy Reading
The following contrast was pointed out by Sag (1976):

23) John said Mary hit him, and Bill did, too.
24) John said Mary hit him, and Bi!l said she did, too.

162
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Sag argues that, while example (23) has both a strict and sloppy reading,
example (24) permits only the strict reading. This is predicted by the LF identity
theory, since sloppy readings are only possible for variables that corefer with
the subject. The same prediction is made by the approach of Dalrymple et
al. (1991). On the current approach, both readings are permitted, since sloppy
readings arise from a general interaction with the discourse model, and are not
restricted to variables that corefer with the subject.

Whatever the explanation for this contrast, it cannot be explained based
simply on subject coreference, as in the LF identity theory. This would also
rule out the following example:

(25) John said Mary hit him, Bill said she did, and Harry said she did.

Here, the sloppy reading is available — in fact it seems to be preferred. The
following example pragmatically requires the sloppy reading, although again
the sloppy pronoun does not corefer with the subject of the elided VP.

(26)  John; admitted that Mary had bribed him,.

(27)  Bill; admitted that she had too. [bribed him;)

Similarly the LF identity theory would rule out the following discourse:

(28) Did anyone admit that Mary had bribed him?
29) JOHN admitted that she had.

On the LF theory, no reading would be possible here, since the pronoun “him”
must be bound by “anyone” in the target, although it is outside of its scope.

It may be felt that these examples have a slightly anificial quality. This
can perhaps be ascribed to the availability of a more concise form, in which the
matrix VP is elided. In the following examples, the matrix VP cannot be elided,
because contrastive stress is required within the matrix VP:

(30) a. John admitted that Mary had bribed him.
b. Bill didn"t ADMIT ttat she had. He implied it though.
(31) a. John admitted that Mary had bribed him.

b. Bill didn't admit that MARY had. But he ad nitted that SOMEBODY
had.

In these examples, only the sloppy reading is possible, and (at least to my
ear) the artificiality is removed.
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7.2. Apparent Binding Theory Effects

Another potential problem with a semantic identity condition relates to binding
theory effects: it has been argued that binding theory effects are found under
ellipsis. Given that binding theory conditions are imposed at a syntactic level,
such effects could not be captured by a purely semantic identity condition.
Consider the following example (Fiengo and May (1990)):

(32) * Mary introduced John; to everyone that he; did.

The infelicity of this example can be explained, according to Fiengo and
May, by appealing to the Principle C violation of its non-elliptical counterpart:

(33)  * Mary introduced John; to everyone that he; introduced John; to.

However, there are well-known examples in which binding theory condi-
tions do not apply under ellipsis. The following are grammatical examples whose
non-elliptical counterparts would be ruled out by binding theory principles:

(34)  (Principle A) Betsy couldn’t imagine herself dating Bernie, but Sandy
could. (Sag 1976)

(35) (Principle B) Even if George won’t, Barbara will vote for him.

(36) (Prirciple C) John got to Sue’s apartment before she did. (Dalrymple
(1991)).

These examples show that binding theory principles do not apply indif-
ferently to elliptical sentences and their non-elliptical counterparts, as would
be expected under a syntactic identity condition. This suggests that the un-
grammaticality of example (32) results from pragmatic factors specific to that
example.

Consider the non-elliptical grammatical counterpart of (32).

(37 Mary introduced John; to everyone that he, introduced HIMSELF to.

The example remains awkward, with soess on “himself” facilitating comprehen-
sion. It has frequently been observed that material requiring stress can generally
not be elided. In general, surprising or “new” material cannot be elided; the fact
that Jehn had already introduced himself to people that Mary introduced him to
is certainly new and surprising.

Cousider the following exampiles:

(38)  Frank couldn’t imagine Betsy, dating Benie, but she; could.
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(39)  Mary didn't consider Bill; to be the best candidate for the job, al-
though he; did.4

These examples are, according to my informants, completely acceptable,
although their non-elliptical counterparts violate the binding theory in the same
way that (32) does. This indicates that, whatever the source of the unaccept-
ability of (32), it is not to be explained by appealing to the binding theory, and
thus, it does not constitute evidence for syntactic reconstruction.

8. Conclusions

There has becn a persistent intuition that VP ellipsis involves “seieness of
meaning” — in other words, it is governed by a semantic identity condition. An
essential feature of meanings is that they are relativized to contexts; once this
is recognized, it is possible to clearly distinguish between the predictions of a
semantic identity condition and that of the LF identity theory. The LF identity
theory requires that elements bound by operators outside the antecedent VP must
remain bound by the same operator in the target. This ignores the possibility
that the target context may differ significantly from the antecedent context, and
in just such cases, the constraints of the LF theory are violated.

I have shown that a semantic identity condition, suitably formulated in a
dynamic system, accounts for this phenomenon involving variables that are free
in the antecedent VP. I have looked at cases involving variables in a wide
variety of syntactic incarnations, including pronouns, traces, and the variables
introduced in reciprocal construciions. In all of these cases, semantic identity is
preserved under ellipsis, even at the expense of changes in syntactic form.
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The Said and the Unsaid

Laurence R. Hormn
Yale University

I am delighted to be back in Columbus for semantics in the spring. Twenty-
three years ago, when I was here on a similar occasion, on the very first evening
of my life spent in the Midwest, I was stopped, frisked, and interrogated by an
officer of the law for suspicion of being outside in downtown Columbus and
possession of long hair. When I explained I was in town for the First Annual
Spring Semantics Festival, the policeman seemed unimpressed. Columbus has
clearly matured since 1969, and so have studies in linguistic semantics. I'm not
so sure about me.

I have come to live with the fact that the exciting new (or at least only
slightly used) way of looking at scalar predicates I developed in my thesis (Horn
1972) is now ritually trotted out, en route to being dismissed, as the ‘classical’,
‘orthodox’, ‘traditional’, or ‘standard’ neo-Gricean line, a fact which—combined
with the fact that it’s also taken as embodying the ‘radical pragmatics’ tradition—
leaves me feeling like one more old radical, inexplicably still manning the
crumbling barricades of a forgotten campaign, quaint and probably harmless if not
entirely irrelevant, sort of like Allen Ginsberg without the beard, or Abbie
Hoffman, only a liitle less dead. So what better way to celebrate the revival of our
semantic rites of spring that to survey the utterance interpretation scene by
hauling out the tired old bones of the traditional radical lihe on what is said and
what is unsaid?

The new traditionalism

One advantage accruing to the sponsor of a Brand X theory is partial
immunity from having to dwell on the specs of the product. But to situate us in
the appropriate domain, I’ll begin by recalling that on my analysis (Horn 1972,
1973; cf. Gazdar 1979, Hirschberg 1985, Horn 1989: Chapter 4, Wainer & Maida
1990, and Iwafiska 1992 on formalization), what is SAID in the use of a weak
scalar value like those in boldface in the sentences of (1) is the lower bound (...at
least n...), with the upper bound (...at most n...) IMPLICATED as a cancellable
inference generated by the maxim of quantity (more on which below).

(1) Scalar predication 1-SIDED READING — 2-SIDED READING

. Max has 3 children. ...atleast 3...' '...exactly 3...'

. You ate some of the cookies. '..someif notall...' ‘...some but not all...’
. It’s possible she’ll win. "..at least 9..." ...0 but not certain...’
. Maggie is patriotic or quixotic. '...and perhaps both’  "...but not both’

. It’s warm out. '...at least warm...' "...but not hot...
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Thus there is no semantic ambiguity on the lexical or sentential level,
contrary to ¢.g. Aristotle’s view (cf. also Burton-Roberts 1984) that possible is
homonymous between the lower-bounded one-sided reading (“at least possibie’,
‘not impossible’) and the lower- and upper-bounded two-sided reading (‘at least
and at most possible’, ‘neither impossible nor necessary’), and to analogous
claims on some by Sir William Hamilton of Edinburgh, on the cardinals by Steven
Smith, and so on. These were, in short, no straw men I sought to slay with
Grice’s Modified Occam’s Razor in one hand (‘Senses are not to be multiplied
beyond necessity”) and the pragmatic principle of strength or quantity in the other.
This latter weapon, essential to any monoguist treatment of scalar values, has
been retooled over the years—in a recent paper (Hom 1990a), I explored its roots,
touching on the version in (2), among others.

(2) Quantity maxim (Strength rule, etc.)

Strawson’s GENERAL RULE OF LINGUISTIC CONDUCT (1952: 178-9), but with

acknowledgments to ‘Mr H. P. Grice’:
One should not make the (logically) lesser, when one could truthfully
(and with greater or equal clarity) make the greater claim.

Grice’s “first shot’ (1961: 132):
One should not make a weaker statement rather than a stronger one
unless there is a good reason for so doing.

Grice’s [FIRST] MAXIM OF QUANTITY (1967/1975: 45):
Make your contribution as informative as is required (for the current
purposes-of the talk—exchange).
Fogelin’s RULE OF STRENGTH (1967: 20):
Make the strongest possible claim that you can legitimately defend!
Q’Hair’s version of the strength rule (1969: 45)
Unless there are outweighing good reasons 1o the contrary, one should
not make a weaker statement rather than a stronger one if the audience

is interested in the extra information that would be conveyed by the
latter.

Harnish’s MAXIM OF QUANTITY-QUALITY (1976: 362):
Make the strongest relevant claim justifiable by your evidence.

Clearly, an idea whose time had come. For Grice, the methods of radical
pragmatics were put to the service of defending a conservative semantics, one
with truth-conditional operators analyzed very much in the classical Russellian
way, with the gap between what that logic gives us and what we seem to need
bridged by the assumption that speaker and hearer are in this business together, a
business conducted under the banner of the Cooperative Principle and the
attendant maxims. Quantity-based scalar implicature—my inviting you to infer
from my nse of some... that for all I know not all..—is driven in particular by
your knowing (and my knowing your knowing) that I expressed a weaker proposi-
tion when I could have, but chose not to, use a no more formally marked utterance
that would have expressed a stronger proposition, one that would have unilaterally

16,
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entailed the one I did cxpress. The pragmatic, context-dependent nature of this
inference is standardly supported by invoking contexts in which it disappears.
Some recent cancellation instances appear in (3):

(3) Now you sce it, now you don’t
a. If you want to compare two languages, it helps to know one of them.
(attributed to L. Bloomfield; cf. Hockett 1978)
b. —How many months have 28 days?
—All of them.
(Cited in G. G. Pocheptsov, Language and Humour , Kiev 1974)
. “This changes everything’, a startled Mr. Dumas told the Spanish envoy
when he showed him the photocopies of the Araquistain documents.
“You of course have the originals?’ the lawyer asked casually. ‘Not
all of them’, replied Mr. Ferndndez Quintanilla, not lying but not
telling the truth, either.
(N.Y. Times article, 1971, recounting ‘an elaborate bluff” successfully run
by diplomat F.Q. to convince Picasso’s lawyer that he (F.Q.) possessed the
crucial documents to prove Spain was legal owner of Guernica mural; in
fact, however, F.Q. had NONE of the originals, only copies)
d. Like the author, I have lost ‘few friends’ to AIDS. (In fact, I have lost
none.) Yet one need not have suffered any personal losses from AIDS
to recognize... (letter to the editor, N.Y. Times 10/19/90, A34)

The cancellability of the upper bound of scalar predications, along with the
calculability of the inference by the Quantity or Strength maxim, testifies to its
status as a conversational implicatum, rather than either as part of truth-
conditional content (what is said) or as a non-truth-conditional component of
conventional meaning. Given the Gricean field of play laid out as in (4), the
relevant distinctions within the traditional catechism are reproduced in (5):

) WHAT IS MEANT

WHAT IS SAID WHAT IS IMPLICATED
(truth-conditional

aspects of meaning) CONVENTIONALLY non-conventionaily

CONVERSATIONALLY non-

\ conversationally

generalized particularized
conversational conversational
implicatures implicatures
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©) CONVENTIONAL IMPLICATA CONVERSATIONAL IMPLICATA

a. Make no contribution to truth conditions, but constrain appropriateness of

expressions with which they are associated.

b. Unpredictable, arbitrary part of Natural concomitant of what is
meaning; must be learned ad hoc. said or how it is said; NON-

CONVENTIONAL by definition.
¢. NON-CANCELABLE; apply in all CANCELABLE, explicitly (by
contexts of utterance. ling. context) or implicitly
(by extraling. context)

d. DETACHABLE: two synonyms may NON-DETACHABLE if arising
have different conventional via content maxims;
implicata detachable if arising via

Maxim of Manner.

¢. NOT CALCULABLE through any CALCULABLE through

procedure; must be stipulated. Cooperative Principle and the
Maxims of Conversation.

But if the upper bound is implicated and not said, how is it that it may come
under the scope of logical operators, and in particular of negation? While
negating the sentences in (1) usually denies their lower bound, we must also
account for the data in (6), where it is the upper bound that comes under attack.

(6)a. This Birthday Card is NOT from one of your admirers!

It’s from TWO of your admirers. Happy Birthday From Both of Us!
(outer and inner text respectively of Hallmark card)
b. SOME men aren’t chauvinists—ALL men are chauvinists.
c. Chris didn’t manage to solve SOME of the problems—he managed to
solve ALL of them.

Of course, here the new traditionalist will seek to assimilate those ill-behaved
cases to the broader phenomena of METALINGUISTIC NEGATION!, a device for
objecting to a previous utterance of any grounds whatever, including its phonetic
or morphological form as in (7), its register or style as in (8), or its focus, point of
view, or connotative meaning as in (9):

(Ma. (—So, you [rml'ynﬂj'd] to solve the problem.)

—No, 1 didn’t [mx‘ini]’] to solve the problem—I {m&nijd] to solve
the problem.

1Cf. Hom 1985, Hom 1989: Chapter 6; for critical commentary on ‘metalinguistic negation®, sce
now Carston 19852, Kempson 1986, Burton-Roberts 1989, Hom 1990b, McCawley 1990, Scurcn
1990, Swectser 1990, Foolen 1991, van der Sandt 1991, Wiche 1991, and Iwanska 1992,

17)
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. He didn’t call the [POlis], he called the [poLIS].  (gratia Andy Rogers)
. Ididn’t trap two monGEESE—I trapped two monGOOSes.
. (—Esker too ah cooPAY luh veeAND?)

—Non, je n’ai pas ‘cooPAY luh veeAND’: j’ai coupé la viande.

. Now, Cindy, dear, Grandma would like you to remember that you're a
young lady: Phydeaux diun’t ‘shit the rug’, he soiled the carpet.

. Grandpa isn’t feelir:g lousy, Johnny, he’s just a tad indisposed.

. We didn’t make love—we fucked.

. It’s not stewed bunny, honey, it’s civet de lapin.

Ben Ward is not a black Police Commissioner but a Police
Commissioner who is black. (N.Y. Times editorial, 1/8/83)
. I’'m not his daughter—he’s my father.
. I’m not HIS brother—HE’s MY brother.
. She is not Lizzy, if you please—she’s Her Imperial Majesty.
. For a pessimist like you, the glass isn't half full—it’s half empty.
. I'm not a TrotskyITE, I'm a TrotskyIST.
. They’re not the best at what they do—they’re the only ones who do
what they do. (music critic on The Grateful Dead)
. Winning isn’t everything—it’s the only thing.
(attributed to football coach Vince Lo oardi)
i. They weren’t people, Sir, they were the enemy.
(Lt. William Caliey, on My Lai massacre victims)

To these examples, discussed in more detail in my earlier work, we can add the
entries in (10):

(10)a. I'm not a Jew...I'm Jew-ish. 1 don’t go the whole hog.
(British neurologist/director/comedian
Jonathan Miller, in New Yorker interview)
b. I am not ‘nonwhite’; nor are my friends of Bahamian, Cape Verdian,
Colombian, Cuban, Dominican, Jamaican, Japanese, Korean, Panamanian,
Puerto Rican or Trinidadian descent. I, a woman of African descent, an
African-American if you will, would never be so presumptuous as to
characterize ‘whites’ as ‘non-black’...Identity is not ‘non’ anything.
(Aleah Bacquie, letter to editor of N. Y. Times, 3/14/90)
¢. “You mean he was responsible for the 1984 riots?’ the Newstrack
interviewer said, referring to Mr. Gandhi.
Mr. Shekhar replied: ‘Idon’t “mean” it. I know it.’
(from N. Y. Times article, 10/22/89, ‘Indian
News Program Struggles With Censors’)
d. ‘No, he was not a bisexual!’ ‘vir. Georgie affixed an cyclash and approved

of it in the lighted mirror. ‘H. R. Loomis was omni sexual
(Fennelly 1985: 83)
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Notice in particular that implicata based on Quantity and other maxims may
constitute the focus of negation, as in (10c,d) or the examples of (11):

(11)a. A: What brand of motor oil do you use?
B [starting car engine}: Motor oil is motor oil.
[Smoke belches out of B’s exhaust.]
Voice-over: Motor oil is definitely NOT motor oil.
(Quantity-based implicatum associated with tautologies;
cf. Ward & Hirschberg 1991)

b. Miss X didn’t ‘produce a series of sounds that corresponded closely with
the score of “Home Sweet Home™, dammit, she SANG ‘Home Sweet
Home’, and a lovely rendition it was too!

(Manner-based implicatum, ‘Be brief” submaxim; cf. Grice 1975; 55-56)
¢. Mozart’s sonatas weren't for violin and piano, they were for piano and
violin. (Manner-based implicatum, ‘Be orderly’ submaxim)

The general thesis motivated by these examples—supported by a variety of argu-
ments for why the marked instances of negation illustrated in the sentences of (6)-
(11) should receive a unified treatment2—can be given as follows (Hom 1989;
377):

Appatent sentence negation represents either a descriptive truth-
functional operator, taking a proposition @ into a proposition not-® (or
a predicate P into a predicate not-P), or a metalinguistic operator

which can be glossed ‘I object to U, where U is crucially a linguistic
utterance rather than an abstract proposition.

This last point, the non-propositional nature of marked negation, is emphasized by
an instance of negation brought to my attention by Barbara Abbott;

(12) [Piano student plays passage in manner 1)
Teacher: It’s not [plays passage in manner y]
—it’s [plays same passage in manner j'].

2For Karttunen & Peters (1979), a ‘contradiction negation® used 1o reject the conventional impli-
cata (or lexical presuppositions) induced by a given lexical item like the italicized verbs in the
sentences of (i) and (ii)

(i) Ididn’t manage to pass the test: I was given the snswers,

(i) Ididn’t Aappen 1o be at this intersection as you were passing by: 1 was expecting you.
is accounted for by assigning this ‘plug’ negation wide scope with respect to a conjunction of the
entailment and ronventional implicatum associated with the unnegated sentences. But, as noted in
Hom 1985, such an approach does not generalize 10 the morphosyntactically and intonationally
similar negations of the type in (6)-(12) here, wliere conversational implicata and morphological,
phonetic, stylistic, and musical representations would have 10 be propositionalized 1o bring them
within the scope of a logical negation operator.
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The distinction between unmarked and marked functions of negation in
scalar contexts was explicitly recognized by Jespersen:

With quantitative terms pot nearly always means ‘less than’...but
exceptionally these combinations [not once, not much, not three, not
half full,...] may convey another mcamng, this is the case if we stress
the word following not and give it the peculiar intonation indicative of
contradiction, and especially, if the negation is followed by a more
exact indication: not LUKEWARM, but really hot; not ONCE bui two or
three times, etc. (Jespersen 1933: 300-1)

Thus, given our examples in (1), we obtain the descriptive (= ‘less than’) nega-
tions of (13) and the metalinguistic negations of (14):

(13)a. Max doesn’t have 3 children. (=he has fewer than 3)
b. You didn’t eat any of the cookies.  (note the some/any suppletion)
c. Itisn’t possible she’ll win. (=it’s impossible that she’ll win)
d. Maggie is patriotic or quixoiic. (= she’s neither patriotic nor quixotic)
e. Itisn’t warm out. (=it’s less than warm)

(14)a. He doesn’t have 3 children, he has 4.
b. You didn’t eat some of the cookies, you ate all of them.
. Itisn’t possible she’ll win, it’s downright certain she will.

c
d. Maggie isn’t patriotic or quixotic, she’s both patriotic and quixotic.
¢. It’s not warm out, it’s downright hot.

Note the application of Jespersen’s features—the focal stress, the intonation
indicative of contradiction, and the rectification—diagnostics that I have argued
characterize metalinguistic negation, along with restrictions on polarity triggering
and on negative incorporation. The apparent paradox signalled by the mutual
consistency of (15a,b) is resolved by taking the negation in (15b), as distinguished
from that in (15¢), as an instance of metalinguistic use:3

(15) a. Max has three children—indeed, he has four.
b. Max doesn’t have three childrun—(*but) he has four.
¢. Max doesn’t have three children, (but) he has two.

If Max has four children he does, a fortiori, have three, but if I know he has four I
can reject the previous claim that he has three as (not false but) insufficiently
informative.

Further real-life negations of the upper bound of scalars are listed in (16):

3Constraints on the distribution of bur as reficcted in these cxamples are discussed in Horn 1989:
§6.4.3,
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(16)a. Around here, we don’t LIKE coffee, we LOVE it.
(Lauren Bacall, TV commercial for High Point decaffeinated coffee)
b. That wasn’t a bad year, it was HORRIBLE.
(Reggie Jackson, on his subpar 1983 season with the Angels)
c. 'm not HAPPY he’s gone—i’m elated. Never has an assistant coach
gotten so much credit...
{Chicago Bears football coach Mike Ditka, on departure of former
assistant Buddy Ryan to become head coach for Eagles in 1986)
d. Thave two homes and I don’t dig my roots into one or the other. 1dig them
into both. (12-year old girl, on her joint custody, N. Y. Times, 3/25/84)
¢. It’s not a ¢ar, it’s a Volkswagen. (VW commercial and advertisernent)
f. EN NEW HAVEN NO ME GUSTA..ME ENCANTA RADIO MUSICAL
(Ad on rear of Connecticut Transit buses in iNew Haven)

In each case, there is a sense that the speaker is inducing a contradiction on the
first interpretive pass in order to achieve a special effect of irony or surprise. I'li
return to this below.

What is said—qow

This halcyon picture, with its pristine separation of what is said from what is
meant, was never as pure as I have portrayed it. Even for Grice, propositional
content is not fully fleshed out until reference, tense, and cther deictic elements
are fixed4 But with the development of Relevance Theory (Sperber & Wilson
1986), expanding on earlier observations of Atlas (1979), it came to be recognized
that the same pragmatic reasoning used to compute implicated meaning must also
be invoked to fill out undesspecified propositions where the semantic meaning
contributed by the linguistic expres-ion itself is insufficient to yield a proper
accounting of truth-conditional content.5 Thus Carston (1985a: 6), citing the
natural interpretation of sentence: like those in (17),

(17)a. The park is some distance from where I live.
b. It’ll take us some time to get there.

argues that what is said must be computed via the Principle of Relevance. It is not
sufficient to take the appropriate understanding of the distance or time
communicated by the speaker to be derived as an implicatum to be read off the
underspecified content directly contributed by linguistic meaning alone, resulting

4Carsion (1985a.b, 1988) sees Grice as including the resolution of ambiguity and vagueness as
additional components in the determination of witat is said, but it's debatable whether Grice would
have endorsed this position. (See Atlas 1990 for discussion.)

SSimitar views were easlier put forward by Lewis (1979) in his claboration of the notion of
pragmatic accommodation.
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in an existential proposition that would seem to have to be trivially true. Instead,
the pragmatically recoverable strengthened communication comprises what is
said, the EXPLICATURE or truth-conditional content. More generally, ‘Just
because something is pragmatically derived it is not necessarily an implicature’
(op. cit.; 4), and indeed, cases like those in (17) represent the rule rather than the
exception: “There is massive pragmatic penetration of explicit content’ (op.cit.:
6). Nor does the acceptance of widespread pragmatic intrusion irto propositional
content result in an erosion of the boundary between semantics and pragmatics:6

Linguistic semantics is autonomous with respect to pragmatics; it
provides the input to pragmatic processes and the two together make
propositional forms which are the input to a truth-conditional
semantics. (Carston 1988: 176)

Thus, both one-sided and two-sided understandings of the scalar
predications of (1a-e) are directly represented at the level of logical content. That
no privileged status accrues to the ‘at least n’ understanding of cardinal
predications in particular is illustrated by Carston through examples those below.

(18)a. Mrs. Smith does have three children.

b. If Mrs. Smith has no more than three children we’il all fit into the car.

c. If Mrs. Smith has (at least) three children, she qualifies for this program.
(19)  if there are three books by Cnomsky, I'll buy them all.
(20)a. She can have 2000 calories a day without putting on weight.

b. The council houses are big enough for families with three kids.

The cardinal in (18) will be interpreted as either ‘at most three’ or ‘at least three’,
depending on whether the utterance comes as a response to (18b) or (18c)
respectively. (19), on the other hand, receives an ‘exactly three’ understanding.
And the contexts in (20), based on what we know about the world, are naturally
read as forcing ‘at most n’ understandings.

One apparent dividend promised by the explicit content view of the upper-
bounding of scalar predications is that the ‘paradoxical’ negations of (14) and (16)
need no longer present a problem or call for any sort of duality of negation.
Rather, such examples

can and naturally are interpreted as straightforward cases of descriptive
negation. The conclusion that there is a lot more truth-conditional
ambiguity than is contributed by the language in question is
unavoidable. (Kempson 1988: 88)

6A collection of spparent countersxampies 10 the semantic autonomy thesis was earlier exhibited
by Gazdar (1979: 164-68), despite his celebrated advocacy of the now abandoned formula
‘Pragmatics = meaning - truth conditions’. (Cf. Kempson 1986 for relaied discussion.)
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While the scalar predications of (1) are now all taken to be ambiguous, the
ambiguity is no longer, as in the bad old days, located at the lexical level but has
been relocated to the propositional level: what is SAID in an utterance is
systematically underdetermined by what is UTTERED.

While endorsing Kempson’s pragmatic enrichment analysis of scalar
predications, Carston acknowledges that the paradoxical negations of (14) have a
strong metalinguistic or echoic flavor that renders them unreducible to ordinary
descriptive readings. In particular, she cites the negations of (21), in which the
explicit content required by the context takes the scalar predication in the first
clause to be strictly lower-bounded (with or without the overt presence of ‘at
least’), but the marked, metalinguistic reading of negation is still possible and,
given the continuation, in fact necessary.

(21)a. You don’t have to be (at least) SIXTEEN to drive a car;
you have to be (at least) EIGHTEEN.
b. You don't need (at least) TWO A’s to get into Oxford;
you need (at least) THREE.

Given that a straightforward descriptive analysis is contraindicated for the
negations in (21), she concludes that ‘What we have in these cases is plain
ordinary truth-functional negation operating over an echoic use of language’
(Carston 1985a: 17).7 But any such attempt (and see van der Sandt 1991 for a
related one) to propositionalize not only upper-bounding implicata but the
stylistic, connotative, and mechanical aspects of utterances that fall within the
scope of marked negation, as in (6)-(12), would seem to be self-defeating,
representing a kind of category mistake: an ‘echoic use’ is not the sort of beast to
which a truth-functional operator applies.

Cardinal Sinn ?

Be that as it may, Carston’s broadside is striking for its concentration on
those scalar predications involving cardinals., Cardinals certainly seem to be a
promising place to begin any brief for an explicit content approach to scalar
predication. Indeed, as I shall argue briefly and somewhat programmatically here,
while a strong case can be made for an enricnment analysis of the meaning

TThe notion of echoic negation itself is in need of clarification, since some of our clearly non-
propositional examples (¢.g. (7) end (12)) require a purely utterance-based notion of echo, while
others, as in (i), demand a certain degree of propositionalizing, at least insofar as deixis and tense
are concerned.
@) A: So,Iheard you were Robbie's brother.
Bj: I'm not HIS brother, HE's MY brother!  (=(%¢))
By: #You weren't HIS brother, HE was YOUR brother!

175
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contribution of the cardinals, it does not extend in any linear fashion to other
scalar values.

First, as Sadock (1984: 142-43) has observed, a minimalist (Grice-Hornian)
theory of the cardinals will encounter insuperable difficulty when applied to the
truth conditions of such mathematical statements as 2 + 2 = 3 or The square root
of 9 is 2, each of which would have a true reading on the ‘at least’ understanding
of the cardinals involved (2 plus 2 is not only 3—ir's 4!). It is plausible, as Atlas
(1990) has suggested, that mather. ~~al values are simply lexically distinct from
the corresponding numeral words  natural language, which themselves are
unspecified as among their ‘exactly u , ‘atleastn’, and ‘at most n’ values.

Another special property associated with the cardinals but not the ‘inexact’
quantificational values is the context-induced reversibility of the scales induced,
as illustrated in Carston’s examples in (18) and (20) but also acknowledged in
some from Horn 1972, reproduced here for their historic value:

(22)a. Amie is capable of breaking 70 on this course, if not {65/*75}.
b. U.S. troop strength in Vietnam was down to 66,300, thus exceeding
Mr. Nixon's pledge of 69,000.
c. That bowler is capable of a round of at least 100. [and maybe even 110]
d. That golfer is capable of a round of at least 100. [and maybe even 90]

Context-induced scale reversal is also discussed by Hirschberg (1985: §5.1.4) and
Koenig (1991); the key point, however, is that these effects do not extend to the
inexact scalar values: ‘it does not seem possible to use some, for example, in such
a way as to implicate “at most some™” (Sadock 1984: 143).

A related facior affecting the interpretation of cardinals but not extending to
other scalars is the role of approximation. { have $200 is far more likely to be
read on its non-upper-bounded, minimal reading than is its unrounded counterpart
1 have $201.37, where Quantity interacts cruciaily with the Maxim of Relation:
(Horn 1972: 45; cf. also Sadock 1977, Wachte! 1980 on the pragmatics of
approximation).

Even when a traditional scalar line on the cardinals does seem tenable, it
largely disappears under incorporation (Horn 1972: 37-8; cf. Hirschberg 1985:
§5.1.4, Atlas 1990). An n-sided figure is one that is semantically constrained to
have exactly (not at least) n sides. Thus, a square may count as a figure with three
sides but it does not thereby qualify as a three-sided figure, much less as (at least)
a triangle. A triple (three-base hit) is not (at least) a double (two-base hit),
although the list of players with two base hits in a game may include those with
three. Nor do we reckon a piece Schubert composed for ¢ight wind instruments
among his quartets.

Atlas (1990: 7-9) argues persuasively that the ‘exactly n’ interpretation of
incorporated cardinals is to be linked to the collective or group readings which
themselves systematically exclude minimalist treatment. This extends to the

1z
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reading of Carston’s (19) above, as Atlas points out, citing the contrast between
that sentence and its distributive (and scalar-implicating) counterpart:

(23)a. If there are three books by Chomsky in the shop, I'll buy them all. [= (19)]
b. If there are three books by Chomsky in the shop, I'll buy each of them.

Koenig independently notes the ‘exactly n’ interpretation of sentences like Three
boys carried a sofa up the stairs (*in fact four) and comes to the same conclusion:
‘only distributed readings of count phrases give rise to scalar implicatures’
(Koenig 1991: 4).8

But once again this correlation, valid as is it for the cardinals, does not
readily generalize to the other scalars. Nor does the correlation of focus
intonation with non-monotone cardinal readings observed in work by Fretheim
(1991) and Rubinoff (1987). Fretheim notes that in response to A's query in (24),
the By response is compatible with an ‘at least’ reading, as the continuation
indicates, but the B2 response must be taken as SAYING, and not just
IMPLICATING, that B has exactly three children.

(24) A: How many children do you have?
B1: Ihave three children.  (...In fact I have four.)
B2: Three. . (...#In fact four.)

Along the same lines, Campbell (1981: 97-99) notes that the upper-
bounding implicatum derived in the context of (25) is CRYPTIC or automatic,
requiring ‘no real conscious effort” on A’s part (as to whether B meant ‘exactly
two’ or ‘at least two’), while the context in (25") suggests that the addressee
applies a PHENIC or conscious inferential mechanism to determine whether an
implicature is present.

(25)A: How many children do you have? (25’)A: Do you have two children?
B: Two. B;: No, I have three.
B;: Yes, in fact I have three.

While I have suggested (Horn 1989: 251-52) that Campbell’s cryptic/phenic
distinction might be subsumed within the descriptive scope of Morgan's notion of
SHORT-CIRCUITED CONVERSATIONAL IMPLICATURE (Morgan 1978), an alter-
native account would take B’s response in (i) to build upper-bounding into what is
said as pant of the EXplicarture.

Once again, however, the facts change when we shift to other scalars:

$The most detailed formal treatment of the enrichment of content by uniqueness is due to Kadmon
(1987, 1990), who provides an account of how upper-bounding can be sccommodated into the
discourse representation structure associated with a given utterance if the context~—and in
particular the presence of a definitc anaphoric pronoun—requires.
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(26)A: Do you have two children? (26")A: Are many of your friends linguists?
Bi: No, three. B;: "No, all of them.
By: ?Yes, (in fact) three. B;: Yes, (in fact) all of them.

Further, notice that a bare ‘No’ answer, sans rectification, is compatible with a
non-monotone (‘exactly n’) reading in (26) given an appropriate context, but
never in (26°), where an unadorned negative response can only be understood as
conveying ‘less than many’.

Similarly, if (1¢) were really propositionally ambiguous, there is no obvious
reason why a ‘No’ response to the question ‘Is it warm?’ should not be
interpretable as a denial of the enriched, two-sided content and thus as asserting
that it’s either chilly or hot, nor any non-ad hoc account of why we cannot (at
least as adults) use the comparative in ‘If’s getting warmer’ to denote ‘less hot’
instead of ‘less cold’. Such paradigms suggest that scalar (non-cardinal)
adjectives are indeed lower-bounded by \acir literal content and upper-bounded,
if at all, by implicature.

In sum, while we can accept Atlas’s argument (1950: 15) that ‘only in the
context of an NP does a numeral modifier have a meaning’, no analogous
conclusion follows for the full range of scalar values. The signs point to a mixed
theory in which sentences with cardinals may well submit naturally to a post-
Gricean pragmatic enrichment analysis of what is said, while other scalar
predications continue to submit happily to a neo-Gricean minimalist implicature-
based treatment.

The said and the meant

The distinction between the said and the meant, and thus between the said
and the implicated (the unsaid-but-meant), has a long and distinguished history,
one which dates back at least to the fourth century, when rhetoricians
characterized litotes, the figure of pragmatic understatement, as a figure in which
we say less but mean more (cf. Horn 1991 for discussion):

..figura est litotes, quae fit, quotiescumque minus dicimus et plus signifi-
camus, per contrarium intelligentes (Servius, cited in Hoffmann 1987: 29)
...minus...dicit quam significat (Donatus, cited in Hoffmann 1987: 28)

Somewhat more recently, as we have seen, the Londoners and their allies have
redrawn the map on which the territories of the said and the implicated are
plotted. The determination of what is said is now recognized as a far more
complex and crucially pragmatic matter than on the standard Gricean cartography.
In a recent paper, Récanati takes another look at scalar predication and sccks to
open a new front against the embattled traditionalists on behalf of the trans-
Channel consortium. I cite the relevant passage in full:
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Everybody would agree that the saying/implicating distinction is part of
the ordinary, everyday picture of linguistic communication. We
commonly talk of what is ‘said’ as opposed to what is ‘implicated’ by
means of a certain utterance, and it is that distinction which Grice
undertook to elaborate...[But] when the domain of Grice’s theory of
implicatures was extended far beyond our intuitive reach, this was
hardly noticed, let alone considered to raise a problem. Not many
people have observed that Grice’s theory departs from our intuitions
when it is applied to examples such as ‘John has three children’, which
Griceans take to express the proposivion that John has at least three
children and to implicate that he has no more than three children.
However, there is an important difference between this example and e.g.
‘I’ve had no breakfast today’, which implicates that the speaker is
hungry and wishes to be fed. In the latter example, the implicature is
intuitively felt to be external to what is said; it corresponds to something
that we would ordinarily take to be ‘implied’. In the former case, we are
not pre-theoretically able to distinguish between the alleged two
components of the meaning of the utterance—the proposition expressed
(that John has at least three children) and the implicature (that he has at
most three children). We are conscious only of their combination, i.e. of
the proposition that John has exactly three children. In this case..., the
theoretical distinction between the proposition expressed and the
implicature does not correspond to the intuitive distinction between
what is said and what is implied. (Récanati 1989: 326)

But just how compelling is this argument from intuition? As an avatar of
the anti-Grice, Récanati—like Kempson, Carston, Adas, and Koenig—judi-
ciously concentrates his fire on our weakest flank, the cardinals. An inspection of
the literature on the scalars, in particular the weak positive (upward monotone)
determiner some, indicates that Grice must be seen as a Paulie-come-lately to an
unusually well-established consensus. The distinction between wha an expres-
sion or its utterer SAYS and what an expression or its utterer MEANS is
standardly evoked by nineteenth-century philosophers secking to preserve the
classical analysis of some against the lexical-ambiguist line urged by Sir William
Hamilton of Edinburgh and his successors (cf. Horn 1990a). In these passages,
the emphasis is mine but the proto-Gricean terminology is in the original.

In common conversation the affirmation of a part is meant to IMPLY
the denial of the remainder. Thus, by ‘some of the apples are ripe’, it is
always [sic!j INTENDED TO SIGNIFY that some are not ripe.

(De Morgan 1847: 4)

Some, in logic, means one or more, it may be all. He who says that
some are, is not to held to mean the rest are not. ‘Some men
breathe’...would be held false in common language [which] usually
adopts the complex particular proposition and IMPLIES THAT SOME
ARE NOT IN SAYING THAT SOME ARE. (D¢ Morgan 1847: 56)
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No shadow of justification is shown...for adopting into logic a mere
sous-entendu of common conversation in its most unprecise form, If I
say to any one, ‘I saw some of your children today’, he might be justified
in inferring that I did not see them all, NOT BECAUSE THE WORDS
MEAN IT, but because, if I had seen them all, it is most likely that I
SHOULD HAVE SAID SO: even though this cannot be presumed unless
it is presupposed that I must have known whether the children I saw
were all or not. (Mill 1867: 501)

Whenever we think of the class as a whole, we should employ the term
All; and therefore when we employ the term Some, IT IS IMPLIED that
we are not thinking of the whole, but of a part as distinguished from the
whole—that is, of a part only. (Monck 1881: 156)

Sapir’s particular propositions are also unilateral in content, picking up a bilateral
force only as context permits:

‘Not everybody came’ DOES NOT MEAN ‘some came’, WHICH IS
IMPLIED, but ‘some did not come’. Logically, the negated totalizer
[not every] should include the totalized negative, i.c. opposite or con-
trary [none], as a possibility, but ORDINARILY this interpretation is
excluded. (Sapir 1930: 21)

A more detailed defense of this position is offered by an unfortunately obscure
philosopher writing in an equally obscure Jesuit journal:

WHAT CAN BE UNDERSTOOD WITHOUT BEING SAID is
usually, in the interest of economy, NOT SAID...A person making a
statement in the form, ‘Some § is P, generally WISHES TO SUGGEST
that some S also is not P. For, in the majority of cases, if he knew that all
S is P, he would say so...If a person says, ‘Some grocers are honest’, or
‘Some books are interesting’, meaning to suggest that some grocers are
not honest or that some textbooks are not interesting, he is really giving
voice to a conjunctive proposition in an clliptical way.

Though this is the usual manner of speech, there are circumstances,
nevertheless, in which the particular proposition should be understood to
mean just what it says and not something else over and above what it
says. One such circumstance is that in which the speaker does not know
whether the subcontrary proposition is also true; another is that in which
the truth of the subcontrary is not of any moment. (Doyle 1951: 382)

So, pace Récanati, the analysis of the prototypic weak scalars as asserting a
lower bound and suggesting or implying—i.c. implicating—an upper bound as a
contextually dependent aspect of meaning is among the more robust intuitions in
the literature. Of course, this does not vitiate the appeal of an explicature analysis
for a particular construction; we have nhserved that precisely such an approach
seems warranted for the cardinals. We turn now to only sentences, where I shall
argue that the adoption of an enrichment analysis allows us to arrive at a
semantically economical account of the linguistic contribution made by only.
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Only and {im/ex}plicature

Through the millenia there have been two primary approaches to the
sernantics of only. The primary treatment is contained in the thirteenth century
trzatise on exponibles by Peter of Spain, on which an ‘exclusive’ expression with
the syncategorematic term solus or tantum (‘alone’, ‘only’) is a conjunction that
can be expounded (unpacked) into ‘an affirmative copulative proposition whose
first part is that to which the exclusive sign was prefixed, and whose second part
is a negative proposition denying the predicate of all others apart from the subject’
(Mullally 1945: 106-7). Thus (272) entails the conjunction of (26b) and (26c¢).

(27)a. Only man is rational.
b. Man is rational.
¢. Nothing other than man is rational.

More recent advocates of a Petrine conjunction analysis for sentences with only or
an ‘exceptive’ like nothing but... include Kuroda (1966), Lakoff (1970), Taglicht
(1984), Keenan & Stavi (1986), Atlas (1991), von Fintel (to appear), Moser
(1992), Burton-Roberts (1992), and Krifka (1992). But does (27a) really SAY
(279) as well as (27¢)? And is it the only that says it? Here is Peter’s
contemporary, William of Sherwood:

It is asked why “alone’ [solus] is called an exclusive rather than an
inclusive; for when someone says ‘Socrates alone is running’, Socrates is
included under running but the others are excluded. It must be said that
it is because the inclusion occurs not as a result of the force of the word
but as a result of the statement as it is before the ‘alone’ is inserted into
it. The exclusion, cn the other hand,...does occur as a result of the force
of the word [‘alone’).

(Treatise on Syncategorematic Words XL.6, in Kretzmann 1968: 71-2)

This suggests an asymmetric approach on which the positive proposition,
¢.g. (27b), is not said, or at least not said directly.9 Along these lines, my own
somewhat dusty analysis can be demothballed to reveal a positive presupposition
and a negative assertion:

(28) Horn (1969): only (x=a, Fx)

Presupposes: Fa
Asserts: ~3y(y#a & Fy)

91 read Thomas Aquinas (Summa Theologica 1a, q. 31, arts. 3 and 4, in Pegis 1945: 311-14) as
endorsing a similarly asymmetric position on only, although it"s possible that with Peter of Spain,
who Ister became Pope John XXI, among the conjunctionalist hosts, I jusi want 1o recruit & saint 10
my side of the lodges for moral support.

152
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Thus Only Muriel voted for Hubert (and doesn’t that take us back?) presupposes
that she did and asserts (and entails) that nobody else did. Crucially, (29a) is
distinguished from the true conjunction (29b) which really does simply entail both
its positive/(29¢) and negative/(29d) components.

(29)a. Only Muriel voted for Hubert.
b. Muricl and only Muriel voted for Hubert.
¢. Muriel voted for Hubert.
d. Nobody distinct from Muriel voted for Hubert.

Indeed, one unresolved problem for any conjunctionalist account of only is how to
explain why (29b) is distinct from (29a) and not simply redundant.

My evidence for the essentially negative character of sentences like (29a)
was provided by the possible and impossible continuations in (30). (To the
original examples from Hom 1969, 1970 in (30a-¢), reproduced here for their
nostalgic value, I add the new ones in (f-h) with the expectation that the current
paper will seem equally dated in another 23 years.)

(30)a. —Did only Muriel vote for Hubert?
—No, {Lyndon did too/#she didn’t}.
b. —Only Muriel voted for Hubert.
—No, that’s not true:  {Lyndon did toof#she didn’t/#nobody did}.
. Only John smoked the pot, {{if even he did/and maybe even he didn’t.}
#if nobody else did.
#and/out maybe someone else did.
. Nobody but Nixon is worthy of contempt, and possibly even he isn’t.
. Everybody but Nixon is wortt-y of salvation, and possibly even he is too.
. Only Hillary would ever trust Bill.
. Only if he runs against Georj,e would I vote for Bill.
. 60% of the men {but/?and} only 40% of the women voted for George.

The argument here (Horn 1969: 105; cf. also Ducrot 1973 on the scale-reversing
properties of seulement) is that entailment (as reflected in constraints on
cancellation or suspension), polarity effects, and monotonicity diagnostics (cf.
Barwise & Cooper 1981) are determined by the assertion alone—what is said—
and not by what is presupposed or implicated.

A similar analysis is proposed in Hom 1979, except that the positive or
existential component (e.g. (29c¢)) is now taken to follow from the only sentence
by CONVENTIONAL IMPLICATURE 2 la Grice 1975 and Karttunen & Peters 1979,
rather than representing a truth-value-gap inducing logical presupposition. Rooth
(1985) adopts the same line, although he disregards the implicated component in
the implementation of his semantics. Data like those in (31), applying Karttunen-
Peters-type diagnostics to only sentences,
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(31)a. If only Hillary nasts Bill, all is well.
b. I just discovered that only Hillary trusts Bill.
c. It's too bad that only Hillary trusts Bill.
d. I¥now Hillary trusts Bill, but does ONLY Hillary trust Bill?
¢. #1 know nobody besides Hillary trusts Bill, but does only Hillary trust Bill?

suggest that Only Hillary trusts Bill does indeed (at most) conventionally
implicate, and not say, that Hillary trusts Bill. The fact that the positive
proposition falls outside the scope of the assertion in each case reinforces the view
that we are dealing with a non-truth-conditional aspect of conventional
meaning.10 But are we? Or is a more unconventional analysis called for?

A rigidly minimalist stance on only is advocated by Geach (1962: 187), for
whom there is NO relation between the only expression and its positive counter-
part. Thus ‘F (some &)’ is not deducible from F {only a)’ either as an entailment
or as a non-truth-conditional aspect of conventional force. Geach’s argument for
this analysis from logical convenience—‘It is formally much more convenient to
treat the exclusive proposition as having precisely the exclusive force of its
supposed second [negative] component’—appears to fly in the face of intuition,
entailing as it does that Only the President can rectify the Rodney King verdict is
true on the grounds that NOBODY can rectify the Rodney King verdict. But what
if we can derive the positive proposition as a CONVERSATIONAL implicature?

All things equal, we should prefer a Geach-type account. An appeal to
conventional implicature is an admission of analytic defeat, suggesting that the
lexical semantics could be otherwise: conventional implicata may be implicata,
but they are also conventional. In fact, though, we've seen that the positive
component of a sentence with an exclusive or exceptive can be cancelled in
context (recall (30c,d,e))1!, and as (32) shows, the implicature in question appears
to be non-detachable as well, two arguments for its non-conventional status.

(32) Only Democrats support Brown,
Nobody {but/except/other than} Democrats support Brown.

To make the case, however, we need a demonstration of calculability: how
can the positive component of only sentences be derived as a conversational
implicatum? Here we follow an argument of McCawley (1981: 226), as well as

105f the semantics of only if arc compositional, they reinforce the conclusion that the positive
proposition is not entailed, or p only if ¢ would be equivalent to p if and oaly if ¢, which it clearly
isnot: I'll go (Wif and) only if you do and maybe ot even then. But the distinction between only
if and if and only if is parallel 10 that between only linguists and linguists and only linguists.
110x the classic exceptive in (),

(i) All the world is quecr save me and thoe, and sometimes 1 think thee is a little queer.
attribused by Bartlett et al. 10 *an unidentified Quaker speaking 10 his wife’. As in the other
exampies of felicitous cancellation, the prescnce of an epistemic qualifier is essential.
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independent suggestions along the same lines by de Mey (1991) and Hoeksema
(1991): it is pointless to weaken a statement predicating something universally if
you know that the predication holds for the excepted elements as well. If you
know—or even strongly suspect—that NOBODY supports Brown, (32) is a pretty
silly way of conveying this. Note in addition that (32) does not implicate that
Democrats support Brown, but only that some do.

The key here lies in the converse relation between only and all, recognized
by the medievals (‘Tantum animal est homo ergo omnis homo est animal’:
Peter/Mullally 1945: 106-7) and more recently exploited by Lobner (1987) and de
Mey (1991). To say that only Democrats support Brown is to say that all Brown
supporters are Democrats. But, as has been recognized for a couple of millenia
(cf. Horn 1989: §1.1.3 for discussion), there is an existential inference, generally
assumed to hold non-logically, that is typically associated with universals. Thus
we can pragmatically infer that there are indeed Brown supporters; otherwise the
all-statement would be informationally vacuous and hence pointless to assert. But
now we obtain that conclusion that there are indeed Democrats who support
Brown, which is the strongest positive proposition licensed by (32). Another way
to put the same point is that it’s just as true, but just as uncooperative, to assert
(32) if you know that nobody supports Brown as it is to assert that all Jack’s
children are bald on the grounds that Jack is childless.

Thus I claim that whenever something is predicaied of an entire contrast set
with a specified excluded or excepted subset, the complementary property is
conversationally implicated to hold of the exception, modulo assumptions of
relevance and knowledge. This position is reminiscent (at least to me) of one
defended elsewhere (in Horn 1981) advocating that the cleft in (33a), while
conventionally implicating the backgrounded existential proposition in (33b),
does not conventionally implicate (33¢) or (33d), contra Halvorsen 1978, and does
not entail or assert (33¢c), contra Atlas & Levinson 1981 (and now Aissen 1992:
50-51).

(33)a. It was a pizza that Mary ate.
b. Mary ate something.
¢. Mary ate nothing (within the context set) other than a pizza.
d. Mary ate at most one thing (within the context set).

Rather, as the non-detachability paradigm in (34) indicates,

(34)a. What Mary ate was a pizza. [psuedo-cleft]
b. The thing that Mary ate was a pizza. [th-cleft]
¢. Mary ate aPIZZA. [focus intonation}
d. A PIZZA, Mary ate. [focus- or Y-moveraent]

the exhaustiveness premise associated with clefts and other focas constructions is
derivable as a generalized conversational implicature. That is,
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The utterance in context C of any sentence which entails Foo and
conventionally implicates 3x(Fx) will induce a generalized

conversational implicature to the effect that ~3x(x=a & Fx), where the
variable x ranges over entities determined by C. (Horn 1981: 134)

Without going through the details of that argument (cf. Vallduvf 1990 for a recent
concurring opinion), I shall merely note here that on the account proposed here,
(35b) does not follow from (35a) by virtue of semantics, just as (35d) does not
follow from (35¢c).

(35)a. 1love only you.
b. Ilove you.
c. Ilove YOU.
d. 1love nobody distinct from you.

That is, I love only you is not a declaration of love nor I love you a declaration of
fidelity, but the recipient in each case is pragmatically licensed to hope for the
best.

Unfortunately for the symmetry of this picture and for the simplicity of the
story proposed for only here, there are contexts in which an only sentence does
seem to entail both of its components, as on the Petrine conjunction analysis:

(36)a. Mary will be upset if only Bill makes it to her dinner party.
b. 1bet you $10 that only Kim passes the test.
c. Guess what: only Kim passed the test!

The contrast with the well-behaved implicata of even sentences is especially
striking; in the parallel examples of (37) the scalar and existential implicata
remain properly outside the scope of what is said.

(37)a. Mary will be upset if even Bill makes it to her dinner party.
b. 1bet you $10 that even Kim passes the test.
c. Guess what: even Kim passed the test!

Thus if Kim passes the test, the speaker of (37b) wins the bet, if not not,
regardless of whether others passed or whether Kim's success was particularly
surprising.12  What of (36b), though? If everyone flunked, no amicable

120a the standard Karttunen-Pelers type analysis of even  (Karttunen & Peters 1979: 23-33; cf.
also Fraser 1971, Hom 1971), (i) conventionally implicates both (ii) and (iii).
(i) Even Kim passed the test.
(i) ‘There wre other x under consideration besides Kim such that x passed the test.
(iii) For all x under consideration besides Kim, the likelihood that x passed the test is greater
than the likelihood that Kim passed the test.
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settlement of the wager is at hand. Similarly, in (36a), Mary may just be
apprehensive about an evening alone with Bill; if no one shows up at all she will
happily pop a meal in her microwave and a tape in her VCR.

The problem is that on the natural interpretation of the sentences of (36),
contrary to what we found earlier, only a... does indeed get interpreted as
SAYING & and only a...13 What we need here is precisely a Sperber-Wilson-
Kempson-Carston type analysis in which the positive component, while not
constituting part of the linguistic meaning contributed by only, DOES enter into
the determination of what is said, the enriched propositional content. I submit that
an asymmetric theory of the conventional meaning of only in the spirit of William
of Sherwood and of Geach, combined with a Gricean approach to the positive or
existential component and with a London-style account of the apparently
recalcitrant cases, provides the most natural and least stipulative treatment of the
full range of data.l4

I would maintain, however, that only the latter implicature need be stipulated as conventional.
First, the non-uniqueness inference in (ii) can be straightforwardly derived from the use of an
expression that induces the scalar implicature in (iii) while making no other contribution to the
content of the sentence in which it occurs. But in addition, Karttunen & Peters’s ‘existential
implicature’ can be cancelled in the appropriate context, such as the one observed by Bruce Fraser
(p.c., 1971):
(iv) Come on, Chris, cat up—even little Billy finished his cereal.
(iv) can be uttered by a parent to an older child without implicating that anyone other than littie
Billy has eaten his cereal, provided that Billy is the less likely of the sct of two to have done so. If
this reanalysis is tenable, one more putative conventional implicature bites the dust.
135ometimes this intended strengthening is not directly apparent to the beholder. Ihad to read a
recent headline ‘Lenin Belongs Only in a Museum—or Does He?* more than once to realize that
the question had 10 do with whether Lenin belongs EVEN in a muscum.
140ne crucial aspect of the context in determining the content of only expressions is the scmantic
type of the focus of only. De Mey (1991: 102-4) acknowledges that the pure conversational line
he wntatively endorses for the existential proposition is most convincing for CN subjects like (i),
less so0 for peoper names as in (i), and least of all for cardinal foci as in (ii); an epistemological
account of the difference soems plausible, but I cannot pursuc this here.
(i) Only students (if anybody at all) read books.
(ii) Only John (if anybody at all) slept.
(iii) “Inly three pilots (if anybody at all) slept.
For William of Sherwood, 00, the truth-conditions of an only sentence will depend on the context,
but he is particulsrly sensitive to the effect of distributive vs. group readings of only  subjects,
pointing out (Kretzmann 1968: 95) that while generally, ‘If one says “only three”, one cannot infer
“therefare not two”, but instead “therefore not four or five™, as in (iv),
(iv) Only three are running.
(v) Only three are hauling the boat.
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The Cloud of Unsaying

In the cases examined so far, what is said is contrasted with what is meant
without being said: some things must be said, some things are better left unsaid.
But there are also those things that a speaker must unsay. It is to this reversative
category of the unsaid that we now turn

We observed rather briefly above the double processing effect associated
with some examples of marked negation!3, an effect emerging even more clearly
in the opening paragraph of a late 1984 New York Times op-ed column by
television news commentator John Chancellor, in which what is said must first be
constructed and then, when the final sentence is reached, deconstructed:

When Ronald Reagan carried 49 states and won 525 ¢lectoral votes, it
was not an historic victory. Walter F. Mondale’s poor showing wasn’t
an historic defeat. Mr. Mondale’s choice of Geraldine A. Ferraro as his
running mate wasn’t an histciic decision, cither. None of these was an
historic zvent. Each was a historic event.

Only the rectification forces this reanalysis, in which what is said must
retroactively be unsaid. A parallel instance occurs in a passage from Othello
(IILiv) in which the words Bianca puts into Cassio’s mouth

both upper and lower bound are excluded in (v), which can only be read as saying that exactly
three are engaged in boat-hauling. The link between propositional enrichment and group readings
with only recalls the parallel vorrelation for basic cardinal predications observed earlier.
151 have argued clsewhere (Hom 1989: 484-90, Homn 1990: 496f£.) that the set of metalinguistic
negations inducing double processing is not truth-conditionally homogeneous, contra Burton-
Roberts 1990 (and vitiating the criticism in Wiche 1991). In just thosc instances in which the the
focus of negation involves 2 truth condition for the corresponding affirmative, including in
particular the primal datum,
() Theking of France is not bald. [as uttered post 1870]

the very act of issuing a METALINGUISTIC negation suffices (o render the senience truc as a
DESCRIPTIVE negation. Thus, even though such a denial is most naturally utiered as an echoic
objection to an earlier positive assestion, it differs from our earlier examples in that no truth-
conditional contradiction arises in the processing of the negative utterance. When the objection
focuses on a conventional implicatum that is NOT a truth condition of the affirmative, as in the
examples in Note 2 above, on the other hand, the use of metalinguistic negation fails (o guarantce
the truth of the commesponding descriptive negation. The disunity of the class of metalinguistic
negations is demonstrated by the distribation of because clauses, where infelicity results only
when sn utierance is objected 1o on purely non-truth-conditional grounds:

(ii) The king of France isn’t bald, (because) there is no king of France.

(iii} 1'm not his brother, (#because) he’s my brcther!

@iv) 1didn"t trap two monGEESE, (#because) I trapped two monGOOSes.

(v) Grandps isn't feeling lousy, Johnny, (¥bocause) he’s just indisposed.
CI. Burton-Roberts 1989: 237 and Hom 1990b: 499-500 for two sides to this swory.
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Cassio: Leave me for this time.
Bianca: Leave you? Wherefore?
Cassio: I do attend here on the general
And think it no addition, nor my wish
To have him see me womaned.
Bianca: Why, I pray you?
Cassio: Not that I love you not.
Bianca: But that you do not love me!

serve to convert the descriptive negation of his protest intc a quibble over do-
support: it’s not that I love you not, it’s that I don’t love you. And when Joan
Rivers, in an April 22, 1992 address to Yale undergraduates on ‘Life in the Real
World’, reminds Yale students,

Remember, kids. 1t’s not who you know, it’s WHOM you know.

double processing strikes again.

Parallel to the Chancellor, Shakespeare, and Rivers citations is the scalar
irnplicature-cancelling negation in Hungarian, where Varga (1980: 90) observes
that contrarily to the ordinary lower-bound-denying negation of (38a),

(38)a. “Nem “olyan gyorsan gépel mint te. ‘He doesn’t type as fast as you’

not as fast types as you =he types more slowly)
b. “Nem Yolyan gyorsan gépel mint te, ‘He doesn’t type as fast as you,
hanem “gyorsabban. but faster’

the marked negative utterance in (38b)

may have a surprising or humorous effect (because it contradicts our
pragmatic expectations mobilized by the first part of the sentence), but is
perfectly acceptable... The lower-value [‘less than’] interpretation
prevails unless the higher-value interpretation is explicitly stated.

Similarly, (39) is processed as ‘a pragmatic contradiction...exploited to create a
surprising and/or humorous effect’.

(39) *Nem Volyan magas @, mint t¢, hanem “sokkal *magasabb @.
not as tall is as you bur much taller is
‘He isn’t as tall as you, he’s much tailer’

This sense of irony, surprise, or humorous affect accompanying the double
processing induced here is worth stressing. Earlier accounts of metalinguistic or
marked negation, like Jespersen’s (cited above) or mine, as when I comment that
‘There is a procedural sense in which the descriptive use is primary:
the...metalinguistic understanding is typically only available on a “second pass”,
when the descriptive reading self-destructs’ (Hom 1989: 444), fail to deal
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adequately with this affect and hence to assimilate the marked negations of these
cases to other modes of ironic unsaying. Yet the effect is not surprising,
especially in the light of the echoic theory of irony (Sperber & Wilson 1986).

To illustrate, I'll consider three distinct devices for triggering ironic
reprocessing. First, as we see in (40), the formula ‘No X, no Y’ may be filled
in—depending on context and contour—cither conjunctively or conditionally:

(40) a. No retreat, no surrender. No smoking, No drinking. (¢ & )
b. No pain, no gain. No tickee, no washee. @-vy)

Even here, the context is paramount in determining context: ‘No vegetables, no
dessert’ will be taken as a condirional or a conjunction depending on whether it’s
uttered as a parent’s waming or a maitre d’s apology. But the sign posted on the
Yale Commons cafeteria door reproduced in (41) must first be assigned

conditional content; only at the bottom does this content get erased and replaced
by that of a Joony conjunction.

(41)  NO SHIRT, NO SHOES
NO SERVICE

ALSO—NO SKATES

But my retroactive negation of choice is the
ubiquitous if notorious ...NOT of Wayne’s World
fame, as is now appearing on a T-shirt near you,
10 honor the local namesake on his quincentenary:

What -:specially drew my attention to retro-NOT is its apparent conflict with
the well-es:ablished functional tendency for natural language negation (o precede
its focus, even wiien typological syntactic considerations militate against it. This
NEG-FIRST principle, stressed by Jespersen and exemplified in Hom 1989, is
motivated by the tendency to signal negation as early as possible, even at the cost
of introducing ambiguity, to forestall potentially significant ruisinterpretations,
especially in directive speech acts: ‘Kill him—oops—not!’ But it is precisely
this cooperation-based motivation for EARLY negation that is exploited by the
use of TOO-LATE negation of the garden-pathing, sarcastic genus. Thus the
effect is quite parallel to that of the garden-varicty garden-path echoic negations
we have discussed, a paraliel that especially struck me when my young son came
out with the sequence in (42) a few months after his younger sister had hit me
with the functionally paraliel metalinguistic negation in (43):

(42) You’re my favorite person. (pause)  (43) Idon't like you, Daddy.
NOT! (shovser pause)Just kKidding! (pause} 1 love you.
(David H., 9:6) (Meryl H,, 6:6)
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The history of retro-NOT, incidentally, is a bit longer than Wayne and Garth
might suggest. In (44) we have a cintion from Archie Goodwin in a mid-1950’s
Nero Wolfe mystery, and in (45) and (46) instances from a pre-war juvenile
Western novell6—pre-World War I, that is—by the renowned author of Tom the
Telephone Boy, Two Boy Gold Miners, and The Boy Pilot of the Lakes:

(44) 1stood with my arms folded, glaring down at Nero Wolfe, who had his
278 poinds planted in a massive armchair...'A FINE WAY TO
SERVE YOUR COUNTRY?”, I told him. ‘NOT. In spite of a late start
I get you here in time to be shown to your room and vnpack and wash
up for dinner, and now you tell me to go tell your host you want dinner
in your room. Nothing doing. Idecline.’ (Stout 1955: 54)

‘Larry, you and Bill build the firc and get supper ready. Horace, I'll
put you in charge and you must arrange the place for us to sleep. Ican
see some pine trees yonder. Break off some limbs and sprewd them on
the ground. Then put the blankets over them.’

‘YOU’RE A FINE COMMANDER TO BE LIEUTENANT FOR—
NOT”, declared Horace. ‘Gave me the meanest job of all.” Yet he lost
no time in obeying. (Webster 1910: 68)

(46) °HE’S A FINE NEIGHBOR—NOT’, declared Larry. ‘I should have
thought he would be only too glad to help your father and Mr. Snider
get back their cattle.’ (Webster 1910: 145)

Notice that in each case the retroactive unsaying follows a previous affirmation
involving the predicate fine, which may tip the reader off to the sarcastic intent in
the same manner that the fall-rise contour does with metalinguistic negation. The
recipient is warned to tread lightly on that garden path.}7

One last example: while negative parentheticals normally follow a main
clause negation and contribute a functionally pleonastic negative—He isn't, |
(don't) think, going to be able to make it today—the negative parentheticals in
(47) are very much NON-pleonastic, serving (like their retro-NOT cousins) to
unsay what was said and install its contradictory.

16Retro-NOT seems (0 have a particular appeal (o children and adolescents alike. Jack Hocksema
informs me that in Dutch, where ordinary aier occurs in pre-verbal position in canonical SOV
clauses, retroactive nief has been innovated, cither spontancously by his 3-year-old daughter or via
the pre-school grapevine. His daughter contributed the data in (i) and (ii), where the explosive
negative is preceded by a telltale pause, the classic invitation to stroll down that garden path:

(i) Papaislief—NIET! (standard Duich: Papa is niet lief.) ‘Daddy is sweet. NOT!'

(i) Netic moet plassen—NIET! (vs. Nette moe! niet plassen) ‘Annetie must pee. NOTV
17When the original content is itself negative, the retroactive negator cannot be NOT, but othier
altematives are available:

(i) You don't please me when you squeeze me.
No, not much.




188

@7 ‘Look here, kid’, said R.C. [Grey’s brother], ‘save something for
tomorrow.’
In disgust Romer [Grey’s son] replied, ‘Well, I suppose if a flock of
antelope came along here you wouldn’t move...YOU AN’ DAD ARE
GREAT HUNTERS, I DON'T THINKY’
(1918 Zane Grey memoir, Tonto Basin)

HARRY’S A REAL GENIUS, I DON'T THINK. (Cutler 1974: 117)

Once again, the patently insincere superiatives signat the undoing to come.
A final note on the fine art of unsaying. This device has a rich history in
rhetoric. We find it mentioned by Steele in the Tatler:

My Contemporaries the Novelists [i.c., journalists] have, for the better
spinning out Paragraphs, and working down to the End of their Columns,
A MOST HAPPY ART IN SAYING AND UNSAYING, giving Hints of
Intelligence, and Interpretations of indifferent Actions, to the great
Disturbance of the Brains of ordinary Readers. (Steele 1710: 469)

Even more striking is Vaughn’s unmasking of this black art in his mocking
vilification of the morally corrupt Romantics and their ‘doctrine of Irony’:

After advancing a paradox, or pushing a fancy to the edge of absurdity,
let the author turn round, and abandon his own creation...Thus, if any
dullard begins gravely to criticise, he shall have only laughter for his
pains, as one 100 gross for the perception of humour...According to the
Ironic theory, such SAYING AND UNSAYING IS NOT
CONVENIENT MERELY (as a secret door of escape behind the
tapestry), BUT IN THE HIGHEST DEGREE ARTISTIC. For what is
Art, but a sublime play? (Vaughan 1856: 346-47)

Of course, as Spurgeon (1882: 284) reminds us, we must be on our guard,

for IT IS SO MUCH EASIER TO SAY THAN TO UNSAY.
Norr
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Antecedent Contained Deletion in a Variable-Free Semantics’

Pauline Jacobson
Brown University

1. Background

The point of departure for this paper is the hypothesis that surface structures
directly receive a model-theoretic interpretation rather than being mapped into some
other level of representation like LF. In particular, this paper will focus on the
phenomenon of Antecedent Contained Deletion (hereafter, ACD), because this
phenomenon has often been taken to necessitate a level of LF (see e.g., Sag, 1976;
Williams, 1977; Larson and May, 1990). After first reviewing the apparent
problem which ACD poses for direct surface interpretation, I turn in Sec. 2 to a
semantics which makes no essential use of variables. The basic idea of a variable-
free semantics was proposed originally in Quine (1966), and its linguistic
applications have been explored recently by, among others, Szabolcsi (1987, to
appear), Hepple (1990), and Jacobson (1991b, 1992b). In Sec. 3 I argue that such
an approach has considerable independent motivation - quite apart from the problem
of ACD. In Sec. 4 I then return to ACD, to show that with a variable-free
semantics it is trivial to account for this phenomenon under direct surface
interpretation.

Within the literature on VP Deletion, we can distinguish two main
approaches. The first - which we will refer to as the LF approach - claims that in an
ordinary VP Deletion case like (1) the antecedent VP is first translated into some
kind of LF (such as that shown in (2)) and this is then copied into the position of
the "missing" VP following will:

(1) John will run, and Bill will too.
2) John will [yp Ax[run'(x)]] and Bill will {vp €] too.

This general approach is proposed in Sag (1976) (although Sag phrased this in
terms of deletion instead of copying), Williams (1977). Larson and May (1990),
and others. The second proposal - call it the direct interpretation approach - claims
that the meaning of the antecedent VP is directly supplied as the argument of the
meaning of the auxiliary; this is proposed in, among others, Keenan (1971),
Ladusaw (1979), Partee and Bach (1981), and Fodor and Sag (1982). Thus in (1)
the property of running is salient in the discourse context, and so is picked up as the
missing argument of the meaning of the auxiliary.

* I would like to thank Mary Dalrymple. David Dowty. Mark Hepple. Robert May. Barbara
Partee. and Matthew Stone for helpful comments and discussion. This rescarch was supported by
NSF grant BNS-9014676.
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Notice that under the direct interpretation approach, there is no particular
reason why the missing property should have to be the meaning of some overt VP
as opposed to any contextually salient property. In other words, it does not follow
immediately from this approach that this should be a case of what Hankamer and
Sag (1976) csiled surface anaphora. Space precludes a detailed discussion of this
issue here; suffice it to note that a good deal of literature has indeed challenged the
claim that this is truly surface anaphora. For a recent discussion of relevance, see
Dalrymple, Shieber, and Pereira (1991).

But one of the biggest challenges to direct interpretation comes from ACD, as
in (3):

3 John will read every book which Bill (also) will.

According to traditional wisdom, the problem is roughly as follows. We need to
find some salient property to be picked up by the meaning of wi/l. Butin (3) there
is no way to find the relevant property. If we try to pick up the meaning of the
matrix VP the result is an infinite regress, since no meaning is assigned to this VP
until will finds its complement. The LF view, on the other hand, has no problem.
Under this view the object NP is raised at LF, leaving a variable in the position
following read. The LF for the matrix VP can then be copied into the position of
the empty VP following wi’

Nonetheless, Cormack (1985}, Evans (1988), and Jacobson (1991a, 1992a)
have all pointed out that given the general treatment of extraction in Categorial
Grammar, this case of ACD is actually straightforward under direct interpretation.
The fallacy in the line of reasoning above is that will’ need not in fact find a VP-
type meaning (i.e., a property) as its complement. Rather, it can function compose
with some salient 2-place relation. In fact, this is exactly the type of meaning
needed here, since will is within a relative clause. Put differently, the claim is that
the meaning of (3) is put together in essentially the same way as is the meaning of a
non-elliptical case like (4):

{4) John will read every book which Bill will (also) read.

In a Categorial account of extraction such as Steedman (1987) the meaning of read
in (4) function composes with the meaning of wiz/, and the meaning of will-read
function composes with the type-lifted meaning of Bill. The result is that the
expression Bill will read denotes a property, and is thus of the right type to serve as
argument of the relative pronoun. But notice that the meaning of (3) can therefore
be put together in essentially the same way. Here will’ picks up some salient two-
place relation - in this case read’- and it function coniposes with this; the rest of the
composition works exactly as in the case of (4). The key here is that there is no
need for an LF VP with a variable in object position precisely because this acceunt
of the semantics of relative clauses makes no use of a variable or a trace :n object
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position in general. What this paper will show is that in a variable-free semantics,
this basic idea can be extended to other cases. Moreover, Sag (1976) discussed
some interesting interactions of scope and ACD. Space precludes a discussion of
this here, but Cormack (1985) and Jacobson (1991a, 1992a) show that these
interactions also foliow equally well under the TVP ellipsis approach.

Note, then, that the claim here is that Antecedent Contained Deletion is
somewhat of a misnomer - (3) is just a special case of the more general
phenomenon of TVP ellipsis. In an antecedent containment case like (3) the
"missing” TVP just happens to be within an NP which is the object of the
antecedent TVP. But if this general kind of analysis is right, then this shouldn't be
necessary - we should find other cases of TVP ellipsis, including those where the
missing 2-place relation is picked up from a TVP in another sentence. And indeed,
Evans (1988) noted that this expectation is borne out; TVP is possible in cases like
(5)-(7) (where (5) and (6) are from Evans, 1988):

) I know which student Al likes, and I know which student Mary doesn't.

©6) Bagels, I like. Donuts, [ don't.

(7)  John was supposed to read several books this semester. But the only one
that he actually did was The Brothers Karamazov.

Such sentences are especially interesting in that they challenge another
argument for the LF view put forth in Sag (1976). Thus Sag further motivated the
LF theory by claiming that there is a constraint to the effect that the variable in the
"copied" VP must be bound by the same material as binds the variable in the
antecedent VP. This constraint is designed to account for the ungrammaticality of
cases like (8):

8) *Which book will John read? Idon't know - which book will Bill?

In (8), the LF for the first VP will be read’(x) (or, Ay[read'(x}(y)] ). If this is
copied in to the empty position following Bill in the second sentence, then x in the
second sentence will be bound by a different occurrence of which book as binds
this in the antecedent VP; Sag's constraint thus rules this out. As discussed in
detail in Partee and Bach (1981), such a constraint would be difficult to account for
under a purely semantic approach since it relies on formal properties of LF; the
reader is referred to their paper for a detailed exposition of the problem. Notice,
though, that Sag's constraint will also incorrectly rule out all of the cases in (5)-(7)
and thus the explanation for the impossibility of (8) must lie elsewhere. I have no
account of this; Evans (1988) speculates that its ungrammaticality has to dc with the
presence of subject-aux inversion (thus contrast (8) with the grammatical (5)). To
be sure, there are other cases in which TVP ellipsis is impossible which remain
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unexplained here; without additional context (9), for example., cannot have the
meaning in (10):1

(9)  Every man that Sue did kissed Mary.
(10)  Every man that Sue kissed kissed Mary.

Thus while TVP ellipsis is certainly "fussier” than ordinary VP ellipsis, Sag's
generalization appears to be incorrect. As we would expect under the analysis here,
the "missing” 2-place relation can be supplied by the meaning of a TVP even in
another sentence as in (6) and (7), and so the direct interpretation theory is quite
viable.

Yet despite the fact that cases like (3) and (5)-(7) are quite naturally accounted
for by the TVP ellipsis analysis, there remains one apparent problem for this
account. As Cormack (1985) points out, it would appear that such an account will
not extend to cases like (11) (discussed originally in Bouton, 1570):

(11)  a. John kissed every woman who wanted him to.
b. John kissed every woman who thought he would.

The problem here is that there is no grammatical paraphrase in which we substitute
in an overt transitive verb. If, for example, (11b ) involves TVP ellipsis, then we
would expect to be able to substitute in the ordinary transitive verb kiss. But doing
this yields the completely ungrammatical sentence in (12); to get the grammatical
paraphrase we need to substitute in a full VP, as in (13):

(12)  *John kissed every woman who thought he would kiss.
(13)  John kissed every woman who thought he would kiss her.

At first blush, then, it would appear that (11) cannot be an instance of TVP ellipsis.
but is instead fu'l VP ellipsis. But if this is the case, then we are back to the

1 Robert May has pointed out to me that another potential problem with the TVP cllipsis analysis

is that it provides no explanation for the strangeness of (i). since did’ should be able to pick up the
meaning said".

(i) 7*John said that Bill did that Sam left.

While I do not know why (i) is somewhat bad. two commenls are in order. First. it is not clear to
me that this is truly ungrammatical. Sccond. it is not clear how any tkoery would account for the
strangeness of (i). since in any case it should be possible as an instance of pseudo-gapping (Levin.
1979) as in (ii):

(ii) John said that Mary left, and Bill did that Sam left,

(I thank David Dowty for this point.) In fact, pscudo-gapping itself might also be subsumed under
TVP cllipsis.

2L,
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original problem. If the missing complement of would in (11b), for example, must
be a property, then that property has to be made salient somehow. But it can't be
derived from the meaning of the matrix VP, since this leads to an infinite regress.
In other words, while the simple case of ACD in (3) is easily handled under direct
interpretation, (11} appears not to be.

The remainder of this paper is devoted to showing that the problem of (1) is
only apparent - under 2 completely variable-free semantics the analysis of (11) falls
right out, and it too is an instance of TVP ellipsis. First, however, I will develop
one implementation of a variable-free approach, and will then show that this has
considerable independent motivation, quite apart from the problem of ACD; we
return to (11) in Sec. 4.

2. A Variable-Free Semantics

Consider the three sentences in (14):

(14) a. Every man told every woman that [s> Tom thinks {s, Jo likes Sue]]
b. Every man; told every woman that {s; Tom thinks [s3 he;j likes Sue]]
c. Every man; told every womanj that {s2 Tom thinks [s3 he; likes herjl]

The standard approach to variables does have a certain appeal. First, under this
approach the most deeply embedded S in all three of these cases has the same kind
of meaning: each of these denotes a function from assignment functions to
propositions. This would appear to be a happy result, since constituents containing
pronouns and corresponding constituents without pronouns have essentially the
same syntactic distribution - we return to this point in Sec. 5. In a related vein, the
standard approach allows for uniform combinatorics here - in all three cases in (14)
the meaning of S3 combines with the meaning of thinks in the same way.

But despite these advantages, there are also certain problems with the standard
approach. The first concerns the status of variables as model-theoretic objects. If
the meaning of, say, a sentence is a function from assignment functions to
propositions then the assignment functions must themselves be model-theoretic
objects, and this in turn means that the variables also are. While it is difficult to
demonstrate that such a result is incorrect, it is surely not a particularly pleasant
one. Moreover, under most theories making use of variables, each English
pronoun must "come" with an index, which means that there are an infinite number
of lexical items (he;, he2. etc.). This in itself may not be problematic, but whatis
suspicious is that each such lexical item makes exactly the same contribution to the
meaning of a sentence. Both of these points are discussed in some detail in
Landman and Moerdijk (1983).

Thus an alternative is a variable-free semantics of the sort first proposed in
Quine (1966) and explored within the linguistic literature more recently in Szabolcsi
(1987, to appear), Hepple (1990), Jacobson (1991b, 1992b), and others. (See also

.
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Dowty (1992) for a comparison of approaches with and without variables, and for
discussion of various variable-free approaches.) The idea here is that while S3 in
(14a) denotes a proposition, S3 in (14b) denotes a function from individuals to
propositions (i.e., a property). In (14c) S3 denotes a 2-place relation.

There are a variety of ways that this basic program can be implemented; I will
discuss just one here which is the one developed in Jacobson (1991b, 1992b).
First, I will assume that there is a single pronoun he in English, and that its
meaning denotes the identity function on individuals. (A similar account of the
meaning of reflexives is developed in Pollard and Sag, 1982; since Pollard and Sag
deal only with reflexives and I will deal here only with ordinary pronouns I will not
attempt a detailed comparison of the two approaches.) Strictly speaking, the
meaning of he is presumably the identity function on male individuals, and so such
a pronour. does in fact make some contribution to the meaning of the larger
constituent in which it occurs, but I will systematically ignore gender here.
Second, we will allow for additional combinatorics besides just functional
application. Take, for example, a case like (15):

(15)  Every man,; believes Mary likes him;.

The meaning of him is the identity function, and so this will function compose with
the meaning of /ike such that the VP likes him means simply /ike’. Further, I will
assume that the meaning of this VP function composes with the type-lifted meaning
of Mary, and so the meaning of the embedded S is the property: Ax[like'(x}m)}]. In
cases involving two or more pronouns additional combinatorics will be needed, but
I will not deal with these here (for a brief discussion of some such cases, see
Jacaobson, 1992b).

Before turning to the question of hew it is that the pronoun is ultimately
"bound”, it should be noted that I will be assuming that free pronouns are just like
bound ones. In other words, take a sentence with a free pronoun such as (16):

(16) Mary likes him.

We can assume that the meaning of this is composed in exactly the way discussed
above; the consequence of this is that (16) denotes not a proposition but rather a
property. Of course in order to extract information from such a sentence a listener
needs to construct a proposition; it is reasonable to assume that this is generally
done simply by applying this property to some contextually salient individual.

We can now turn to the question of just how the pronoun Aim in (15) is
ultimately bound by every man. While there are again a variety of ways to effect
binding, I will assume that the binding of this pronouns it he result of a type-shift

operation on the verb believes. [ will call this operation z; this operation is as
follows:
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Let f be a function of type <X,<e,Y>>. Then z(f) is a function of type
<<e,X>,<e, Y>>, where z(f) = Ag[Ax{f(g(x))(x)]] (for g a variable of type
<e,X>).

Let a1 be an expression of syntactic category A with a meaning of type
<X,<e,Y>>. Then there is a homophonous expression o2 which is also of
syntactic category A, where o' = z(a1").

{(17) needs to be generalized for the case of 3-place verbs; see Jacobson (1992b).)

Consider, then, an ordinary transitive verb like love, which denotes the 2-
place relation (between individuals) love’. This can shift by into a homophonous
expression of the same syntactic category which denotes the relation z(love’),
where z(love’) is a relation between individuals and functions from individuals to
individuals, such that x stands in the z(love’) relation to a function f (of type <e,e>)
just in case x stands in the love' relation to f(x). Similarly, z(believe’) is a relation
between individuals and properties such that x stands in the z(believe’) relation to P
just in case x stands in the believe’ relation to P(x).

The variable-binding in (15) is now straightforward; believe here shifts by
(17), and so its meaning is z(believe’). Recall that the embedded S in (15) denotes
the property Ax{likes'(x)(m}]. This can thus occur as argument of z(believe'), and
so the VP believe Mary likes him  will denote the property
Ay[believe'(like'(y)(m))(y)]; this is sketched in (18):

(13) believe-Mary-likes-him' = z{believe)(Ax{likes'(x)(m)]) =
Af[Ay[believe'(f(y))(y)11(Ax[likes'(x)(m)]) = Ay[believe'(likes'(y)(m))(y)]

This property will then occur as argument of the subject NP.
3. Independent Motivation

3.1. Functional Questions

Before returning to ACD, we will briefly consider some independent
motivation both for a variable-free semantics in general and for this particular
implementation; Jacobson (1992b) provides additional motivation centering on
paycheck pronouns, Bach-Peters sentences, and their interaction with weak
crossover. The first piece of independent motivation to be considered here centers

on functional questions such as (19) and (20) under the reading where his mother
is an appropriate answer:

(19)  Who does every Englishman love? His mother.
(20)  Which of his relatives does every Englishman admire most? His mothcr.
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Groenendijk and Stokhof (1983) and Engdahl (1986) analyze these in such a way
that the gap has a complex meaning. Thus, they assume a semantics with variables,
and translate the gap not as a simple variable over individuals but rather as a
variable over functions of type <e,e> applied to a variable over individuals. The
meaning of (19), then, can be represented roughly as in (21):

(21)  what s the function f: every-Englishman'(Af[love'(f(x))(x)])
(for f a function of variable over functions of type <e,e>)

Note that this is rather informal; a more complete account of (19) depends on one's
analysis of the semantics of questions in general which i: orthogonal to the points
here. For our purposes, it is sufficient 10 note that the G&S/Engdahl analysis
assigns the meaning in (22) to the constituent every Englishman love; this meaning
then presumably occurs as argument of the meaning of the question pronoun who:

(22)  every-Englishman-love' = every-Englishman'(Af[love'(f(x))(x)])

I assume that the basic idea behind the G&S/Engdahl analysis is correct.
Notice, however, that this particular implementation is incompatible with Categorial
accounts of extraction which assume that a gap is simply a missing argument rather
than corresponding to a trace or some other syntactic element which can be assigned
ameaning. In other words, if a gap is nothing more than a missing argument, then
it could not have the kind of complex meaning needed under this implementation.
In view of this, I proposed in Jacobson (1991b, 1992c) that in (19) love type-
shifts by the z operation. The meaning of (19) is thus put together in the way
illustrated informally in (23); note that (23) is equivalent to (21):

(23)  what is the function f: every-Englishman'(z(love')(f))

The semantic composition of the constituent every Englishman love is shown in
more detail in (24); love shifts by z and then occurs as argument of the subject:

(24)  every-Englishman' o z(love') = Af{every-Englishman'(z(love')())] =
Affevery-Englishman'(Ax{love'(f(x))(x)])]

As in the G&S/Engdahl analysis, this then occurs as argument of the meaning of
who.

The interesting thing about this approach to binding is that this allows us to
treat the gap in a functional question just like any other gap. Here too it is simply a
"missing” argument and - just like in an ordinary question - the meaning of the verb
composes with the meaning of the subject. But once we have this type shift rule to
account for functional questions, we have exactly the mechanism we need to do
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binding in general in a variable-free semantics. Incidentally, the existence of
functional questions is one of the reasons why I do not adopt the approach to
binding in Szabolcsi (1o appear). In her implementation, the binding effect in a case
like (15) is built into the meaning of the pronoun; the pronoun is, in essence, an
argument reducer which is waiting to be bound. However, by building the binding
effect into the meaning of the pronoun there is nc obvious way to generalize this to
functional questions.?

3.2. Answers to Functional Questions

A second argument for a variable-free semantics in general concerns the fact
that his mother is a perfectly appropriate answer to a functional question like (19).
Under the standard account of variables this is somewhat surprising. After ail,
under such an account his mather denotes - relative to some way to assign values to
variables - simply an individual, and so it is hard to see why it should serve as the
answer to a question which asks for the identity of a function from individuals to
individuals. Note, though, that under the variable-free approach it follows
immediately that this is an appropriate answer ‘o this question. Since hisis a
pronoun it denotes only the identity function, and so its meaning function-
composes with mother’; this means that his mother simply denotes the mother-
function.3 Tt thus follows that it is an appropriate answer to a functional question.
(For related discussion, see Ginzburg, 1992.) Notice, incidentally, that this point
goes through even if the particular mechanism for binding proposed here tumns out
to be wrong. Presumably his mother will denote the mother-function under almost
any implementation of a variable-free semantics.

2 Matthew Stone (personal communication) has pointed out to me that another way to effect
binding in general is to build the binding into the meaning of the binder. Thus rather than having
the operation z, one could have an operation mapping the ordinary gencralized quantificr meaning
of the NP every man inlto a second meaning: AR[Vx(man'(x) --> R(x)(x))] (for R a variablc of
type <c.<e,t>>). Under this approach, the VP in (15) would denote a two-place relation which
would occur as argument of the subject. Of course this, like the approach here, will need to be
generalized to account for binders which are in object position, ctc. I have not explored this
approach in detail, but it would appear that it too would allow for an account of functional
gueslions without having to assign a complex meaning to the gap.

I am glossing over one complication which ariscs here due to the fact that 4is is a genitive. For
simplicity, I am assuming that the lexical meaning of a relational noun like xother’ is a function
of type <e.<c,t>>. If it takes a PP object (as in morher of Bill) it then is an ordinary common
noun of type <e.t>. Presumably. however. it can also type-shift into an expression wanting a
genitive NP to give an NP; call this mother. 1assume further that the meaning of morher; is
Axfry[mother-of' (x)(y)]] - this is thus the function mapping each individual into her/his unique
mother (or what I have called above the mother-function). Thus in the case at hand 4is function-
composes with the meaning of morherz; since his' is only the identity function the result is again
the function mapping cach (male) individual into his unique mother.

205,




Q

ERIC

PAFullToxt Provided by ERIC

202

3.3. Unexpected Binding in Copular Sentences

A similar point can be made on the basis of unexpected binding in copular
sentences. By way of background, let us take the semantics proposed in Williams
(1983) and Partee (1985) for an ordinary specificational copular sentence such as
(25):

(25) The woman who John loves the most is Mary.

Under the Williams/Partee approach, the specificational reading for (25) is one in
which the first NP is predicational and the second is referential. To formalize this
notion, Partee suggests that an ordinary individual-denoting NP (such as the
woman who John loves the most) can type-shift to denote the singleton set
containing this individual. Thus on its predicational reading, the meaning of the
first NP in (25) is: Ax[x = wyfwoman'(y) & love-the-most'(y)(j)]]. Moreover, be
takes two arguments: one of type <X,t> and one of type X. In a predicational
copular sentence, the argument of type <X,t> is in second position; in a
specificational copular sentence (such as (25) under the reading of concern here) the
argument of type <X,t> is in first position. The meaning of be is such that (25)

simply applies the function denoted by the first NP to the individual Mary"; this is
shown in (26):

(26) (25" = Ax[x =1y[woman'(y) & love-the-most'(y)(j)]}|{m) =
m = ty[woman'(y) & love-the-riost'(y)(i)]

Now consider (27), discussed originally in Geach (1962) and more recently
in Hornstein (1984) (a related case is also discussed in Groenendijk and Stokhof,
1983):

(27) The woman who every Englishman; loves the most is his; mother.

Under the Williams/Partee semantics combined with the approach to binding
suggested here, (27) is straightforward provided we make one additional
assumption. This is that ordinary NPs can, in certain cases, have functicnal
readings. In particular, assume that an ordinary NP like the woman who every
Englishman loves can denote the (unique) function f (of type <e.e>) whose range
is women and which is such that every Englishman z(loves) f. More precisely, we
will assume that functions of type <e,e> have "individual correlates" (in the sense
of Chierchia, 1984) such that we can speak of the unique individual which is a
function of this type. Thus in its functional reading, the meaning of an NP like the
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woman who every Englishman loves can be represented very roughly as (28)
where ? is Chierchia’s nominalization operator):4

28) 1*flevery-Englishman'G: “ove)(f)]

Given this, (28) can type-shift 1.0 a predicative expression iust as any other NP
can under Partee's analysis, and so it will denote the function characterizing the
singleton st containing this nominalized function. Since his mother denotes only
the mother-function, the meaning for (27) is as represented in (29):

(29) Aglg = "flevery-Englishman'(zQove’)(f)1I("mother) (for g a variable over
nominalized functions from individuals to individuals

(Informally, then, (27) simply says that the mother-function is the unique function f
such that every Englishman z(loves) f.) Notice that this type of analysis eliminates
the need for any kind of "reconstruction” (as proposed in Hornstein, 1984)
whereby the post-copular constituent is put into the position of the gap in order for
every Englishman to bind the pronoun.

3.4. Unexpected Inferences

The final argument that we consider here for a variable-free approach and for
this implementation centers on a range of cases involving unexpected inferences.
This phenomenon is exemplified in (30) (discussed in, among others,
Higginbotham (to appear), Chierchia (1990), Reinhart (1990), and Pollard and Sag
(to appean)):

(30) a. Every Englishman believes whatever every Frenchman believes.
b. Every Frenchman; believes that hej should drink red wine.
c. Therefore, every Englishman; believes that he; should drin< red wine.

Under the standard view, believe takes a propositional complement, and so the
complement in (30b) denotes an open proposition. Given this, (30¢) does not
follow from (30a) and (30b), but it is in fact a valid inference.

To account for this, Chierchia (1990) makes the following proposal. First, he
takes it to be a lexical fact about believe that there are two verbs believe - one
which 1 will for the moment call believe; and a second believey. believe; denotes a
relation between individuals and propositions, while believez denotes a relation
between individuals and properties. Moreover, their meanings are related by a
meaning postulate which ensures that if an individual x stands in the believe;

4 ignore in (28) the fact that the range of the function must be the set of women. 1 also ignore
the question of just how the meaning of this NP is put together so as to give this result.
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relation to a property P then x stands in the believe; relation to P(x). The second
part of Chierchia's proposal makes the standard assumption that the complement in
(30b) translates as the open proposition x should drink red wine. However, he
posits a special rule to map the open proposition into a property by A-abstracting
over X, $o that this is mapped into the property Ax[x should drink red wine]. We
now have all the pieces to account for the inference here. All three sentences
involve the verb believe;. Thus the first sentence says that every Englishman
stands in the believe; relation to whatever property every Frenchman stands in, and
the second sentence says that every Frenchman stands in the believez relation to the
property of being an x who should drink red wine. From this {30c) follows.

But notice that these particular mechanics are all subsumed under the more
general proposals here. First, Chierchia's believe2’ is simply z(believe’) - the
difference is that I am claiming that *his is not a lexical property of believe per se,
but rather that any expression can type-shift in this way to give the effect of
binding. Second, in a variable-free approach we are spared from having to posit a
special rule which maps an open proposition into a property. For here there is no
such thing as an open proposition - since the embedded S in (30b) contains a
pronoun it necessarily denotes a property. The idea, then, is that these inferences
are an instance of exactly the same phenomenon that we find in functional
questions. And more generaly, this is all subsumed under the general mechanisms
for bound pronouns.3

Chierchia did not hook this into a treatment of variables in general, since he
sliced up the pie in a somewhat different fashion. Under his account, the
unexpected inference here derives from a fact about believe. More specifically, he
tries to motivate the existence of the two verbs befieve by tying this in to the de re/
de se ambiguity found in sentences like (31) and discussed in, among others, Lewis
(1979):

(31) John believes that his pants are on fire.

The de re reading is one where John may see himself with fiery pants in the mirror
without realizing that it is indeed John who he is seeing; the de se reading is one
where John believes that the fiery-pants property is self-ascribable. Thus
Chierchia’s idea is that what I have been calling believe; is de re believe, while
believey is de se believe. But Reinhart (1990) quite convincingly shows that the

5 Note that the inference case here is another reason for preferring the type-shift operation z over
an account of variable-binding such as that of Szabolcsi (to appear) in which the binding effect is
built into the meaning of a pronoun. The problem with the latter approach concerns the semantics
for (30a); since (30a) does not contain a pronoun in its complement it will simply mean that every
Englishman believes whatever proposition every Frenchman believes. and so the inference will not
go through. Under the approach here, on the other hand, the inference is valid because (30a) has a
meaning whereby the free relative in object position can be taken to range over properties, and so
(30a) can mean that every Englishman stands in the z{believe’) relation to whatever property every
Frenchman stands in.
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inference in (31) has nothing to do with de se belief. First, she points out that the
ambiguity is preserved in such inference cases; I refer the reader to Reinhart’s paper
for a construction of the relevant cases.6 Second, Reinhart points out that we get
inferences of this type in a wide variety of cases having nothing to do with belief,
as for examplein (32):

(32) a. John will buy whatever Bill buys.
b. Bill; bought his; favorite car.
c. Therefore, John; will buy his; favorite car.

Notice that the inference in (32) follows from the general mechanics proposed here.
Here we have z(buy’) throughout, and the object NP in (32b) denotes a function
from individuals to their favorite car. From this (32¢) will be a valid inference from
(32a) and (32b). Thus, while I have no analysis here of de se belief, we can
conclude - with Reinhart - that it has nothing to do with the inference pattern in
(30). Rather, the inferences 1n (30) and (32) all follow from the general
mechanisms for binding in a variable-free semantics.

4. ACD Reconsidered
We are now in a position to return to the problematic ACD cases in (11):

(11)  a. John kissed every woman who wanted him to.
b. John kissed every woman who thought he would.

Recall that the problem here was that the paraphrase in (12) with a simple TVP
substituted in was ungrammatical and hence it appeared that this could not be a case
of TVP ellipsis. Rather, the grammatical paraphrase needed a full VF, as in (13).
But if it is a case of full VP ellipsis, then it would seem to involve antecedent
containment, and so it was unclear how such a case could be analyzed under direct
interpretation.

But of course under the variable-free approach, the VP kiss her in (13) means
simply kiss’. This means that the semantic composition of (11b) can be just like
that of (13), and so (11b) is indeed an instance of TVP ellipsis. To flesh this out,
we can first consider how the meaning is put together for (13); this is sketched in
(33). For expository ease I ignore here the fact that he in (13) is also a pronoun
and will pretend that it's an ordinary name; I will thus assign it the type-lifted
meaning AP[P(h)]:?

6 This fact was also pointed out to me by Sandro Zucchi.

7 Cormack (1985) and Haik (1987) notc that similar sentences with a full NP rather than a
pronoun are quitc marginal:

(i) 2*John kissed every woman who wanted Bill to.
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kiss-her' = kiss' o her' = kiss'

would-kiss-her' = would' o kiss' = Ax[would'(kiss'(x))]

he-would-kiss-her' = AP[P(h)] o Ax[would'(kiss'(x))] =
Ax[would'(kiss'(x))(h)]

thought-he-would-kiss-her’' = z(thought)(Ax[would'(kiss'(x))(h)]) =
Ax{thought'(would'(kiss'(x))(h))]

who' = AP[AQIAYIQ() & P(I]

who-thought-he-would-kiss-her' = who'(thought-he-would-kiss-her') =
AQ[AyIQ(y) & thought'(would'(kiss'(y))(h))]

In (11b) exactly the same thing happens; the only difference is that here the 2-place
relation kiss’ is grabbed up from the context. Thus (11b) is also an instance of TVP
ellipsis, which means that these are unproblematic for direct interpretation.

If this kind of treatment is correct, then here too we would expect to get cases
of this kind of TVP ellipsis where the missing TVP can te picked up from another
sentence. In other words, here - as in the cases discussed in Sec. 1 - the TVP
ellipsis analysis predicts that there is no real need for the "antecedent containment”

phenomenon. And indeed this prediction is borne out, thus we get sentence. ke
(34) through (36):

(34) Iknow which man wants Mary to kiss him, and I know which man wants
her not to.

(35) John kissed Mary. But it was Sue who really wanted him to.

(36) John kissed several women. But none really wanted him to.

In (36), for example, the TVP-meaning kiss’ is picked up from the previous
sentence. Here want type-shifts such that it means z(want’), and so the subject
none will bind the object slot of kiss.8

Notice that examples of this type also run counter to the claim in Sag (1976)
discussed earlier (see also Hardt, this volume for discussion). Recall that Sag

(if) ?%John kissed every woman who thought that Bill would.

1 don't know why this is so, but it appears to have nothing to do with the fact that he (or him) in
(11) can itsclf be a bound pronoun. Thus note that (35) and (36) below are fine, even though here
him cannot be a bound pronoun. In fact, these seem to be alright as long as the subject of the
clause containing the "missing” TVP is destressed; thus note that even the following is much
better provided that John is not stressed:

(ii) John kissed Mary. But it was Suc who seally wanied John to.
The explanation, then, would seem to lic in the interaction of stress with TVP cllipsis.

8 Some of the examples in Hardt (this volume) are also of this type. Hardt's account of these is
not exactly the same as mine, although ! think that our basic claims are not incompatible.
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claimed that an LF VP containing a variable in object position cannot be copied into
a position where that variable will be bound by different material as binds the
variable in the antecedent VP. Were we to recast the analysis of (34) - (36) in LF
terms, this "rebinding" is exactly happens here. A similar case of TVP ellipsis
which follows without difficulty under this approach is an example like (37) under
the sloppy reading:

(37) Tom; wanted Sue to water his; plants, while John wanted Mary to.

Again, examples of this type were discussed by Sag (see also Partee and Bach,
1981) who claimed that they were ungrammatical. While I agree that Sag’s
particular cases are at least somewhat awkward under the sloppy reading. good
cases of this general sort can easily be constructed, as witnessed by (37). This type
of case is also handled readily under the account here. Note that under the variable-
free account, the meaning of water his planis in the first clause is the 2-place
relation Ax/water'(plants-of (x}}]. This composes with the (type-lifted) meaning of
Sue, and wanted undergoes z ; this means that Tom’ will ultimately "bind" the
slot occupied by the pronoun. The meaning of the second clause is put together in
essentially the same way, except that the 2-place relation Ax/{water'(plants-of(x))]
is picked up from the context.

There remains one question: why is it that the grammaticai paraphrase for (11)
is (13) and not (12)? In other words, why do we need a full syntactic VP here
rather than a simple TVP? My claim is that this has nothing to do with the
semantics, because a VP like kiss her means essentially the same thing as a TVP
like kiss. Rather, this is a fact about English syntax. Except in extraction
constructions, overt NPs are in general required in characteristic NP positions.

Thus (12) is bad and (13) is good for the same reason that (38) is bad and (39) is
good:

(38) *Every woman wanted him to kiss.
(39) Every woman; wanted him to kiss her;.

The analysis here accounts for this because the type-shift rule in (17) changes the
semantic type but not the syntactic category of an expression. Thus shifted think
still wants a sentential complement syntactically, even though its meaning is
z(think') which wants a property.

5. Further Issues: The Syntax/Semantics Mismatch

Of course, this is not the end of the story for what is not clear under the
variable-free approach is why natural languages have pronouns at all. Pronouns do
indeed make some contribution to the meaning - in English, for example, they
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supply gender information - but since their contribution is minimal one might expect
to find gaps instead of pronouns.

1 do not have the answer to this, but let me put the issue in a somewhat
different way and conclude with some remarks about the syntax/semantics
mismatch under this approach. As noted in Sec. 2, the most appealing aspect of the
standard approach to variables is that it seems to avoid this mismatch. Consider,
for example, the most deeply embedded Ss in (14a) and (14b). These certainly
appear to be of the same syntactic category since - modulo the distribution of
resumptive pronouns - sentences with pronouns have the same syntactic
distribution as sentences without. The advantage of the standard approach, then, is
that they also have the same syntactic type, while under the variable-free approach
the embedded Ss in (14a) and (14b) have different types of meanings.

Yet such an objection to the variable-free approach can be turned on its heag:
it appears that an approach with variabies in the semantics must also countenance
this kind of syntax/semantics mismatch. The reason is that, as detailed by Partee
(1992) (among others), there are many sorts of expressions which behave as if they
contained some kind of variable but which do not contain any overt pronoun.
Moreover, Partee notes that these expressions have much the same properties as do
overt pronouns, and obey much the same constrainis. A good example is (40):

(40)  Every basketball fan; frejuents the local; bar to watch the NCAA playoffs.

Here local can be bound by every basketball fan, just like an overt pronoun can. In
the general program here the existence of such expressions is not surprising. We
can analyze the meaning of local in su<h a way that the NP rhe local bar is a
function from individuals to places. In (40) under the bound reading, frequents
type-shifts by z.

What is especially noteworthy is the fact that these kinds of expressions seem
to obey the same constraints on binding as do ordinary pronouns. Partee (1992)
discusses this in some detail; to take a case not discussed by her consider the so-
called "i-within-i" condition exemplified by the contrasts in (41):

(41) a. the woman; who married her; childhood friend
b. the wife of John's childhood friend
¢. *the wife; of her;j childhood friend

As shown by (41a), a pronoun within a relative clause can be bound by the subject
of that relative clause. But (41c) shows that a pronoun within the complement of a
relational known like wife cannot be bound within that NP. Thus the common
noun wife of John's childhood friend can have the meaning represented in (42a),
but wife of her childhood friend cannot have the meaning represented in (42b):
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(42) a. wife-of'(childhood-friend-of'(j))
b. Ax[wife-of'(childhood-friend-of (x))x)}

Just why this is so is not entirely clear: if a relational noun like wife in the
sentences above denotes a relation of type <e,<e,t>> then it should be able to
undergo z in such a way that its last argument slot binds into its first argument.
(Note that the i-within-i condition is equally mysterious under any other account of
variable-binding; the problem here is not unigue to the variable-free approach.) The
important point, however, is that the same constraint holds with expressions like
local, nearby, across the street, etc. This is shown by the contrasts in (43) and
(44), which contrasts are strikingly robust:

(43) a. The man; who owns a local; / nearby; bar can get a drink anytime.
b. *The owner; of a local; / nearby; bar can get a drink anytime.

(44) a. Every man; who owns a bar across the street; can get a drink anytime.
b. *Every owner; of a bar across the street; can get a drink anytime.

In (44b), for example, across the street cannot be bound by the bar-owner, but
only by someone else (most likely the speaker). It appears, then, that expressions
with overt pronouns and functional expressions without overt pronouns pattern
sufficiently alike that any theory should account for the binding of these by the
same mechanisms. But if this conclusion is correct, then one of two things must be
true. Either expressions which don't contain overt pronouns in the syntax always
contain hidden prerouns or variables or - as I am suggesting here - overt pronouns
function more or less like gaps. Either way, there is a mismatch between the
semantics and the surface (or, visible) syntax. (Moreover, it is not entirely true that
sentences with pronouns have exactly the same distribution as those with full NPs
in the corresponding positions. The most obvious counterexample to this
generalization concemns the distribution of sentences with resumptive pronouns.
These can occur in relative clauses - where sentences with gaps are also allowed -
but full NPs cannot (in general) be substituted in to the position of the resumptive
pronoun.)

Finally, let us return to ACD, and consider one more question about the
syntax. This question is: why is something like (3) actually good?

(3)  John will read every book which Bill (also) will

The mystery here is that a relative pronoun like which usually requires syntactically
a constituent with an NP gap. Indeed, in most non-movement accounts it
subcategorizes for such a constituent. But here - although there is a missing VP -
there is no NP gap. Again I don't have a full answer to this, but we can note that
this problem is completely independent of the analysis here, and arises equally well
under the LF view. In fact, something like (4) is especially problematic for a

0o
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movement analysis of wk constructions, since there doesn't seem to be anywhere
that which could have moved from. What a movement account would apparently
have to do is to posit a structure empty VP following will where this VP contains a
trace in object position bound by which. Thus the structure would have to be
roughly as in (45):

(45) John will read [Np every book which Bill will [yvp {ve] {Npt]l]

Interestingly enough, this ends up being a version of the TVP ellipsis analysis,
since all that will need to be copied in is a TVP which will be copied into the empty
V position.

But leaving aside the question of just what a movement analysis would say. I
suspect that the solution is that a relative pronoun like which does not actually
always require a constituent with an NP gap. After all, we also get cases with
resumptive pronouns and no gaps. Even more relevant here, we can also get
constituents without NP gaps in cases like the following:9

(46) 1did everything that/which you told me.
(47) He ate everything that/which I had hoped.

There are, thus, a number of unresolved questions about the syntax of ACD,
but many of these are quite independent of the analysis here. Nonetheless, it is
clear that in a variable-free account, the semantics of ACD is quite straightforward.
No LF is needed to account for this phenomenon, and thus this phenomeron is
perfectly compatible with a theory with direct model-theoretic interpretation of
surface siructures. Since ACD has often been taken as one of the major stumbling

blocks to such a theory, this would appear to give one more piece of evidence that
such a view is tenable.
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A Framework for Focus-Sensitive Quantification

Manfred Krifka
University of Texas at Austin

1.  Focus as a Source of Semantic Partition

Recent work on the semantics of natural language has shown that instances of
quantification can be analyzed in terms of relations between two predicate mean-
ings. That is, quantifications invoive so-called TRIPARTITE STRUCTURES,
consisting of a QUANTIFIER chat identifies the relation, a RESTRICT OR as its
first argument, and a MATRIX as its second argument. The prototypical case are
quantificational NPs like (1), where the determiner, here most, is the yuantifier,
the noun, here frogs, is the restrictor, and the verbal predicate, here croaked, is the
matrix:

(1) Most frogs croaked
MOST({ xifrog(x)})({xlcroak{x)}), with MOST = AXAY #(XNY) > l/2#(X)]

Tripartite structures can also be identified with adverbial quantification:

(2) Mostly / Most of the time, if a frog is happy, it croaks
MOST({ <s,x>lfrog(x) & happy(x.s)})({ <s,x>leroak(x,s)})

We have to assume that (2) contains both a quantification over objects and over
situations; this is implemented as a quantification over PAIRS of entities x and
situations s. Quantifications over more than one entity are called quantification
over CASES, folluwing Lewis (1975). In the example at hand, the quantifier is an
adverbial, the restrictor is supplied by the if-clause, and the matrix is given by the
matrix clause.

Other cases of quantification, for example by verbai affixes, have been
identified in the Amherst project on quantification (Bach, Kratzer, Partee 1989;
Partee 1991). I should mention that the quantifier may be implicit, as in If a frog
is happy, it croaks. In such cases, the inherent quantifier is the generic operator
(cf. Krifka e.a., to appear), which can be interpreted as a quantifier with a modal
component. In this article I will concentrate on non-generic cases in order to avoid
additional complications involving quantification over possible worlds.

An obvious question at this peint is how the mapping of semantic material
of a quantificational expression to the restrictor and the matrix, respectively, is
grammatically determined. This mapping, which has come to be called
SEMANTIC PARTITION (cf. Diesing 1990), may depend on a range of different
factors. For example, one obvious source is PHRASE STRUCTURE. In the case
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of quantificational NPs like most frogs, the nominal predicate, here frogs, forms
the restrictor, and the matrix is determined by general scoping rules for quantified
NPs -- in the simple case of (1), it is the VP. Another source for semantic partition
are special SYNTACTIC OR MORPHOLOGICAL MARKERS, like the if of
conditional sentences: it marks the clause that it c-commands as restrictor (cf. 2).

Another way to mark semantic partition is FOCUS, waich is typically
marked by sentence accent in languages like English, cf. Rooth (1985), also
Newton (1979) and Schubert & Pelletier (1989) for generic sentences. In general,
expressions that are in focus are mapped to the matrix. This effect shows up in the
following minimal pair discussed by Rooth:

(3) a. [In St. Petersburg], OFFICERS, always escorted ballerinas.
EVERY({s!3x3y[escorted(x,y,s) & bailerina(y)}})
({s13x3y[officer(x) & escorted(x,y,s) & balierina(y)]})

[In St. Petersburg], officers always escorted BALLERINAS,.
EVERY({sl3x3y[officer(x) & escorted(x,y,s)}})
({s!3x3y[officer(x) & escorted(x,y,s) & ballerina(y)]})

In this article, I will concentrate on focus. See Krifka (1992) for a discussion of

other sources of semantic partition, like article choice, case marking, word order,
scrambling, and context).

2. Rooth’s Treatment of Focus-Sensitive Quantification

In this section, I will discuss Rooth’s theory of focus-sensitive quantification and
some of its problems.

We assume that focus is represented by a feature F that applies to syntactic
constituents and may be spelled out by sentence accent on certain syllables of
certain words of the constituent in focus. The constituent in focus may be
associated with a focusing operator such as only that c-commands its focus. Focus
marking by sentence accent is often ambigous, as shown with the following
example, where the main accent is on Sue:

(4) John only introduced Bill to SUE.

a.  John only introduced Bill to [SUE]F

"John introduced Bill to Sue and to no one else”
b.  John only [introduced Bill to SUE],

"John introduced Bill to Sue and did nothing else”

In Rooth’s theory, semantic representations consist of two parts, the usual
meaning, and a set of alternatives (therefore we may call it ALTERNATIVE

21
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SEMANTICS, following von Stechow 1989). The set of alternatives is generated
by the expression(s) in focus.

For example, in the (a) reading of (4) the alternatives to the item in focus,
Sue, is a set ALT(s). This set of alternatives generates alternative sets for more
comprehensive expressions in a compositional way. The alternative set for (4.2)
without the operator only then is the set of propositions given in (5.a). In a similar
way, the alternative set for (4.b) without only can be derived as (5.b):

(5) a.  John introduced Bill to [SUE],
Meaning: introduce(j,s,b).
Alternatives: {pi3x[xe ALT(s) & p=introduced(j.x,b)]}
John [introduced Bill to SUE]
Meaning: same as in (a)
Alternatives: {p/3P[Pe ALT(Ax.intreduced(x,s,b)) & p=P(j)1}

The operator ONLY simply states that the meaning itself is the only element
in the set of alternatives that is true. (Actually, Rooth allows for focusing
operators to be combined with VP-meanings. As in the preceding section, I will
restrict the discussion here to focusing operators that take sentential scope; the
generalization to other types is straightforward.)

(6) ONLY(M,A) iff true(M) & Vplpe A & true(p) — p=M]

Let us now turn to Rooth’s treatment of focus-sensitive quantification. in
Rooth (1985), he only treats cases that imply quantifications over situations
(which he captures by quantifications over times, following Stump 1981). He
assumes that episodic sentences are true of situations. Then the meaning of a
sentence like (7.a) can be described as the set of situations in which Mary took
John to the movies (.7b). Applied to a specific situation s,, it is expressed that s; is
a situation in which Mary took John to the movies (7.c).

(7) a. Mary took John to the movies.
b. {sitook(m.,j,s)}
c. s € {sitook’i.,j.s)}

Focus on John will create the following representation:
8. Mary took [JOHN], to the movies.
Meaning: As above, (b)
Alternatives: {S3x[xe ALT(j) & S={sltook(m,x,s)}1}

Focus-sensitive quantifiers relate the set of alternatives to the meaning. More
precisely, they can be spelled out as quantifiers with the union of alternatives in

O
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the restrictor, and the meaning in the matrix. For example:

(9) most of the time, applied to meaning M and alternative set A:
MOST(UAYM).

Let us look at one example:

(10) Most of the time, Mary took [JOHNJ, to the movies.
MOST(U{S13x[xe ALT(j)& S={sltook(m,x,s)}11)({ sltook(m,j,s) })
= MOST({sI3x[xe ALT() & took(m,x,s)1}){{ sitook(m,j,s)})

(10) can be paraphrased as: "In most situations in which Mary took an alternative
to John to the movies, she took John to the movies". The context may provide a
set of alternatives. If it does not, we can assume that the alternatives are the set of
all suitable entities of the type of the expression in focus. For example, the
alternatives of j will be the set of all individuals. In this case, the meaning of our
example reduces to:

(11) MOST({sI3x.took(m,x,s)} }({sltook(m,j,s)})

Rooth’s reconstruction of adverbial quantification seems to be a good starting
point. However, there are several problems with it.

One problem is that the generated readings often seem to be too liberal,
which Rooth himself sees as a "possible point of dispute” (p. 173). There is an
inte-pretation of (10) where this sentence is true if, and only if, in most cases in
which Mary took someon- to the movies she took John and no one else. The
phenomenon is obviously related to the exhaustive interpretation we often find
with sentences containing a focus.

One way to handle this problem is to treat exhaustivity by assuming
pragmatic interpretation rules that can be spelled out by ONLY. In the case of
sentences with the adverbial quantifier most of the time, we would like to get
something like the following interpretation instead of (9):

(12) MOST(UA)ONLY(M,A))
That is, most situations that are in the union of the alternatives are such that the
meaning is the only onc among the alternatives that holds for them. To get the

types right, ONLY(M,A) must be interpreted as a set of situations. The definition
that comes to mind is the following one:

(13) ONLY(M,A) = {slse M & V5[Se A & se § = S=M]}

That is, ONLY(M,A) holds for situations s that satisfy the meaning M, but no
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proper alternative to it. It seems that (13} is a straightforward reformulation of (6)
in the new, situation-based framework. However, it does not capture the meaning
of only or the exhaustive interpretation. This shows up in examples like the
following one:

(14) Mary took JOHN to the movies.
{sitook(m,j,s) &
VS[3x[xe ALT(j) & S={sltook(m,x,s)}] — S={sitook(m.j,s)}1}
={sltook(m,j,s)&Vs'[Ix[xe ALT(j)&took(m,x,s")]-took(m.j,s)}1}

This applies to situations s in which Mary took John to the movies, and for which
it holds that for every situation s” where Mary took some alternative to John to the
movies, she took John to the movies. Now, the most natural interpretation of the
conditions for s’ is that Mary can take more than one person to the movies at the
same occasion, that is, it is possible that took(m.j,s") and took(m,b,s’) for the
same situation s’. But then (13), and consequently (12), cannot give us the re-
quired exhaustive interpretation. In order to arrive at a more adequate representa-
tion we would need to refer to the content of the item in focus and say that it is the
only one among the alternatives that satisfies the proposition. But this is not
possible in Rooth's framework, where we cannot refer to the meaning contribu-
tion of the focus directly.

Another problem is that we may have anaphoric bindings between the
restrictor and the matrix:

(15) Most of the time. a frog that sees a fly tries to CATCH it.
MOST({sI3x,y[frog(x) & fly(y) & see(x.y.s)]})
({sitry-to-catch(x,y.s)})

In the most straightforward representation given in (15), the variables x and y in
the matrix remain unbound, hence the indicated formula is not an acceptable
representation.

In particular, we find adverbial quantifications also in sentences that
arguably have no situation argument to quantify over, as in the following
example, which expresses a quantification over three-coloured cats instead of
situations:

(16) Most of the time, a three-coloured cat is INFERTILE.

Obviously, examples like (15) and (16) are donkey sentences, and we should
expect that a combination of focus representation with a framework like
Discourse Representation, File Change Semantics or another dynamic semantic
representation is called for.
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3. The Structured Meaning Theory of Focus

I have suggested that one shortcoming of Alternative Semantics is that we cannot
refer directly to the meaning contribution of an item in focus. There is another
framework for the semantic representation of focus, Structured Meanings, devel-
oped by von Stechow and Jacobs, whose basic assumptions can be traced back to
Jackendoff (1972, Ch. 6). In this framework, focus induces a partition into a
BACKGROUND part and a FOCUS part, which is commonly represented by a
pair of semantic representations <B,F>, where B can be applied to F, and B(F) is
the standard interpretation. Focus operators take such focus-background structures
as arguments. The examples (4.a,b) given above would be treated as follows:

(17) a.  ONLY(<Ax.introduced(j,x,b),s>)
b.  ONLY(<APP(j), Ax.introduced(x.s,b>)

Assuming the following meaning postulate for ONLY

(18) ONLY(<B.F>) :¢> B(F) & VX[Xe ALT(F) & B(X) — X=F],
where X is a variable of the type of F
and ALT(F) is the set of alternatives to F.

we get the following representations:

(19) a. introduced(j.s.b) & Vx[xe ALT(s) & introduced(j.x,b) — x=s]
b.  introduced(j.s.b) & VP[Pe ALT(Ax.introduced(x s.b)) & P(j) =
P=Ax.introduced(x.s.b)]

The Structured Meaning framework can capture complex foci (20.a, by list repre-
sentations) and multiple foci (20.b, by recursive focus-background structures).

(20) a.  John only, introduced BILL,, to SUE,
ONLY (<Axey. mtroduced(J X y) s0b>)
b.  Even, JOHN, met only, SUE,
EVEN(<7&x.ONLY(<7ky.met(x,y), $>), j>)

Krifka (1992) has developed a framework in which examples of these types are
analyzed in a compositional way. In this framework, the focus on a constituent
with the semantic representation A introduces a focus-background structure with
"empty" background, <AX.X, A>, where X is of the type of A. This focus-back-
ground structure is projected through semantic compositions. For example, if the
original semantic composition rule called for application of B to A, then
application of B to a structured meaning <AX.C,D> will yield <AX{B(C)).D>. If
the original rule called for application of A to B, then application of the structured
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meaning <AX.C,D> to B will yield <AX{C(B)),D>. Thus, information about the
focus and the place in the background where it has to be interpreted is projected
through semantic composition. Finally, focus-sensitive operators are applied to
such background-focus structures.

The Structured Meaning framework provides us with a more articulate
representation of expressions with focus than Altemative Semantics, insofar as we
can access the meaning of an item in focus directly. In general, Alternative
Semantics representations can be derived from Structured Meaning
representations, but not vice versa. And it scems that we will need this additional
information provided by Structured Meanings in order to cover the exhaustive
interpretations discussed in the last section.

4. A Framework for Dynamic Interpretation

In this section, I will develop a framework for dynamic interpretation to capture
anaphoric bindings in quantificational structures (cf. section 2). It will be related
to Rooth (1987), mainly because I feel that its representations render the
underlying ideas most perspicuously. The main differences to Rooth (1987) are
that I will work with partial assignment functions (cf. Heim 1983), and that I will
assume indices for possible worlds to capture modal quantifications and, in

general, the increase of propositional information. Furthermore, I will use some
abbreviatory conventions that hopefully improve the readability of the formulas.

Let us assume a countable infinite set of DISCOURSE REFERENTS (or
INDICES) DR, for which I use natural numbers 1, 2, 3 etc. Let us call the domain
of entities D, and let G be the set of ASSIGNMENT FUNCTIONS, that is, the set
of partial functions from DR to D: G = U{G'BX[X<DR & G'=D*]}. If gis an
assignment function and d is an index in its domain, then I will write g, instead of
g(d). Two assignment functions g,k are said to be COMPATIBLE, g=k, iff they
are identical for their shared domain: g=k iff Yd[de DOM(g) & de DOM(k) —
g,~k,]. The AUGMENTATION of g with k, g+k, is defined as guk, if
DOM(g)NDOM(k) = ¢, and undefined otherwise.

I will use the following notations for VARIANTS of assignment functions;
contrary to usual conventions, they will denote sets of assignment functions. First,
g(d] should be the set of assignment functions that is like g with the addition that
they map the index d to some entity in D, that is, gld] = {kidx[xeD &

=g+{<d,x>}]}. Second, gld/a] should be the set of assignment functions that are
like g with the addition that they map the index d to the entity a, that is, gld/a] =
{kik=g+{<d,a>}}; notc that this will be a singleton set. Be aware that these
notations are defined only if de DOM(g). The two notations can be combined; for
example, g{1/a,2,3/b] stands for {kidx[xe D & k=g+({<1,2>,<2,x>,<3,b>}1}.

The interpretation of natural-language expressions will, in general, be with
respect to an INPUT ASSIGNMENT, an OUTPUT ASSIGNMENT, and a




Q

ERIC

PAFullToxt Provided by ERIC

222

POSSIBLE WORLD. NPs are related to discourse referents; I assume that their
syntactic indices are interpreted as semantic indices. Indefinite NPs bear indices
that are new with respect to the input assignment, definite NPs have old indices,
and quantificational NPs have new indices that are “active" only within the scope
of quantification. Also, episodic verbs introduce discourse referents for situations:
they are, in general, new.

For objects I will use variables x, y,..., for situations s, s’,..., for possible
worlds w. I assume a relation then for situations; s-then-s’ means that the
situation s is followed by the situation s, and that both situations together form a
larger, coherent situation. Worlds determine the meanings of constants; I assume
that constants, in general, have a world argument, which will be written as a
subscript. I use v as a meta-variable over vectors of individual terms of length 2 0.
Luse Q, Q” etc. as variables for entities of type {<g.k,w,v>L..}, T, T etc. as a
variable for entities of type AQ.{<gk,w,v>l...}, and XY for variables of any type.
For assignments 1 use variables g,hk,i,j,f. Semantic combinations are typically by
functional application. To save space, I will write tupels without commas; for
example, instead of <g.k,wyk,s> I will write <gkwyk,s>.

Indices of NPs are introduced by determiners, the functional heads of NPs.
Indices of indefinite determiners are new, whereas indices of definite NPs and
pronouns are old. NPs are of a type that maps tupels <gkwxv> to tupels <gkwv>,
that is, they reduce the arguments of the verbal predicate, xv, by one to v. In gene-
ral, T assume that the first available entity variable is bound, which implies that
grammatical functions are encoded sequentially.

The situation variable of an episodic verb is bound by an operator that intro-
duces a new index for that situation. This operator may be associated with the
svntactic position of INFL as the functional head of a sentence, and therefore I
will attach the corresponding syntactic index to the finite verb (cf. Kratzer 1989,
who suggests that tense, a feature of INFL, specifies and binds the Davidsonian
argument). INFL can be applied at different stages of the syntactic derivation. In
particular, it might be applied as the last operator, or it might be applied before the
subject. In this way, internal subjects and external subjects in the sense of Kratzer
(1989) and Diesing (1990) can be modelled. Tense will be disregarded through-
out.

The following example shows the treatment of indefinite NPs and sentences
with transitive verbs. I will use capital letters in brackets, like [A], as abbrevia-
tion.
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(21) A, frog saw, a, fly.
see, {<ggwyxs>isee (x.y,5)}, =[A]
fly, {<ggwx>lfly(x)}, =[B]

73, AQAQ.(<gkwv>Bhji<ghwh>e Q' & je h[1] & <jkwh,v>e Ql}, =[C]
a’féi {[ Sg]l(cl\:r?');lgh[he g3] & fly,(h,) & <hkwh,v>e Q}}, = (D}
seei, fly, [D)([A)) = {<gkwxs>lke g[3] & fly, (k;) & see, (xky5)}, = [E]
}NFLz, AQ.{<gkwv>3h{he g[2] & PAST(g,) & <hkwvh,>€ Q]}, = [F]

saw, a, fly, [FIAED, { <gkwx>lke g[2,3] & fly, (k) & see_(x,k;.k,)}

a, frog, AQ.{<gkwv>Fh[he gl1] & frog (h)) & <hkwh, v>e Q1
/

a, frog saw, a fly,,
{<gkw>lke g[1,2,3] & frog (k,) & fly, (k) & see_(k,.k,.k,)}, =[Gl

The next example shows the treatment of anaphoric reference. As men-
tioned above, definite NPs and pronouns presuppose that their index is already in
the domain of the input assignment. Similarly, the situation index of an episodic
verb might indirectly refer to some situation index introduced before, insofar as its
situation index is located after that previous index (see Partee 1984 for temporal
anaphora in narmative discourses). i assume here that the INFL operator may have
two indices, one referring to an antecedent situation index, and the other
representing its own situation. Assuming that in the following sentence, which
continues example (21), it refers to the frog, the fly refers to the fly, and INFL
refers to a situation that follows the seeing situation, we get the following
interpretation:
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(22) I, caughy, , the, fly.

caich, {<gkwyxs>lcatch (x,y.s))

the, fly, AQ.{<gkwv>lfly (g,) & <gkwg,v>€ Q)

catc/h the, fly, {<ggwxs>Ifly, (g,) & catch (x.g,.5))

INFLM, AQ.{<gkwv>IThhe g[4] & g,-then-g, & <hkwvh >€Q]}
/

caught, , the, fly,
{<gkwx>lke g[4] & ﬂ_vw(gS) & k,-then-k, & catch (x.k,,k,)}

it,, AQ.{<gkwv>I<gkwg,v>€ Q)

/

it, caught, , the, fly,

{<gkw>lke g[4] & k,-then-k, & ﬂyw(k_x) & catchr (k, .k k )}, = [H]

We can combine the first sentence with the second one by dynamic conjunction,
for which I will use the semicolon.

(23)
, frog saw, a, fly, [G]

;tl caughtz'd the, fly, [H]
, frog saw, a, fly. It, caught, the, fly. [G];[H]
{ <gkw>I3h[<ghw>e [G] & <hkw>e [H]]}
= {<gkw>lke g[1,2,3,4] & frog (k) & ﬂyw(kS) & saw_ (k, k. k,)
& catch (k .k k) & k,-then-k,}

A
l
|
l

A

Quantified NPs do not introduce any anaphoric pessibilities beyond their scope.
that is, their input assigment and output assignment are the same. They are "tests",
according to Groenendijk & Stokhof (1991). For example, the meaning of the
determiner most, can be given as follows:

(24) most,;:
AQ'AQ.{<ggwv>IMOST(| x13h,k[he g[d/x] & <hkwx>e Q’]})
({x3hkjlhe gld/x] & <hjwx>e Q' & <jkwxv>e Q]})}

See Chierchia (1990) for the main lines of this reconstruction of quantification
with "built-in" conservativity. It represents the "weak" reading, as identified by
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Rooth (1987), Kadmon (1987), and Schubert & Pelletier (1989). In terms of the
standard example Every farmer who owns a donkey beats it we get a reading
where it is sufficient that every farmer who owns a donkey beats at least one
donkey that he owns. The STRONG INTERPRETATION -- that every farmer
who owns a donkey must beat every donkey he owns -- can be generated with a
slightly different scheme for quantifier meanings:

25) most,
AQAQ.{<ggwv>! MOST({xi3h.k[he gld/x] & <hkwx>€ Q']})
({xI¥h,j[he gld/x] & <hjwx>e Q' = 3k.<jkwxv>eQl})}

So far, we have construed the dynamic meaning of discourses. The truth condi-
tions for discourses are given by existential closure over the assignments and the
world arguments with respect to the “actual” world: A text A is true with respect
to the world w iff there are assignments g, k such that <gkw>€ A. And A is true
w.r.t. an input assignment g and a world w iff there is an output assignment k such
that <gkw>€A.

5.  Stuctured Meanings in the Dynamic Framework: The Case of "Only"

Let us now enrich the framework of the last section with structured meanings.
This is fairly straightforward -- we might assume pairs of meanings <B,F>, where
B and F are dynamic. However, we must reconsider the notion of alternatives to
the focus meaning.

In a dynamic framework, the meaning of a focus constituent will naturally
be dynamic. We indeed need dynamic foci, as they may exhibit anaphoric
bindings:

(26) - Did John introduce every lady to her partner at left and her partner at
right?
- John only introduced every, lady to [her, , partner at LEFT],..

In the given context, the alternatives are anaphorically related to every lady.
Furthermore, the choice of alternatives itself is dependent on the context in which
the expression in focus is evaluated, as it will vary for different contemplated
ladies. I will capture this dependency of the alternative sets to a focus F on an in-
put assignment g by the notation ALT‘(F).

Since the elements of alternative sets are dynamic, we must take care that
they do not introduce their own binding possibilities and lead to an unwelcome
inflation of alternative sets. For example, assume that that Mary, and the, woman
with a, hat refer to the same person (but, of course, with different anaphoric
potential). Obviously, we must exclude that the dynamic meaning of both NPs are

2

ORI
O,
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in the same alternative set. In general, we want that ali proper alternatives to a
focus meaning refer, in the given input context, to an entity that is different from
the entity to which the focus meaning refers, with respect to the input context.

The analysis for only that is closest to the non-dynamic counterpart (cf. 27)
is the following (again, I assume for simplicity that only is a sentence operator):

(27) ONLY(<B,F>) =
{<gkw>l<gkw>e B(F) & VX, h{Xe ALTB(F) & <ghw>e B(X) - X=F]}

The problem with this formulation, however, is that we take the alternatives with
respect to the global input assignment g. What we would like to have is
alternatives with respect to the local input assignment at which the focus is
interpreted, as the discussion of sentences like (26) shows. A treatment of only
that works with local alternative selection is the following,

(28) ONLY(<B,F>) =
(i) BFN{<gkwv>IVQVK[Qe ALT o(F) & <gkwv>e Q — Q=FI}),
if F is of type {<gkwv>l.. }
(i) B(FAQ.{<gkwv>IVTVK[Te ALT o(F) & <gkwv>e T(Q) - T=F]}),
if Fis of type AQ.{<gkwv>l.. }

in which the intersection of functional expressions is the type-lifted version of
standard intersection: ANB = AX[A(X)B(X)]. For simplicity, I assume again that
only is a sentential operator; the treatment as a VP operator is quite
straightforward. (Sec Krifka (1992) for further discussion.)

6. Focus-Sensitive Quantification

Let us return to focus-sensitive adverbial quantification. As a meaning rule for
most of the time, 1 would like to propose the following:

(29) MOSTLY(<B,F>) =
{<ggw> MOST({ hi3f[f=g+h & <gfw>e
B({<ggwv>13Q3j[Qe ALTg(F) & <gjwv>e QIDIH
({hi3ifi=g+h & <giw>e ONLY(<B,F>)]})}
if F is of a type {<gkwv>l...}

That is, most of the time expresses a quantification over augmentations h of the
input assignment g. As restrictor we take all the cases in which the input g and the
output f, f=g+h, satisfy the background applied to some alternative of F, where the
set of alternatives is again taken with respect to that input assignment at which the
focus constituent is interpreted. We prevent the alternatives from introducing their
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own binding possibilities by binding the assignment j existentially -- in a sense,
we skip over the indices introduced within the focus. As matrix we take the cases
in which g and g+h satisfy the background applied to the focus directly, and in
which the focus is the only item among the alternatives that yields the required
result. Actually, we have to introduce an assignment i that is compatible with g+h,
as the focus might introduce its own binding possibilities that are not captured yet
by h.

The meaning rule in (29) gives the exhaustive interpretation. The non-
exhaustive interpretation can be specified by changing the second argument of
MOST to the somewhat simpler {hiZi[i=g+h & <giw>e B(F)]}.

Let us look at some examples to see this meaning rule at work. I will
compute the exhaustive interpretation.

(30) Most of the time, a frog that sees, a, fly [climbsz‘ 48 REED],

a, frog that sees, a, fly, AQ.{<gkwv>i3hihe g[1,2,3] & frog (h,) &
fly, (h,) & see,(h )b, b)) & <hkwhv>e Ql}, ={I]

ilimb a, reed, {<gkwxs>lke g[5]&reed (k) & climb_(x .k 5'5)}' =[J]

climb a, REED],. <AQ.Q, J]>

| INFL, ,, AQ.{<gkwv>I3h[he g[4]&g -then-g, & <hkwvh >e Ql}, =[K]
/

[climbs, , a; REED],, <[K],{J]>
/
a, frog that sees, a, fly [climbs, , a, REED], <AQ.[I}((K)}(Q), [J]>

most of the time, A<B,F>.MOSTLY(<B,F>)
/
most of the time, a, frog that sees, a, fly [climbs, , a, REED],,
{<ggw>IMOST({h!3fff=g+h & <gfw>e [I]([K']({<ggwxs>1303j[Q € ALTg([J])
& <gjwxs>e Q1M
({h3i[i=g+h & <giw>e ONLY (<AQ.[II(KI(Q)), 31>}

Where the first argument of MOST reduces to:

{hi3fif=g+h & fe g[1,2,3,4] & frog (f,) & Ay (f,) & see (f f,f,)
& f,-then-f, & 3QIj[Qe ALT(N)) & <fjwf f,>Qll)

and the second argument of MOST reduces to:
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{h13i[i=g+h & <giw>e [IJAK]([I)N{ <gkwxs>IVQVk[Qe ALT‘([J]) &
<gkwxs>e Q = Q=[311})]}

= (h3i3jling+h & je g[1,2,3,4] & frog, (i) & My, G,) & see,(iyryis) &
j, then-j, & ie i3] & reed (i) & climb, (j, i,i,) & YQVK[Qe ALT,W3])
& <jkwj j,>e Q- Q=[J]}

We get a dynamic meaning that accepts those ir-put functions g, without changing
them, and worlds w such that:

- most augmentations h of g such that f=g+h and f, is a frog, f, is a fly, f, sees f;
in a situation f,, and there is a situation f, occuring after f, such that f, does
something that is an alternative to climbing areed inf,,

- are such that they can be extended to i, where i contains a j such that j, (=f,) is a
frog, j, (=f,) is a fly, j, sees j, inj, (=f,), j, (=f,) is a situation following j,, j,
climbs a reed i in j,, and climbing a reed is the only thing j, does in j, among the
alternatives, in the given context j.

In this formalization, then, one problem we found with the treatment in
Rooth (1985) is solved: We can express quantifications over cases, not only
quantifications over situations. Note that any bindings between elements in the
background and elements in the focus are only expressed within the second
argument of MOST.

What about the problem of exhaustivity? This is taken care of by the
operator ONLY. To see how things work, let us have a look at the treatment of -
example (10). Here, the item in focus is a term, John, which is not of a type for
which the meaning rule for most of the time was defined in (29). Terms are of a
type represented by AQ.{<gkw>!...Q...}, where Q stands for the verbal predicate
to which the term is applied. As in (48), we have to introduce in the restrictor
some existentially bound assignment j that altows us to skip over the indices
introduced by the item in focus. But in this case, we must make sure that we do
not skip over the indices introduced by th: verbal predicate for which Q stands for
-- that is, we have to exempt indices thut are introduced within Q. A meaning rule
for most of the time that does that is the following one. The relevant part is the
formula 3v[<gkwv>€ Q], which guarantees that indices introduced within Q are
not affected.

(31) {<ggw>l

MOST({ hi3flf=g+h & <gfw>e B(AQ.{<gkwv>3v[<gkwv>e Q] &
ITj{j~f & Te ALT (F) & <gjwv>e TQINID
({hi3i[i=g+h & <giw>e ONLY(<B,F>)1})}
if Fis of a type AQ.{<gkwv>l...}

Let us now have a look at our example. I change it slightly to one that contains an
indefinite NP in focus instead of a name, in order to show the point of the above
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definition. Imagine that little Mary has many stuffed animals, among them several
teddy bears. She likes to take one of them to bed with her. Let us look at the
following sentence in this context:

(32) Most of the time, Mary takes [a TEDDY bear],. to bed with her

13 teddy bear, AQ.{<gkwv>I3h{he g[3] & teddy, (h,) & <hkwv>e Ql},=[L]
(2, TEDDY bear], AT, {L]>

take to bed, {<ggwyxs>ltake, (x,y.5}}, = [M]

/
take [a, TEDDY bear] to bed, AT.T(M)), [L}>

INFL,, AQ.{<gkwv>3h[he g[2} & <hkWh,>e Q] }
/

takes, [a; TEDDY bear] to bed,
<AT.{<gkwv>[3h[he g[2] & <hkwvh >e (T(MINL, [L]>

Mary |, AQ.{<gkwv>lg,=m_ & <gkwg,v>€ Q]}, = [N]

/

Mary, takes, [a, TEDDY bear] to bed,

<AT.[N]({<gkwv>Bh[he g[2] & <hkwvh,>e (T(M)]}), [L]>

most of the time, A<B,F>MOSTLY(<B,F>)

/

most of the time, Mary, takes, [a, TEDDY bear] to bed,

MOSTLY (<AT.[N]({ <gkwv>I3h[he g[2] & <hkwvh2>e (TAMDI D, [LT1>),

= {<ggw>l

MOST({h3fif=g+h & <gfw>e [N]({<gkwv>13hihe g[2] &
<hkwvh,>e ({<gkwxs>3y'x’s [<gkwy'x's">e [M]] & 3IT3j{j=f
& Te ALT (ILD & <gjwxs>€ T((MDINIHIH
({hFi[i=g+h & <giw>e ONLY(<AT.IN]({<gkwv>Th[he g[2] &

<hkwvh,>e (T((M)]}), [L1>)1 1)}

The first argument of MOST reduces to:

{hi3f[f=g+h & g,=m & fe g[2] & Jy,xs[take, (x,y.8)] & ITIjfj=f &
Te ALT (L]) & <fjwg,k,>e TAMDIII}

The second argument of MOST reduces to:
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{hBi[i=g+h & g =m & Ifffe g[2] & ich[3] & teddy Sy & take (g ,i,.f) &
VTVj[Te ALTI([L]) & <fjwg, £,>e T((M]) — T=[L]]1}

This accepts input assignments g, without changing them, and worlds w such that:
- most augmentations h of g with DOM(h) = {2} and f=g+h such that f, (=g,) is
Mary, f, is a situation where f, takes something to bed, and £, takes some
altemauve to a teddy bear to bed

- are such that they can be extended to i, where g, (=1,) is Mary, i, is a teddy beai,
g, takes i, to bed in situation i, (=£,), and g doesn t take any alternatlve to a
teddy bear to bed in i,. The alternatlves here are with respect to an input
assignment f that contains reference to the situation.

This gives us the right reading. We effectively quantify only over situations
in which Mary takes something to bed with her, as the augmentations h just
capture the situatior * iriable. A simpler paraphrase would be: Most of the time
when Mary took s ..thing to bed with her, she took a teddy bear and only a
teddy bear w-ith h... The crucial difference to the extension of Rooth’s treatment
develope .1 section (3) is that we do not express uniquess through the situation
variable, but more directly by referring to the constituent in focus. In order to do
so, we have to IDENTIFY THE CONTENT OF THE ITEM IN FOCUS. Hence,
we make use of the additic'. " ‘nformation that Structured Meaning represen-
tations provide us, compare ‘ternative Semantics.

7. Conditionals

In this section, w11 discuss certain effects of focus in conditional sentences. In
conditionals the antecedent clause should be part of the restrictor of a quantifier,
and hence bt of the background. Now, this clause can have its own focus-
background structure, which has an interesting effect on quantification. Kadmon
(1987) observed that different accents within the antecedent clause lead to
different types of asymmetric quantification: It seems that the quantification is not
over all the indices provided by the antecedent clause (cf. also Kratzer 1989,

Heim 1990). If we paraphrase usually by most, then we get contrasts like the
following one:

(33) a.  If apainter lives in a VILLAGE, it is usually nice.
"Most painters that live in a village live in a nice one"

If a PAINTER lives in a village, it is usually nice.
"Most villages in which there lives a painter are nice"

Recently two theories have been put forward to explain these differences, namely
Kratzer (1989) and Chierchia (1990); sec also de Swart (1991) for a comparison
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of those theories. According to Kratzer, we have existential closure over the VP
of the if-cluuse, which prevents the indices of NPs within the VP to be quantified
over. This principle must be supplemented by assumptions that the subject can be
interpreted VP-internally, and that constituents that are orginally VP-internal may
be scrambled outside of the VP, thus escaping existential closure. In Krifka
(1992), 1 discuss some of the problems of this approach. According to Chierchia
(1990), quantification is only over topical constituents, which typically are
unaccented. One problem with this explanation is that in languages that have an
explicit topic marker, like Japanese or Korean, NPs marked as topics do not occur
within antecedent clauses.

I think that what matters is not topicality, but being part of the background
of a background-focus structure. The right generalization seems to be that indices
introduced by expressions in the BACKGROUND of a conditional clause are
BOUND BY THE QUANTIFIER, whereas the indices introduced by expressions
in the FOCUS are subjected to existential closure and thus are PREVENTED
FROM BEING QUANTIFIED OVER. Given that analysis. we would get the
right readings if, in (33.a), a painter is in the background, and in (33.b), a village
is in the background. Actually, (33.b) would have at least two different
interpretations: either the meaning of a village is the only item in the restrictor, or
both lives and a village are in the restrictor.

We can express the influence of focus-background articulation in
conditional clauses with the following meaning rule:

(34) MOSTLY(if <B,F> then C):
{<ggw>IMOST({hi3f{f=g+h & <gfw>e B({<ggwv>j{<gjwv>e FINHID
({hi3k{k=g+h & <gkw>e [B(F).CID}.
if Fis of a type {<gkwv>l..}.

That is, MOSTLY (if <B,F> then C) is true of input assignments g and worlds w
iff most ways h to augment g such that the input g, the output g+h and the world
w satisfy the background applied to the focus (where indices introduced within
the focus are existentially bound) are such that g+h can be extended to k such that
the input g, the output k and the world w satisfy the background applied to the
focus, composed with the consequent C. The essential part of this meaning rule is
that indices that are introduced within the focus are existentially bound with
narrow scope in the semantic representation of the antecendent, hence they are not
accessible to the main quantifier. Let us discuss an example:
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(35) Most of the time, if a, frog [sees, a FLY]r, it, catches

“43

[see a, FLY],, <AQ.Q, {<gkwxs>lke g[3] & see 0ky8) & fly, (k) }>,
=<Q.Q.[0])>

INFL,, AQ.{ <gkwv>3h[he g[2] & <hkwvh,>e QJ},
/

sees, a, FLY ., <AQ.{<gkwv>Fh[he g[2] & <hkwvh,>€ Q]}, [O]>
a, frog, AQ.{<gkwv>3hlhe g[1] & frog,(h,) & <hkwh v>e Q])
/

a, frog [sees, a, FLY], <AQ.{<gkwv>I3h[he g[1.2] & frog (h))
& <hkwh, \vh,>€ Ql}, [0]>, = <{PL[0]>

it catchesz' 1 '
<gkw>lke g[4] & k,-then-k, & catchw(kl,ks,k“)}, =(Q]

most of the time
/
most of the time, if a, frog [sees, a, FLY],, it, catches, ,
(<ggw>iMOST({hBﬂf-g+h & <gfw>e [P]([O])
({hi3k[k=g+h & <gkw>e [[P}([O]:[Q]I}))

= {<ggw>IMOST({hi3f(f=g+h & fe g[1,2] & frogw(fl) & Jjjefl3] &

see, (f.j;.f;) & fly, GHNH

({hIBk[k g+h & keg(l,2, 3 4] & frog (k) & fly, (k,)
& see (k k 3k,) & k,-then-k, & catch(kl,kl,k )] )]

J

This accepts input assignments g, without changing them, and worlds w such that
most extensions h of g, where the domain of h is {1,2} and h is a frog that can be
extended to j, where j Jaisafly and h, is a seeing of j;by h, arc such that they can
be extended to k, where k, (=h)) is a frog, k,isafly, k, (- h,) is a seeing of k, by
k,. and k, is a situation followmg k, in which k, catches k This gives us the
1ntumve|y correct interpretation of the most prommem readmg we quantify over
frogs h; and situations h, in which h, sees a fly.

The semantic rule (34) is rcstricled to foci of non-functional types. How can
we extend it to cover cases where, e.g., an NP is in focus, that is, an expression of
atype AQ.{<gkwv>L...}? The extension is relatively straightforward. However, we
have to make sure that indices that are introduced within Q are accessible for the
quantifier, that is, we have to exempt them from existential quantification. This is
done by the following meaning rule:
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(36) {<ggw>IMOST({hi3flf=g+h & <gfw>e BAQ.{<gkw>3v[<gkwv>e Q] &
Jjlj=k & <gjw>e FQININ
({hiBk[k=g+h & <gkw>e [B(F);CIDH},
if F is of a type AQ.{<gkwv>l..Q..}

See Krifka (1992) for further examples and for a discussion of some observations
by Kratzer (1989) and de Swart (1991) that quantificational adverbials need a
variable to quantify over.

8. Final Remarks

In this paper, I tried to give a formal account of the influence of focus on quantifi-
cation, in particular on the semantic partition into restrictor and matrix. This was
carried out in a framework that combined the Structured Meaning representation
of focus with a version of Dynamic Semantics to capture anaphoric bindings. In
developing it, we had to pay attention to the notion of focus alternatives within a
dynamic setting.

There are several areas that need elaboration. One is that I assumed that
focus-sensitive operators apply to sentences. This is not true in general: Particles
like only and quantifiers like always clearly can be VP operators. It is relatively
straightforward to generalize the semantic types of these operators such that they
can be applied to VP meanings of the type {<gkwx>l...}.

One point which I have suppressed in this paper is that focus can have dif-
ferent sources -- it might be focus associated with an overt operator, or it might be
focus associated with the illocutionary operator, so-called "free” focus. We can
assume that it is always the focus associated to the highest operator that is spelled
out by sentence accent (cf. Jacobs 1991, Krifka 1991). This can easily Iead to
confusion. In the following example, focus on SUE does not indicate that this
phrase is interpreted in the matrix; John is interpreted in the matrix, as focus on
SUE is licensed by the illocutionary operator.

(37) [Did Mary always take JOHN to the movies?|
No, SUE always took John to the movies.

Finally, we might question whether the restrictor of an adverbial quantifier is
always given by focus-background structures (if not provided by the context).
There is an interesting case involving relative clauses which Anna Szabolcsi
brought to my attention with examples like (38.a):

(38) a. We should thank the man whom Mary always took to the movies.
b. We should thank the man whom Mary only took to the movies.
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(38.a) can be interpreted as: "We should thank the man such that, if Mary took
someone to the movies, it was him". But note that the representative of the man
within the relative clause, whom (or the empty element coindexed with whom) is
not stressed. We might say that relative pronouns, let alone empty elements,
cannot bear stress, but still may be in focus. However, if this is so, then only in
(38.b) should be associable with the object NP, yielding the reading "We should
thank the man such that Mary took only HIM to the movies", which is not avail-
able. Szabolcsi suggests that the creation of an empty element by WH-movement
is crucial for the construction of the restrictor, which in our example yields the
semantic representation Ax3s{took(m,x,s}]. Szabolcsi (1985), who discusses the
focus-sensitivity of superlatives, takes the creation of empty elements as the
crucial property even in the cases with focus, following the focus theory of
Chomsky (1977), according to which focus implies Wh-movement. However,
assuming movement is problematic, as it would not abide by syntactic island
constraints (cf. Jackendoff 1972, Krifka 1991).

There is another type of case where we might question how predictive focus
is in determining semantic partition of adverbial quantifiers. Schubert & Pelletier
(1989). in their discussion of “reference ensembles” (roughly, restrictors), give a
number of examples for which they do not claim that focus plays a role. One of
their examples is

(39) Cats usually land on their feet.

Note that we could explain this example in terms of background-focus structure:
The main accent probably is on feet, hence we have Cats usually land [on their
FEET]_ as a plausible analysis, which would gererate the reading: Usually, when
cats land on something (a body part of them), then they land on their feet. Howev-
er, it seems that (39) has a very similar interpretation with the whole VP land on
their feet in focus. In this case, Schubert & Pelletier’s suggestion that PRESUP-
POSITIONS may furnish the reference ensembles (i.e., the restrictor of the quan-
tification) seems to be on the right track, as every case of landing on one’s feet
presupposes that one is coming down in the first place.

Idon’t see Schubert & Pelletier’s presuppositional theory and the focus
theory proposed here as necessarily being in conflict with each other. It seems
plausible to assume that the background of a focus-background structure provides
or identifies the presuppositions of an expression. If this is so, the role of focus-
background structures in semantic partitions could ultimately be subsumed under
a general theory of the role of presupposition in quantification.
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Expressing Negation

William A. Ladusaw
University of California, Santa Cruz

Introduction®

My focus in this paper is the syntax-semantics interface for the interpretation
of negation in languages which show negative concord, as illustrated in the
sentences in (1)-(4).

$)) Nobody said nothing to nobody. [NS English)
‘Nobody said anything to anyone.’

¢4 Maria didn’t say nothing to nobody. [NS English)
‘Maria didn’t say anything to anyone.’

3) Mario non ha parlato di niente con nessuno. (Ttalian)
‘Mario hasn’t spoken with anyone about anything.’

@) No m’ha telefonat ningd. [Catalan)
‘Nobody has telephoned me.’

Negative concord (NC) is the indication at multiple points in a clause of the
fact that the clause is to be interpreted as semantically negated. In a widely spoken
and even more widely understood nonstandard dialect of English, sentences (1)
and (2) are interpreted as synonymous with those given as glosses, which are also
well-formed in the dialect. The examples in (3) from Italian and (4) from Catalan
illustrate the same phenomenon.

The occurrence in these sentences of two or three different words, any one of
which when correctly positioned would be sufficient to negate a clause, does not
guarantee that their interpretation involves two or three independent expressions of
negation. These clauses express only one negation, which is, on one view, simply
redundantly indicated in two or three different places; each of the italicized terms in
these sentences might be seen as having an equal claim to the function of
expressing negation.

However closer inspection indicates that this is not the correct view. Not all
of the negative terms in (1)-(4) are redundant; if the first negative phrase in each of
these sentences is removed or replaced by an appropriate nonnegative phrase, the
sentences become ungrammatical, losing their NC construal. Apparently the first
negative item in each of these sentences has a better claim to expressing the

* This rescarch was supported by NSF Grant BNS-9021398. Earlier versions of this work
have benefitted from comracnts by a number of people. I am grateful for comments on this
version by my colleagues Judith Aissen, Sandra Chung, Donka Farkas, James McCloskey, and
Louise McNally, as well as the SALT Il audience.
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negation of the clause than the others do.! So we might pose the question: which
of the occurrences of negative phrases in a clause showing negative concord
expresses the negation?

The title of this paper derives from this question. I will investigate the
assumptions behind it, clarifying what I mean by ‘expressing negation’. My
proposal will be a form of objecting to the presupposition of the question. I will
outline a view on which none of the negative terms in these clauses directly
expresses negation. Rather, I will explore a theory of the interpretation of such
clauses in which one does not associate a recognizable negation operator as the
lexical interpretation of any of the visible formatives in the sentence, but rather
with an abstract aspect of clause structure which must be licensed by a
morphologically negative phrase.

The argument will proceed as follows: I will first discuss the reason that
nsgative concord languages seem to pose a challenge for compositional
interpretation and show that we can maintain standard assumptions about logical
interpretation if we detach the expression of clausal negation from the lexical
interpretations of the apparently negative terms. The analysis I propose will lean
heavily on the notion of an indeterminate or indefinite argument familiar from
Heim (1982). Doing so will provide a unified way of viewing the relationship
between negative concord and systems of argument negative polarity items. [ will
then argue that the proposed analysis can be the basis for an explanation of an
important generalization about how negative concord languages systematically
differ from languages which do not allow concord. In doing so, I will draw on
insightful work in the syntax of negation by, among others, Zanuttini (1988,
1991) and Laka (1990), without doing justice to the details of the syntactic
argumentation in those works. This discussion is intended as a contribution on the
semantic side to the debate about how apparently negative terms in such languages
should be interpreted.

In developing this paper, I attempt to maintain a studiously ambivalent stance
on the relation between the interpreted structures and surface syntactic structure. [
do so in an effort to try to demonstrate that the abstractaess of the proposal is at
least initially consistent with a range of views of logical form.

Challenge for Compositional Semantics?

Let us begin by examining in some detail the view on which negative
concord might seem problematic for semantic interpretation by asking ourselves:

1As stated, this is not a general property of NC clauses. The negative subject in nobody
never telephoned me may be replaced without loss of the cxpression of negation or
grammaticalily.
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what meaning shall be assigned to the expressions nobody, nothing, and not 72
The rich algebra of Montagovian type-theory provides a variety of options for
appropriate denotations. For the two argument expressions, the theory of
generalized quantifiers provides a ready interpretation: the set of sets or properties
which are disjoint from a base set of persons or non-persons. For the particle not,
the simple truth-function or a function mapping propositions into their complement
propositions would suffice. For those concemed that the syntax of not suggests
that it is adjoined to VP and therefore should have an interpretation which
combines directly with the unsaturated meaning of the VP, a function mapping
properties into their complements will give the right result. For those convinced
that despite the VP-adjoined syntax of not, the subject position should fall in its
scope, a raised type assigned to the VP, one which expects a generalized quantifier
as argument, will do the trick. In any ¢event, it is ¢asy to assign denotations to
these clements which allow them to express negation in the sense, following
Zwarts (ms), that their interpretations are functions which are anti-additive®. The
assignment of interpretations which express negation to these morphologically
negative phrases predicts that each instance will express an independent negation.

As long as we restrict ourselves to non-NC languages like standard English,
a straightforward interpretation procedure will yield a plausible answer for a
sentence like (5), one which entails that Mary talked to somebody. That is because
the negation expressed by didn’ will cancel the negation expressed by nobody.

) Mary didn't talk to nobody.

But confronted with the interpretation of (5) under a negative concord
construal, we are presented with a problem: If both didn’t and nobody express
negation, then something must be done to rid ourselves of one of the expressions
of negation. Thus negative concord looks like a problematic construction.
However we know that negative concord is a wide-spread phenomenon, one might
even speculate that it is the unmarked case. So it behooves us to examine in some
more detail what the assumptions underlying the straightforward procedure for
semantic interpretation lead us to this conclusion.

1 will refer to the structure which is semantically interpreted as ‘logical form’
and make reference to it as lower-case If (1o reserve LF specifically for If in GB).
The following seem to me to be fairly widely-accepted assumptions about the
relation between logical form in this general sense and surface syntactic structure.
In general, logical forms are assumed to be conservative in that to the extent
possible, the formatives of surface structure are formatives of If. That is, the units

2] will discuss NC in terms of English clauses like (1) and (2) and English phrases, though
Tintend these to be representatives of parallel structures and phrases in other NC languages.

3There are a range of algebraic propertics which can be identified across these functional
types as negation of various strengths, Here [ assume that a phrase expresses negation iff its
interpretation is anti-additive. A function fis anti-additive iff f (AvB) = f(A)Af (B).
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of surface structure are treated as basic expressions for interpretation unless there
is good reason to relate them to multiple units of If. Further, the structural
relations in s-structure have correspondents in structural relations in If. These
conservative assumptions are common to views of If ranging from attempts at
surface interpretation to the standard view of LF in GB.

Of most relevance to this discussion of NC is the assumption about the
formatives of If, because much of the discussion of the interpretation of NC
revolves around the question of how many ways argument expressions like
nobody can be interpreted in logical form. An If can be less conservative with
respect to its treatment of a s-structure formative like nobody in two ways: the s-
structure formative can be decomposed in If, so that it corresponds to multiple
basic expressions of the If language, or it can be mapped onto two (or more)
distinct basic expressions of If. In the discussion below, we will be interested in a
~elaxation of conservativity which relates terms like nobody to two If constituents,
a negative and a nonnegative one.

An interpretation for If assigns interpretations to the basic (‘lexical’) elements
of the If language. Another standard assumption is that such interpretations are
assigned to basic phrases qua types, not tokens. That is, lexical meaning is not
assigned context-sensitively; the lexicon (of If) stipulates interpretations for lexical
items without reference to their embedding context or other elements in the If.

To illustrate this assumption, let us consider briefly an analysis of NC which
proposes that the language of If contains a single formative nobody, but the
assignment of its lexical interpretation is structure-sensitive: it is interpreted as the
generalized quantifier AP{body’ A P = @] in subject position and a non-negative
meaning in non-subject position, say AP[body’A P # @], which is the
complement of its negative interpretation. Under these assumptions, (5)-(7) would
be given correct NC interpretations, with the negation expressed either by the
inflected auxiliary or the term in subject position.

(6) Nobody talked to Mary.

@ Nobody talked to nobody.
(8) Nobody didn’t talk to Mary.
()] Mary talked to nobody.

Sentence (8) will be interpreted as in standard English, with the two negative
terms ¢xpressing independent negations.4 However note that such an account has
a serious flaw; it predicts that (9) will mean that Mary talked to somebody. The
status of clauses like (9) will be of interest to us later, but as an independent
sentence, (9) would never have this meaning in any of the languages we are

4This follows from the assumption that didn’t here always expresses negation. As will be
discussed in more detail below, the patiern in (5)-(6) is appropriate for onc dialect-of English and
languages like halian, but not for another dialect of English and languages like Catalan.
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concerned with; it would be ill-formed. The status of (9) highlights the fact that a
context-sensitive interpretation of terms in a NC clause would be relational in the
sense that the assignment of meaning would not depend only on structural position
but also on the presence of other items in the clause. That is, crucial to assigning
nobody the non-negative interpretation in (5) is the fact that it occurs in a VP under
the scope of another negative expression. A similar point could be made about
never, which when it precedes the tensed verb will express negation if the subject
does not, but will not express negation if the subject does.

1 know of nio one who has defended abandoning the assumption that lexical
interpretation assignment is context-free and I will not either. Whatever the basic
expressions of If are, they must receive interpretations as types not tokens and so if
we must interpret some tokens of negative phrases in one way and some in
another, they must be distinct basic expressions of If and their distribution must be
determined by the principles governing the definition of well-formed 1fs.

Hence 1 conclude that interpreting NC forces us to consider the possibility
that the language of If contains distinct negative and non-negative phrases
corresponding to the terms in the negative concord clause; the formatives of If will
be systematically richer than the formatives of s-structure. We can illustrate the
difference with the following sketch of a different account: The item nobody is
ambiguous between two basic expressions of If: nobody[+] and nobody[-]. The
former is always interpreted as AP[body’ A P # @] and the latter as AP{body’ A P
=@]. The problem posed for interpreting sentences (5)-(9) becomes a problem of
determining which occurrences of nobody in s-structure correspond to nobody/ +]
and which correspond with nobody/-] in If. However that is determined, the
assignment of an interpretation to these two If phrases will be univocal and
context-free.

We hereby turn a putative context-sensitive assignment of meaning into a
more familiar syntactic problem: determining the distribution of these two items in
well-formed Ifs. Following the (ultimately inadequate) suggestions above, the
interpretations of these sentences could be determined by assuming that nobody
corresponds to nobody]-] in subject position and nobody(+] elsewhere. The
problem raised with (9) could be handled by a further requirement that nobody( +]
be licensed by occurring only in the scope of some expression of negation.

The conclusion of the discussion in this section then should be that NC does
not really constitute a challenge for compositional semantics. Rather negative
concord focuses our attention on the principles that determine the relationship
between the naive notion of lexical formatives in a language and the basic phrases
of If. In particular, it focuses us .~ the question of how to relate the
morphosyntactic notion of negative which unites the terms in the concord relation
with the semantic property of expressing negation and it narrows our examination
to proposals which relate concordant terms to two distinct, complementary
elements of If.




Q

ERIC

PAFullToxt Provided by ERIC

242

Negative Incorporation/Absorption

We now turn to the question of which of the items in a negative concord
clause express negation and the new question of how the distribrtion of the If
correspondents of these terms is determined. In analyzing clauses I'ke (5)-(9)
above, we assumed that only the occurrences of nobody in subje:t position
express negation; other occurrences do not. So we must propose prixciples which
insure that nobody[-] occurs only in subject position and nobody[-+] does not
occur there.

Since the distribution of nobody/-] and nobody[+] is complementary and the
meanings assigned to the two are boolean complements, a solution can be framed
as a projection problem of s-structure nobody onto nobody[-] and nobody[+].
Either nobody[-] or nobody[+] can be chosen as the default projection and the
range of the other can be governed by a principle which changes the default into
the marked item. When nobody/-] is chosen as the default projection, the principle
governing the distribution of nobody[+] can be called ‘negative absorption’, in the
sense of Higginbotham and May (1981); when nobody[+] is the default, the
principle governing the distribution of nobody(-] can be called negative
incorporation. We can illustrate the difference with two proposals for the analysis
of NC in Italian.

In a recent discussion of negative concord in Romance and West Flemish,
Haegeman and Zanuttini (1990:21-22) propose an absorption account in their rule
of “factorization’, which applies in determining logical forms for NC clauses.
Their rule is stated in (10):

10 In languages that show NC, when two negative quantifiers raise they
undergo a process which we will informally call factorization: instead of
creating two (or more) consecutive instances of a universal quantifier
each followed by an instance of negation, negation is factored out and the
two (or more) universal quantifiers become one binary (or n-ary)
quantifier:

48.a[Vx — ] {Vy =] (IVz ]) = [Vx,y(,2)] —

The relation between this rule and the foregoing discussion is obscured by
the fact that the formulation in (10) is influenced by some other considerations in
their analysis which will not concern us here. First, they assume that negative
arguments are to be interpreted as universal quantifiers taking scope over a
negation operator and that this analysis is made explicit in the formatives of If. |
have assumed that the argument expressions are interpreted as existentials within
the scope of a negation. Their treatment is motivated principally by the assumption
that the universal nature of these terms is the determining factor in stating the
distribution of particles which mean almost, and that the decomposition is required
to capture that distribution. Since a full addressing of this motivation is beyond
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my intention here, I will assimilate their proposal to the assumption that NC terms
are existentials within the scope of a negation in (10°):

(107 Inlanguages that show NC, when two negative quantifiers raise they
undergo a process which we will informally call factorization: instead of
creating two (or more) consecutive instances of an existential quantifier
each preceded by an instance of negation, negation is factored out and the
two (or more) existential quantifiers become one binary (or n-ary)
quantifier:

{—3x] {= Jy] (= 32D = =[Ex,y(2)]

We can see clearly bow this is a principle of negative absorption.  The
default If correspondent of nobody would be [— Jz] and where the factorization
rule applies, it will correspond with [3z}5. However since the decomposition of
items like nobody into logical representations in the determination of If is not a
crucial part of an absorption analysis, its essence can be further distilled to the
more conservative (10%).

(10" Inlanguages that show NC, after twe negative quantifiers have raised
they undergo negative absorption: every occurrence of a negative
expression in the immediate scope of a negative expression is made
nonnegative:

ety sl el i
- -] - [+l

(Obligatory; iterative; bottom-up)

This rule assumes that the negative value for nobody is the default
interpretation for the concordant term and states the distribution of the nonnegative
value. As stated, it is embedded in an analysis which assumes that these terms
raise in the derivation of logical forms. As such it must apply to representations in
which the primacy relations among the operators in If mirror those of s-structure.
If we assume this, then it guarantees that the nonnegative version of the quantifier
will show up only under the scope of a licensing negation and the assumption that
the rule applics iteratively, bottem up, guarantees that any cluster of negative
quantifiers will be reduced to a single negation. What is responsible for NC on
this analysis is the obligatory absorption principle.

The alternativ negative incorporation approach can be illustrated by the
analysis of Italian NC presented in Rizzi (1982). In that account, nessuno shows
up in If marked ¢ither [+neg] or [-neg). He assumes that nessuno is {-neg] by
default and interpreted as a negative polarity item. The negative construal,
corresponding to our nobody({-] is assigned via the rule in (11) (p. 124):

Signoring the issuc of combination into an n-ary binding operator.
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1 nessuno — [+neg] when c-commanded by VP.

This analysis guarantees that the item will be interpreted as negated only
outside the VP (e.g. in subject position) and that all VP internal occurrences
(necessarily not c-commanded by the VP node) will remain nonnegative. The
assumption that the {-neg] occurrences of nessuno are negative polarity items of
some sort guarantees that they must occur in the scope of something which
expresses negation. Finally, assuming that there is at most one position in which
nessuno could be c-commanded by VP entails that the clause will contain at most
one negation expressed by nessuno. As Rizzi notes, this kind of analysis, which
associates the exp~ision of negation with an abstract aspect of clause structure
rather than with the lexical interpretations of the apparently negative expressions in
the sentence harks back to Klima’s (1964) analysis of negation in English.

The absorption and incorporation solutions share some assumptions: (a) that
the negative expressions of the language correspond to two different logical
formatives, one expressing negation, and one not; and (b) that a rule governs the
relative distribution of the one of the logical formatives. The differ principally in
the claim about which generalization is easier to state: where negative phrases do
not express negation (the absorption account) or where negative phrases do
express negation (the incorporation account). Ideally each account would seek to
eliminate as much of the stipulatory nature of its rule as possible by reducing its
effects to other, known phenomena. One way of doing this is to propose that the
duplicity of the negative argument expressions in If is a reflex of a simple lexical
ambiguity: that they are ambigucus between negative quantifiers and negative
polarity items, which are known items of limited distribution. This idea has much
to recommend it and we will pursue in the rest of this paper an idea which exploits
this means of restricting the nonnegative If correlates of surface negative phrases.
Let us first consider the principles which govern the distribution of negative
polarity items like anybody.

NPIs as ‘Indefinites’

In sentence (12), the italicized items are negative polarity items (NPIs),
which must be licensed by the occurrence of an appropriate expression of
negation. In (12), the negation marked on the inflectional head of the clause
counts as the license for these items.

(12) Maria didn’t say anything to anybody

Negative polarity items have been traditionally considered to be “indefinites’,
and I believe it is best to interpret this in the sense of Heim 1982. An indefinite is
an argument expression which has descriptive content but no inherent
quantificational or referential force. It composes with other expressions to yield
parameterized meanings. These parameters are grounded, typically by existential

2 4“}’
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binding, at some point in the interpretation. According to Heim’s original
proposal, these parameters must be grounded whenever they fall in the restriction
or nuclear scope of an operator, a category into which negation should ciearly fall.
The operator that triggers the anchoring or binding of an indefinite I will call the
roof of the indefinite.6

Negative polarity items like any and ever can be treated as indefinites which
are subject to twin licensing requirements, one which holds of logical form and
one which holds of surface structure. The logical form condition is that they must
be roofed (and are hence never directly referential) and that their roof in If must be
an appropriately negative operator. I will temporarily pass over the question of
how to characterize the notion ‘appropriately negative’ and whether negative
polarity items differ from each other in what property they require of their licenses
and roofs and conceatrate on the existence of the other condition, the surface
structure licensing requirement. This requirement is illustrated by the ill-
formedness of (13), where a negative-polarity item appears in subject position.

13) *Anybody didn’t say anything to anybody

Despite plausible arguments that clausal negation can take the subject position
in its scope, it cannot license negative polarity items there. What is true of well-
licensed polarity items (at least in single clause sentences) is that they are always c-
commanded by a licensing expression in surface structure. Note that a non-NPI
indefinite which does not havs- any s-structure licensing requirement can occur in
the same position and be roofed by negation:

(14) A train didn’t arrive for four hours.

The existence of this s-structure c-command requirement for licensing (and
its locality) plays an important role in Progovac (1988), which explores the
parallels between the polarity item licensing system and binding-theoretic accounts
of the distribution of pronouns and anaphors. Returning to the interpretation of
(12), we can see thai both the NPIs are licensed in s-structure by the c-
commanding didn’t and that (13) can be interpreted only based upon a logical form
in which the NPI indefinites are roofed (and existentially closed) by the negation
operator expressed by didn’t .

Among the things which recommend the view of NPIs as indefinites is that it
explains what Linebarger (1980) called the immediate scope constraint. She
pointed out that simply requiring that NPIs be in the scope of some negation in
logical form was too liberal a license: if some logical operator intervenes between
the negation and the polarity item, the item will not be licensed. This can be
illustrated by considering the sentence (15).

6Sometimes the roof of an indefinite is also its binder, but in the cascs that we will be
interested in, it is typically not.
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(15)a. Meg didn’t read every book to a student.
b.  —{V¥x:book(x)) (y:student(y)) [read (Meg, x, \2)]

I think that it is easy to construe this sentence with the interpretation given by
the formula (15b): Not every book got read. If the NP a swudent is interpreted as
an indefinite, then it may be roofed by the universal quantificational NP, which in
turn falls in the scope of the negation. The other five logically possible construals
are less accessible for various reasons, but what is relevant is that (15b) is a
possible construal. However if we substitute a negative polarity indefinite for a
Student, as in (16), this construal disappears.

(16) Meg didn’t read every book to any student.

A construal of (16) parallel to (15b) is ruled out by Linebarger's Immediate
Scope Constraint, which stipulates that no operator can intervene between the
license and the item. On the view adopted here, it follows automatically from the
treatment of these items as indefinites because the If condition for the NPI is not
met on such a construal: though the NPI indefinite is in the scope of a licensing
operator, it is not roofed by it.?

From this brief examination of negative polarity items I will take three points:
the plausibility of analyzing negative polarity items as indefinites; the fact that a
language may provide a range of items which are ‘indefinite’, but subject to
differing licensing conditions; and that in the case of NPIs, the licensing involves
both a requirement on logical form and one on s-structure.

Reducing Concordant Terms to NPIs

We embarked on the discussion of negative polarity items as a prelude to
reducing the distribution of the non-negative correspondents of negative terms in If
to the theory of NPIs. The hope is that the thzory of NPI licensing can eliminate
the need for a special absorption or incorporation rule as part of the determination
of If.

Assuming that negative terms are systematically ambiguous between
expressions of negation and NP1 indefinites, one interpretation of a NC clause like
(2) would be exactly that sketched for (12), with the NPI version of nobody
substituted for anybody and with didn’1 as the s-structure license and If roof for the
indefinites. In any weli-formed NC structure, there will always be one negative
phrase which c-commands all the others in s-structure. In a clause like ( 1), the

1t follows assuming that in these cases the indefinites cannot be assigned scope higher
than the clause in which they occur.  An analysis i terms of indefinites also cleans up the
probiem of licensing multiple NPIs which complicates a structural formalization of the
constraint.
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subject phrase will not be interpretable as a NP, as it would not be licensed in s-
structure; it must be interpreted as an expressor of negation.

The attempted reduction of the distribution of the absorption/incorporation
analysis to an ambiguity between negative quantifiers and NPIs has this to
recommend it: haif of the action of the absorption or incorporation rule will follow
automatically: the NPI terms will always be s-structure licensed and If roofed by an
expressor of negation. However as it stands, it falls short in several ways as
complete theory of negative concord.

One concern is that the class of licensing operators for NPIs like anybody is
systematically broader than the class of licenses for negative concord terms. While
a wide range of expressions with monotonically decreasing but not anti-additive
interpretations license anybody, only ‘n-negations license the concord terms.
However it is likely that polarity items in a language differ from each other in their
‘strength’, that is, in which requirements they impose on their roofs. That is,
while some polarity items are happy to be roofed by monotone decreasing
operators, others require anti-additive roofs. It could be that the difference
between concordant terms and other NPIs in the language falls within this normal
range of variation. So let us assume that a semantic characterization of the
property of negative concord licenses can be given and proceed, noting that there
are differences betwéen the licensing of NPIs in concord relations and other NPIs.

Closer examination of the consequences of the proposal will stretch our
notion of NPI in another way: in some languages the negative phrases associated
with the head of the clause must be viewed as concordant terms and allowed an
NPI interpretation. The English dialect in which (17a) and (17b) are synonymous
(or languages like Catalan, cf. (18)) commit us to seeing didn't (or, respectively,
no) as not expressing negation. =

(17)a. Nobody said nothing
b. Nobody didn’t say nothing

(18)a. Ningi ha vist en Joan. Nobody has seen John.
b. Ningii no ha vist en Joan. Nobody has seen John.

This is because, the English dialects in which (17b) is negative concord do
not allow an any type NPI in subject position (Cf. Labov 1972). We are led to the
conclusion that in such sentences, didn’t or no does not express negation. The
sense in which it is meaningful to call not or no a negative polarity item remains to
be explored, but the need to be able to rob thesc apparent archetypal expressors of
negation of their ability to do so seems clear.3

Having noted these two points, we turn to more serious concerns. If we
assume that negative terms are systematically ambiguous between expressors of

#The analysis which I proposc below will not climinate the need 1o consider these items as
non-cxpressors of ncgation in these languages.
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negation and NPIs, the difference between a negative concord language and a non-
negative concord language is a pattern of lexical ambiguity. A language which
does not allow NC is presumably one which does not allow NPI interpretations for
any of its negative phrases. Since lexical ambiguity is generally seen as an item-
by-item affair, this suggests that we might find NC languages with a mix of NC
properties for its items, e.g. nobody participates in NC but nothing doesn't.
Never does participate in concord, but nothing and nobody don’t. As far as |
know, there are not any such languages.?

There are two more points on which our attempted reduction must be
strengthened. First, it contains nothing to block the inference that there is no such
thing as a purely NC language, i.e. on which does not also allow interpretations of
these clauses as expressing multiple negations. The absorption/incorporation rule
enforces a complementary distribution on the If correspondents of negative terms.
The theory of negative polarity items restricts the distribution of the NPIs but does
nothing to restrict the distribution of the negative expressors (beyond requiring that
there be one if there are any NPIs). In a language which is strictly negative
concord, something must be added to restrict the distribution of the negative
quantifiers. Otherwise every sentence which contains multiple negative phrases
should have both a double negation (DN) and a NC construal. One possible
reaction would be to classify all of the negative expressors as strong ‘affirmative
polarity items’. However doing so aggravates further the concern that the locus of
difference between NC and DN languages is a pattemn of item-by-item stipulations

in the lexicon and it does nothing to correlate the presence of NC with the absence
of a DN reading.

Structural Condition on the Expression of Negation

Finally, I think that there is a failure of explanation of the syntactic
constraints on NC. The analysis as it stands gives no reason to think that the
possibility of NC construal would have syntactic restrictions on it apart from the
requirement that NPI concordant terms would all be c-commanded by a negative-
expressing term. That is, parallel to negative polarity licensing like (19a), we
would expect (19b) to have a negative concord readin g.

9There ARE variations, but these treat all the simple argument expressions as one class,
opposed (sometimes) to syntactically complex argument cxpressions, and the non-argument,
INFL associated itcms.
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(19)a. She gave nothing to anyone
b. She gave nothing to nobody.
c. She didn’t give nothing tv nobody.

But in fact (19b) is not well-formed in NC English and structurally parallel
cases are apparently never well-formed in a strict NC language. What (19b)
should mean must be expressed by a structure like (19c), where the expressor of
negation is associated with the head of the clause. Ina NC language, it is
impossible to express the negation only in the VP. This is characterized by
Zanuttini (1951, 153) as the constraint in (20):

20) Constraint on the assignment of sentential scope to negation: Negation
can take sentential scope only if at s-structure it is in a position from
which it c-commands both the Tense Phrase and the Agreement Phrase.

A quick survey of some negative concord languages will illustrate this claim.
The sentences in (21) from Italian exemplify NC clauses. (21a) and (21b) show
that any number of argument expressions in the VP can be concordant with the
negative adverb non. (21c) and (21d) show that nessuno in subject position can
express negation and have argument negations concordant with it. (21le) shows
that postverbal subjects can be concordant with non. The condition of interest here
is what is responsible for the ungrammaticality of (21f) and (21g), in which the
only expressions of negation are in the VP.i0

(21)a. Mario non ha visto nessuno. Mario has seen noone.
b. Mario non ha parlato di niente con nessuno. Mario hasn’t spoken with
anyone about anything.
Nessuno ha visto Mario. Nobody has seen Mario.

Nessuno ha parlato con nessuno. Noone has spoken with
anyone.

Non ha telefonato nessuno. Nobody telephoned.
*Mario ha visto nessuno.

*Ha telefonato nessuno. Nobody telephoned.
*Nessuno non ha visto Mario.

As the data in (22a) and (22b) indicate, the facts for Spanish are parallel.
Nadie in the VP is not sufficient to negate the clause.

10Alessandro Zucchi reported in comments after the SALT presentation that his native
dialect of Italian scemed to depart from the standard Italian judgements expressed here in allowing
sentences like () and (g), in cffect counterexemplifying the claim made here. The question of
whether such a language can be described within the sysiem outlined below without reducing its
cempirical claims 10 vacuity remains open at this point and a question for further investigation.
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(22)a. *(No) vimos a nadie. We didn’t see anyone
.b *(No) comi6 nadie. No one ate.
.c Nadie (*no) comié. No one ate.

Among the various English NC dialects, two can be distinguished by the data
in (23). The pattern of NC in column A is exactly parallel to the Spanish and
Ttalian cases. The ungrammaticality of (23d) would explained by the requirement
that the expression of negation must be high enough in the clause structure to c-
command the head of the clause.!!

(23) NC-A NC-B
Nobody said nothing NC NC
Joan didn’t (never) say nothing NC NC
Joan never said nothing NC NC
Joan said nothing * *

e. Nobody didn’t say nothing DN or * NC

Finally, the ungrammaticality of (24b) and (24d) shows that Catalan shows
the same property.

(24)a.  En Pere no ha fet res. Peter has done nothing.
b. *En Pere ha fet res.

c. No m’ha elefonat ningii. Nobody has called me.
d. *M’hatelefonat ningii.
e

En Pere *(no) renta mai els plats Peter never washes the
dishes

Ningii (no) ha vist en Joan. Nobody has seen John.
En Pere mai (no) fa res Peter never does anything.

Licensing the Expression of Negation

So where are we? I have surveyed the field of approaches to the
interpretation of NC. We have concluded that the solution to NC must be part of
the determination of logical form in the general sense, and delimited two

111 am assuming that these sentences should count as ungrammatical in these dialects,
though the judgement from native speakers that one is likely to get in such cascs is that it is
understood but just ‘not the normal way of saying it'. T assumec that the fact that spcakers of
these dialects do not reject such sentences completely is duc to the influence of the standard dialect
of English.
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approaches: the absorption analysis, which assumes that the basic meaning is
negative, and the incorporation analysis, which assumes that the basic meaning is
nonnegative. This led to a consideration of whether the details of either approach
would follow from the proposal that the items were ambiguous between negative
quantifiers and negative polarity items. Along the way, we noted that the theory of
polarity licensing entails conditions which are met at s-structure and conditions
which are met at If. I faulted the ambiguity proposal on two main points: that it
did nothing to correlate the absence of DN readings with the presence of NC
construals and it gave no reason to expect a structural condition on the expression
of negation.

Now it is time to propose a final account. Let us first remind ourselves what
we mean by an item expressing negation: that it be interpreted as a function which
is anti-additive. Let us consider the sentences we have been analyzing again and
ask two questions. What is the evidence that it is possible for negative terms not to
express negation? The mere existence of NC clauses offers that evidence. This
was the ‘challenge’ to compositional interpretation. Once these items are given
interpresations which express negation, they should be able to express negation
wherever they occur. Every negative concord clause with n negative phrases must
contain (n-1} occurrences of a negative phrase that does not express negation,

Now, what evidence is there that these items can express negation?
Interestingly, I think that we find much less. All we can find in a negative concord
language is, typically, that clauses containing these items are in fact interpreted as
negated, but that is not the same thing. In fact, the discussion around (20) above
shows that the presence of one of these items in a clause is not in fact sufficient
condition for the expression of negation. If we find evidence that individual
instances of these items express independent negations within the same clausal
domain, that would count as evidence. So DN languages are presumably
languages in which these terms do in fact express negation. But in a NC language
in which only one of these expressions can express negation in a particular clause,
the way is open for proposing that the negative phrases in fact never express
negation. In effect, we could propose that they are univocally interpreted as NP1
indefinites and that it is not necessary that any visible formative of S-structure
actually express negation.!2

But if that is true, how does the negation get expressed and how are these
polarity items licensed? Recalling the discussion above, we see that we have two
separate questions to ask: what items in the sentence license them and what
operator in If roof's them?

The answer to the second question must be: a negation operator, preferably
(anti-morphic) negation. But where does that operator come from? It need not be

121n this respect my proposal agrees with Laka (1990), whoc treats al these phrases as
NPIs. It will differ from her account in not requiring them 1o be s-structure licensed when they
are Ticensors of the expression of negation.
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part of a lexical meaning: it may be constructional, in the sense that it is associated
with some structural feature not necessarily visible in the clause. Once we realize
that, we are free to imagine that the negation operator can simply be added in at
some point in the interprctation of a clause. But surely it cannot be added in ‘willy
nilly’. Its “expression’ must itself be licensed by something, and the license for
the expression of negation can be these negative terms.

This sounds like sophistry: in NC languages, nobody doesn’t express
negation, but it licenses the (constructional) expression of negation. The
difference is a sophisticated one, but I think a reasonable one to explore. To make
the proposal clearer, I will work out the outlines of two forms of the analysis. The
first will be a GPSG-style phrase structure analysis with a very conservative
notion of If. The second will be a mutation of that analysis into a GB-style
analysis. I think that the essence of the two analyses are the same, but the further
syntactic consequences of the second are perhaps more elaborate that those of the
first.

Interpreting NC structures: GPSG

Assume that in the category structures of a language there is a feature [neg],
the morphosyntactic feature inherently specified for all negative phrases. As with
all features in GPSG, we must specify conditions which govern the distribution of
this feature. Assume that its projection is governed by the Head Feature
Convention of GKPS (Gazdar et al (1985)), so that its occurrence on a lexical head
guarantees its occurrence on every projection of that head. Assume further that it
is a semantically potent feature (GKPS, 224); that is, it plays a role in the
interpretation of a structure. When the feature [neg] occurs on clausal nodes, it
will trigger the application of a propositional negation operator to the propositional
interpretation of the clause otherwise determined by the composition principles.
By our definition thex, it is the feature [neg] which expresses negation, not the
lexical category which introduces it.

It follows from these assumptions that any clause whose head bears the
feature [neg] will be interpreted as negated. This handles examples like (25), but
does not yet handle the negation in structures like (26) and (27).
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(25) John didn’t speak.
ve
+subj
+fin
AGR(}
neg

op VP

}\
v VP

Hfin

speak

(26)  Nobody spoke.
vP
+subj
+in
AGR[]

neg

oP
neg

Nobody /
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27 John never spoke.
vP
+subj
+in
AGR[]
neg

o

-subj
+fin
AGR[]
neg

-

ADV ——@p VP
neg -subj
+in
never AGR[
neg
spoke
To get the right result for these cases, we must assume that {neg] is also
affected by the principle (28), akin to the Control-Agreement Principle.!3

(28) A category inherits the feature [neg} from a specifier sister or an adjoined
sister.

Augmented by this principle, we have an account of the expression of
negation in languages like the B dialect of NC English and Catalan.'4 Assuming
that all the negative argument expressions are univocally indefinites which are
strong NPIs, i.e. must be roofed in If by a negation operator, we have an account
of the pattern of negative concord. The semantic licensing requirement on nobody
and never will be met because these indefinites will be roofed by the negation

13The fact that a mother node will inherit the feature from a head daughter or a non-head
daughter might suggest that [neg] acts like a Foot Feature. This possibility might be exploited
in cascs where it can be inherited from complement daughiers as well, but for the languages
considered here, this would not be the right result, as it would not provide a way of blocking the
negation of the clause in John talked 10 nobody. Given that [neg] iz a head feature, it is predicted
to appear on the head of the clause as well. 1 have not followed out the consequences of this
statement sufficiently to be sure that no untoward consequences of this result.

14These arc the languages in which the [neg) element associated with the head of the clause
may be concordant with a negative subject or preceding adverbial. ! believe that the best account
of the difference between NC English-A and NC English-B and hetween Halian and Catalan would
involve a condition in the first language of cach pair on the head-associated ncgation which
requires that it not be c-commandcd by another [neg] constituent in s-structure. However I will
not pursuc this point here.

RO
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operator introducsd at the clause level by {neg].!5 This also gives an account of
the ungrammaticality in these cases of sentences like (29):

29) John talked to nobody.

The [neg) feature introduced by nobody will not be able to license the
expression of the negation at the clausal level, and so qua NPI will not be properly
roofed in the interpretation of the clause, rendering the sentence ill-formed.

It remains to ask what s-structure licensing conditions these [neg] NPIs
have. It appears that either they differ from any items in