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ABSTRACT

--This research-investigated-the psychological -mechanisms-that wunderlie human question asking .and .
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answering during comprehension and complex learning. Questioning mechanisms are fundamental
components of human cognition and must be integrated in contemporary models of complex learning,
curiousity, creativity, conversation, and intelligence. A sclentific understanding of human
question asking and answering also provides critical insights on how to design dialogue facilities
in intelligent tutoring systems, expert systems, and human-computer interfaces.

The primary studies on this contract investigated question asking and answering auring tutoring. We
collected and analyzed the transcripts of 83 tutoring sessions on research methods (college
students) and 22 tutoring sessions on basic algebra (7th graders). We estimated that student

quest ions were approximately 100 times as frequent in a tutoring session as a typical classroom
setting; this in part might explain why learning is substantially better in tutoring than classroom
settings. We analyzed the knowledge states, strategies, and interaction patterns of students and
tutors during questioning. The questions were classified on several dimensions: degree of
specification, content of information requested, and the psychological mechanism that generated a
question. These dimensions and categories were correlated with the students' depth of understanding
the material. We found that students to some extent took an active role in self-reqgulating their
knowledge by identifying their kiowledge deficits and asking questions that repair such deficits.
However, students need

substantial training in improving their question asking skills. Most of the students' answers to
deep questions asked by the tutor (e.g., why, why-not, how, what-if) were poor in quality, so the
tutor helped answer thesc questions in the form of a collaborative process that took several
conversational turns. We analyzed the structure of these interactions, the feedback supplied by the
tutcers, and the cognitive strategies that generated answers to the questions.

There were two auxiliary studies on question asking. 1In one project, we designed a human-computer
interface that facilitates the speed and quality of questioning, called the "Point and Qucry" (PsQ)
interface, The student peints to a word or picture element on the computer screen and iLhaen Lo a
question about that element frem a menu of relevant questions. The set of relevant questions and
the arswers to the gquestions was based on a psychological model of questioning called QUEST. The
frequency of student questions on the P§Q software was approximately 800 times that in a classroom
setting. 1In the second project, we investigated the stimulus conditions that trigger questions when
students comprehend text and attempt to solve mathematics problems., Questions were triggered when
there is a contradiction, when anomalous information is inserted, and when critical information is
deleted.
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The purpose of this project was to investigate the psychological mechanisms that underlie question

-asking and answering during complex -learning and -comprehension. - Question asking and answering are -

fundamental cognitive activities that play a critical role in complex learning (Brown, 1988;
Collins, 1985, 1988; Dillon, 1987; Miyake & Norman, 1979; Palinscar & Brown, 1984), memory (Norman,
1973; Pressley, Goodchild, Fleet, Zajchowski, & Evans, 1989), creativity (Sternberg, 1987), dialogue
(Clark & Schaefer, 1989; Goffman, 1974; Turner & Cullingford, 1989), intelligence (Schank, 1986},
and other components of the cognitive system (Lauer, Peacock, & Graesser, 1992). On the practical
side, a scientific understanding of human question asking and answering should provide insignts on
how to design dialogue facilities in intelligent tutoring systems, expert systems, and human-
computer interfaces.

This final report has four major sections. The first section reviews the relevant research in
cognitive science on question asking and answering. This includes a brief overview of the previous
ONR grant on human question answering and a theoretical scheme for analyz.ng questions. The second
section reports the results of a project on tutoring that we conducted on the present grant. W2
collected and analyzed the transcripts of tutoring sessions on research methods, statistics, and
mathematics. The third section describes a new human-computer interface that we have designed which
facilitates the speed and quality of questioning (called the "Point & Query'" interface). The user
points to a word or picture element on the computer screen and then to a question about that element
from a menu of relevant questions. We have analyzed the questions that college students ask when
they explore information about woodwind instruments with the Point & Query interface. The fourth
section reports a series of experiments that identify the stimulus conditions which trigger
questions when students comprehend text or attempt to solve mathematics problems. We examined the
extent to which questions are generated when there is either a contradiction, an inserticn of
anomalous information, or the deletion c¢f critical information.

I. REVIEW OF RELEVANT RESEARCH ON QUESTION ASKING AND ANSWERING
71 ical ¢ lyzi s

Researchers in several fields have proposed schemes for classifying questions and schemes for
decomposing questions into subconstituents. This section reviews the schemes that are most relevant
tc a psychological theory of questioning.

Presupposition and Focus. Every question can be decomposed intc presupposed information and the
focal information being queried. For example, in the question "When did Fran- drop out of college?"
one presupposition is that Frank dropped out of college whereas the focus addresses the time of that
event. The presupposed information is in the common ground, i.e., the mut 2] knowledge that the
questioner believes is shared by the questioner and answerer (Clark & Schucfer, 1989; Kass & Finin,
1988). It is the "given" information from the perspective of the given-new contract in discourse
processing theories (Clark & Haviland, 1977; Gernsbacher, 1990; Halliday, 1967; Needham, 1990). In
a detailed and complete analysis, there would be several propositions presupposed in the example
question, including: (1) Frank exists, (2) a particular college exists, (3) Frank went to the
college, (4) Frank dropped out of the college, and (5) the questioner believes that both the
questioner and answerer know 1-5. In contrast to the presupposed information, the focus of the
question draws the answerer's attention to the information that the questioner needs and hopes the
énswerer will supply. The answer includes new information that is outside of the common ground, at
least when genuine information-sceking questions are asked.

Some questions have incorrect or problematic presuppositions. Suppose, for example, that Frank
never drank booze but the questioner asked "Did Frank stop drinking booze?". A cooperative answerer
would correct the erroneous presupposition (e.g., "Frank never drank booze") rather than merely
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answering the question YES or NO (Kaplan, 1983). It is misleading to give a YES or NO answer to
this question even though this verification question technically invites a YES or NO answer. A YES
answer means that Frank once drank and subscquently stopped whereas a NO answeér means that Frank
continues to drink; for both of these answers, it is presupposed that Frank drank booze (Green,
1989; Grishman, 1986; Kempson, 1979). Cooperative answerers are expected to correct erroneous
presuppositions rather than to supply a misleading YES/NO answer. A crafty lawyer can trick a
witness into accepting an erroneous presupposition by insisting that the witness supply a YES or NO
answer to this type of leading question (Loftus, 1975).

Listeners do not always carefully scrutinize the validity of the presuppositions of questions. A
striking example of this is the Moses 1llusion (Reder & Cleeremans, 1990). When asked “How many
animals of each kind did Moses take on the ark?", most people answer "twc" in spite of the fact that
they know that Noah rather than Moses took the animals on the ark. Listeners normally assume that
the speaker is being cooperative and is presupposing only correct information (Grice, 1975), so the
answerer does not expend much effort evaluating whether the presuppositions behind a question are
true. In contrast, the answerer does notice incorrect information in the focus of the question,
e.g., "Was it Moses who took two animals of each kind on the ark?" (Reder & Cleeremans, 1990).

i ehi jon- i . Some questions are genuiane information-seeking
questions in the sense that the questioner is missing information and bzlieves that the answerer can
supply it. Van der Melj (1987) ldentified several assumptions that must be met before an utterance

constitutes a genuine information-seeking question:

1. The questioner does not know the information asked for with the question.

2. The questioner believes that the presuppositions of the question are true.

3 The questioner believes that an answer exists.

4, The questioner wants to know the answer.

5. The questioner can assess whether a reply constitutes an answer.

6. The qu:stioner believes the answerer knows the answer.

7. The quastioner belleves that the answerer will not give the answer in absence of the
question.

8. The questioner believes that the answerer will supply the answer.

9. The questioner poses the question only if the benefits exceed the costs, e.g., the

benefits of knowing the answer must exceed the costs of asking the question.

A question is not an information-seeking question to the extent that these assumptions are not met.
For example, instead of being information-seeking questions, some interrogative utterances are
inairect requests for the listener to do something on behalf of the speaker (Clark, 1979; Francik &
Clark, 1985; Gibbs & Mueller, 1988; Gordon & Lakoff, 1971; Searle, 1969). When a speaker says
"Could you pass the sait?" at a dinner conversation, the speaker wants the listener to perform an
action rather than formulating a reply that addresses the listener's sa’% passing abilities. This
utterance fails to meet most of the nine assumptions listed above. Similarly, gripes (e.g., "Why
don't you listen to me?") are interrogative expressions that would fail to meet many of the
assumptions of a genuine information-seeking question. It should be noted that speech acts are
normally defined according to the assumptions shared by speech participants rather than by syntactic
or semantic regularities alone (Allen, 1987; Bach & Harnish, 1979; Gibbs & Mueller, 1988; Hudson,
1975; Searle, 1969).

Given this theoretical cortext, there is the pressing issue of what constitutes a question. It is
important to acknowledge that even an information-seeking "question", or what we call an inguiry, is
not always expressed in an interrogative syntactic form, i.e., an utterance with a question mark
(?).
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What 1s your address? (interrcgative mood)
Tell me what your address is. {imperative mood)
‘I need to know your address. (declarative mood)

The above three utterances are ingquiries but only the first utterance is an interrogative
expression. Moreover, it is not the case that all interrogative expressions are inquiries, as
illustrated below.

What 1is your address? (inquiry)
Could you pass the salt? (request, directive)
Why don't you ever listen to me? (gripe)

Therefore, there is hardly a direct mapping between the syntactic mood of an utterance and its
pragmatic speech act category (Bach & Hernish, 1979; Hudson, 1975; Searle, 1969). For the purposes
of this report, we define a question as either an inguiry, an interrogative expression, or both.

Categorization of Ouestions. Graesser, Person, and Huber (1992) developed an analytical scheme for
classifyving questions, which is presented in Table 1. The question categories are defined primarily
on the basis of the content of the infor: ation sought rather than on the question stems (i.e., why,
where, who, etc.). Causal antecedent glLestions, for example, tap the previous events and enabling
states that caused some event to occur. A causal antecedent question can be articulated
linguistically with a variety of stems: why did the event occur, how did the event occur, what
caused the event to occur, what enabled the event to occur, and sc on. Verification questions
invite brief replies of YES, NO, or MAYBE. Most of the question categories have an interrogative
syntactic form. The two exceptions are the assertion and request/di-ective categories, which are
inquiries expressed in a declarative or imperative mood.

The question categorization scheme proposed by Graesser, Person, and Huber is grounded both in
theory and in empirical research. The theoretical foundations include models of question answering
in artificial intelligence (Allen, 1987; Lehnert, 1978; Schank & Abelson, 1977; Souther, Acker,
Lester, & Porter, 1989) and speech act classifications in discourse processing (D'Andrade & Wish,
1985) . The classification scheme is empirically adequate in two senses. First, the scheme is
exhaustive because it could accomcdate thousands of questions that were asked in the context of
tutoring and classroom interactions (Graesser, Person, & Huber, in press), as will be discussed in
Section Il. Second, the scheme is reliable because trained judges could classify the questions with
a high degree of interjudge reliability.

The question categories vary in the length of the expected answers. Questions that invite short
answers, such as verification questions and concept completion questions, place few demands on the
answerer because a satisfactory answer is only a word or phrase. The answers to "long—answer"
questions typically span several sentences. One way to induce a listener to talk is to ask a long-
answer question, e.g., causal antecedent, goal-orientation, instrumental-procedural, etc.

Some questions are hybrids of two or more question categories. Verification questions are
frequently combvined with another category. For example, the question "Did Frank drop out of schoo!l
because of drinking?" is a hybrid between a verification question and a causal antecedent question.
This hybrid question gives the option to the answerer as to whether to answer the short-answer
verification question, the long-answer causal antecedent question, or both. The fact that there are
hybrid questions should not be construed as a weakness in the classification scheme. Most adequate
classification schemes in the social sciences are polythetic rather than monothetic (Stokal, 1974).
Each observation can be assigned to one and only one category in a monothetic classification scheme
whereas an observation can be assigned to multiple categories in a polythetic classification.
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Goals of speech participapnts. An adequatc threory of questioning must keep track of the goals of the
speech participants (Allen, 1983, 1687; Appelt, 1984; Bruce, 1982; Clarx, 1979; Cohen, Perrault, &
Allen, 1982; Francik & Clark, 1985; Graesser, Roberts, & Hackett-Renner, 1390; Kaplan, 1983; Kass §
Finin, 1988). Suppose that a passenger rushes through an airport, approaches a flight attendant,
and asks "When does Northwest 422 leave?". A cooperative reply would give both time and location
information (such as "1:33 at gate B21") even though the literal question specifies only time
information. The unsolicited location information is included in the answer because the answerer
appropriately analyzed the goals of the questioner. The customer obviously was in a hurry and
needed to make the flight on time; the customer had the goal of being at the correct gate in
addition to the goal of being at the gate c¢n time. 7TIn this example, the location information does
not address the literal question but it does properly address the questioner's goals.

The Gricean maxims (Grice, 1975) can be viewed as goals for effective communication. The goals
associated with the maxim of '"quality" are to be truthful and to avoid making claims that cannot be
supported with evidence. The goals associated with the maxim of "manner" are to avoid obscurity, to
avoid ambiquity, to be brief, and to be orderly. Similarly, there are gcals asscciated with the
maxims of "quantity" and “relation", Hovy (1988) has identified the goals that are associated with
speech acts and the pragmatic components of conversation. The importance of tracking goals is
compatible with the view that a theory of questioning is cmbedded in 1 more general theory of
conversation and discourse context (Carlsen, 1931; Clark 4 Schaefer, 1989; Cohen, et al,, 1982).

e i isms. Graesser, Person, and Huber (1992, in press) identified four
clusters of mechanisms that generate questions in naturalistic conversation. Some of these
mechanisms are familiar to researchers investigating question asking (Kass, 1992; Ram, 1990;
Reisbeck, 1988; Schank, 1986) whereas others were discovered when Graesser, Person, and Huber
analyzed transcripts of tutoring sessions and classroom interactions, as will be discussed in
Section II.

(1) Questions that address knowiedge deficits. The speaker asks a question when he
identifies a deficit in his knowledge base and wants to correct the deficit. These
information-seeking questions occur in the following conditions:

(A) Ihe questioner encounters an obstacle in a plan or problem. For example, a passenger

cannot find his gate so he asks a flight atterdant "Where is gate B452",

(B) A contradiction is detected. A person observes that a television is displaying a
program when the set is not plugged into an electrical outlet, so the person holds the
plug and asks "How does this television work?".

(C) Ap unusual or apomalous event is observed. A business person hears about a 110-point

increase in the Dow Jones average and asks "Why is there a sudden increase in the stock
market?",

(D) There is an obvious aap in the questioner's knowledage base. A child hears her

parents use the rare word "cardvark" and asks "What does aardvark mean?".

(E) TIhe questioner necds to make a decision among a set of alterpatives that are equally

attractive. For example, a customer in a restaurant cannot decide between the trout and

the chicken dish s5 he asks the waitor how each is prepared.

(2) Questions that monitor common ground. These questions monitor the common ground between
quest ioner and answerer. The speech participants need to establish, negotiate, and update
their mutual knowledge in order to achieve successful communication (Clark & Schaefer, 1989).
Questions are generated in order to inquire whether the listener knows anything about a topic
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(e.g., "Do you know about woodwind instruments?"), to verify that a belief is correct ("Isn't
~a_flute_a woodwind instrument?"), and to gauge how well the listener is understanding ("Do
you follow?"). "Tag" questions are in this category, e.g., "A flute is a woodwind
instrument, isn't it?2"%,

(3) Questions that coordinate social action. These gquestions are needed for multiple agents
to collaborate in group activities and for single agents to get other agents to do things.
These include the following five types of speech acts: Indirect requests (e.g., Would you do
X?), indirect advice (wWhy don't you do X?), permission (Can 1 do X?), offers (Can I do X for
you?), and negotiations (If I do X, will you do Y?).

(4) Questions thi: control conversation and attention. These questions impose control over

the course of conversation and the attention of the speech participants. These include

rhetorical questions, greetings, gripes, replies to summons, and questions that change the

flow of conversation. The mechanisms in this cluster 4 manage conversation whereas those in

cluster 3 manage the actions of agents. \

A particular question might be inspired by multiple mechanisms of question generation. For example, ‘
when a hostess asks a timid guest the question "Did you read The Prince of Tides?", the question

monitors commosr-ground (cluster 2) and changes the flew of conversation (cluster 4).

1
Dearee of specificatien. Questions substantially vary on the degree to which the linguistic content
specifies the information being sought (Bamber, 1990; Graesser, Person, & Huber, 1892, in press).
Questions with high specification have words or phrases that refer to elements of the desired
information and the relevant “given" information. Questions with low specification have few words
and phrases; the dialogue context is needed for the answerer to fill in the missing information.
The examples below illustrate how a question can be posed with high, medium, versus low

specification.

What are the variables in the factorial design in Experiment 2? (high specification)
What are the variabies? (medium specification)

What about these? (low specification)

Buh? (very low specification)

A question is frequently misinterpreted when the question has low specification and the answerer
does not understand the dialogue context.

QUEST: A model of human auestion answering

In our first grant (Contract Number NCC014-88-K-011C), we developed and tested a model of human
questiocn answering called QUEST (Graesser & Franklin, 1990; Graesser, Gordon, & Brainerd, 1992).
QUEST accounts for the answers that adults produce when they answer different categories of opon-
class questions, such as why, how, when, what-if{. QUEST lidentifies the information sources feor
questions; the primary information sources are associated with the content words Of questions (i.e.,
nouns, adjectives, main verbs). Each information source is organized in the form of a conceptual
graph structure that contains nodes and relational arcs. Example types of structures are goal/plan
hiererchies, causal networks, taxonomic hierarchies, and spatial region hierarchies. Question
answering procedures operate systematically cn these conceptual graph structures during the course
of producing answers. QUEST's knowledge representations and computational procedures are guite
similar to some models of guestion answering in artificial intelligence and cemputational
linguistics (Allen, 1987; Collins, Warnock, Aiello, ¢ Miller, 1975; Dahlgren., 1988; Lehnert, 1978;
McKeown, 1985; Souther, Acker, Lester, & Porter, 1989; Webber, 1988; Woods, 1977).
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It is convenient to seqgregate QUEST into four highly interactive components. First, QUEST
translates the question Into a logical form .and assigns it to one of scveral question categories (as_
specified in Table 1). Second, QUEST identifies the information sources that are relevant to the
question. Third, convergence mechanisms compute the subset of nodes in the information sources that
scrve as relevant answers to a particular question. These convergence mechanisms narrow the node
space from hundreds of nodes in the information sources to less than 10 énswers to a particular
question. Fourth, QUEST considers pragmatic features of the communicative interaction, such as the
goals and common ground of the speech participants.

An important property of QUEST consists of the convergence mechanisms that narrow down the node

space from dozens/hundreds of nodes to a handful of nodes which serve as good answers to a question.

An 3rc search procedure restricts its search to particular paths of relational arcs, depending on

the question category; nodes on legal paths are better answers than nodes on illegal paths. Each

| question category would have its own unique arc search procedure (or set of procedures in the case
of some categories). Answer quality alsoc decrecases as a function of its structural distance, that
is, the number of arcs between the queried node and the answer node. A gopstraint satisfacticn
component prunes out potential answers that are conceptually incompatible with the queried node
(e.g., direct contradictions, time-frame incompatibilities). Both the arc search procedures and
structural distance arc tractabic computationally so they were implemented in a computer program
written in L1SP,

QUEST was tested in the context of expository texts on scientific mechanisms, narrative texts, and
generic concepts (Gracsser & Hemphill, 1991; Graesser, Lang, & Roberts, 1991). The model
succesfully predicted (a) the likelihood of generating particular answers to questions anrd (b)
goodness-of-answer judgments for particular question-answer pairs. The convergence mechanisms
accounted for a substantial percentage of the variance in the data (40% to 75%, depending on the
materials and the dependent mecasure). The arc search procedure was consistently the most robust
predictor of question answering so we devoted considerable effort to identifying the arc scarch
procedures of a broad diversity of questions. QUEST can also account for the answers produced in
conversational contexts that have more complex pragmatic constraints, such as teliephone surveys,
televised interviews, and business transactions (Gracsser, Roberts, & Hackett-Renner, 1990).

Questions and complex learning

Question generation has had a somewhat controversial status in cognitive science and education. At
one extreme, there is the very optimistic vision that learners are active, self-motivated,
inquisitive, creative individuals who ask deep thought-provoking questions and who insist on good
answers. Ideal learners are very sensitive to deficits in their knouwledge and they initiate self-
regulatory strategies that correct the deficits (such as question asking and answering). Although
very few researchers would regard this vision as piausible for most learners in most learning
environments, researchers freguently advocate educational settings that engage students in active
learning and prcblem solving (Papert, 1980; Piaget, 1952) or that directly train students how to
acquire self-regulatory learning strategies (Bransford, Arbitman-Smith, Stein, & Vye, 1985; Collins,
1985; Palinscar & Brown, 1984; Pressley & Levin, 1983; Pressley, et al., 1989). It has frequently
been reported that good students are able to monitor and correct their comprehension failures
(Brown, Bransford, Ferrara, & Campione, 1983; Chi, Bassok, Lewls, Reimann, & Glaser, 1989; Flavell,
1978; Zimmerman, 1989). t has also been reported that there c¢an be substantial improvements in the
comprehension, learning, and memory of technical material by training students to ask good questions
(Davey & McBride, 1986; Gavelek & Raphaei, 1985; King, 1989; Palinscar & Brown, 1984; Singer &
Donlan, 1982) or by trqininq them to answer good guestions (Pressley, Symons, McDaniel, Snyder, &
Turnure, 1988). -

-
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Some mcdels of cognition have emphasized the important role of question generation in the cognitive
system. According to these models, question generation is a fundamental component in such diverse
cognitive processes as the comprehension of text and social behavior {Collins, Drowrn, & Larkin,
1980; Hilton, 1990; Olson, Duffy, & Mack, 1985), the learning of complex material (Collins, 1988;
Miyake & MNorman, 1979; Palilnscar & Brown, 1984; Schank, 1986), problem solving (Klahr & Dunbar,
1988; Reisbeck, 1988) and creativity (Sternberq, 1987)., According to Schank's (1986) SWALE model,
for example, learning occurs when an individual observes an anomalous event and generates questions
that lead to an explanation of the event. As a consequence, an important portion of long-term
memory conslists of a large inventory of explalned anomalous events. In view of the importance of
question asking as a cognitive activity, cognitive scientists have recently developed computer
interfaces that make it extremely easy for the user to ask questlions (Graesser, Langston, & Lang, in
oress; Lang, Dumals, Graesser, & Kilman, 1992; Schank, Ferguson, Birnbaum, Barger, & Greising, 1991;
Sebrechts & Swartz, 19%1), as will be discussed in Section III.

The other end of the continuum presents 4 more pessimistic picture regarding the status of guestion
generation in cognition and education., 1t is well documented that student-gencrated questions in
the classroom are both infrequent and unsophisticated (Dillon, 1987, 1988; Gall, 1970; Good,
Slovings, Harel, & Emerson, 1987; Kerry, 1987; Lindfors, 1980; van der Meij, 1988). Whereas
approximately 94% of the questions in a classroom are asked by the teacher, only 6% are asked by
students. The percentage of student questions increases modestliy to 18% in tutoring environments
that allegedly cater to the learning of individual students (Graesser, Person, & Huber, in press},
as will be discussed in 3ection JI., The student questions are normally shallow questions that
address the content and interpretation of explicit material, rather than high~level questions that
involve inferences, application, synthesis, and evaluation (Flammer, 1981). When teachers attempt
to increase student questions by positive reinforcement schedules, there are significant increases
in shallow questions but not deep questions (Neber, 1987). Studies have reported a zero or negative
correlation between number of student questions and the achievement level of students (Fishbein,
Eckert, Lauver, van Lecuwen, & Langmeyer, 1990; Flammer, 1961); these results are incompatible with
the claim that good students ask more questions. Individuals may nced to master a significant
amount of the material before questions come to mind, particularly the high-lovel sophisticated
questions (Miyake & Norman, 1979),

Onc possible recason that student questions are rare is that students frequently fail to ideatify
their own knowledge deficits. Jt is well documented that stuaents frequently miss contradictions
and inconslistencies in scientific text, mathemaltical word problems, and other types of material
{Baker, 1979; Burbules & Linn, 1988; Epstein, Glenberg, & Bradley, 1984; Glenbergqg, Wilkinson, &
rpstein, 1982; Markman, 1979; Otero & Campanario, 1990). Students frequently have problems in
detecting contradictory data, in identifying missing data that is necessary for a solution, and in
discriminating superfluous from necessary data (Dillon, 1988). 1If students have trouble identifying
such deficits in their knowledge, there would be an inadequate cognitive foundation for asking
questions,

Aside from cognitive deficits, there arc social reasons for the low incidence of student guestions.
There are numerous potential costs to posing questions in a classroom setting (van de: Meij, 1987,
1988) . The student reveals ignorance and loses status when a bad questicn is asked. Even when the
student asks a good question, the student imposes on a teacher who does not want to be interrupted.
Teachers frequently have trouble understanding the students' questions when the students have low
domain-specific knowledge and have difficulty setting up the context for the question (Coombs &
Alty, 1980); as a consequence, the Leachers end up answering the wrong questicns, creating
misconceptions, or simply dismissing the questions. In some cases, students do not view the
classroom as a help context or the teacner as a competent information source. Quite clearly, there
are numerous social barriers to asking questions in addition to the cognitive barriers.
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Unfortunately, most teachers are not particularly good rolec models for gencrating good questions.
Less than 4% of the teacher-generated questions are high-level questions, 1.e., those that require
inferences, the application of-an-idea-to -a-new domain-of knowledge, the syithesls.of- a.now ldea
from multiple information sources, or the critical cvaluation of & claim (Kerry, 1987; Dillon,
1988) . Teachers rarely use sophisticated Socratic methods by asking carefully planned sequences of
thought-provoking questions that exposc the student's misconceptions and contradictions (Collins,
1985, 1988; Stevencz, Collins, & Goldin, 1982). The mastery of effective questioning skills
apparently requires substantial training, both for teachers and feor students.

An accurate account of question generation probably lics somewhere between the optimistic and
pessimistic extremes. We would expect questions to be more frequent to the extent that individuals
can cognitively detect deficits in their knowledge and to the extent that the soclal context rcemoves
barriers to asking questions. At this point, rescarchers need to document and to ecxplain the
precise conditions that enhance the incidence of questions, the gquality of questions, and patterns
of questioning. This was indecd one of the major objectives of this qrant.

11, Ogestioning during Tutorinag

The primary project on this grant investigated cuestion asking and answering during tutoring. Wwe
collected and anaiyzed the transcripts of 83 tutoring ccssions on rescarch methods (college
students) and 22 tutoring secssions on basic algebra (7c¢ch graders), The theoretical schemes f{or

analyzing questions (sce Sectien 1) were used Lo guide these analyses.

It. is reasonably well documentoed that learning is botter ia tutoring sessicns than in classrooem
settings (Bloom, 1984; Cohen, Kulik, & Kulik, 1982). Unfortunately, however, therc are very few
studies which have carcfully examinced the process of tutoring (McArthur, Stasz, & Zmuidzinas, 1990;
Putnam, 1987) so it is unclear why there is such an advantage. Perhaps students ask more questions
in tutoring sessions and thereby correct their knowledge deficits. As discussed in Section 1,
students ask very few questions in classroom settings in part because of social barriers. 1t is
possible that tutoring provides a social setting that fosters a mere active inquisitive student and
ultimately better learning.

There is at least one alternative explanation of the advantage ol tutoring over classroom learning.
Tutoring exposes patterns of reasoning and problem solving that the classroom setting cannot readily
furnish. Much of the rcasoning and problem solving is exposed when decp-level questions are asked
and answered (i.e., why, why-not, how, what-if). Unfortunately, these deep-level questions are
rarely asked by the teachers in classroom settings, as discussed in Section I. Pecrhaps these deep-
level questions are more prevalent in a tutoring setting. A major objective of this resecarch,
therefore, was to analyze the role of questions during the tutoring process.

Students and tutors. Tutoring protocols wvere collected from 27 undergraduate students enrolled in a
scientific rescarch methods class at Memphis State University. The students completed the tutoring
sessions in order to fulfill a course requiremcent. Therefore, we had tutoring protoccoels on a
representative sample of college students taking the class, as opposed to a restricted sample of
students who were having difficulties with the material. Six psychology graduate students were
selected as tutors. Each tutor had performed very well in an undergraduate research methodology
class (course grade = A) and had either complected or was currently enrolled in a graduate level
methodology course. Each tutor was paid $500 for tutoring students in 18 tutoring sessions.
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Learning materlals. The course instructor selected six topics that are normally troublesome for
students in the course. Each topic had related subtoplcs that would be covered in the tutoring
“sessionm. © An index card was preparced for cach of the six toplcs; subtopics were listed below the
major toplic, as specified below,

VARIABLES: operational definitions, types of scales, values of variabies

GRAPHS: frequency distributions, plotting means, histograms

STATISTICS: decislon matrix, Type I and 11 errors, t-tests, probabilities

HYPOTBESTS TESTING: formulating a hypothesis, practical constraints, control groups, design,
statistical analyses

FACTORIAL DESIGNS: independent variables, values on independent variables, dependent
varfables, statlsties, main effects, cells, interactions

INTERACTIONS: independent variables, main effecls, types of interactions, statistical
significance

The students were exposed to the material covered on a Lopic before they participated in a tutoring
session.  This was accomplished in two ways. First, each topic was covered in a classroom lecture
by the instructor befere that tepic was covered in a tutoring session, Second, both the tutors and
the students were required to read specific pages in a research methods text, entitlea Methods in
Behavieral Research (Cosby, 1989), before the turering sessicn., A mean of 14 pages was read prior
to a tutoring scssion,

.

The tutoring sessions spannea ap cight week period.  The topics covered during the first three weeks
were variables, graphs, ana statistics, with one topic covered per week. A two-wack break tollowed
the first three tutoring sessions.  [he remaining three topics were covered during the subsequent

three weeks,  Fach tutering session lasted approximately one hour.
. A
Lay.pment and setting.  “he roor usca for Lhe tytoring sossion was cquipped with a video camera, a
.
telovision set, a marker poara, ecyered parkers, and the textbook by Cozby,  The television screen

was covered during the entire session,  The camesa wos positicned so that the student and the entire
marker board was in sight. Therefore, the transaripts of the tutoring sessions included both spoken
utterances and messaqes on Lho marker board,

Lrocadure. When the students entered the tutoring rooem, they were instructed to sit in view of the
camera and Lo read the topic card aloud. The students were assigned to either a structured tutoripg
condition (which was handled by 3 of the 6 tutors) or to a pormal twtoring condition (which was

‘ handled by the other three tutors). The three normal tutors were not given a specific format to
follow, but they werc told to resist the temptation of simply lecturing to the students., The three
structured tutors had kbeen trained to follow a specific format that was designed to elicit a maximum
number of student questions. First, at tLhe beginning of the session, they asked the student Lo
generale three questions that were related to the topic. Second, the tutor pumped the student for

‘ questions throughout the entire session by asking "Do you have any questions?", Third, the

‘ structured tutors gave the students problems Lo solve that were relevant to the topic; we

anticipated that questions might be more prevalent while students are solving a concrete problem

than when they are merely comprehending material. The structured tutoring condition provided an

estimate of the upper bound of student questions under idecal conditions.

Each student participated in four tutoring sessions, A counterbalancing scheme was designed so that
() each student had two structured tutoring sessions and two normal tutoring sessions and (b) a
student never had the same tutor twice. Within the first three weeks (and three topics), a student
had one topic assigned to the normal tutoring, one to structured tutoring, and the other to no
tutoring; the same counterbalancing occurred for the final three weeks {(and tcoics). Fach tutor had
three students assigned to each of the six tutoring topics. Given that each student participated in
4 sessions and there were 27 students, a total of 108 tutoring sessions were recorded.
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Transcription and coding of tutorinag sessions. Although 108 tutoring sessions were videotaped, only
83 were eventually transcribed in writing and analyzed (44 normal and 39 structured tutoring
sessions). The other 25 orotocols could not be transcribed due to audio broblemé or to extreme
video problems that made it difficult to decipher the messages on the marker board. The
transcribers were trained on how to transcribe the protocols. They were instructed to transcribe
the entire tutoring session verbatim, including all *"ums," "ahs," word fragments, broken sentences
and pauses. They were told to sketch any messages on the marker board in as much detail as
possible. Each written transcription was verified for accuracy before it was coded and analyzed.

Trained judges coded the gquestions in the transcripts on a number of dimensicns that were described
in Section I. Two judaes achieved a high reliability score in deciding whether or not a speech act
was a question/inquiry (Chronbach's alpha = .96 or higher). Another pair of judges categorized each
question as to whether it had a high, medium, versus low degree of specification (achieving a spot
sample reliability score of .94). A pair of judges were trained to classify the questions on the
question categories in Table 1 (achieving a spot sample reliability score of .96 or higher). This
guestion category analysis could be used as a monothetic or a polythetic classification scheme
(Stokal, 1974). In the monothetic scheme, the categories are mutually exclusive, so any given
speech act was assigned to only one category. When a question was an amalgamation of two or more
categories, a highest priority category was determined. For example, the most frequent amalgamation
was the verification question category and some other category, e.g., “Is the mean of the sample
4.5?" is an amalgamation of a verification question and a quantification question. Verification
questions received lower priority than the other question categories. In the polythetic scheme,
each question could be assigned to one, two, or three categories. Finally, two judges were trained
to assign each question to one of the four question generation mechanisms: correction of knowledge
deficit, monitoring common ground, social coordination of action, and control of conversation,

These judges achieved a satisfactory reliability score (.81 or higher).

Results and discussion

In reporting the results of the tutoring study, we will begin with analyses of the questions,
including the number of questions and the proportion of questions in various categories. In
statistical tests thac compare scores between students and tutors, the unit of analysis (i.e., case)
was the tutor-student dyad rather than an individual student or tutor. Any variables that examined
differences between sets of question categories (e.g., high, medium versus low degree of
specification) was treated as a within-subjects variable. Moreover, follow-up analyses were
performed using nonparametric statistics, such as sign tests, chi-square tests, Mann-Whitney ANOVA
by ranks. After reporting analyses of the questions, this section reports analyses of the answers
and more complex patterns of dialogue in the tutoring sessions. Because there are a very large
number of gquantitative comparisons, we will simply report whether means are significantly different
rather than reporting the values of the statistical indices.

Number of tutor and student questions. The mean number of student questions was significantly
higher in the structured tutoring condition than in the normal tutoring condition, 44.9 versus 21.1
questions, respectively. The 21.1 frequency is considerably higher than the estimate of .2 student
questions per hour in classroom settings (see Section I). We in fact verified this rate by
taperecording 12 hours of classroom lectures on research methods, focusing on those hours that
covered the same topics as the tutoring sessions; the rate of student questions was .17 questions
per hour per student. Indeed, there are approximately 100 times as many questions in normal
tutoring sessions as in classrocms; the ratio is 200 to 1 when tutors structure the session to
maximize student questions.
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The mean number of tutor questions was not significantly different in structured versus normal
tutoring, 92.6 versus 95.2, respectively. When cecnsidering both tutor and student questions
together, 18% of the guestions were student questions in normal tutoring and 33% were student
guestions in structured tutoring. The comparable percentage in a classroom setting is 6% student
guestions, so once again the inciderce of student questioning is more prevalent in these tutoring
sessions.

These data document that the tutoring environment supports an inquisitive learner to a greater
extent than does the classroom. Students have the opportunity to take an active control over their
own learning and to correct their idiosyncratic knowledge deficits. Social barriers do not severely
dampen inquisitiveness, as it obviously does in classrooms. Perhaps this explains why learning is
superior in tutoring than in classroom environments (Bloom, 1984; Cohen et al., 1982).

Dearee of gquestion specification. Only 3% of the student questions and tutor questions had a high
degree of specification, i.e., adequate references to arguments, operands, and essential contextual
information. Most questions had a medium degree of specification, with percentages of 58% for
tutors and 67% for students; the percentages of questions that had low specification were 39% for
tutors and 30% for students.

Low specificaticn guestions proccuce a significant amount of misunderstarndings and counter-
clarification questions oa zne part of the iistener. A counter-clarificationr guestion is asked when
a listener does not understand the original! speakert's question. For example, if the tutor asks
"What are the levels?", a student's counter-clarification questicn might be "Do you mean tne levels
on the independent variable?"., The probapility that a question elicited a counter-ciarification
question was .00, .06, and .17 for questions that were high, medium, versus low in specificaticn.
Therefore, dialogue context is frequently not sufficient for the listener to reconstruct the
intended meaning of the question. The prevalence of misunderstandings in dialogue has been
documented in several contexts, inc..ding doctor-patient interactions, lawyer-witness interactions,
and student-teacher interactions (Blum-~Kulka & Weizmann, 1988; Coombs & Alty, 1980; Edwards &
Mercer, 1989; Labov & Fanshel, 1977; Valdez, 1986).

Given that questions rarely have a high degrec of specification (see also Bamber, 1990), human-
computer interfaces need to accomodate the fact that questions are quite fragmentary and
insufficiently articulated. For example, the RABBITT system's principle of "retrieval by
reformulation” (Williams, 1984) provides a dialogue between the user and the computer which
incrementally converges on a single question. Alternatively, users could select a guestion from a
menu of questions, as in the Point & Query system (Graesser, Langston, & Lang, in press), the ASK
TOM system (Schank, et al., 1991), and in other systems (Sebrechts & Swartz, 1991},

Question categories. Table 2 presents the percentage of questions in each of the question
categories in Table 1. Data are segregated for tutors ind students, in structured versus normal
tutoring. The most prevalent category was the verification questions (Z8%). Other categories with

comparat ively high percentages were concept completion (14%), interpretational (10%), and
instrumental/procedural questions (13%).

Table 2 segregates short-answer and long-answer questions. A short-question invites a very brief
reply (i.e., a word or short phrase) whereas a long-answer question invites a lengthy reply of
several speech acts. Long-answer questions place the burden on the listener to supply information
and manage the dialogue. The tutors had a significantly smaller percentage of long-answer questions
thian did the students, 41% versus 51%. Therefore, the burden tended to be on the tutor to supply
information. The percentage of short-answer questions was somewhat in higher in the structured
tutoring than in the normal tutoring, 49% versus 43%.
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Anothe, way of cutting the pie is to segregate deep questions (i.e., why, why not, how, what-if)
from shallow questions. Deep questions expose the lisiener's reasoning patterns and problem solving
skills that are inherent in deep learning. They include the following categories of questions:
antecedent, consequence, enablement, goal-orientation, instrumental/procedural, and expectational.
The tutors asked deep questions 20% of the time whereas the students did 25% of the time. It is
informative to note that such questions are very infrequent in classroom settings. Although
previous rescarchers have never performed as detailed analysis of questions as we have done in this
grant, 1t has been reported that only 4% of the teacher questions are sophisticated questions, i.e.,
those that require inferences, the application of an idea to a new domain of knowledge, the
synthesis of a new idea from multiple information sources, or the critical evaluation of a claim
(Pillon, 1988). The classroom is not an ideal environment to expose students' extended reasoning
and problem solving, whereas these complex cognitive skills are more prevalent in tutoring sessions.
Perhaps this explains why learning is superior in tutoring sessions.

Question generation mechanisws. The questions were classified into the four question generation
mechanisms which were defined in Section I: correction of knowledge deficit, monitoring common
ground, social coordination of action, and control of conversation. The distribution of questions
amcng these four categories was not very different between structured and normal tutoring, but there
were differences between students and turtors. When considering student questions, 24% of the
questions were in tne correction of knowiedge deficit category, 67% were in the common ground
category, 3% were in the social coordination category, and 6% were in the ceonversation control
category. The corresponding percentages for tutors were 0%, 91%, 3%, and 6%.

It is informative that 24% percent of the student questions were in the correction of knowledge
deficit category. Questions in this cluster reflect the extent to which students take an active
role in self-regulating their knowledge; such questions indicate that students attempt to identify
and repair their knowledge deficits and misconceptions. We also found that the majority of the
students' common ground questions were attempts to verify the correctness of their own knowledge or
beliefs, e.g., "Doesn't a factorial design have two independent variables?". Onc:< again, this
constitutes an active regulation of one'‘s knowledge. 1t has been argued that students should take a
more active role in constructing, reguliating, and mcnitoring their own knowledge (Carrcll, Mack,
Lewis, Grischkowski, & Robertson, 1985; Fiavell, 1978; Piaget, 1985; Papert, 1980). At the same
time, it has been argued that students do not naturally acquire the skilis of identifying knowledge
deficits so they need to be taught and guided by the teacher (Baker & Brown, 1980; Bransford et al.,
1985; Brown, 1988; Pressley et al., 1989). A tutoring environment clearly shows more promise than a
classroom environment in facilitating self-reqgulated learning.

Most of the tutors' questions were in the common ground category. The tutors normally grilled the
students with guestions in order to find out what they knew about various subtopics and skills.
Many of these questions were scripted, such that the tutor asked the same question of all students.
At other times, the tutor detected a problem or gap in the student's knowledge base so the tutor
asked gquestions to diagnose the problem.

Correlations between student auestions and examination scores. Correlational analyses were
performed in order to assess whether there is any relationship between the number cf student
questions and student achievement. Achievement was measured by the examination scores throughcut
the course; there were 150 four-alternative multiple questions altogether. We segregated the first
three tutoring sessions (half 1) from the last three sessions (half 2). During the first half{ of
the normal tutoring condition, there was a significant negative correlation between number of
student guestions and achievement, = ~.56; during the second half the correlation was negative but
not significant, r = =.12. The corresponding correlations in the structured tutoring condition were

-.25 and .15, both of which were nonsignificant.
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The fact that the questions had a zero or negative correlation with achievement is consistent with
some previoiss studies (Fishbein et al., 1990; Flammer, 1981) and appears to be incompatible with
the hypothesis that good students actively monitor their own comprehension failures (Brown,
Bransford, Ferraro, & Campione, 1983; Chi et al., 1989; Zimmerman, 1989). However, the fact that
th«‘piétura changes as students have more exposure to tutoring suggests that the better students
learn more effective questioning skills.

We performed some follow-up correlational analyses in order to assess whether achievement is
correlated with good questions. None of the raw correlations were statistically significant. One
analysis correlated achievement with deep questions (as defined earlier). During half 1 of the
tutoring sessions, the correlations were -.19 and -.29 for normal versus structured tutoring,
respectively; the corresponding correlations were higher in the second half, -.08 and .05,
respectively. A second analysis correlated achievement with the number of questions that ccrrected
knowledge deficits (as defined earlier). During half 1 of the tutoring sessions, the correlations
were -.18 and -.25 in normal versus structured tutoring; the correspending correlations in half 2
were higher, .00 and .25.

In all of the above analyses between achievement and question asking, the correlations were less
negative (cr more positive) in the second half than the first half. These shifts in correlations
were statistically significant when multiple regression analyses were performed. This suggests that
students can be taught how to ask good questions even if the process of asking good questions does
ne. come naturally. Mereover, there is evidence in the literature that training students to asxk
good questions takes several hours of training and leads to substantial improvments in the
comprehension and acquisition of technical material (Davey & McBride, 1986; Gavelek & Raphael, 1985;
King, 1989; Palinscar & Brown, 1984; Singer & Donlan, 1982; Yopp, 1988).

All of the subsequent analyses focused exclusively or the normal tutoring condition. Our goal was
to understand typical characteristics of guestion asking and answering in naturalistic tutoring.
There were artificial constraints ir the structured tutoring condition, so these sessions were not
regarded as representative of normal tutoring.

Quality of answers to deep guestjons. Most of the students’ answers to deep tutor questions were

poor in quality, even when the students believed they understood the material. We extracted all
tutor questions that were deep gquestions (as defined earlier). The answers to these questions were
assigned to one of the following five categories: correct, partial, vaque/incoherent, error-ridden,
and no answer. The percentages of answers in these categories were 39%, 25%, 9%, 14%, and 14%,
respectively. It might be noted that the quality of the tutors' answers to the deep questions asked
by students were distributed among the five categories as follows: 46%, 30%, 13%, 4%, and 7%.
Therefore, the quality of the tutors' answers were only moderately better than that of the students.

Because the students' answers were so low in quality, the tutor typically helped the student answer
the question in the form of a collaborative exchange. This collaborative process took several
conversational turns, 6.1, 8.2, and 5.7 turns per answer for why, how, and consequence/what-if
questions, respectively. Although the tutor originally asked a question, the tutor ended up
supplying much of the answer to it during these collaborative exchanges. Therefore, the process of
answering a question was a collaborative process in which both parties supplied the an:rwer. Such
collaborative processes have been emphasized in contemporary models of discourse and social
interaction (Carlsen, 199'; Clark & Schaefer, 1989; Fox, 1988; Resnick, Salmon, & Zeitz, 1991;
Shrager & Callahan, 1991; Tannen, 1984).

Consider the typical collaborative exchange when the tutor asks the student a deep questions. The
student begins by attempting to answer the question, but usually fails to correctly answer it;
complete answers occur during the first turn only 24% of the time. During the next turn, the tutor
usually pumps the student for more information with expressions such as "ckay", “uh-huh', and "keep
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going". Then the student supplics additional information, but provides a complete answer only 19%
of the time. At that point the two parties either converge on an answer ccllaboratively or the

~tutor supplies an answer. We found that the .student and tutor.collaboratively created a complete

answer 63% of the time.

Structure of collaborative exchange. Figure 1 summarizes a typical structure of an exchange when a
tutor asks a why question. There is a vestige of the classroom frame in which the teacher grills
the student and evaluates the answer (Mehan, 1979): (1) tutor asks question, (2) student answers
question, and (3) tutor gives feedback on answer. However, this standard classroom questioning
frame is augmented in tutoring by the tutor improving on the quality of the answer through a variety
of tactias (see Figure 1) and by assessing whether the student understands the answer.

We were very surprised abcut the pattern of teedback that tutors gave to students' answers. We
performed an analysis on each of the students' contributions while answering deep questijons. A
student's contribution was defined as a turn in which the student either answered a question or
elaborated on an answer -- with new information. FEach contribution was categorized on answer
quality: complete answer, partial answer, vague/incoherent answer, cr error-ridden answer. Fcr each
contribution, we scored whether the tutor supplied politive feedback (e.g. "yes", "that's right"),
negative feedback (e.g., "no", "you're wrong about that', "not quitec"), or a neutral acknowledgement
cf the answer ("okay", "uh~huh").

We found that tutors rarely gave negative feedback. The likelihcod of tutors glving negative
feedbhack to a student's contribution was .00, .03, .00, and .05 for complete, partial, vague, and
error-ridden answers, respectively. This result is compatible with McArthur et al. (1690), so it is
probably a general phenomenon in this culture that tutors are reluctant to give negative feedback on
students' errors and poor answers. Instecad of giving negative feedback to errors, tutc-s usually
interrupted the student at a fine-grained level and "spliced" in correct information, in a simiiar
manner as Anderson's LISP tutor (Anderscn, Conrad, & Corbett, 1989)., There are several reasons why
negative feedback is not given by tutcrs. In some cases it might traumatize a sensitive student to
the point of not participating. 1In any event, we speculate that tutoring could improve if the tutor
was less polite and offered more discriminating feedback, including negative feedback. The cutor
would need to warn the student up front that they should expect negative feedback periodically.

We were also surprised to learn that tutors were not particularly discriminating in giving positive
feedback. When considering all deep tutor guestions, the likelihood that a student's contributicn
received positive feedback was .30, .35, .33, and .24 for complete, partial, vague, and error-ridden
contributions. The only case in which there was a discriminaling gradient between feedback and
answe~ quality was in the case of why questions, with likelihood scores of .48, .30, .30, and .25.
The neutral acknowledgements also did not vary as a function of answer quality. The likelihood of
giving neutral acknowledgements was .27, .32, .31, and .35 among the four levels of answer quality.
In summary, tutors were simply not discriminating in giving appropriate feedback to students'
contributions during the exchange. Tutoring presumably would improve to the extent that the tutors
give more accurate feedback.

Tutors frequently asked a sequence of que ions without waiting for the students to answer. The
tutor essentially revised the gquesticn in order to improve it or to converge on an expression that
the student could handie. We extracted all muitiple gquestions that had at least one deep question.
In many of these sequences (44%) the successive guestions were progressively more specific (e.g.,
"So what is variance? How is it related %o standard deviation?"™). The other 56% of these sequences
was classified as follows:

Questions are progressively easier (18%)

Questions are progressively bketter articulated (13%)
Question is rearticulated in slightly dif{ferent words (6%)
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Question re-establishes focus of original question (6%)
Questions are progressively more difficult on listener (3%)
Other -- unclassifiable (10%)

Nearly all of the questibn sequences (épproximately 92%) had revised quest:ons that made it easlier
for the student to interpret or answer the question. This outcome is consistent with a “sensitivity
postulate." According to this postulate, the speaker should do everything possible to make the
communicative exchange easy on the listener and to remove obstacles from effective communication
(Allen, 1983; Francik & Clark, 1985). The fact that tutors tended to ask students short-answer
questions more than long-answer questions, as reported earlier, is also consistent with this
postulate. It is tempting to speculate that a good tutor might attempt to violate the sensitivity
postulate in order to encourage the student to more actively contribute to the exchange.

The tutor inquired whether the student understood an answer to a deep question approximately 25% of
the time. 1In most of these cases, the tutor asked a very open-ended question, e.g., "Do you
understand?.* Somet imes the tutor got more specific, e.g., "Do you understand why that graph would
have a significant interaction?."™ Very rarely did the tutor ask a series of questions that
diagnosed the student's degree of understanding the answer. However, such a diagnosis is important
because the students' answers to the open-ended question ("Do you understand?'") fail to reflect
their true understanding (Chi et ai., 1989). Indeed, it is nften the case that the good students
claim they don't understand whereas the poor students claim they do understand. Tutors should
probably be trained to mistrust the students' claims about their level of understanding subtopics.

Answering strategies of tutors to why and how guestions. We extracted the why and how questions
that were posed by the tutors and analyzed the strategies for answering them. Table 3 presents the
subclasses of these two types of questions and lists the answering strategies for those subclasses
that were sufficiently frequent. Most of the answering strategies were compatible with the QUEST
model of question answering (Graesser & Franklin, 1990, see Section I). ¥®We were relieved to learn
that there was some generality in the model we had developed in the laboratory, under artificial
experimental conditions and pragmatic constraints. At the same time, however, QUEST's arc search
procedures would need to be modified and tuned to accomodate the knowledge base of mathematics,
statistics, and research methods; the original question answering procedures were formulated and
tested in the context of narrative and expository text.

A close inspection of the answering strategies revealed that goal structures, planning networks, and
"teleological semantics" constituted major cognitive structures underlying these static quantitative
problems (see also Greeno, 1982; Ohlsson & Rees, 1991; Brown & van Lehn, 1980). When individuals
answer a why-question, they convey a goal structure that motivates an action or decision rather than
providing a logical proof that justifies a conclusion. However, at this pcint we are uncertain
about the extent to which conceptual knowledge and constructs about research methods are integrated
with these planning networks.

Goals underlving questions and answers. Figure 2 summarizes the major goals that motivate questions
and constrain answers during tutoring. These goals were identified in our analyses of tutoring.

The ideal goal of tutoring is to expand the common ground so that the student acquires the relevant
knowledge base of the tutor. Throughout the tutoring process the tutor and student attempt to
expand the frontier, i.e., the tutor's knowledge at the fringe of the common ground. The tutor also
corrects deep conceptual errors, misconceptions, and minor bugs in the knowledgye base of the
student. The left column lists the primary goals of the tutor whereas the right column identifies
the goals of the student.

Most of the goais listed in Figure 2 are self-explanatory, so they need not be elaborated. The top
questioning goal of the tutor was particularly pervasive. Tutors frequently used a "syllabus"
(i.c., script, list of questions) that quided questioning in a top down fashion and that exposed
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anticipated problematic concepts (see also McArthur et al., 1990: Putnam, 1987). The =rtudents were
grilled and evaluated on this list of questions; the tutor had preformulated ideas on what gocd
answers were. Indeed, these scoripts were much more pervasive than the tutor's diagnosing and
repairing each student's idiosyncratic bugs and misconceptions. Perhaps tutors need to be trained
to be more receptive to the student's particular problems and to revise the syllabus plan to
accomodate such problems. Nevertheless, a modest proportion of tutor questions were inspired by the
"diagnosis-remediation" model in which the tutor diagnoses student errors, identifies the causes of
errors, and corrects faulty understancding (Brown & Burton, 1978; Van Lehn, 1991}.

Analysi : .. . . Lvi 7¢] i ] ;

We collected, transcribed, and analyzed a sample of 22 tutoring sessions at a local middle school in
Memphis. There were 13 7Jth-grade students in the sample who were having trouble with particular
topics in their basic mathematics class. There were 10 tutors from a high schcol who normally
provided these tutoring services. In fact, these tutoring sessions were almost all of the tutoring
sessions that occurred in the middle school during a one month period. Two example tutoring topics
were (a) exponents and (b) constructing equations from algebra word problems. Originally, 29
tutoring sessions were videotaped; 7 were dropped from the sample because of the poor quality of the
auditory channel. The tutoring sessions lasted 45-60 minutes, which was quite comparable to that of
the research methods tutoring sessions.

The primary purpose of collecting this sample of tutoring session was to assess how representative
were the results of the tutoring study on research methods. Indeed, the results from the two
tutoring studies were quite similar. In the subsequent comparisons, we included the normel tutoring
condition but not the structured tutoring condition in the study on research methods. The number of
student questiouns per hour in the mathematics sample was 32.2, which is quantitatively close to the
rate in the research methods sample (21.1). The number of tutor questions per hour in the
mathematics sample was 112.1, again rather close to the research methods sample (95.2). The
students accounted for 22% of the questions in the mathematics sample and 18% of the questions in
the research methods sample.

With respect to degree of question specification, the mathematics sample was very similar to that of
the research methods sample. The percentages of questions that were high, medium, versus lcw in
specification were 2%, 60%, and 39% for students, and 1%, 47%, and 52% for tutors. These
percentdges compare favorably to those in the research methois sample: for students (3%, 67%, and
31%) and for tutors (3%, 50%, and 47%).

The questions were classified according to the analysis of question categories in Tables 1 and 2.
Percentages were scored for each of the 18 questicn categories, segregating student questions and
tutor questions. We then cerrelated these percentages between the two samples, i.e., mathematics
versus research methods. The correlation for student questiurs was very high (r = .61); for tutor
questions the correlation was extremely high (r = .95). Once again, the two samples of tutocring

sessions were quite compatible.

Finally, we analyzecd the guestion generation mechanisms that underlied the questions. In the
mathematics sample, the percentages of questions involving corrections of knowledge deficits, common
ground, social coordination of action, and control of conversation were 24%, 72%, 3%, and 1%,
respectively; the corresponding percentages in the research methods sample were 29%, 67%, 2%, and
3%. The percentages for tutors in the mathematics sample were 0%, 93%, 4%, and 3%, whereas the
percentages for tutors in the research methods sample were 0%, 91%, 3%, and 7%.
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In summary the two samples of tutoring sessions produced remarkably similar data. The questioning

exhibited by high school tutors and 7th grade students on the topic of mathematics was very similar
to the questioning exhibited by college students on research methods. Therefore, we are satisfied

that the results of the tutoring study on research methods are quite general. .

111. learninc op the "Peint and Ouery" Software

We designed a human-computer interface that facilitates the speed and quality of questioning
(Graesser, Langston, & Lang, 1991, in press; Graesser, Langston, & Baggett, in press; Lang,
Graesser, & Langston, 1991). The student learns entirely by asking questions and reading answers on
the "Point & Query" (P&Q) system. When a question is asked, the student first points to a vord or
picture element on the computer screen and then to a question that is relevant to the element (from
a menu of relevant questions). The menu of relevant questions is formulated on the basis of the
background knowledge structures and theoretical question answering procedures of QUEST (see Section
I). The P&Q software is embedded in a hypertext system so answers are preformulated and quickly
retrieved. The P&Q software is quite similar to the ASK TOM system that has recently been developed
by Schank et al. (1991).

The P&Q software forces tne student tc take an active role in iearring because the only way the
student can learn is to ask questions and interpret arnswers. The interface is consistent with a
philosophy of education that advocates a learning environment in which students self-regulate their
own learning. As discussed earliier, however, it is widely acknowledged that students need some
guidance in this process if deep knowledge about a topic is to be acquired. Indeed, one conclusion
from the tutoring research in Section II is that students need to be taught effective question
asking skills, i.e., when to ask questions and what questions to ask. It does not come naturally.
Students Jearn effective questioning skills from the P&Q software because there is a menu of good
questions that are relevant to the word or picture element the student points to. Our hope is that
the P¢Q software will rekindle curiousity in the student and will provide the necessary scaffolding
to effective question asking skills. As mentioned earlier, it is well documented that the learning
and comprehension of technical material substantially improves after students learn and appily
effective question asking skiils (King, 1989; Palinscar & Brown, 1984).

There are an extraordinary number of advantages to the P&Q software, which are briefly summarized
below.

(1) It is very easy to ask a question. The student can ask a question within two seconds with two
clicks of a mouse: select a screen element and then select a question., All other interfaces suffer
from the critical shortcoming that it takes several seconds or minutes to ask a question, including
structured query languages, natural language interfaces, the Texas Instruments Menu Driven Natural
Language interface {Tennant, 1987), and RABBITT's "retrieval by reformulation" (Williams, 1984).

(2) Tt is very easy tc learn the P&Q system. It takes approximately five minutes to learn how to
use the P&Q system {or students who alrcady know how to use a mouse. The tiraining time of other
question asking interfaces is measured in hours,

(3) The student has direct feedback on what questions the P&§0 system can handle. This is because
the list of relevant questions is displayed in a menu on the screen. In most other interfaces, it

is is unclear to the user what questions the computer can handle so the boundaries of the system are
ill-defined.

(4) The student learns what questions are good questions. The menu of relevant questions is
contingent on the type of background knowledge structure, e.g., goal/plan hierarchy, causal network,
taxonomic hierarchy, spatial information. For example, why, how, and what-if questions are
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particularly relevant to causal networks but not to spatial information. The student will
eventually learn such relationships between the cortent of the material and the relevant questions.
Our formulation of relevant questions is based on a cognitive model of question asking and
answering.

(5) The ¢ ~puter quickly answers the questions according to a psychological model of question
answering. We have used the QUEST model of human question answering as a guide fer formulating
answers to questions (Graesser & Franklin, 1990; Graesser, Gordon, & Brainerd, 1991; see Section 1).
Therefore, the answers a.e formulated con the basis of a psychological theory that has been validated
empirically, which distinguishes it from all other query systems in computer science.

(6) Knowledge is organized around questions and answers to questions. Schank (1986) has discussed
some of the advantages of organizing and indexing knowledge around questions. There is some
evidence that a "question+answer' encoding format is particularly persistent in memory, with slow
forgetting rates (Pressley et al., 1988).

(7) The P&Q system facilitates curiousity and active learning, with some guidance on how te navigate
through the knowledge base. As will! be discussed in this section, Graesser, lLangston, and Baggett
{in press) have collected data on a prototype P&Q system on woodwind instruments. We found that
students asked approximately 135 questions per hour, which is 7 times the rate of question asking
during nermal tutoring (see Section II) and 80C times the rate of question asking in a classroom
setting (per student),

PLO Software on Woodwind Inst ent s

We developed some P&Q software for woodwind instruments (Graesser, Langston, & Lang, 1991, in
press), This topic was selected because there are multiple levels of knowledge and each level has a
tractable set of questions, at least according to the QUEST model of question answering. We specify
below the levels of knowledge and the questions that were handled by the P&Q software on woodwind
instruments,

Definitions. There are a large number of terms that need to be defined, which should

stimulate aefinitional questions (i.e., "What does X mean?"),

Taxonomic knowledge. As depicted in Figure 3, there is a hierarchical taxonomic structure
that contrasts air recd, single reed, and double reed instruments at the highest, most
abstract level. The terminal concepts arec at the lowest level of the hierarchy, such as
alto, tenor, and baritone saxophone. The questions associated with taxonomic knowledge were:
"What does X mean?'", "What are the properties of X?", and "What are the types of X?".

Spatial compesition. This is the spatial layout of objects, parts, and teatures of parts.
This knowledge specifies that a particular component contains subcomponents (e.g., a
mouthpiece contains a reed and a ligature), that a component is connected to another
component (e.g., that the ligature is clamped to the reed), and that there arec spatial
relations between parts of an instrument (e.g., the neck is between the mouthpiece and the
tube). The question associated with spatial composition was "What does X look like?".

Procedural knowledae. This knowledge embodies the actions, plans, and goals of agents. For
example, procedural knowledge specif{ies how a person assembles, holds, and plays an
instrument. The question associated with procedural knowledge was "How does a person
use/play X?2",

,
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Sensory informatioy. This includes information about visual, auditory, kinesthetic, and
other modalities. The two questions associated with sensory information were "What does X
look like?" and "What does X sound like?",

Causal knowledge. This embodies causal networks of events and states in technological,
biological, and physical systems. Causal knowledge specifies how air flows through the
player's mouth and embouchure, continues through the instrument, gets modified by the size of
the chamber and the holes, and produces a sound with a particular pitch, intensity, quality,
and duration (see air flow diagram in Fiqgure 3). The questions associated with causal
knowledge were “How does X affect sound?", “How can a person create X?", "What causes X?",
and *What are the consequences of X?".

Obviously, there are systematic relationships between these levels of knowledge. For example, the
size of the instrument (spatial and visual information) constrains how it is played (procedural
knowledge) and the resulting pitch (sensory information). Whereas a soprano saxophone is small in
size, is high in pitch, and is held by the player with two hands, a bass saxophone is large, low in
pitch, and rests on a stand. It would be impossible to have a large woodwind instrument produce a
high pitch sound. A flute has a pure sound (sensory information) which is caused by the accoustics
of the air reed mouthpiece (causal knowledge).

Individuals sample and integrate the information from these viewpoints when a they learn about
woodwind instruments. The represcentaticn and organization of the acquired concepts are to some
extent a product of exploratory processes during learning. For example, if adults never explore the
causal knowledge that explains the operation of instruments, then we would not expect them to
correlate the size of the instrument and its pitch, or to correlate the features of the mouthpiece
with the quality of the sound (e.g., air reads are correlated with pure sounds). These exploratory
processes were investigated in an experiment described later in this section.

The P&Q software was cmbedded in a hypertext system and was implemented on a MacIntosh-TI
microcomputer. There were approximately 5C0 “cards" (i.e., computer screen displays) in the
hypertext system. There were two pivotal seed cards that the learner could directly revisit at any
point in the session: a woodwind taxonomy card and an air flow diagram card (see Figure 3). All of
the other cards were answe.s to questions.

There were four major winjows on each screen display, as illustrated in Figure 4. These windows
included a content window, a question window, a function window, and a context window. The content
window was the bottom 75% of the screen that displayed either the answer to a guestion, the woodwind
taxonomy, or the air flow diagram. Using a mouse, the subject pointed to an element in the content
window in order to declare which word or picture element was to be queried. Any word in capital
letters could be queried. The computer did not respond when the user pointed to a word in small
letters. In Figure Y, the subject was curious about the word LAY so he pointed to this word
element .

The guestion window was a menu of questions presented at the top center of the screen disvlay. The
questions were presented in two columns and included the 10 types of questions specified earlier in
this Section. The computer varied the subset of questions displayed on the menu according to the
queried content <lement, For exampie, two questions were relevant to the word LAY: “What does X
mean?" and "How does X affect sound?". 1In the example in Figure 4, the subject pointed to the
question "What does X mean?" by manipulating the mouse (top half of Figure 4). The answer to the
question "What does lay mean?" was then presented in the content window of the subsequent display
(bottom oif Figure 4),
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The function window {(top left of a card) displayed four symbols that referred to special-purpese
functions. These included: (1) backing up one display, which could be applicd recursively, (2)
stopping the session, (3) jumping to the woodwind taxonomy, and (4) jumping to the air flow diagram.
The coptext window (top right of a card) identified the P&Q software and presented & description of

the current card. This was the least informative window from the learner's point of view.

The success Of the P&Q software depends on both the answers to the questions and the set of
questions on tae question menu. The question options and the answers to the questions were
formulated on the basis of the QUEST model of question answering (see Section I). QUEST answers a
broad diversity of questions in the context of taxonomic, spatial, causal, and procedural knowledge.
Good questions vary among these knowledge structures. The question options in the question menu
depended on the type of knowledge structure (or structures) associated with the content element the
learner points to. Suppose that the learner pointed to content element X and there was informative
causal and procedural knowledge associated with X; then the question categories associated with
causal and procedural knowledge would be presented in the question menu. If an answer to a questicn
was trivial or uninformative, then the questjon option was not displayed. In summary, the questions
in the question window were based on: (a) the QUEST model of guestion answering, (b) informative
types of knowledge structures assocjated with the gqueried content element, {(c) the good questions
that are assoclated with the type of knowledge structure, and (d) the extent to wiich there would be
an informative answer to a question.

The answers to most c¢f the questions were formulated according to QUEST's strategies of answering
questions. There is a unique strategy for each question category that cperates on knowlecdge
structures. Consider definitional questions in the context of taxonomic hierarchies, i.e., "What
does X mean?". An answer is produced by a "genus-differcntiae" strategy which inciudes (a) tre
superclass of X and (b) properzies of X that distinquish X from its contrast concepts, i.c., the
concepts that have the same superciass as X. for example, the definition for an alto saxophone is
"a saxophonc of medium size that is in the key of E-flat."™ 1In this case, the superclass is
“saxophone" whercas the conjoint features of [medium size, key of E-{latj uniquely distinguish the
alto saxophone f{rom other types of saxophones.

The question answering strategics of otiwr question categories are quite different from that of
definitional questions. The question answering strategy for antecedent questions tap causal
networks, and produce antecedent events and enabling states that explain a queried event. When
asked "What causes vibrato to occur in a saxophone?", an appropriate answer would be '"as air flows
through the mouthpiece, the player alternatives between having a tight and loose embouchure." The
answers to instrumental/procedural questions include (a) the plan that an agent executes while
performing an intentional action and (b) an object, part, or resource that is needed to exccute a
plan. The question answering stategies for some types of questions were not handled by the original
QUEST model but were quite obvious. For example, the answer to *“What aoces X look like?" was a
picture of X. The answer to "What does X sound like?" was a 10-second digitized recordi..q of the
actual instrument playing a scale.

Asking questions on the P&O interface: An exploratory study of exploration

We conducted a study which explored how ccllege students ask questions when they learn about

woodwind instrum@hts with the P§Q interface. The subjects learned about woodwind instruments
entirely by askina questions and reading answers to questions displayed by the computer. The
computer recorded the questions that the students asked and the order of the questions.

Therc is no empirical research that has investigated knowledge exploration for taxonomic-
definitional, spatial, sensory, procedural, and causal knowledge in a rich domain such as woodwind
instruments. Therefore, any predictions we might offer would be motivated by theoretical
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considerations and would be quite preliminary. The important contrast addressed in the study was
the sampling of deep causal kncwledge versus the comparatively superficial knowledge, i.e., the
taxonemic, definitvional, sensory, and procedural knowledge. We manipulated the goals of the learner
and we compared learncrs with high versus low prior knowledge about music. The learners' goals in a-
Design Tnstrument condition encouraged subjects to sample deep causal knowledge whercas this causal
knowledge was not needed in an Assemblc Band condition,
cdiscussed later. If the goals of the learner have a substantial impact on exploratory processcs,

The detalls of these conditions are

then subjects should explore more causal knowledge in the Design Instrument condition than in the
Assemble Band condition; the opposite should be the case for the superficial knowledge. Regarding
the level of the learners' prior knowledge, subjects should explore more causal knowledge if they
already have a high amount of knowledge about music. Thus, superficial knowledge would presumably
be explored before deep causal knowledge.

Predictions can also be made with respect to the time-course of exploring knowledge within a
learning session. There is some foundation for expecting a fixed order of knowledge that gets
explored, such that the superficial knowledge precedes deep causal knowledge (Dillon, 1984). Onc
would intuitively expect a person Lo become familiar with the meaning of the terms and the physical
fcatures of a system before embarking on causal mechanisms that explain the operation cf the system.
If there is a canonical ordering of knowledge cxploretion, then one might expect taXonomic-—
definitional information to be sampled before causal information, regardliess of the goals of the
learner. On the other hand, there may be a more {lexible ordering of knowledge exploration that
directly corresponds to the learner's goals.,

Methods.
to fulfill a psychology course rcquirement. We screened the subjects so that half of the subjects
had low knowledge about music and half had comparatively high knowledge. Those with high knowledqge

The subjects werc 32 undergraduate students at Mempnis State University who participated

rated themselves as having moderate to high knowledge on a 6-point scale and also played an
instrument.

We manipulated the goals of the learner so that hall of the subjects were expected to acguire deep
causal knowledge of woodwind instruments and the other half could manage with superficial knowledge.

The Design Instruyment condition required decp causal knowledgye whereas the Assemble 3and condition
did not. In the Design instrument condition, the subjects were told that their goal was to design a

new instrument that had a deep pure Ltone. A solution to this problem required them to know that
large instruments produce deep tones (i.e., notes with low pitch or freauency) and that pure tenes
are produced by woodwinds with air reeds rather than mechanical reeds. An ideal instrument would
perhaps be a large flute, although it might be difficult for an average diaphragm to sustain an air
flow in such an instrument. 1In any event, a solution to this problem requited tho subject to have
knowledyge about the causal relationships between physical features of instruments and the features
of the sounds produced by instruments.

The subjects in the Assemble Band condition were instructed that they would be assembling a 6-piece
band with woodwinds that would play at a New Years Eve party for 40-year old Yuppies. The subjects
did not necd a deep causal knowledge of woodwind instruments and sound characteristics in order to
solve this problem. It would be satisfactory te have a superficial knowledge about what the
instruments looked like, what they sounded like, and what their names were.

Half of the 16 subjects with high music knowledge were assigned to the Design Instrument condition
and half to the Asscemble Band condition. Similarly, 8 of the subjects with low music knowledge were
in the Design Instrument condition and 8 were in the Assemble Band condition. Therefore, there was
an orthogonal variation of prior music know]edgé and learner goals.

When the subjects arrived, the experimenter described the goals of their task and then gave a 5-

minute demonstration of how to use the P&Q interface. They were instructed how to ask a question by
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pointing to a content element in the content window and then to a question in the questiocn + ndow.
They were also instructed and shown how to use the four functions: backup one screen, stop s: sion,
jump to taxonomic structure, and jump to air flow diaqram.

The subjects had 30 minutes to explore the database on woodwind instruments. They were told they
could ask as many questions as they wanted, in whatever order the questions came to mind. The
computer recorded the cards that the subject explored and the questions that were asked, in the
order that the subject asked them, After the 30-minute learning session, the subjects completed the
tasks that were assigned to them. That is, they wrote down a design ef a new instrument or a band
that was to be assembled for a party. They completed this task at tLheir own pace. For the purposes
of this report, we were interested only in the questions that subjecls asked during the 30-minute
learning session.

Results, In an initial analysis, we simply computed the mean number of questions asked by the
subjects during the 30-minute learning session. The subjects asked a mean of 75.6 questions per
session in the Design [nstrument condition and 59.9 questions in the Assemble Band condition.
Therefore, the rate of asking questions in this P¢Q interface was 135 questions per hour, This rate
is abeut * times the rate of question asking during normal tutoring (see Section II) and 800 times
the rate of student questions in a classroom setting (see Section I). The P¢O software cliearly has

somc promisce in facilitating curiousity and questicn asking behavior during learning.

We scgregated the session into time blocks and the gquestions into knowledge categories. Each 30-
minute session was seqregated into three 10-minute time biocks, yielding time blocks 1, 2, versus 3.
We clustered the 10 question calegories specified ecarlier into four catecgories that tapped four
different types of knowledge: taxonomic-definitional, sensory, procedural, and causal. We computed
the baserate percentage of auestions in tLhese four knowledge categories when considering all
possible cards, content elements, and unique questions in the P&Q system. These proportions were
35%, 9%, %, and 55% for taxonomic-defiritional, scnsory, procedural, and causal, respectively.

An Analysis of variance was performed on question asxing {requencics using a mixed design with four
independent variables: condit.ion (bDesign instrument versus Assemble Band), prior experience (high
versus low music knowledge), time block (}, 2, versus 3), and knowledge type (taxonomic-
definitional, senscry, procedural, and causal), Condition and prior experience were betwcen-
subjects variables whereas time biock and knowledge type involved repeated measures variables,

We were surprised to learn that prior experience had absolutely no impact on the exploration of
knowledge. Prior experience did not have a significant main effect on question frequency and was
not part of any significant statistical interaction. This outcome could be explained in a number of
ways. Perhaps there was nol a sensitive variation of music expertise. Perhaps the knowledge on
woodwind instruments was too speciaiized to be covered by a college student with relatively high
music knowledge. Perhaps the constraints of learner goals are extremely rcbust and mask any effects
of prior knowledge. Ffor whatever reascn, prlor music knowlcdge had nc impact on knowledge
exploration,

The frequency of questions did not significantly vary as a function of time blocks, with means of
22.8, 23.4, and 21.2 questions in time blccks 1, 2, and 3, respectively. Thercfore, the absolute
volume of questions was approximately constant across the three 10-minute segments. More questions
werc asked in the Design Instrument Condition than in the Assemble Band condition, E(1, 28) = 5,00,

B < .05. The number of questions per Lime block significantly differed among the four knowledge
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types, with means of 8.8, 5.3, 1.1, and 7.3 tor taxonomic-definitional, sensory, procedural, and
causal knowledge, respectively, F(3,84) = 27.62, p < .05. However, this outcome is not particularly
surprising because the basecrates were quite different among these four knowledge types. The
empirical percentages were 39%, 24%, 5%, and 32% whereas the baserates were 35%, 9%, 5%, and 55% for
the four respective types of kncwledge. Compared to the baserates, the subjects undersampled causal
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knowledge and oversampled the other three types of knowledge (particularly the questions in the
sensory category),

There was a significant three~way interaction between condition, cime block, and type of knowledge,
E(6,168) = 2,89, p < .05. Fiqure 5 plots the cell means that expose this three-way interaction.

The figure and statistical analyses uncovered the following trends in the data.

{1) Iaxonomic-definjtional knowledge. The frequency of these taxonomjc-definitional questions
started out the same in both the Design Instrumcnt condition and the Assembie Band condition.
Exploration of this knowledge decreased over time in the Design Instrument Condlition but remalned
constant in the Assemble Band condition. Tt appears Chat taxonomic knowlodge and definitions of
terms needed to be sampled during the initial phases of learning, regardless of the goals of the
learner. After this basic knowledge was acquired, the learner could explore knowledge that
directly addressed his goals.

(2) Causal Kknowledge. The frequency of questions was extremely high and increased over time in tne
Design Instrument condition. In contrast, the frequency was extremely low and constant in the
Assemble Band cendition. It appecars that causal knowledge was rarely tapped unless the learne:'s
goals forced the learner to tap this knowledge. Subjects needed to tap this deep causal knowledge
in ordar to design an instrument but not to assemblc a 6-picce band. There was a trade-off in
sampling causal knowledge versus taxonomic-definitional knowledge.

{3) Sensory kpowledge. The [requency of sensory knowlcdge questions was low and constant in the
Design Instrument condition. The f{requency was high in the Assemble Band condition but decreascd
robustly over time. The learners in the Assembie RBand condition wanted to find out what the
instruments looked like and sounded like carly in their exploration., This superficial visual} and
auditory information was importani to Lhe subjects who were Lrying to assemble a band whercas deep
causal knowledge was unimportan:.

(4) Procedural knowledae. There was a (loor effect in sampling this Lype of knowledge so it was
difficult to decipher trends. Subjects in the Assemble Band condition asked approximately tLwice as
mary questions in this category as did subjects in the Design Instrument condition,

Conclusions and discussion. We have documented how jindividuals explore knowledge when they learn
about woodwind instruments. Knowledge exploration was measured by observing the questions that
college s.udents asked about woodwind instruments when they used the Point and Query interface. We
found that exploration patterns were unaffected by the college stucerts' prior knowledge of music.
In contrast, there were dramatic changes in exploration as a function of the their goals and the
time course of the learning scssion.

The learners tended to sample taxonomic knowledge and definitions of terms during the first 10
minutes of the session. Approximately 45% of the questions tapped this type of knowledge in both
the Design Instrument and Assemble Band conditions whercas the baserate for these types of questions
was only 35%. Th2 learners' goals were quite different in these two conditions: the besign
Instrument condition called for deep causal knowledge whereas the subjects in the Assemble Band
condition could rely on superficial knowledge. 1In spite of these differences in goals, the lecarners
needed to know about definitions of words and about the taxonomic composition of the semantic field.
Thus, this taxonomic~definitional knowledge apparently must be established before learners can
branch out into regions of knowledge that morc directly address their goals.

Once the taxonomic-definitiona) knowledge is established, the learner explores knowledge that
addresses the learning goals. This conclusion is obviously supported when time blocks 2 and 3 are
inspected in Figure 5. When deep causal knowledge was needed, as in the Design Instrument
condition, then the learner explored causal knowledge at the expense of the taxonomic~definitional,
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sensory, and procedural knowledge. Causal knowledge indeed was not explored unless the learner was
forced to seek this knowledge in the pursuit of a goal. The percentage of questions in blocks 2
and 3 that tapped causal knowledge was 52% in the Design Instrument condition but only 16% in the
Assemble Band condition; the corresponding baserate was 55% for these questions. On the other hand,
if the learners could rely on superficial knowledge in solving their problem, as in the Assemble
Band condition, then exploration continued after block 1 by seexing more taxonomic-definitional
knowledge (48% of qucstions, with a baserate of 35%), sensory knowledge (29% of questions, with a
baserate of 9%), and a modest amount of procedural knowledge (7% of questions, with a baserate of
1%); once again, causal knowledge was rarely explored in this condition.

Causal knowledge was sampled only when the learner had the goal fo solve causal problems. This has
nontrivial implications for theories of knowledge organization. Suppose it is correct that people
normally rely on superficial knowledge in the everyday world, as opposed to constructing deep mental
models of causal systems (Bransford, et al., 1985; Brown, et al., 1983; Graesser & Clark, 1985;
Kieras & Bovair, 1984). This superficial knowledge includes the definitions of concepts, the
perceptual surfaces of objects, and the procedures of manipulating objects. To the extent that this
is true, deep causal knowledge is not an important part of the representation of our knowledge.

This would perhaps present a challenge to any explanation-based theory of concept representation
that would require deep causal knowledge. We suspect that an explanation-based theory is
psychologically plausible only if the explanations appeal to the goals of agents, planning failures,
methods of repairing planning failures, and mathods of circumventing obstacles (Hammond, 1990;
Mitchell, Keller, & Kedar-Cabelli, 1986; Mooney, 1990; Owens, 1991; Schank, 1986). Thus,
explanations that center around agents can be readily handled by the cognitive system whereas
rigorous causal explanations in biology, physical science, and technology are difficult for the
cognitive system to cope with.

This study has demonstrated the value of the P&Q interface in investigating the process of exploring
knowledge. The P&Q interface and other similar new interfaces (Schank et al., 1991; Sebrechts &
Swartz, 1991) have made it extremely easy for the user to ask questions. The user simply points to
a question on a question menu. It was very awkward and time-consuming to pose questions on previous
computer interfaces (Lang, Dumais, Kilman, & Graesser, in press) and this presented a serious
barrier in investigations of information exploration. We have explored only one semantic field in
the present study, namely that of woodwind instrumerts. We are currently in the process of
investigating other domains of knowledge, such as mathematics and statistics.

it is possible that the P&Q interface could have a substantial impact on education and concept
representation to the extent that it rekindles curiousity and good question asking skills. As
discussed earlier in this report, the learning of complex material can robustly improve if students
learn how to ask the right questions (King, 1989; Palinscar & Brown, 1984; Singer & Donlan, 1982).
However, it takes many hours to train students how to use ideal question asking skills. One side
effect of the P&Q interface is that students learn how to ask good questions in the context of
particular types of knowledge structures. Suppose the P&Q interface was extensively integrated with

computer software in the educational curriculum, such that students spent hundreds of hours learning
how to ask the right questions. We would end up with a more curious, ingquisitive, creative, and
inteliigent generation of learners (Dillon, 1988; Schank, 1986; Sternberg, 1987). The cognitive
representation of concepts, both mundane and technical, might radically change.

We cunducted a series of experiments tLhat investigated whether individuils ask questions when they
encounter anomalcus information (Gracsser & McMahen, 1992; Graesser, McMahesn, & Johnson, 1991).
There are several models in cognitive science which predict that questions are triggered by
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anomalous information (Kass, 1992; Klahr & Dunbar, 1988; Ram, 1980; Reisbeck, 1988; Schank, 1986},
but empirical tests of this prediction are conspicuously absent.

In these exﬁeriments, college students were .. ructed to generate questions while they solved
quantitative problems or while they comprehended stories. There were different versions of each
problem or svory, as shown in Table 4 for an algebra word problem. The original version was a
complete problem from a textbook (or alternatively, a complete story from a book of fables). The
other four versions contéined anomalous transformations that either deleted or added information. A
critical piece of information was removed in the deletion version; it would be impossible to solve
the problem or comprehend the story without it. The other three varsia~z added a phrase,
proposition or sentence to the original version in order to introduze a contradiction, a salient
irrelevancy, or a subtle irrelevancy. It was technically impossible to solve the problems in the
contradiction versions, whereas it was possible to solve them when the irrelevant information was
added.

It is important to clarify what the "anomaly hypothesis" predicts about question asking behavior in
the context of this study. The first prediction is that college students should generate more
questicns in the four anomalcus versions than in the criginal versions. The hypothesis does not
predict particular differences among the four transformed versions. Therefore, the mean frequency
of questions in the four transformed versions should be greater than the frequency in the original
versions. A second predicticn is that a subset ¢f the gquestions shcould address the anomalious
transformations, i.e., the individual should spct the unusual feature of a transforred problem.

Once again, the anomaly hypothesis does nct have a principled way of discriminating armong anomalies,
so it assumes that all transformations are equaily delectable. It is conceivable that the
transformed versions might stimulate guestions that are not directly relevant to the transformaticns
(to a greater extent than the original versions). This might occur when individuals vag.ely detect
that something is unusual about the problem but cannct guite put their finger on the anomalous
feature.

There is some foundaticn for predicting differences among the various types cf anomaious
transformations. An “"cbstacle hypothesis" contrasts those anomalous transformations that present an
obstacle in planning, problem solving, or understanding from thecse transformations that do not
present an obstacle. The deletion and contradiction versions present a serious obstacie to problem
solving and comprehension whereas the salient and subtle irrelevancy transformations do not present
such an obstacle. According to the obstacle hypothesis, the incidence of transformation-relevant
questions should be higher in the deleticn and contradiction versicns tharn in the two irrelevancy
versions.

Even though an individual detects an anomaly, the individual may not generate a Qquestion about it.

o

Instead, the individual might repair cr discount the anomaly in various ways (Markman, 1979; Otero
Companario, 199C). 1In the case of a deletion version, the comprehender might fill in the deletion
with default values that are based on werld knowledge. For example, the comprehender might assume
that the Bears and Buils playad the same number of games and infer that the number of losses was 32
for the Bulls. In the case of a contradiction version, the comprehender might construct an unusual
scenario that resolves the contradiction Or that discounts one of the contradictcry premises. For
example, tge comprehender might a:-ribute the contradictory statement in Table 4 to an unintentional
typographical errcr or zo inforaation that was elliptically deleted (e.g., the Buliis won the most
games between the Bulls and the Bears). uch repair strategies might be invoked automaticaliy and
unconscicusly when gue:ticns are not generated. In order for the comprehender L0 generate a
transformation-relevant gquesticn, .he comprehender must (a) detect the anomaly, (b) acknowledge that
the transformation is indeed an anomaly, (c) articulate and refer to the anomaly in words, and {(d)
address the anomaly in the form of & question. If any of these four conditions fail, then the
anomaly will not trigger a question.
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Upper division undergraduate students generated questions while they solved quantitative problems in
either original, deletion, or subtle irrelevancy versions. According to the anomaly hypothesis, the
two anomalous versions should elicit more questions than the original problems. Also, a subset of
the generated questions in the transformed versions should address the anomalous transformations.
According to the obstacle hypothesis, the transformation-relevant questions should be more prevalent
in the deletion versions than in the subtle irrelevancy versions.

Methods. The subjects were 30 upper division undergraduate students at Memphis State University who
were enrolled in a course on research methods. The subjects participaLed‘in the experiment in order
to fulfill a laboratory requirement, Two of the 30 students were dropped because they had not
completed an undergraduate course in statistics prior to the research methods course even though
statistics was a prerequisite.

Twelve quantitative problems were selected from textbooks. Six of the problems came from an
introductory college statistics text and six were algebra word problems from a junior high algebra
text, Table 4 includes the original version of one of the six algebra problems. The statistics
problems were more difficult than the algebra problems, but did not require memorization of any
complex formulas (e.g., the formula for a standard deviation, the“formula for a L-test). The
statistics problems were "word probiems" that required a conceptual understanding of basic
statistical concepts, such as the probability of an event, sample size, mean, standard deviation,
null hypothesis, p < .05, and statistical significance. The problems emphasized reasoning and
drawing inferences about these basic statistical concepts rather than being mechanical “number
crunching" exercises. Whenever numerical quantities needed to be combined, the student could
perform the quantitative computations by following basic rules in statistics and algebra (e.g.,
probabilities are multiplied when there are multiple independent events) or by constructing a table
with a small number of alternative combinations (e.g., tracing all possible combinations of heads
and tails when there are 4 tosses of a fair coin). An example statistics problems is presented
below.

statistics problem 1. The probability that a person who enters a certain bookstore in a

shopping mall will buy a book is 0.4. If 4 customers enter the store, what is the
probability that: (a) Exactly one person will buy a book? (b) One or two people will buy a
book.

There were three versions of each of the 12 problems. The original version was an exact copy of the
problem in the textbook. The deletion version was exactly the same as the original, except that a
phrase, clause, or sentence was removed. Moreover, it technically would be impossible to solve the
problem without the deleted information; the subject either would encounter an obstacle that
rendered the problem unsolvable or would need to construct the missing information inferentially.
For example, the deletion version ir Table 1 deleted the number of games the Bulls lost, so the
winning percentage could not be cecmputed for the Bulls (unless the subject inferred that both teams
played an equal number of games). The deletion version in the statistics problem substituted "very
high" for the value .04, so it would be impossible to compute the probabilities in "a" and "b"., The
subtle irrelevancy version was the same as the original problem except that an irrelevant clause or
sentence was acded. It should be noted that the irrelevant information blended with the gencral
theme or semantic content of the problem. The added information was irrelevant by virtue of
mathematical criteria rather than nonmathematical semantic content. Moreover, the subject would be
able to solve the problem with the addition of the subtle irrelevancy. Table 4 shows the subtle
irrelevancy for the example algebra problem; this version added the sentence "Nearly 20% of the
games almost resulted in ties." In the example statistics problem the following sentence was added:
“The probability of walking into a dress shop and buying a dress is only .01."
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Each subject received a 12-page booklet with one of the 12 problems on each of the pages. The three
versions of the problems were counterbalanced across subjects. For each subject, four of the
problems were in the original version (i.e., 2 algebra and 2 statistics), four were in the deleticn
version, and four were in the subtle irrelevancy version. From the standpcint of the problems, each
version of a problem was administered to an equal nimber of subjects. The order in which the
problems were presented in the booklet was randomly determined for each subject separately.

The subjects were instructed that they would be generating questions while they were solving word
problems in algebra and statistics. The subjects were encouraged to generate as many questions as
they could think of. The time course of generating the questions and solving the problems was
monitored by the experimenter. More specifically, the subject worked on sach problem in three
phases, which were timed by the experimenter. The subjects read the problem during phase 1 for 30
seconds. During phase 2, the subjects wrote down questions that came to mind about the problem for
90 seconds. The subject drew a line on the paper at the end of the questions that were generated in
phase 2. During phase 3, the subjects solved the problem and generated additicnal questions for 150
seconds. The subjects were told to write down their work and their additional questions from phace
3 below the line that they had drawn after phase 2. Therefore, the phase 2 and phase 3 questions
could be readily distinquished. The subjects were given 30 seconds of rest before starting on the
subsequent problem.

Ideally, the phase 2 questions would correspord to a stage in which subjects attempted to understand
and represent the problem whereas phase 3 ques:tions would correspond to the process of implementing
a solution. Fishbein et al. (1990) reported that questions substantially differ in the problem
solving stage than in the problem representation stage.

Results and Discussion. We scorcd the number of gquestions that each subject generated for each
problem. A description was counted as a question if it had a question mark (e.g., "How many games
did the Bulls play?") or if it was an inquiry or comment conveying uncertainty in a noninterrcgative
form (e.g., "I need to know Lhe number of games the Bulls played", "I don't know how many games the
Bulls played."). Two trained judges could identify questions with a high degree cof reliability
(Chronbach's alpha consistently exceeded .90)

The mean number of questions per problem significantly differed among the three versions, with means
of 1.81, 2.49, and 2.09 in the original, deletion, and subtle irrelevancy versions, respectively,
E(2, 54) = 5.61, p < .05. As predicted by the anomaly hypothesis, the two transformed versions
combined were significantly higher than the original versions, £(27) = 3.81, p < .05. Post hoc
comparisons revealed the following differences: deletion > subtle irrelevancy = original.

Therefore, the deletion transformations had a more robust impact on question generaticn than did the
subtle irrelevancy transformations.

We scored those questions that addressed the transformations in the deletion and subtle irrelevancy
versions. Two transformation-relevant questions that addressed the example deletion version were
"How many games did the Bulls play?" and "Did the two teams play the same number of games?". A
transformation-relevant question that addressed the subtle irrelevancy version was "What does the
fact that some of the games almost resulted in ties have to do with the problem?" Questions werc
not counted if they did not address the transformations, e.g., "Did the two teams ever play each
other?" and "What games were they playing?". Two judges could identify the transformation-~relevart
guestions with a high degree of interjudge reliability (Chronbach's alpha of .90).

The mean number of transformation-relevant questions per problem was significantly higher in the
deletion versions than in the subtie irrelevancy versions, .80 versus .25, respectively, L{(27) =
4#.86, p < .05. This outcome is consistent with the obstacle hypothesis. As predicted by the

anomaly hypothesis, both the .80 and .25 values significantly differed from 0, the bascline level of
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the original versions. Therefore, both types of anomalous transformations caused an increase in the
number of transformation-relevant questions.

Two additional analyses on the transformation-relevant questions addressed the materials and the
time course of question generation. First, we compared the easy 7th-grade mathematics problems with
the difficult college statistics oroblems. We found that the easy mathematics problems invoked more
questions than did the difficult statistics problems, .80 versus .24, respectively, L{(27) = 7.23, p
< .05. However, within each of these types of problems, there were significantly more questions in
the deletion versions than the subtle irrelevancy versions: 1.18 versus .43 within mathematics
problems and .43 versus .05 within the statistics problems. Regarding the second analysis, we
compared the incidence of generating questions during the initial 90-second question asking phase
versus the 1:0-second problem solving phase. We found that most of the questions were generated in
the initial pnase rather than the problem solving phase. We found that 74% of the transformation=-
relevant questions in the deletion condition occurred during the initial question asking phase; the
corresponding percentage was 75% in the subtle irrelevancy condition.

In summary, the anomaly hypothesis was ccnfirmed by the fact that the problems with anomalous
transformations caused an increase in subject-generated questions. Moreover, a subset of the
questions addressed the deletions and subtle irrelecvancies. The deleticns elicited more
transformation-relevant questions than did the subtle irrelevancies, an outcome that supports the
obstacle hypothesis. The finding that the deletion versions produced the most questions occurred ir
the case of the easy mathematics problems and also the more difficult statistics problems. Finally,
most of the questidns were asked during the initial stages of solving the problem, i.e., the first

two minutes.

Lower division college students generated questions and soived quartitative problems thal were
presented in one of five versions: original, deletion, contradiction, salient irrelevancy, and
subrle irrelevancy (see Table 4). Half of the 1C problems were algebra word problems whereas the
other half were analytical “brain teasers".

Methods. The subjects were 40 undergraduate students at Memphis State University who were enroclled

in an introductory psychology course.

Ten original problems were selected. Five of the problems were algebra word problems sampled from a
junior high algebra text, as illustrated in Table 4. The other 5 questions were analytical brain

teasers selected from an SAT sample examination. An example analytical problem is presented below.

A half tone is the smallest possible interval between notes. Note T is a half tone higher
than note V. Note V is a whole tone higher than note W. Note W is a half tone lower than
note X. Note X is a whole tone lower tha note T. Note Y is a whole tone lower than note W.
What is the order of the notes from lowest to highest?

There were 5 versions of each problem: original, deletion, contradiction, salient irrelevancy, and
subtle irrelevancy. The deletion and subtle irrelevancy versions were constructed in the same
manner as in Experiment 1. The contradiction versions invclved explicit contradictions by adding
one statement to the originai versicn. For example, the contradictory statement "The Bulls won more
games than the Bears" is incompatibie with the earlier claims that the Bears wos 40 games and the
Bulls won 32 games. The contradiction version of the example analyticai prcblem added the sentence
"Note T is a half tone lower than note V"; this added sentence directly contradicts the earlier
sentence "Note T is a half{ tone higher than note V." Each salient irrelevant transformation had one
statement added to the original version. The sta‘:ment was not only irrelevant to solving the
quantitative problem, but also was semantically irrelevant to the problem theme. For example, the
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fact that the players were always getting into arguments has little semantic relevance to the win-
loss records of the Bears and the Bulls. The salient irrelevancy in the example analytical problem
added the sentence "April showers may bring May flowers," which is clearly unrelated to the ordering
of notes on a musical scale. ‘ ’ h

Each subject received the 5 algebra word problems and the 5 analytical word problems in a 10-page
booklet. Within each of these two types of problems, a particular subject received one problem in
each of the five versions. The assignment of versions to problems was counterbalanced across
subjects so that each problem had 8 subjects assigned to each of the five versions. The order in
which the 10 problems was presented was determined randomly for each subject separately. Exper iment
2 had the same procedure as in Experiment 1 except that the subjects received 10 problems instead of
12 problems.

Results and discussicn. Table 5 presents the mean number of gquestions generated per problem. As
predicted by the anomaly hypothesis, the mean of the four transformed versions combined (2.32) was
significantly higher than the mean of the original versions (2.05), £(39) = 2.76, p < .05. More

detailed comparisons indicated that the deletion and salient irrelevancy versions significantly
differed from the original versions, whereas the contradiction and subtle irrelevancy versions did
not significantly differ from the original.

Table 5 also presents the number of transformation-~relevant questions per problem. Each of these
scores significantly differed from O (the baserate for the original version}, which is consisteant
with the anomaly hypothesis. The obstacle hypothesis predicts that the deletion and cont diction
versions should produce more tranformation-relevant questions than the two irrelevancy versions;
vhis trend was supported by the data in a planned comparison between the two pairs of conditions,
.68 versus .31, t£(1, 39) = 5.78, p < .05. Post hoc comparisons revealed that the deletion versions
had higher scores than the other three versions. The contradiction versicns had higher scorec than
the subtle irrelevancy versions, £(39) = 2.45, p < .05, but not the salient irrelevancy versions.

Table 5 also presents the likelihood that a particular transformation was detected by the subjects,
as manifested by at least one transformation-relevant question. These likelihood scores were higher
for the deletion and contradiction versions (mean = .41) than the two irrelevancy versions (mean =
.27), £(39) = 2.85, o < .05. This outcome is consistent with the obstacle hypothesis. However,
there was absolutely no difference between the contradiction and salient irrelevancy versions so
there is only weak support for “his hypothesis when fine-grained comparisons are made between
individual conditions. Once again, the most robust difference was between the deletion versions and
the other three types of transformations.

As in Experiment 1, we performed an analysis on the time-course of the transformation-relevant
questions. We found that the vast majority of transformation-relevant questions occurred during the
initial 90-second question asking phase (77%) rather than the 150-second problem solving phase
(23%). This 77% figure compares favorably to the 75% figure in Experiment 1. Therefore, the
questions were inspired quite early in the problem solving process. It is important to acknowledge,
however, that this outcome might be limited to problems that are comparatively easy to solve.
Perhaps more questions would be gencrated during later stages of problem solving to the extent that
problems are more difficuit.

per i G _COomp

Experiments 1 and 2 contained quantitative problems that subjects were expected to solve. The
subjects' problem solving task was well-defined in the sense that they were reqguired to obtain
solutions to objective problems involving statistics, algebra, and logic. At least for the original
versions, the problem representations were complete, precise, and self-contained. In contrast, the
task and materials in Experiment 3 were comparatively ill-defined. The subjects' task was to
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comprehend a set of stories and to generate questlions during the process. The comprehension task is
ill-defined because there are many levels of comprehension that could be achieved and sometimes
multiple ways to interpret each level (Kintsch & van Dijk, 1978; Kintsch, 1988). Compared to word
problems, stories are incomplete, imprecise, and open-ended. As a consequence of this fiexibility
in interpretation, it might be more difficult for the subjects to identify anomalous informacion.
Experiment 3 permited us to assess the generality of the findings in the previous two experiments.

Methods. The subjects were 40 lower division students enrolled in an introductory psychology course
at Memphis State University. The subjects were instructed to read each story carefully and to write
down questions that came to mind as they comprehended each story. The subject were provided
approximately 5 minutes to comprehend and write down questions for each story.

There were 10 original stories (5 parables and 5 fables) which were selected from anthologies of
classical or famous writers. The stories were not extremel.y popular, so there was a low likelihood
that the subjects had already read them. The stories had a short length of approximately 100 words.

The four types of anomalous transformations were composed according to particular criteria. A
critical piece of information was removed in the deletion versions. The point or moral of the story
was difficult or impossible to grasp without this information. In the contradiction versions, there
as an added contradictory statement that was directly incompatible with a major idea in the original
story. The contradiction would make it difficult to understand the point or moral of the story. In
the salient irrelevancy versions, the added sentence conveyed an episode that would probably not
occur in the story (and this would be obvious to most adult readers). In the subtle irrelevancy
versions, the added episode might have occurred in the story, but was irrelevant to the main plot
and point of the story.

A 10-page booklet was prepared for each subject, with one story per page. Half of the stories were
adult fables and half were parables, although the distinction is not important for the purposes of
this report. Each subject received one of the 5 versions within the set of fables and one of the
five versions within the set of parables. The assignment of versions to stories was counterbalanced
across subjects. The order of stories was randomized for each subject separately

Results and discussion, The results of this study essentially replicated those in Experiment 2 even
thought the materials were radically different. Table 5 presents the results of both Experiments 2

and 3. The data are strikingly similar.

The anomaly hypothesis was once again supported by two findings. First, the four types of anomalous
transformations as a group (mean = 3.37 questions) had significantly more questions than did the
original stories (2.99 questions), L(39) = 2.09, p < .05. Second, the mean number of

transformation-relevant questions was significantly higher than 0 in all four anomalous versions.

| As predicted by the obstacle hypothesis, the mean number of transformation-relevant questions in the

‘ deletion and contradiction versions combined (mean = .50) was significantly higher than that of the

i two irrelevancy versions (mean = .35), £(39) = 1.70, p < .05. More detailed comparisons indicated

‘ that the deletion versions had significantly more transformation-relevant questions than each of the
other three transformed versions. In contrast, the contradiction versions were not significantly
higher than the two irielevancy versions,

In conclusion, the impact of the anomalous transformations on question asking appear to be quitec
general. The reported results generalize to both wcll-defined and ill-defined tasks and materials,
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The subjects in the previous three experiments were instructed to generate questions while they
solved problems or comprehehded stories. The purpose of Experiment 4 was to examine the incidence
of questions under "self-induced" rather than "task-induced" conditions. Specifically, the subjects
solved the same problems that subjects solved in Experiment 2, but they were not instructed to
generate questions. While solving the problems, they had the opportunity to ask questions of an
experimenter in an adjacent room, but only if they needed or wanted to ask a question. The
experimenter recorded any questions that the subjects asked.

Experiment 4 permitted us to assess the extent to which social constraints present barriers to
asking questions. In Experiment 2, we reported the likelihood that subjects could cognitively
generate and articulate questions that addressed the transformations. These likelihood scores
varied from .23 to .50 (mean = .34), depending on the transformed version. Only a subset of these
questlions presumably would be asked once social constraints are raken into consideration under self-
induced questioning conditions.

van der Meij (1988) identified several social barriers to question asking in the classroom. These
include: (a) interruption of the flow of conversation, (b) difficulty in setting up the context for
the question, (c¢) the social context not being viewed as a help context, (d) the teacher not having
the competence to answer the question, and (e) the question not being relevant to the current topic.
We attempted to set up a context in the present experiment that removed most, if not all, of these
barriers. The fact that the experimenter mentioned to the students that they were free to walk into
an adjacent room and ask the experimenter questions would presumably remove barriers a, ¢, and e.
The fact that the experimenter designed the problems and administered the booklet would presumably
remove barriers b and d. We implemented additional methods of removing social barriers. The
subjects worked on the problems at a table in groups of 3-6 individuals. One of the individuals was
a confederate who got up from the table and asked the experimenter a gquestion on three occasions
during the l-hour session. Therefore, there was a sccial precedence for asking the questions. In
summary, we designed the context in ExperimentL 4 in a manner that removed many social barriers to
asking questions.

Methods. The subjects were 25 undergraduate students at Memphis State University who participated

in order tc fulfill a psychology course requirement., The materials included the same conditions,
booklets, and counterbalancing that was used in Experiment 2.

The experimenter passed out the booklets and instructed the students to solve the problems at their
own pace. They were told to write down the answers to the prcblems in the booklets, as well as any
notes they needed to assist them in solving the problems. The experimenter mentioned that they
might have questions about the problems during the experiment; if so, they were free to ask the
experimenter questions in an adjacent room. The subjects were seated around a table in groups of 3-
6. One of the individuals was a confederate who asked the experimenter questions on three occasions
during the experiment.

The experimenter tape recorded all questions that the subjects asked in the adjacent room. The
experimenter made sure to mention the subject number and the problem number during the course of the
conversation, These conversations were transcribed and analyzed.

Results and discussion. There essentially was a floor effect in the incidence of questions under
self-induced questioning conditions., The overall mean numbers of questions per problem were .04,
.06, .12, .04, and .08 in the original, deletion, contradiction, salient irrelevancy, and subtle
irrelevancy conditions, respectively. The collective mean of the four transformed versions (.08)
was not significantly different from the mean of the original versions, an outcome which could be
attributed to the obvious floor effect. Most of the questions (73%) in the four transformed
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versions were transformation-relevant questions. This indicates that there typically was an anomaly
in the problem before a subject expended the effort in asking the experimenter a question. It
should be noted that the corresponding percentage was 22% in Experiment 2, where there was task-
induced question asking.

The mean numbers of transformation-relevant questions were .06, .12, .00, and .04 in the deletion,
contradiction, salient irrelevancy, and subtle irrelevancy conditions, respectively. In spite of
the obvious floor effect, the 9 transformation-relevant questions in the deletion and contradiction
versions was significantly greater than the 2 transformation-relevant questions in the two
irrelevancy versicns, chi-square (1) = 4.45, p < .05. Therefore, the obstacle hypothesis was
supported in spite of the obvious floor effect. As in the previous experiments, we computed the
likelihood that a particular transformed problem was detected by a subject, as manifested by one or
more transformation-relevant question for a particular problem. These scores were .04, .08, .00,
and .02 in the respective conditions.

Experiment 5 examined the relationship between detecting an anomaly in a problem and articulating a
question about an anomaly. The subjects in this experiment worked on each problem and then gave an
"anomaly detection" rating as to whether there was something unusual or irregular about the problem.
The instructions on this scale were purposely left vague in order to avoid emphasizing one or more
types of anomalous transformations. The rating scale discretely segregated YES from NO responses,
with varying degrees of confidence. The problems in Experiment 5 were the same as those in
Experiments 2 and 4.

An anomaly detection likelihood was computed which corrects for response bias, e.g., the inclination
to say YES to all problems. The baserate likelihood of saying YES was manifested in the oriainai
versions of the problems. Formula 1 presents the measure of anomaly detection likelihood, which
corrects for response bias.

Anomaly detection likelihood =
{p(YES|transformed version) - p(YESloriginal version)] / (1.0 - p(YESloriginal version)]
(1)

It is possible to detect that something is unusual or irregular about a problem, but not be able to
articulate a question that addresses the problem., To the extent that this 1is the case, then the
anomaly detection likelihood should be greater than the likelihood of posing a transformation-
relevant question. Conversely, a person might not detect an anomaly until the person is forced Lo
ask questions about the problem. Stated differently, the act of expression might be instrumental to
the identification of an anomaly. To the extent that this alternative is the case, then the anomaly
detection likelihood should be less than the likelihood of posing a transformation-relevant
question.

Methods. The subjects were 25 undergraduate students at Memphis State University who participated

to fulfill a requirement in a psychology course. The problems were the same as those used in
Experiments 2 and 4.

The booklet contained 10 pages with problems, interleaved with 10 pages with rating scales. That
is, a set of rating scales was completed after each problem was solved. There actually were four
rating scales on each test page but only the "anomaly detection" scale is reilevant to this study.
This scale had the question "Does this problem have somethinc unusual or irreguiar about it?" and
the following six points: (1) definitely no, (2) moderately certain no, (3) undecided but guess no,
(4) undecided but guess yes, (5) modecrately certain y~»s, and (6) definitely yes.
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The subjects were instructed that they would attempt to solve a series of problems for about 5
minutes per problem. They woula also rate each problem on a number of scales after they attempted
to solve each problem., The subjects wrote down their notes and their answers on the sheets with the

"problems. After attempting to solve each problem for 4 minutes, they rated the problem on four 6-

point scales,

Results and discussion. Mean anomaly detection ratings were computed for each of the four versions.
There were significant differences among the ratings in the five conditions, with means of 2.66,
3.86, 3.44, 2.62, and 2.52 in the original, deletion, contradiction, salient irrelevancy, and subtle
irrelevancy conditions, respectively, F(4, 96) = 7.06, p < .05. As predicted by the anomaly
hypothesis, the mean of the four transformed versions was significantly higher than t .o rating of
the original, 3.11 versus 2.66, respectively, £(24) = 1.93, p < .05, As predicted by the obstacle
hypothesis, the mean of the deletion and contradiction versions combined was significantly higher
than the mean of the other three conditions combined, 3.65 versus 2.60, £ (24) = 4,40, p < ,05, Post
hoc comparisons were consistent with the following pattern: deletion > contradiction > original =
salient irrelevancy = subtle irrelevancy. We analyzed the "proportion of YES" responses and found
precisely the same pattern of significant differences; the mean proportions were .28, .62, .46, .28,
and .20 in the original, deletion, contradiction, salient irrelevancy, and subtle irrelevancy
conditions, respectively.

We computed a.aomaly detection likelihoods, as spécified in Formula 1., These scores were .47, .25,
.00, and -.11 in the deletion, contradiction, salient irrelevancy, and subtle irrelevancy
conditions, respectively. An ANOVA and planned comparisons showed the folliowing pattern among the
means: deletion > contradiction > salient irrelevancy = subtle irrelevancy versions. These anomaly
detection likelihood scores can be meaningfully compared to the likelihood scores for asking
transformation-relevart questions in Expceriment 2 (i,e., line 3 in Table 5). The guestion asking
likelihood scores were .50, .31, .31, and .23 in the deletion, contradiction, salient irrelevancy,
and subtle irrelevancy versions, respectively. When considering the deletion and contradiction
versions, the anomaly detection likelihoods did not significantly differ from the question asking
likelihoods. 1In contrast, the anomaly detection likelihoods were essentially zero and significantly
lower than the question asking likelihoods in the two irrelevancy versions. Therefore, the
irrelevancies were not detected unless the subjects were forced to ask questions about the versions
with irrelevancies,

X i ssion

The five experiments in Section IV have consistently supported the anomaly hypothesis, which
predicts that individuals will ask more questions when there are anomalous transformations of
original problems or stories. These anomalous transformations included deletions of critical
information, contradictions, salient irrelevancies, and subtle irrelevancies. The finding that the
transformed versions triggered more questions than the original versions was a consistent finding
across different types of material: difficult statistics problems, easy algebra problems,
analytical brain teasers, and stories. Therefore, the trends exist both for complete, precise,
self-contained problem representations and for incomplete, imprecise, open-ended stories. Indeed,
these results appear to be quite general, and are compatible with cognitive models of question
asking which have emphasized the importance of anomalies in stimulating questions (Collins, 1985;
Graesser, Person, & Huber, 1992, in press; Kass, 1992; Ram, 1990; Schank, 1986).

The fact that the anomalous transformaticns triggered questions supports the claim that students to
some extent are able to monitor their comprehension and to self-regulate their deficiencies in
knowledge. Researchers have frequently reported that these metacognitive abilities are prevalent in
good comprehenders (Brown et al., 1983; Chi et al.,1989; Flavell, 1978; Zimmerman, 1989) and that
students frequently need to be traired how tc use these strategics (Bransford et al., 1985; Collins
1985, 1988; Palinscar § Brown, 1984; Pressley et al., 1989). The present study is encouraging to
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the extent that we have documented that the vast majority of college students gapn ask questions that
address knowledge deficits if they are forced to and if the material is not extremely difficult.

The results of the tutoring data in Section II also revealed that there were some attempts LO
correct knowledge deficits, so once again, there is some hope that college students are capable of
inquiring about deletions, gaps, anomalies, and other problems in their knowledge base. The present
findings also bolster the models of cognition that assert that question gencration is a critical
component in comprehension, learning, problem solving, and intelligence (Collins et al., 1980;
Schank, 1986; Sternberg, 1987},

The obstacle hypothesis predicted that there would be more transformation-relevant questions asked
in the deletion and cortradiction versions than the two irrelevancy versions. Deletions ard
contradicticns present an obstacle to the goal of solving a problem or comprehending a text, whereas
there is no clear-cut obstacle in the irrelevancy versions. We found weak support for this
predicted trend. The deleticn and contradiction versions together did produce significantly more
transformation-relevant questions than did the two irrelevancy versicns. Deletion versions
consistently produced more questions than did the two irrelevancy versions, but the contradictiocn
versions sometimes had question generation rates comparable tc the irrelevancy versions. For some
reason, contradictlion versions were not as disruptive to comprehension as we expected. Perhaps
individuals discount or rationalize away these contradictions, as some researchers have suspected in
the "contradiction detection" paradigm (Baker, 1979; Epstein et al.,1984; Glenberg et al., 1982;
Markman, 1979; Otero & Companaric, 1990). For example, the contradictions might be attributed to a
misprint or to missing assumptions that would resolve the apparent contradiction. It should be
noted that subjects did Qave a comparatively high likelihood of detecting these contradiztions (s¢.
results of Experiment 5) ever though they did not always ask questions about the contradictions.

There frequently are social barriers to asking questions even when individuals can detect anomalies
and can articulate questions (van der Meij, 1987, 1988), Experiment 4 dramatically demonstrated the
powerful impact of social barriers. Tre .ikelihocd that students asked a question about an anomaly
in a self-induced setting was extremely low (4%) compared to the likelihood cf asking a question in
a task-induced setting that forced students to ask questions (34%, Experiment 2). It should be
noted that Experiments 2 and 4 had the same materials and subject population. Morcover, Experirent
4 was designed to remove social barriers by having a confederate get up from the table and ask the
experimenter questions on three occasions during the experiment. Even when we removed several
social barriers, subjects rarely asked a question in a self-induced condition in which they werc
capable cognitively of articulating a good quesiton (4%/34%=.12). This suggests that social
barriers, rather than cognitive barriers, provide the most feasible explanation of the well-
documented phenomenon that students rarely ask questions in a classroom (Dillon, 1988; Kerry, 1987).
According to available estimates, an average student asks .2 questions per hcur in a classroom
whereas a student asks 2C questions per hour in a tutoring session (Graesser, Person, & Huver, in
press; Section II). According to the results in Section III, a student asks 135 questiors per hecur
on a computer system that is built around student questions and computer arswels, e.g., educaticnal
software with a "Point & Query"™ interface (Graesser, Langston, & Baggett, in press}).

The results from these experiments are consistent with a model of questioa asking that has three
components: (1) anomaly detection, (2) question articulation, anrd (3) social editing. The anomaly
detection process identifies gaps, contradictions, irregularities, and other knowledge deficits, as
discussed by Graesser, Person, and Huber (1992, in press). The question articulation process
constructs a question from o« «nrowleage oeficit that gets detected. The social editing process
assesses tne costs and berefils of asking a question in the particuiar social setting, as discussed
by van der Meij (1987, 1988), Each of Lhese compenents presents a potential barrier to asking a
question.
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It is important to acknowledge that the three components of the model may be executed in an
interactive fashion rather than a sequential fashion. It would be tempting to propose a scquential
stochastic model in which anomaly detection precedes question articulation, which in turn precedes
social editing. However, the sequential model does not explain some of the findings of this study.
For example, consider the anomaly detection likelihoods in Experiment $ (an index of the anomaly
detection process) and the likelihoods of generating transformation-relevant questions in Experiment
2 (an index of the question articulation process). In the case of deletion and contradiction
transformations, these two likelihoods were about the same; the mean anomaly detection likelihood
was .36 whereas the question generation likelihood was .40. In contrast, for the two irrelevancy
versions, the anomaly detection likelihood was essentially zero whereas the question generation
likelihood was .27. Therefore, the subjects might not have detected these irrelevancies unless they
were forced to ask questions. Stated differently, question asking is sometimes a necessary
prerequisite to detecting an anomaly, as opposed to vice versa.

In a similar fashion, the social editing process may interact with both anomily detection and
question articulation. Consider the questions that passed the social editing process in Experiment
4, i.e., students asking questions in the self-induced condition. Nearly all of these questions
were about deletions and contradictions, the two types of transformations that presented obstacles
and that were most likely to be detected. Most of the self-induced questions were transformatjon-
relevant questions rather than frivolous questions; in contrast most of the questions under f{ocrced
questioning were frivolous questions rather than transformation-relevant guestions. CQuite clearly,
when a student passes through the social barriers and asks a question, it better be a good question.
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Type of guestion

‘WHY-ACTION (49%)

why <agent do action A>

why <agent do action A rather than B>

WHY-EVENT (2%)
WHY-NOT-X (13%)
why-not <X exisr>
why-not <agent do action A>

why-not <event occurs>
why-not <(X is a Y) or (X has property P)>

WHY-STATE (36%)
why <conceptiinstance X is a concept Y>

why <conceptlinstance X has property P>

why <concept X is imporiant>

why <X is better than Y>
why <value on variable>

HOW-ACTION (75%)
how <agent do action A>

HOW-EVENT (10%)
how <X affect Y>

how <event X occurs>

HOW-STATE (13%)
how <person know X>

Answer strategy

Superordinate goal of A (.68)
State/event that initiates plan of A (42)
Example that justifies A (.29)

Action B is not feasible or desirable (.70)
Action A has positive consequences (.30)
Hypothetical example justifying either A or B (.30)

Present example that illustrates it (1.00)
X doesn’t have features of Por Y (.80)

X has properties of Y (.80)
Specify contrast concept of Y (.30)

X has features of property P (1.00)

If X exists, then features of P exists (43)

If X not exist, then features of P don't exist (.14)
Specify contrast property of P (.29)

Example (.29)

If X exists, positive consequences occur (.75)

If X not exist, negative consequences occur (.50)
X is more than alternative Y (.50)

Define concept X as background (.50)

Example (.25)

X is not merely Z (.25)

Subordinate action or plan of A (.62)
Draw on or point to board (.27)
Logical derivation (.10)

Give example (.06)

Specify processes during event (.60)
Causal chain between X and Y (.40)
Give example (.40)

Similar to Z (40)

Specify processes during event (1.00)

Logical trace (.50)

Specify properties of X (.50)
Causal antecedents of X (.17)
Point to board (.17)

Give evidence that X is true (.17)
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Table 4

Five Different Versions of a Mathematical Word Problem,

ORIGINAL The Bears won 40 games and lost 24, while the Bulls won 32 games and lost 18. Which tcam
had the higher percentage of wins?

DELETION The Bears won 40 games and lost 24, while the Bulls won 32. Which tearn had the higher
percentage of wins?

CONTRADICTION The Bears won 40 games and lost 24, while the Bulls won 32 games and fost 18.
The Bulls won more games than the Bears. Which team had the higher percentage of wins?

SALIENT IRRELEVANCY The Bears won 40 games and lost 24, while the Bulls won 32 games and
lost 18. Several Bear team members were always getting into arguments with some members of the Bulls
team. Which team had the higher percentage of wins?

SUBTLE IRRELEVANCY The Bears won 40 games and lost 24, while the Bulls won 32 games and lost
18. Nearly 20% of the games almost rcsulted in ties. Which team had the higher percentage of wins?
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Figure 3. Point & Query System Sead Displeys
py of POO INTERFACE

SINGLE

|
|
|
|
!
l
|
i

; WOOOWIND

CLﬂnINET———E

REED

BRSSOON

SOPRANG CLARINET

ALTO CLARINET

TENOR CLARINET

BASS CLARINET
CONTRRBASS CLARINET

BRSS SAKOPHONE
CONTRRBASS SARHOPHONE

SOPRANING SRHOPHONE
SOPRAND SAHOPHONE
SAHOPHONE ALTO SAHOPHONE £
TENOR SRHOPHON
SHRWM BRARITONE SARHOPHONE

» N
~ECHANICAL REED ECRUMHURN
DOUBLE REED

[C FLUTE
FLUTE pIccoLo

RECORDER

AR AEED

|

IOCHRINR

of POQ INTERFACE

POINI
ond-us iy
DIAPHARGM EMROUCHURE MOUTHPIECE NECK TYBE BELL

MOUTH RIR CHAMBER TONE CHRMBER TUNE HULES

TONGUE LIGATURE XEYS

IEFE';H {‘7 FACING BORE
AEED
LAY

Q ..
ERIC Ho

BEST CAPY AVAN ARIE

53




Q

ERIC

Aruitoxt provided by Eic:

TONE CHAMBER

REED
FACING

LIGATURE

PoINT -
ﬂ.mubmnv I

ThelAY is the gep between the REED and the FACING, through which sir {s blown. The ley is
delermined by the curved shepe af the fecing et the Lip of {he MOUTHPIECE. The lay is one of the
most 1mporiant cheracleristics of a mouthplece deceuse minute changes in shepe can hava falirly
dramatlc consequences on the AIRFLOW end the SOUND.

)

/

N,

BEST GOPY AVAILABLE




55

TAXONOMIC - DEFINITIONAL ' SENSORY
L-:;)n 14: g 14:
S 12- G 12-
> - =
T 10 g 10
S - .o
o 8- w8+ e T
§ 6 S 6 el
= 4] < —.—— e
[s)] — -~
3
0 T T 1 0 L} 1] Ll
1 2 3 1 2 3
Time Block Time Block
—— Design Instrument
--w-. Assemble Band
PROCEDURAL CAUSAL
- 14 = 14
€ 12 S 12
aQ - g =
& 10 & 10
2 4l e
[N 8 [T 8 -
S 6= g_ 6~
<~ 4] 2 4
2 4] e I e .
3 23 S ]
0 T -1 -1 0 T T T
1 2 3 1 2 3
Time Block Time Block

Figure 5. Number of questions asked on Point & Query System




