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Abstract

A Monte Carlo study was conducted to estimate the small sample
standard errors and statistical bias of psychoneiric gtatiscics
commonly used in the analysis of achievement tests. The
statistics examined in this research were (a) the index of item
difficulty, (b) the index of item discrimination, (c) the
corrected item~total point-biserial correlation coefficient, and
(d) coefficient alpha. Sample sizes of 5, 10, 20, 40, 80, and
160 were evaluated. One thousand samples of each size were drawn
with replacement from each of ten archival data files from
teacher subject area tests. Results were interpreted in terms of

applications to test development.
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Ttem Analysis of Achievement Tests Based

on Small Numbers of Examinees

The traditional t..chniques of item analysis (i.e., the
calculation of item difficulty indices, item discrimination
indices, and distractor analyses) may have limited utility when
the number of examinees on which the calculations are based is
small. Two statistical issues to consider in the application of
these techniques to small samples are (a) the magnitudes of the
standard errors of the statistics, and (b) the potential for
statistical bias in the estimation of population parameters.

The purpose of this research was to develop estimates of the
standard errors and biases of item difficulty, discrimination
indices, and coefficient alpha when the calculations are based
on small samples of examinees. ]

Knowledge of the standard errors of statistics used in the
analysis of achievement test items is valuable for the
interpretation of the results of an item analysis. For example,
the width of a confidence interval around a calculated index of
discrimination provides information about the expected amoung of
variation in the obtained magnitude of that statistic undg;
repeated sampling.

With the exception of the item difficulty index, the
statistics used in item analysis do not provide easily calculated

standard errors (Perry & Michael, 1954). Further, asymptotic
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formulas for standard errors that provide useful approximations
for large sample sizes are frequently inaccurate when applied to
small samples.

The standard errors of item statistics are typically ignored
in traditional item analyses. With large samples of examinees,
the practice of ignoring statistical errors is probably
acceptable because the magnitudes of the standard errors are
reasonably small in such circumstances (being inversely related
to the number of observations on which the statistics are
calculated). With small numbers of examinees, however, the
practice of ignoring standard errors should be seriously
questioned.

Rationale

The classical true score model for computing item and test
score indices has served test constructors well for many years.
The simplicity of the model and the reasonable ease of computing
indicators of test or item functioning are some of the model’s
advantages. There are, however, some concerns that arise in the
use of traditional methods for test construction and revision.

The value of item indices, such as difficulty and
discrimination, are group-dependent (Hanbletonf 1989). The
computed value of these statistics vary according to the
attributions, skills, or ability level of the derivation sanmple.
A group of examinees possessing greater ability will result in
higher item difficulty indices than when the statistic is
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computed from performance of lower ability examinees.

Likewise, discrimination and reliability indices are
impacted by the group variability. The magnitude of the
correlation‘coefficiant is dependent on the homogeneity or
heterogeneity of the group, with diverse samples having higher
values than groups having similar ability levels (Lord & Novick,
1968).

It is, in part, the nature of the indices to be group-
dependent that raises the question of what sample size is
necessary to provide the test constructor confidence in using the
indices for test refinement and describing test functioning.

Many researchers have proposed rﬁles-of-thunb for determining
sample size for conducting item aralysis. Nunnally (1967)
suggested that the test constructor have 5 to 10 times as many
subjects as items. Crocker and Algina (1986) proposed that
sample sizes of 200 subjects would offer reasonable statistical
stability. Other researchers and commercial test developers have
recommended sample sizes ranging from 300 to 3000 depending upon
t-a target population to be served by the instrument (Conrad,
1948; Henryson, 1971: and Swineford, 1974).

Little empirical work has been done that directly
investigated the impact of small sample sizes on standard error
and statistical bias of traditional test and item indices. 1In
fact, the majority of the research has focused on sample size and

sample variability in the application of item-response methods to
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test construction and equating.

One study conducted by Nevo (1980) investigated the effects
of various sample sizes on the accuracy of rank-~ordering or
categorizing of traditional item indices. Nevo’s findings
suggested that sample sizes as low as 100 may be sufficient if
the researcher’s goal is to position items in relation to each
other. But the question of the absolute value or loss of
accuracy for individual item indices estimated from small samples
was not addressed.

The lack of empirical efforts examining the relationship of
sample size to standard error and bias in estimating traditional
item indices suggests the need for such study. Empirical
findings may even provide the opportunity to suggest sample size
quidelines for different indices and the estimated cost to
accuracy and utility in making decisions based 0.1 values obtained
using various sample sizes from a defined population.

Method

Four item analysis statistics were examined in this study:
(a) coefficient alpha (equivalently, the Kuder-Richardson Formula
20), (b) the item difficulty index (the pr;portion of exaninees.
responding correctly to the test item), (c) the itenm
discrimination index (the difference between the item difficulty
index for the top 27% of the examinees and the item difficulty
index for the bottom 27% of the examinees), and (d) the item-

total point-biserial correlation coefficient (the correlation

*
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between performance on the test item and total test score,
corrected for overlap).

This research was con-ducted by drawing random samples from
existing archival examination data files. Theze files represent
pseudo-populations whose parameters are directly calculable, and
from which the sampling bias and errors of statistics are
empirically estimable. Data files from ten teacher subject ;}ea
examinations were used. The tests used in this research are

listed in Table 1.

N G S W G R Sy S S G G AR W TN O D i P G T A I G G e G e S S S S

From each pseudo-population, small random samples were drawn
with replacement. One thousand samples each of sizes 5, 10, 20,
40, 80, and 160 records were drawn from each of the ten pseudo-
populations. In each sample, the indices of item difficulty and
discrimination and the item-total point-biserial correlation were
computed for each item. In addition, the value of coefficient
alpha for the test was computed for each sample of examinees.

The behavior of each statistic was evaluated by (a)
computing the standard error of the statistic for each ;anple
size and each pseudo-population, and (b) computing the
statistical bias of the statistic for each sampie size and each
pseudo~-population.

The standard error of each statistic was computed as the

standard deviation of the sample estimates of the statistic about

8
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the mean value of the statistic:
s -~ A , &
Egy = ([Z(045 - 9.4)'1/(N-1)}

where

SEgj = standard error of the item statistic in samples of
size i,

015 = value of the statistic computed from sample i of
size j,

.5 = mean value of the statistic in the 1000 samples of

size §.
The blas of each statistic was computed as the difference
between the mean value of the statistic in the 1000 samples and
the value of the statistic in the pseudo-population:
where
Biasg4y = statistical bias in the estimation of the
statistic in sanmples of size j,

9.5 = mean value of the statistic in the 1000 samples of
size 3,

4 = value of the statistic in the pseudo-population.

| |
2 Y
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All program code for the random sampling and statistical

computations was written in SAS, Version 6.06.
Results

Because the results of the statistical bias analyses and
standard error analyses were quite consistent across the ten
subject area tests examined in this research, and to conserve
space, detailed results are presented for only one subject area.
Additional detailed results are available from the authors.
Index of Item Difficulty

Statistical Biag. Little statistical bias is evident in the
estimation of the item difficulty index, even with samples as
small as size 5. Box-and-whisker plots of item-level statistical
bias for each sample size included in the study are presented in
Figure 1. To construct this plot, the difference between the
average p-value of each item (computed across the 1000 samples)
and the p-value calculated from all examinees in the pseudo-
population was computed. The plot provides the distribution of
these differences for each test item on the test form. As is
evident in Figure 1, the expected value of this difference is
nearly zero foryeach sample size examined. Although the
variability of the individual item biases decreases with
increasing sample size, even with samples of size 5, the item

biases range from only -0.02 to 0.0i5.

U
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Insert Fiqure 1 about here ’

To further explore statistical bias in the estimation of
item p-values, items were grouped according to the magnitude of
the p-value obtained from the pseudo-population. The average
bias within each group for each sample size was computed. The
results of this analysis are presented as Table 2. No systematic
relationship between the p-value of the item in the pseudo-
population and the degree of statistical bias is evident in this
table. Most importantly, in all categories, the magnitude of
bias is negligible.

- " o o= a— a — A . G IR G S D S S GRS U N SR R T

Insert Table 2 about here
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Standard _Error. As expected, the standard error of the item
difficulty index is related to the value of the item difiriculty
(being largest at p=0.5). Table 3 presents, for each sample size
examined, the average standard error for items grouped according
to item difficulty. The relationship between the magnitude of
the item difficulty index and its standard error is evident in
this table. 1In samples of size 5, the average standard error of
items ranging from p=.40 to p=.59 is 0.22, while items with p>.90
present an average standard error of less than 0.10 and items

with p<.10 present an average standard error of 0.13. Note that

il
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the standard error curve flattens with larger sample sizes (thie
effact is best seen in the graphic presentation of these data in
Figure 2). With samples of size 20, the standard errors ranged
from 0.04 to 0.11. At N=40, the average standard error for items
in the middle of the range is less than 0.08, while the average
standard errors for the extreme values of p are between 0.03 and
0.04. Finally, at N=160, the average standard error ranges only
from 0.01 to 0.04.

A s G G Gy GVP PID IS VR SRR ST GEV A TR G GUF SN YNGR G G G O G G SR IR G G G TN S e e S A G i S G D AR SR GRS S

Insert Table 3 & Figure 2 about here
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Statistical Bias. 1In contrast to the results obtained with
the item difficulty index, substantial statistical bias is
evident in the estimation of the item discrimination index when
smcll samples §f exanminees are used. Box-and-whisker plots of
item-level statistical bias for each sample size included in the
study are presented in Figure 3. As with the plots of the item
difficulty index, this plot presents the distribution of
differences between the average D-value of each item (computed
across the 1000 samples) and the D-value for the item computed
from the pseudo-population. As is evident in Figure 3 the
expected value of this difference is substantially less than zero
for samples of size 5 and 10. The average bias in estimating the

item discriwmination index is approximately -0.1 for samples of
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size 5. The midale fifty percent of the items on the examination
form present biases ranging from -0.04 to ~0.15. For samples of
size 10, the average bias in the estimation of item
discrimination is reduced to ~0.04, and the middle fifty percent
of the items present biases ranging from -0.02 to -0.06. With
samples of size 20 or larger, the average bias is reduced to a
negligible level, a result which was consistent across the ten

examination forms included in this study.

D TS R Gen P G . G G TS S TS G L - -~ - —

To further explore the statistical bias in the estimation of
item D-values, the test items were grouped according to the
magnitude of the D-value obtained from the pseudo-populations.
The average bias within each group for each sample size was
computed. The results of this analysis are presented in Table 4
and Figure 4.

A M S L IR ) (P W WS ST S ST S St S S S SN R SN P TV G D MR R U0 N SR L SR G NI FNR AL GUL SR Gl SR W A qup W S g

Insert Table 4 & Figure 4 about here

The degree of statistical bias in the estimation of the item
discrimination index is proportional to the population value of
the discrimination index. W#With samples of size 5, the average
bias for items with discrimination indices less than 0.10 is

-0.016. In contrast, the average statistical bias for items with

Lo
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discrimination indices between 0.30 and 0.39 is -G.117, while
highly discriminating items (0.70 to 0.79) present an average
bias of ~0.242. The graph of statistical bias by population
value of the index shows a nearly linear relationship between the
extent of the bias and the value of the statistic in the pseudo-
population. The negative bias in the estimation is substantially
reduced in samples of size 20 or larger.

Standard Error. The average standard error of the item
discrimination index for each sample size examined is presented
in Table 5. The standard errors for the item discrimination
index are notably larger than the errors evident for the indices
of item difficulty. In samples of size 5, the average standard
error of items ranging from D values of 0.30 to 0.39 is 0.45,
while items with D<.10 present an average standard error of 0.27.
At N=20, the standard errors of the item discrimination index
range from 0.15 to 0.28, and only at sample sizes of 160 do the
standard errors across the range fall below 0.10. Standard error

curves for each sample size are presented in Figure 5.

-~ - — - — - a— ———

Insert Table 5 & Figure 5 about here

Item-Total Point Biserial Correlation

s;g;igziggl_niga. T~ »malysis of statistical bias in the
estimation of the item point biseriai correlation yielded similar
results to the analysis of the bias in the estimation of the item
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discrimination index, although the magnitude of the small sample
statistical bias is substantially reduced. Box-and-whisker plots
of item-level statistical bias for each sample size included in
the study ars presented in Figure 6. As with the previous
presentations, this plot presents the distribution of differences
between the average value of the point biserial correlation for
each item (computed across the 1000 samples) and the value of the
point biserial correlation computed from the pseudo-population.
The small sample bias is evident in Figure 6, as the expected
value of this difference is substantially less than zero for
samples of size 5 and 10. The average bias in estimating the
item-total point biserial correlation is approximately ~0.06 for
samples of size 5. The middle fifty percent of the items on the
exarination form present bizses ranging from -0.02 to -0.08. For
samples of size 10, the average bias in the estimation of the
item~total point biserial correlation is reduced to -0.02, and
the middle fifty percent of the items present biases ranging from
zero to -0.03. With samples of size 20 or larger, the average
bias is reduced to a neqiigible level.

o S A P S GG GRE G AR G GED G GRS SIS G G S G SR I G G AR i G GNF AU AL CUE D S A AT qma SIF K CUP GEE S S G GO A6 mm

nsert Figure 6 here about here
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To further explore statistical bias in the estimation of the
jtam-total point biserial correlation, items were grouped

according to the magnitude of the point biserial correlation

-
i
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obtained from the pseudo-population. The average statistical
bias within each griap for each sample size was computed. The
results of this analysis are presented in Table 6 and Figure 7.
As with the estimation of the item discrimination index, the
degfse of statistical bias is related to the population point
biserial correlation. Wwith samples of size 5, the average bias
for items with discrimination indices less than 0.10 is -0.02. In
contrast, the average bias for items with discrimination indices
between 0.20 and 0.29 is -0.058, while highly discriminating

items (0.40 to 0.49) present an average bias of -0.064.

A SR A D S R R A IR, S SN SN G P G G G A G G SN G SR S S S S A A S IS G S 00 S GO S
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Interestingly, the bias for items with values of the point
biserial correlation between 0.50 and 0.59 showed a slightly
reduced level of bias (-0.056). The highest degree of
statistical bias was obtained for items with point-biserial
correlations between 0.30 and 0.39. The graph of statistical
bias by population value of the index shows the u-shaped
relationship batween the extent of the bias and the value of the
statistic in the pseudo-population. This u-shaped relationship
was found in six of the subject area tests examined in this
study, while in the remaining four subject area tests, the
relationship between degree of bias and the population value of
the statistic was nearly linear. As with the estimation of the

<0
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item discrimination index, the negative bias in the estimation of
the point biserial correlation was substantially reduced in
samples of size 20 or larger.

Standard Error. The standard errors of the point biserial
correlation for each sample size examined is presented in Table
7. The standard errors for the point biserial correlation are
similar in magnitude to those obtained for the item
discrimination index. 1In samples of size 5, the average standard
error of items ranging from rphig=0.20 to Tpbig=0.39 is 0.43,
while items with rppjg<0.10 present an average standard error of
0.31. At N=20, the standard errors of the point biserial
correlation range from 0.23 (for rppjg between 0.10 and 0.19) to
0.17 (for rphis between 0.50 and 0.59). In general, across the
ten examination included in this study, the standard errors for
tﬁe point biserial correlation were smaller than those obtained
for the discrimination index, although the difference was
negligible. As with the index of item discrimination, all of the
averags standard errors for the point biserial correlation fall
below 0.10 with samples of size 160, although at N=80, the
standard errors are very close to this value. The standard error

curves for each sanmple size are presented in Figure 8.
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coefficient Alpha

statistical Bias. T2 analysis of statistical blas in the
estimation of coefficient alpha is presented in Table 8. This
table presents the bias in estimation of alpha for each test form
and each sample size examined in this research. All of the
sample estimates of alpha present negative bias, although with
the large sample sizes, the extent of the statistical bias is
trivial.

Insert Table 8 about here

-—-——-----ﬂ~-n-----~“--l—--—-—w—. -

With samples of size five, the magnitudes of bias ranged from
-9.059 (test form 9) to -0.126 (tost form 3). Doubling the
sample size to samples of size 10 reduced bias to the range of
~0.019 (test forms 6 and 9) to ~0.091 (test form 3). With
samples of size 20, the statistical bias in the estimation of
coefficient alpha was less than -0.05 for all ten test forms
examined, and for samples of size 40 the bias was less than
-0.025.

standard Error. The standard errors of alpha, estimated for
each of the ten examinations, are presented in Table 9. The
average standard error ranged from 0.02, for samples of size 160,
to 0.18 for samples of size 5. For samples of sizé 20, the
average standard error of coefficient alpha was 0.07 and only one

of the ten examinations showed a standard error greater than

S
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0.10. Dropping to samples of size 10 increased the average
standard error to 0.12, and seven of the ten examinations showed
standard errors greater than 0.10. Box-and-whisker plots of the
distributions of the samples of coefficient alpha are presented
in Figure 9.

- — q— — A e S o - - - -~ A e
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Discussion

Of the statistics examined in this research, only the index
of item difficulty provided unbiased estimates of the population
value across the breadth of sample sizes examined. However, the
biases evidenced in the item discriainscion index, the item-total
point-biseyial correlation coefficient, and coefficient alpha
were substantially reduced with samples of size 20 or larger.
The negative biases obtained for the iter digcrimipz+ion index
and the item-total point-biserial coryelation coefficient were
related to the population magnitudes of the statistics, with
greaﬁér degrees of statistical bias bel:s asscciacted with more
discriminating items. Of the two statistics, the item~total
point-biserial correlation was the superior psvformer with small
samples, showing about half the degree of the bias as th~ item
discrimination index. The standard errors for thesc .o
statistics were comparable, but both showed substantially larger
standard errors than those obtained for the item difficulty

i
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index.

The practical implications of these results are twofold.
First, the results support the use of the sample estimates of the
jitem difficulty index even with small samples, provided that the
standard errors are considered in their interpretations.
Fortunately, the standard errors are considerably reduced at the
extreme values of item difficulty. In pilot testing operations,
jtems with extremely high or low values of difficulty are likely
to be flagged for further examination, possible deletion or
modification. The availability of greater precision of
estimation at the extreme values increases confidence in data
support for such decisions.

Secondly, the statistical bias that is evident in the sample
estimates of the item discrimination index and the point-
biserial correlation coefficient suggest greater caution in their
interpretation when the number of examinees is small. 1In
addition, the standard errors of these estimates are so large
that a8 conservative interpretation (i.e., using a two standard
error confidence band) renders the estimates virtually useless
because of their lack of precision.

The performance problems evidenced in small samples by both
the point biserial correlation and the discrimination index
suggest the need for an alternative index of discrimination.
Because the point biserial correlation is statistically rela‘ed
to the independent-means L-test (Kendall & Stewart, 1973),

<t
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coefficients based upon nonparametric alternatives to the L-test
may provide indices that are unbiased in small samples and that
are more statistically efficient than the usual indices.
Statistics such as the rank biserial correlation (Glass, 1966:
Cureton, 1968), or those used for nonparametric effect size
estimations (Hedges & Olkin, 1984) should be explored for such
applications. |

The stability of the results obtained in this research
across the ten examination forms provides evidence of the
generalizability of the results. Unfortunately, the use of
archival data files from operational tests as the populations
from which samples were drawn imposed lower limits on the
technical quality of the test items examined. For example,
negatively discriminating items were almost entirely absent from
the data files, such items having been eliminated or corrected
during the test development process. Similarly, tests with
marginal values of internal consistency (alphas of 0.5 or 0.6)
were not available. Further research on traditional item
analysis statistics, using test forms providing & greater range
of values for these statistics, is needed to extend these results

across the breadth of population values of the indices.
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Table 1

FICE Subject Area Tests Used as Pseudo-populations

FICE N of N of Total Score
Subject Area Test Items  Examinees MN sD
Biology 115 325 80.69  13.05
Elementary (1-6) 140 6405 93.47 12.88
Enctionally Handicapped 117 434 95.97 8.27
English (6-9) 83 594 62.57 8.24
Guidance 119 490 88.31 9.69
Mathematics (6-9) 96 635 55.49 14.33
Physical Education 119 390 76.64 11.90
Early Childhood (K-3) 141 1326 98.02 12.09
< xcial Studies 157 578 416.37 17.85
Specific Learning Disabilities 118 640 86.21 9.73

-t
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Sempling Bies n the Estimation of the Item piftficulty Index

Table 2

for Six Semple Sizes

Test form: 1
SAMPLE BIAS
si128
5 10 20 40 80 160

1TEN DIFFICATY
<10 0.004f -0.001] 0.00%{ -0.000{ -0.00%| 0.001
.10-.19 +0.009{ -0.000f 0.002] 0.002| -0.000] -0.001
«20-.29 0.001] 0.002{ -0.00%{ -0.002] -0.000{ -0.000
.30-.39 0.000f -0.004{ -0.000{ -0.002| -0.000{ 0.001
40,49 0.000f -0.000i 0.000{ -0.00%] -0.000} 0.00¢
.50-.5¢9 -0.006f -0.001| -0.001{ -0.002] -0.000! ¢.001
-80-.69 0.000} -0.005| -0.001} -0.00%{ -0.000] o0.001
70-.79 -0.000{ -0.003] 0.000] -0.002] 0.001] o0.001
.80-.89 0.001{ -0.002] 0.000{ -0.000{ -0.000] 0.000
.90-1.00 -0.001{ -0.000{ -0.000{ -0.000{ 0.000{ 0.000

-
+ -
Y
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Standard Error of the Estimate of the [tem ODiff{culty Index

Table 3

for Six Sample Sizes

Test form: 1
STANDARD ERROR
SIZE
5 w | 20 |« | 80 160
1TEM QIFFICULTY
<10 0.136| o.080| o0.065| o0.0¢5| o0.035) 0.0z
.10-.19 0.155| ©.112| o.080] 0.055] o.0¢0] o.028
.20-.29 0.19¢| 0.143] 0.101] o0.069] o0.9] 0.035
.30-.39 0.212| 0.153] o.107[ o0.075] o.084| o.a38
.60-.69 0.220 0.157f o.111] o.or7| o.os8] o.039
.50- .59 o.222| o.157) o.112] o.o78] o.088] 0.0
.60- .69 0.216] 0.153] o0.107] 9.07%6| v.05] 0.038
J70-.79 0.196] 0.120] o.098] 0.070] 0.0¢9| 0.035
.89-.89 0.167| 0.120[ o.08¢| o0.059] o.o¢2| o0.030
.90-1.00 0.092| 0.065] o.046 0.032] 0.0z 0.01s

Item Analysis
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Figure 2
Standard Errors of Item Difficulty Index

0 250 T ¥ I T T T H 1 i I
0225 | 8 §§é
- /r”/e—————‘—’\\ g "TE
Ne 80
N=189
0.200 |-
0175 |-
| O
o
|
< 0150 |-
Led
ge)
L0125 |-
o
O
- 8
5 0100
-~
N
0.075
0.050 |
0.025 }-
0 000 i } i t L 1 1 { i i
<10 .10-19 .20-29 .30-.39 .40-.49 .50-.59 .60-.69 .70-.79 80-89 90-1.00
Population Value of the Item Difficulty Index
™

92

sTsdTrUuy wajll

-
-

&

o



g,

Figure 3 Item Analysis
Oistribution of the Statistical Sfases in the Estimatieon 27
of the Item Discrimination Index for Six Sample Sizes
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Table &
Sampling 8ias in the Estimation of the item Discrimination Index
for Six Sample Sizes

Test form: 1

SAMPLE BIAS
SIZE

s 10 20 40 80 160
ITEN
DISCRININATION
<.10 -0.016{ -0.004] -0.001{ -0.003| -0.001| -0.001
.10-.19 -0.051] -0.023| -0.008| -0.011] -0.011] -0.007
.20-.29 -0.091] -0.035{ -0.011] -0.016| -0.014] -0.010
.30-.39 -0.117| -0.053{ -0.012| -0.020{ -0.016{ -0.0% .
.60+ .49 .0.152 -0.075] -0.032| -0.033} -0.027] -0.021
.50-.5¢ -0.180] -0.078] -0.022| -0.026] -0.018| -0.012
.60-.69 -0.219} -0.119| -0.03¢] -0.035{ -0.027{ -0.018
T70-.79 -0.262} -0.100{ -0.03¢| -0.041] -0.028} -0.018




Figure 4

Bias in the Estimation of the Item Discrimination Index
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Standard Error of the Estimate of the Item Piscrimination Index

[~

td

Table §

for S$ix Sample Sizes

Test Form: 1
STANDARD ERROR
S12€
5 10 20 40 80 160
ITEN
DISCRININATION
<.10 0.273; 0.197| o0.155| 0.108{ o0.077] 0.0S2
.10-.19 0.386| 0.292| 0.215] 0.143] 0.098! 0.07%
«20-.29 0.434f 0.349| 0.268{ 0.182] o0.130] 0.093
.30-.39 0.447) 0.351] 0.272] 0.18] o0.130]{ 0.09%%
&0-.49 0.626{ 0.359| 0.277{ o.185] 0.132] o.09¢
.50-.59 0.412f 0.333{ 0.266{ 0.175| 0.128( 0.090
60 .69 -1 0.301) 0.237] 0.182] o0.119] 0.087
J70-.79 . .{ 0.222]1 0.151] 0.108{ 0.077
33
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: A Figure 5
: Standard Errors of Item Discrimination Index
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it Figure 6
- Distribution of the Statistical Biases {n the Estimation
of the Item-Total Point-Biserial Corretation for Six Sample Sizes
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Table &
Sampling Bias in the Estimation
of the Item-Total Poirt-Biserial Correiation Index
for $ix Sample Siges
Test form: 1
SAMPLE BIAS
SI12€
s 10 20 40 8o 160
POINT BISERIAL
<.10 -0.020{ -0.010| -0.008{ -0.00S| -0.004{ -0.000
.10-.19 -0.051} -0.02%| -0.019{ -0.011} -0.006| -0.002
.20-.29 -0.058| -0.030{ -0.017] -0.009{ -0.004| -0.002
.30-.39 -0.080( -0.037 -0.021} -0.010] -0.006} -0.002
40 .49 -0.066¢ -0.028] -0.014] -0.002] -0.000{ -0.002
.50-.59 -0.056) -0.009] -0.003] 0.00% 0,9011 0.000
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Figure 7
Bias in the Estimation of the Point—Biserial Correlation
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Table 7

standard Error of the Estimate

of the item-Total Point-Biserial Correlation

for Six Sample Sizes

Test form: 1

STANDARD ERROR
SIZE
) 10 20 40 80 160

POINT BISERIAL

<.10 0.305] 0.235; 0.186] 0.141]{ 0.100{ 0.070
.10-.19 0.¢07) 0.301] 0.229} 0.168] 0.118] 0.083
«20-.29 0.428) 0.310f 0.222] o0.158] 0.112{ 0.080
.30-.3¢9 0.427f 0.303f 0.215] 0.16] 0.103] o0.073
»&0- .49 0.405{ 0.278{ 0.195{ 0.134{ 0.095{ 0.067
.50-.59 0.379] 0.239] 0.165] 0.112] 0.080] 0.956
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Figure 8
Standard Errors of Point—Biserial Correlation
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Table 8
Sample Bias in Estimation of Coefficient Alpha By Test Form and Sample size
Test form
Sanmple
Size 1 2 3 4 H é 7 8 9 10
S 0.070 | -0.096 { -0.126 | -0.101 | -0.10¢ *0.063 | -0.090 | -0.102 | -0.059 | -0.090
10 0.022 | -0.053 | -0.091 | -0.061 | -0.047 <0.019 | -0.046 | -0.063 | -0.019 | -0.081
20 <0.012 | -0.028 | -0.045 | -0.035 | -0.034 -0.009 | -0.020 | -0.032 | -0.0%0 | -0.025
40 -0.005 | -0.010 { -0.023 | -0.016 | -0.019 -0.004 | -0.006 | -0.012 | -0.004 | -0.014
80 -0.002 | -0.008 | -0.013 | -0.008 | -0.008 0.002 { -0.005 | -0.007 | -0.001 | -0.006
160 ~0.001 | -0.002 | -0.005 | -0.005 | -0.00% 0.000 | -0.002 | -0.002 | -0.001 | -0.003
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Tabie ¢

Standard £rrors of Coefficient Alphe for Six Sample Sizes

Item Analysis
K}

Test Form
Semple

Size 1 2 3 4 b s 7 8 4 10
5 0.157 | 0.184 0.217 0.207 | 0.203 0.142 0.:87 0.197 0.138 | 0.19¢
10 0.064 0.129 0.169 0.148 0.150 0.058 0.12¢ 0.154 0.053 0.139
20 0.063 0.078 0.107 0.097 | o0.009 0.03S 0.075 0.091 0.030 Q.081
&0 0.028 0.0462 8.074 0.057 0.062 0.023 g.062 0.053 0.018 0.054
80 0.018 0.032 0.048 0.038 0.040 0.015 0.02¢9 0.036 9.012 0.035
160 0.011 g.021 0.034 0.026 0.029 0.011 0.020 0.025 0.008 0.025
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figure 9
pistribution of Sample Estimates of Coefficient Aipha for Six Semple Sizes
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