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ABSTRACT

T™h:s report :3 designed to provide public and private
i 1t a broad base ¢f quantitative information about
ted States s3C.ence and engineering research and education and
anout United Staces technology in a global context. This document
begirns with a synopsis of United States science and technology.
Thapter ., "Precoliege Science and Mathematics Education," discusses
student's acrnievement, interest, and coursework, school and
curri=uium, teachers and teaching, and the policy context. Chapter 2,
"Higher Education in Science and Engineering (S&E)," discusses the
characteristic: of higher educa+ion institutions, the undergraduate
and graduate S&E student populaticns, major sources of financial
support, and international science and engineering education. Chapter.
3, "Science and Engineering Workforce," describes industrial S&E job
patterns, demographic trends of recent S&E graduates and doctorate
recipients, the supply and demand outlook for S&E personnel, and
internationa. employment of scientists and engiieers. Chapter 4,
"Financial Resources for Research and Nevelopment (R&D)," discusses
national R&D spending patterns, federal support for R&D, state-based
R&D expenditures, and international comparisons. Chapter 5, "Academic
Research and Development: Financial Resources, Personnel, and
cutputs," deszribes the financial resources for academic R&D, the
doctoral scient.sts and engineers active in academic R&D, end outputs
of academic R&D for scientific publications and patents. Chapter 6,
"Technology and Global Competitiveness," describes the global markets
for U.S. technology, industrial R&D, patented inventions, diffusion
of technology in the industrial Sector, small business and high
technology, and technologies for future competitiveness. Chapter 7,
nAttitudes Toward Science and Technology (S&T): The United States and
International Comparisons," includes discussions ¢n U.S. public
attitudes toward S&T and international comparisons of attitudes
toward S&T. Almos:t =wo-thirds of the document 1S composed of four
appendixes which ccntain data tables, a list of Contributions and
reviewers, abbreviations, and an index. (KR)
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The Cover

Buckyballs—Cg buckminsterfullerene—as seen in selected
snapshots from quantum molecular dynamics simulations of
changes to the atomic structure of the molecule as it is heated
from zero to 2000 degrees kelvin,

Buckyballs are new forms of carbon that open exciting new
aress for experimental and theoretical investigations, The
molecule holds promise for new supercondueting materials and
may someday be used to make new lubricants, batteries and
high-strength polymers.

The computational method used to create the image repro-
duced above, called quantum molecular dynanics, takes advan-
tage of the tremendous calculating power available only through
state-of-the-art supercomputers. The soceerball-shaped image in
the center of the above photograph shows the electron distribu-
tion of the molecule at one thousand degrees kelvin, with grey,
green and orange denoting regions of successively greater electron density.

The ball and stick images spiraling outward from the central image show the changing atomic
arrangenients as the molecule is heated to 2000 degrees kelvin, with longer bonds appearing in yel-
low and the shorter ones in red. These calculations show that Cy, is stable at very high tempera-
tures, despite undergoing substantial shape-distorting soccerball-football oscillations.

The Image

The simulations were accomplished at the North Carolina Supercomputing Center. The quantum
molecular dynamics code used to create the image runs at an average speed of over 200 MF LOPS on
one Cray Y-MP processor, The graphics rendering of the picture was carried out on a Silicon
Graphies 41)/280 GTX, using Wavefront and custom software. Work was done by T. Palmer, Cray
Research, NC Supercomputing Center; J. Bernhole, Q.-M. Zhang, J.-Y. Yi, C. Brabec, NC State
University. Further details are available in Q-M. Zhang, J.-Y. Yi. and J. Bernhoic, Physical Review
Letters 66, 2633 (1991).
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ERIC

Aruitoxt provided by Eic:

Letter of Transn *'tal

December 1, 1991
My Dear Mr. President:

In accordance with Sec. 4(j) (1) of the National Science Foundation Act of 1950, as
amended, it is my honor to transmit to you, and through you to tne Congress, the tenth
in the series of biennial Science Indicators reports—Science & Enginecring Indicators -
1991.

These reports are designed to provide oublic and private policymakers with a broad
base of quantitative information about ULS, science and engineering research and educa-
tion and about U.S, technology in a global context.

U.S. Government and industry have led the world in recognizing the importance of sci-
ence and technology for achieving national objectives. Their support for research and
development (R&D), and especially basic rescarch, is reflected in the data in these
pages. But priorities and programs must be constantly redefined and reshaped to adapt
to rapidly changing global economic, political, and social conditions. This report pulls
together in a convenient format much of the data about science and technology pertinent
to these decisionmaking processes,

The coverage is broad. U.S. and comparative foreign trends are tracked in precollege
and college-level science, mathematics, and engineering education; scientists and engi-
neers in the labor force; support and performance of research and development, with
snecial detail on academic R&D; technological innovation and the international competi-
tiveness of U.S. technology; and public attitudes toward, and knowledge about, science
and technology.

Mr. President, the National Science Board is proud to call your attention to the fact
that this tenth edition of the biennial Indicators marks 20 years since the Board imtiated
the report. It is widely used around the world for policymaking as well as serving as a
model for national science policy data compilations. My National Science Board col-
leagues and 1 hope thet your Administration and the Congress will continue to find this
report useful as you seek solutions to our national problems.

Respectfully yours,

James J. Duderstadt
Chairman, National Science Board

The Honorable

The President of the United States
The White House

Washington, DC 20500
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Introduction

Twenty Years of Indicators

The publication of the 10th biennial volume in the
Science & Engineering Indicators series signals the com-
pletion of 20 years of activity in the area. It is a time for
celebration as well as a time for assessing the achieve-
ments and shortcomings of the activity. The anniversary
also provides an opportunity for appraising the uses of
the volumes in assisting the process of science and tech-
nology (S&T) policy formulation.

As the principal patron of Indicators, the U.S.
Congress has alrcady begun such n appraisal with the
publication by its Office of Technology Assessment of
Federally Funded Research: Decisions for a Decade (OTA-
SET-490, Washington, DC: May 1991). The report con-
tains a discussion of the Irndicators volumes and
adjudges; them to be, “the most comprehensive look at
the research system that is currently available” (p. 236).
Critiques of the approaches taken in the Indicators vol-
umes are noted and discussed. The authors further pro-
pose a variety of new indicators ranging from technology
measures to fine detail indicators of the flow of research
proposals and awards to Federal agencies.

Globalization of Indicators

The U.S. Indicators volumes, as they evolved during
the 1970s, served as a model for the rapid growth of
Indicators-type reports around the world during the
1980s. Goveraments have increasingly come to see sci-
ence and tecr nology policy as a key ingredient in their
strategies for de#lopn +nt and economic competitive-
ness. As a result, there is a strong movement toward the
globalization of S&T indicators involving the develop-
ment of truly comparable measures of S&T functions in
different countries. The Orgzanisation for Economic
Cooperation and Development (OECD) has long been a
forum for the creation of such comparative indicators,
and now the European Community is moving decisively
into the creation of data systems for assessment and

evaluation of science and technology among its 12 mem-
ber nations. Finally, the rapidly developing economic
powers of the Asia and Pacific region are making efforts
to construct comparable measures of their S&T activi-
ties. A working group of the newly formed Pacific
Economic Cooperation Council (PECC) is dedicated to
this activity.

What Is New in This Volume

Science & Engineering Indicators — 1991 continues to
consolidate and work out the changes in structure intro-
duced in the 1987 edition:

¢ In keeping with the policy pre-eminence of school
science and mathematics education, the chapter on
this topic has been expanded. Especially important
are new national data on levels of performance of
UL.S. minority schoolchildren of different ages on
science and mathematics performance tests.

¢ In the higher education chapter, there are new
materials on time to degree as well as new interna-
tional comparative data on S&E degrees.

¢ The overall picture of financial support of R&D is
complemented by an exploration of changes in
inter- and intra-sectoral cooperative R&D linkages.
In addition, the section presents new information on
state R&D expenditures.

¢ The formerly separate seetions on industrial R&D
and U.S. technology in a global context were com-
bined for this volume. New analyses have been con-
ducted on patent data as well as in the area of small
high-technology business.

o In keeping with the theme of globalization of indica-
tors, analyses of public attitudes toward, and public
knowledge of, science and technology are present-
ed with comparative data from 15 countries.
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Overview of U.S. Science and Technology
SYNOPSIS

The extraordinary, «nd continuing, global political and
cconomic changes ot the past half decade are forcing
fundamental reasse: sments of policy in many areas of
public endeavor. Science and technology (S&T) policy is
no exception, Patterns of resource allocation—for exam-
ple, to civilian and military research, to basic and applied
research and development, etc.—that made sense under
earlier political and economic conditions now appear
inappropriate. Because decisionmakers are still groping
toward new policy formulations, the impact of these
changes are, by and large, still too recent to be clearly
reflected in S&T indicators. Nevertheless, some trends
are apparent; these are outlined below.

Expenditures for Research and Development

In the United States the twin engines that powered the
rapid growth of research and development (R&D) from
the mid-1970s to the late 1980s have been decelerating—
the economy has been in a recession, and the evapora-
tion of the cold war has reduced the urgency for military
R&D spending. The average annual increase in total U.S.
R&D expenditures between 1985 and 1991 (in constant
dollars) was 1.2 percent, compared with an annual
growth rate of 6.9 percent from 1980 to 1985. The most
recent estimates on change from 1989 to 1991 also show
declining R&D expenditures.

Current estimates for development expenditures exhibit
the sharpest downturn—a negative trend in constant dol-
lars since 1988, The estimated end in applied research,
too, has been negative since 1989, The Federal
Government is estimated to have reduced its R&D
expenditures significantly from 1989 to 1991; estimates
for U.S. industry R&D expenditures remained level dur-
ing this period.

Only expenditures for basic research have continued to
grow, albeit at a declining rate. The most recent estimate
is for a 2.7-percent increase from 1990 to 1991, The
statistics for expenditures for academic R&D also sliow
continuing slow growth,

Internationally, total U.S, R&]D expenditures continue
to exceed those of its four closest industrial competitors
combined, despite the fact that two of these countries
(West Germany and Japan) outpace the United States in
terms of R&D expenditures as a percentage of gross
national product (GNP). However, us of 1984, these four
countries together (the two named above plus the
United Kingdom and I'rance) spent 12 percent more
than the United States on total nondefense-refated R&D
activities.

U.S. Technological Innovation

The United States has seen further slow erosion of its
shares in global markets for high-technology goods. For

example, in 1988 the United States supplied 37 percent
of the world's high-tech products, slightly down from 40
percent in 1980. Although the country continues to main-
tain a trade surplus in high-tech goods, its 1988 balance
was half the size its 1980 balance.

A more positive trend in the area of technological
innovation is the upturn in patenting by U.S. inventors
between 1983 and 1989.

Lastly in this area, an incipient trend worth watching
is a nossible tendency for U.S. corporations to spend an
increasing portion of their corporate R&I funds at facili-
ties abroad.

Academic R&D

Although academic R&D continued to grow during
the late 1980s, it was at a slower rate than during the
first half of the decade. Major investments were made
during the decade in research instrumentation (with
support coming primarily from Federal agencies) and
the construction and refurbishment of research facili-
ties (supported primarily by the institutions them-
sclves). However, financial problems loom for research
universities as the recession Lits both state budgets
and the various sources of income for private institu-
tionrs, and as pressures mount for lower indirect cost
reimbursement rates on Federal research grants and
contracts.

Science and Engineering Personnel

The U.S. science and engineering (S&I2) workforce
extended its long growth trend through 1989 at an
annual rate of approximately 4 percent. Expansion of
S&E employment continued at a faster rate in nonman-
ufacturing jobr (primarily in the services sector) than
in manufacturing jobs. The proportion of S&E jobs
within the nonmanufacturing sector increased from 1.2
percent in 1980 to 1.7 percent in 1989; this rise translat-
ed into a nearly b0-percent increase in S&E job opportu-
nities in this sector during the decade. The inerease in
the S&E share of manufacturing jobs was also sizable—
from 3.7 percent in 1980 to 5.1 percent in 1989—despite
a decrease in total manufacturing jobs.,

Adequacy of the supply of new scientists and engi-
neers during the 1990s continued to prompt concern,
especially in light of relatively unfavorable demograpn-
ic factors. Indicators of supply and demand examined
here suggest relative stability in S&I5 labor markets
during the 1990s: lower demographie growth will be
matched by generally slower economic growth, Within
this framework, however, it can be expected that rapid
technological change will almost certainly generate
spot shortages and surpluses in specific areas.
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Precollege Science and Mathematics
Education

Concerns also continued to be raised about the quality
(and quantity) of U.S. science and mathematics educa-
tion and the attractiveness of S&E careers to U.S. citi-
zens. In international comparative achievement tests in
science and mathematics, U.S. boys and girls score
lower than their peers in many other countries. An
exploratory study suggests that U.S. grade scheolers
receive significantly less exposure to mathematics and
science instruction in ear'y years than do their peers in
Japan and Taiwan.

Higher Education for Scientists and Engineers

Undergraduate S&E degrees continue their long,
gradual decline as a share of all degrees. Data on the
plans of freshmen entering college in 1989 and 1990 sug-
gest, however, that degrees in the natural sciences, engi-
neering, and computer sciences may be bottoming out
and might begin to increase in the early 1990s.

Mearnwhile, the proportions of foreign citizens enrolled
in U.S. natural science, mathematics, computer science,
and engineering graduate programs and receiving S&E
doctoral degrees continue to increase apace. In 1990 for-

U.S. R&D Expenditures in a Global
Context

Total research and development (R&D) expenditures of
the United States continue to exceed those of its four clos-
est industrial competitors. (See figure O-1.) However, two
of these countries, West Germany and Japan, continue to
outpace the United States in terms of R&D expenditares
as a percentage of gross national product (GNP). (See
figure -2 Some other small industrial nations such as
Sweden also outstrip the United States on this measure
of relative na.ional resources devoted to R&D.

In terms of economic competitiveness, a longstanding
trend continued: the United States spent a significantly
lower proportion of its GNP on nondefense R&D activi-
ties than did Japan and West Germany. (See figure 0-2.)
In 1984, Japan, West Germany, the United Kingdom, and
France together spent 12 percent more than the United
States on nondefense-related R&D activities, The bulk of
this increase is attributable to rapid growth in Japanese
nondefense R&D. (See figure O-3.)

R&D spending growth in the United States continued
to slow. The average annuat increase in total U.S, R&D
expenditures between 1985 and 1991 was estimated at
1.2 pereent in constant dollars, The annual growth rate
from 1980 to 1985 was 6.9 percent. The sharpest down-
turn appears in the estimates for development expendi-
tures—a negative trend, in constant dollars, between

ERIC

IToxt Provided by ERI

eign citizens accounted for about one in four graduate
students in these fields and for one in three doctoral
degree awards in these fields.

Public Perceptions of Science and Technology

As measured in the National Science Foundation's
biennial survey of U.S. public perceptions of science and
technology matters, U.S. adults remain strongly support-
ive of the scientific enterprise in general and of Federal
support for basic research in particular—"even if it brings
no immediate benefits.” The public did, however, express
increased concern about the use of animals in research.

U.S. adults exhibited mounting concern about the
quality of science and mathematics education in U.S.
schools. There was a significant increase between 1985
(60 percent) and 1990 (71 percent) in the proportions
who felt that too little was being spent on education in
the United States.

Comparative data from the United States, Canada, and
the 12 countries of the European Community on public
knowledge about S&T show strikingly similar degrees of
knowledge. These new comparative data also indicate
that Americans and Canadians view science and technol-
ogy more positively than do Western Europeans.

Figure O-1.
R&D expenditures, by country
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Figure O-2.

R&D as a percentage of GNP, by country
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1988 and 1991, (See figure O-1) A similar but less accen- is basic rescarch, the data also show a continuing slow

tuated trend occurred in applied rescarch expenditures.
Only expenditures for basic rescarcl have continued to
grrow, This growth, though, has been at a declining rate:
a 2.7-percent increase in basic research spending is

growth of expenditures for academic R&D.

The decline in R&D growth stems from policy shifts
in the two major sources of R&D funding—the Federal
Government and U.S, corporations. Reduced Federal

estimated for 1990 to 1991, Because most academic R&D

Figure O-3.
Nondefense R&D: foreign spending as a
percentage of U.S. sper.ding
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Figure O-4.
U.S. R&D expenditures, by character of work
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Figure O-5.
Relative changes in Federal obligations for defense
and nondefense R&D, by character of work
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priorities for military R&D between 1985 and 1991 result-
ed in shrinking support for defense-related development
work and increases in nondefense basic research, (See
figure -5.) Company-funded R&D. responding to the
general ecconomice slowdown, is estimated to have leveled
off between 1989 and 1991, (See tigure (-6.)

Scientists and Engineers in the
Workforce

The United States continued to lead the world of
industrial market economies in nonacademic scientists
and engineers per 10,000 people emiploved in the labor
force. (See figure O0-7,) The United States also led in the
proportion of its science and engineering (S&E) labor
force that is female,

Figure O-6.
Expenditures for industrial R&D, by source of funds
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Figure O-7.
Nonacademic scientists and engineers per 10,000
labor force, by country and gender
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The US, S&E workforee in private industry continued a

long growth trend through 1989 at an annual rate of almost
4 percent. Expansion of industrial S&E employment con-
tinued at a faster rate in nonmanufacturing (primarily ser-
vice) jobs than in manufacturing jobs, (See figure (-8.)

Figure O-8,
Growth in, science, engineering, and total jobs in
private industry, by sector: 1980-89
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Figure O-9.
Private industry jobs in science and engineering,
by occupation and sector: 1989
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Figure O-10.
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The preporton of S&E jobs within the nonmanufacturing
sector increased from 12 percent in 1980 to 1.7 pereent in
1984, resulting in a nearly S0-percent increase in S&E job
opportunities in this sector during the - ecade.

The increase in the S&LE share of manwiacturing jobs
was also sizanle—fron 3.7 percent in 1980 to 5.1 percent
in 1989, despite the overall decrease in total manufactur-
ing jobs during the period. (See figure O-8.)

FEmployment patterns within U.S. private industry
reveal strong twin tendencies (1) for scientists (except iife
scientists) to be employed in nonmanufacturing compa
nies, and (2) for engineers (except civil engineers) to be
ciploved in manufacturing enterprises (See figure 0-9,)

Scientific occupations—such as mathematical and life
scientists and computer specialists—and engineering
occupations—such as acronautical/astronautical and
clectrical/electronic—gerew at a faster rate than the aver-
age for all occupations, (See figure 0-10.) Employment in
physical science occtipations grew less than 0.5 percent
annually, while there was negative growth in soctal sci-
ence and chemical and industrial engineering jobs,

A significant shift in the emplovment of U.S, doctoral
scientists and engineers from 1977 to 19849 caused an
increasing proportion of them to be emploved in indus-
try and a decreasing proportion to be employed in col-
leges and universities. (Sce figure ()-11.)

Precollege Education in Math and
Science

The performance of U.S0 schoolchildren on mathe-
matics and science tests has been tracked for over 20

Rate of job growth in private industry, by occupationa! specialty: 1980-89
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Figure O-11.

Employed doctoral scientists and engineers, by sector of employment
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vears in the National Assessments of Educational
Progress. The overall pattern in the two decades showed
a decline in test scores during the 1970s, followed by
recovery to the 1969 level by 1990, This pattern holds
true for 9- and 13-vear-old students in both mathematics
and science, By 1990, 17-ycar-ol 1 students had regained

Figure O-12.

Business and industry

Educational institutions

Federal Government

State and local governments §

Nonprofit organizations

Other

Engineers
T T T T T T T j

1 | 1 ] 1 1 1

0 10 20 30 40 50 60 70
Percent

Science & Engineering Indicators - 1991

their performance levels of 1973 in mathematics, but in
science they remained helow their achievement level in
1969, (See figure 0-12))

Minorities showed greater gains in test scores than
did whites during the two decades. In science, black and
Hispanic 9- and 13-year-old students showed gains

Trends in average science and mathematics proficiency in the United States
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See pp. 17-20 and appendix tables 1-1 and *-4.
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Figure O-13.
Time spent on mathematics instruction
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First grade
See pp. 21-22.

between 1970 and 1990, while 17-yvear-old minority stu-
dents regained their carlior levels of achievement. In
mathematics, Hispanic Y- and 13-vear-olds made signifi-
cant gains from 1978 1o 1990, while all three age groups
among blacks made gains during the period.

iFigure O-14.
First university degrees, by field for selected
countries
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A new international conparative study of factors con-
tributing to science and mathematics test performance
sheds some light on findings reported in previous edi-
tions of Seience & Engineeving Indicators concerning the
relatively poor performance of U.S. children on these
international tests, Comparisons of first and fifth grade
classroom time dedicated to mathematics in schools in
Minneapolis, Sendai (Japan). and Taipei (Taiwan)
showed that, on average, children in the two Asian cities
spent over twice the amount of time on mathematics in
the classroom as did Minneapolis children, (See figure
0-13.) Other cultural and economiic factors may also be
alfecting behavior, but degree of exposure to subject
matter is an important variable,

Higher Education in S&E

A seeming pervasive anomaly in the United States is
the fact that it has the highest percentage of scientists
and engineers in its labor force (see figure O-7), as well
as practically the Towest (less than 20 pereent) propor-
tion among market ecoronmy countries of first university
degrees in SKE ficlds. (See figure O-1.1) The root of the
situation lies in the magnitude of the US. higher educa-
tion enterprise and the high proportion of young adults
who participate in it

There has been continuing concern over the long-term
gradual decline in the choice of certain science majors
by 1S, college students. (See figure 0-15.) The growth
in majors in the computer sciences and mathematics
during the 1980-89 decade overshadows the decline in
majors in the core physical and life sciences, However,
data on the plans of freshmen entering college m 19389
and 1990 suggeest that the level of degrees in the natural

Figure O-15.
Annual change in science and engineering
baccalaureates, by field: 1980-89

M

TOTAL SCIENCE & I
ENGINEERING

Total sciences

Physical sciences

Mathematics

Computer sciencns

Environmental sciences

Lite sciences
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Total engineering
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See p. 51 and appendix table 2-7.
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sciences, engineering, and computer sciences may be
bottoming out and might begin to increase in the carly
1990s. (See figure 0-16.)

The decline in choice of S&E majors by U.S, under-
graduate students has been accompanied by a rapid
increase in the representation of non-U.S, citizens in
S&E graduate enrvollments and among S&E doctorate
degree recipients, In 1989, about one-quarter of all S& I
students enrolled in U.S, graduate S&E departments
were non-ULS. citizens. Foreigners constituted about
one-third of the graduate students enrolled in the physi-
cal sciences, mathematics, and engineering. (See figure
0-17)) Among 1990 S&E doctorate recipients from ULS.
universities, the foreign presence was even more
marked—over ene-third were non-U.S, citizens. In engi-
neering, mathematics, and the computer sciences, the
majority of Ph.D). degree recipients (over 55 percent)
were non-U.S. citizens.

Research Outputs and Academic
Research

rhe percentage distribution of world scienific publica-
tions by country shows that U.S:-based authors produce
slightly over one-third of all publications. (See figure
0-18.) This proportion has changed little over the last
two decades. Japan and Canada have made small and
possibly significant increases in their shares of worid lit-

Figure O-17.

Figure O-16.
Freshman choice of probable major

Probable major 1982 1984 1986 1988 1990
- - Percent -~ :
Biological sciences . . . 3.7 42 39 37 37
Engineering ... ..... 126 110 <09 95 96
Physical sciences'. . . . 25 26 24 21 24
Social sciences. . . . . . 58 67 80 95 95
Computer <ciences . . . 44 34 19 17 17
Business . ......... 242 264 269 256 211
Education. . ........ 60 65 81 93 99
Ants and humanities. . . 8.2 77 90 93 89

One of the professions 133 144 117 122 152

‘Includes mathematics.

SOURCE: Cooperative Institutional Research Program, University of
California at Los Angsles. The American Freshman: Naiional Norms
(Los Angeles: Graduale Schoot! of Education, UCLA, ongoing annual
series).
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erature. A new tabulation shows the world share of the
European Community countries to be slightly more than
one-quarter.

The bulk of world scientific publications are written in
universities, and U.S, universities have been able to
maintain a modicum of growth in their research expendi-
tures in recent years despite the overall slowdown in

Foreign citizen representation in 1990 U.S. science and engineering graduate education

Graduate enroliment

T +

" L —_

60 50 40 30 20 10 0
Percent

See p. 58 and appendix tables 2-23 and 2-24.
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inventors received just over 20 pereent of all new LS,

Figure O-18. patent awards in 1989,
Contributions of selected countries/regions The strength of Japanese high-technology industry is
to world literature also reflected in data on country shares of global miar-
kets for high-tech goods. Between 1980 and 1988, Japan
Percent increased its share of the global high-tech market from
40 about 18 percent to nearly 27 percent. The United States
1981 1987 and the Furopean Community cach lost about 4 percent-
' 1 age points of their respective global market shares in the
same period. (See figure 0-22.)
30 Trade balances in high-technology goods provide
another indicator of economic strength in various areas.
] The overall pattern of trade balances between 1980 and
1988 mirrors the findings on country shares—the Jap-
20 anese have tripled their positive trade balances, while the
United States and the principal European ¢ untries have
] greatly reduced their positive balances, France, in fact,
showed a negative balance for 1988, (See figure ()-23.)
0 Public Attitudes on Science and
] Technology
. The U.S, public continues to give overwhelming
0—" ' approval to Federal support for basic research, “even if it
United States European Japan Canada
Community

See p. 130 and appendix table 5-27.
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Figure O-19.
Sources of academic R&D funding, by sector

N . ) Percentage ot funding
research funding. From 1985 to 1991, the annual rate of 80

increase of academic R&D expenditures was 6.3 percent,
but between 1990 and 1991 this rate shrank to 2.9 per-
cent. (See appendix table 4-3.) 70 t- \ Federal Government -

The past decade has seen a significant decline in the
share ¢f Federal funds for academic R&D—from roughly

65 percent in 1980 to close to 55 percent in 1991, (See 60 - n

figure 0-19.) There have been corresponding percentage 4

increases from several non-Federal sources including

academic institutions themselves, industry, and state and 501 h

local governments. - 1
Non-IFederal sources have also provided the lion's a0 |- r\’/ B

share of the decade-long increase in academic invest- Total non-Federat sources ~ — "

ments in R&D facilities construction and refurbishment, ' ————a . .’ ]

(See figure 0-20.) 30} e i N
Technological Innovation and Global 20| a

Markets Academic institutions ‘__/\/""’_"/

Patenting is admittedly an imperfect indicator of teeh- 0l _/;:,_::,::.:—' Sggf;:g};‘;g” ]

nological innovation, vet it does provide a sense of the - TN ——— ——— - =2

trends in innovative activities. From about 1978 to 1988, __Industry R preme T 1

foreign-owned patents gradually increased their share of P S S GV SN B U SO R SR o

total U.S. patents—accounting for nearly half of all 1970 1975 1980 1985 1990

patents granted in 1988, Between 1988 and 1989, how-

ever, patents granted to US, inventors inereased faster NOTE: Data for 1990 and 1991 are estimales

than did foreign-owned patent grants. (See figure (0-21.) See p. 117 and appendix table 5-2.

o Japanese-owned patents continued to grow faster than Science & Engineering Indicators - 1991

EMC those owned by any other industrial nation; Japanese

FullTxt rovided by ERIC A WA
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Figure O-20. Figure O-22.

Federal and non-Federal capital fur.d expenditures Share of global high-tech markets, by country
for academic science and engineering

Billions of constant 1982 dollars
30
q
2.5
Total capital fund expenditures
2.0
1.5 United Kingdom jile
R :
10 Non-Federal sources France
taly
0 5 | [ 1 1 1 i
: 0 10 20 30 40 50
Federal sources | Percent
. — See p 137 and appendix table 6-3.
0 19‘6,‘5 —t ;9176 i 1Lgl7£:» -+ .1918(5 — '1 S;SLS — Science & Engineering Indicators ~ 1991
See p. 122 and appendix lable 5-10.
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Figure O-23.
. Trade balances for high-tech industries in
Figure O-21. selected countries
U.S. patents granted to foreign inventors,
by nationality of inventor Millions of constant 1980 dollars
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See pp. 147-49 and appendix table 6-21.
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Figure O-24,
Federal funding of basic research

*Evan if it brings no immaediale benelits, scientific research which
" advances the fronliers of knowledge is necessary and should be
supported by the Federal Government.”

Percent
90

80 Agree

70
60 |
50
40 |
30 |
20

Disagree
10 '

1985 1988 1990
See p. 177 and appendix table 7-7.
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three national ULS, surveys in 1985, 1988, and 1990 are
remarkably stable, (See figure 0-24.)

The U.S, public does, however, express an increasing
concern with the quality of ULS. science and mathematics
education in the schools, (See figure 0-25.) The public
increasingly believes the quality to be inadequate and
feels that high school students should be required to take
a science course every year. In a five-survey sequence
from 1981 to 1990. there was a more than 15-percentage
point increase in the proportion of the public that says the
Governmient is spending too little on improving education,

The rapidly growing field of international comparative
surveys of public attitudes toward, and knowledgze about,
science and technology is beginning to yield important
findings. For example, the average level of scientific
knowledge, as measured by a battery of 10 factual ques-
tions about science, was almost exactly the same in the
12 countries of the LKuropean Community as in a national
LS. survey, (See figure 0-26.) However, the United
States ranked below most of the advanced industrial
Furopean nations, generally outstripping the lesser
developed countries of Europe.

Qverview of U.S. Science and Technology

Figure O-25.
Public attitudes toward education
Percent
Quality agreeing
"The quality of science and mathematics education | 80
in American schools is inadequate." 70
60
50
40
30
20
10
0
1985 1988 1990
70
Funding' ]
///’\——————"/ 60
50
Percentage of public who says 40
the Government is spending . 30
too little on improving the 4
Nation's education system 20
110
L L L 1 : 1 N i

1980 1982 1984 1986 1988 1990

Needs

"Every U.S. high school student should be required
to take each yeara...”

1985
1990

Science B
course

Math B
course B

Y T T T T T

0O 10 20 30 40 50 60 70 80 90
Percentage agreeing

'Surve was not conducted in 1981,

See pp. 179-80 and appendix tables 7-7 and 7-14.
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Figure O-26.
Scientific knowledge in Europe and the United States

Percent
20
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See pp. 187-88 and appendix table 7-20.
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Chapter 1. Precollege Science and Mathematics Education

Precollege Science and Mathematics Education
HIGHLIGHTS

Student Achievement

In both science and mathematics, test scores on
national assessments showed improvements
throughout the 1980s. Achievement trends for 9-, 13-,
and 17-year-old students showed a pattern of declining
proficiency in the 1970s, followed by recovery in the
1980s. See pp. 17-20.

In science, the improvements 17-year-olds madc
in the 1980s did not offset the declines during the
1970s. In 1990, average student proficiency among 17-
year-olds remained below that in 1969, Among 9- and
13-year-olds, recent gains returned performance to lev-
¢ls students attained two decades ago. See pp. 17-18.

In mathematics, at ages 9 and 13, average student
proficiency ‘vas somewhat higher in 1990 than in
1973. Performance by 17-year-olds returned to its ear-
lier level, See p. 18.

White students had consistently higher average
achievements than their black and Hispanic coun-
terparts in both science and mathematics.
However, both minority groups made considerable
improvements compared to whites. See pp. 17-18.

The gains in student proficiency that occurred in
science and mathematics during the 1980s ap-
peared to be in lower level skills and basic con-
cepts. Nearly all students were learing basic facts and
skills, but few showed a capacity for complex reasoning
and problem-solving. See pp. 17-20.

North Dakota, Montana, lowa, Nebraska, and
Wisconsin were the only states where one-fifth or
more of eighth grade students demonstrated a
grasp of mathematics problems involving frac-
tions, decimals, percents, and simple algebra.
These states were among the highest scoring states to
participate in a 1990 state-level assessment. See p. 20.

U.S. high school seniors showed an overall weak
grasp of geography. Males outperformed females by
a larger margin in geography than in any other sub-
ject tested., See p. 20.

In an assessment of mathematics achievement by
students in one American and two Asian cities, the
Americans were at a relative disadvantage in math-
ematics as early as grade 1. This finding indicates
that factors at home as well as at school must be respon-
sible for these differences in achievement. See pp. 21-22.

Student Interest in Science and Mathematics

Nearly 30 percent of all grade 7 students ex-
pressed a preference for a career in science or en-
gincering, but the percentage of students express-
ing this interest declined steadily throughout the
middle and high school years., By grade 12, fewer
than 1 in 4 male students and only 1 in 10 female stu-
dents expressed similar interests, See p. 24.

Of high school seniors scoring above the 90th per-
centile on the quantitative Scholastic Aptitude Test
in 1990, about 45 percent expressed an interest
in majoring in science and engineering in college.
This finding shows that science and mathematics con-
tinue to be of considerable interest among top high
schaol students. See p. 23.

Student Coursework

Four times as much time was spent on reading
instruction as was spent on science instruction in
elementary school. Only half of all third graders
received science instruction on a regular basis, Twice as
much time was spent on elementary mathematics
lessons as on science, See p. 27.

Largely as a result of states raising their gradua-
tion requiremenys, the number of credits earned
in science by high school graduates increased dur-
ing 1982-87. Recent data show that enrollment in
biology continued to increase, while enrollment in
chemistry and physics leveled off. See p. 25.

Mathematics coursetaking continued to increase
from 1987 to 1990 in algebra, algebra 2, and cal-
culus. However, fewer than half of all high sehool grad-
uates took algebra 2. See pp. 25-26.

Teachers and Teaching

In middle schools, science teachers felt less
qualified to teach their subjects than their col-
leagues teaching mathematics. Fewer than hall of
all middle school biology teachers and about one-fifth
of physical science teachers felt they were teaching
the subject for which they were best qualified. Two-
thirds of mathematics teachers felt they were teaching
their best qualified subject. See p. 31.

About 40 percent of middle school biology teach-
ers majored or minored in that subject in college,
compared with about 30 percent of middle school teach-
ers of physical science and mathematices. See p. 31.
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* Less than half of all high school physical science
teachers felt they were assigned to classes in the
subject they were best qualified to teach, compared
with about three-quarters of biology and mathematics
teachers. See p. 32.

The Policy Context

e Educational reforms increasing high school
graduation requirements have exerted a power-
ful influence on schooling. A study of six states

Introduction

Chapter Focus

Traditionallv. American education has pursued several
goals: developing intelligent and knowledgeable citizens,
creating a skilled workforce, and ensuring fairness in
access o education. Today, our educational svstem faces
special challenges in achieving cach of these goals,
Citizens now need a basic understanding of science, for
example, to make wellinformed decisions about a vari-
ety of public policy arcas—cquestions about health and
related fields. such as those raised hy research into our
genetic inheritance: coacerns about global warming and
other environmental issues; and choices about explo-
rations ranging from the atom to near-carth and outer
space,

i e past, a relatively small number of highly skilled
scientists and engineers flowing through the education
and carcer “pipeline” were enough to maintain U.S. pre-
cminence in science and technology. Today, the econo-
my requires that rank and file workers in many indus-
tries possess the skills and abilities necessary to operate
complex equipment and machinery and solve production
problems as they arise. Today's production workers no
longer simply wield tools; they also monitor quality, look
for prollems, repair complex equipment, and plan work
loads and procedures, Office workers manipulate high-
technology machines and handle large amounts of infor-
mation (MSEDB 1984, p. 3).

The requirements of today's cconomy make the need
for fair access to education particularly acute. Both the
entrv-level workforee and the school population are con-
posed of increasing proportions of women and minori-
ties, groups that traditionally have not participated at a
high rate in science and mathematies education and
occupations.,

White women comprise only 10 percent of all em-
ploved scientists and engineers, although they account
for 13 percent of the U.S, population (Task Force 198Y).
Women appear to leave the pipeline by choice. As girls
progress through the precollege scicnce and mathemat-
ics curricrtum, they differ litle from bovs in participa
tion or achievement until the upper grades. when many

Q
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found that reforms have led to different course offer-
ings in science and mathematics, new coursetaking
patterns, more attention to the knowledge and skills
addressed by high school exit examinations, and
adjustments in teacher assignments. See p. 39.

* Implementation of state and local policies to in-
crease the teaching of higher order thinking and
analytical skills has been inhibited by lack of
school resources for staff development and for sci-
ence laboratory facilities and equipment. See p. 39.

of them decide to drop out of the higher level courses
such as physics and caleulus. Studies of gender differ-
ences suggest that most of these decisions are due to
the accumulated effects of gender role experiences at
home, in school, and in society (NRC 1989).

Blacks comprise 12 percent of the population and
Hispanics 9 percent, but cach group represents only 2
percent of all emploved scientists and engineers, By the
year 2000, one in every three American students will be
a minority: hy 2020, if current trends continue, today's
minorities will become the majority of students in the
United States, Many of these minorities turn away from
science and mathematics courses early in life, partly
because most go to large city schools and schools in
impoverished arcas where they receive an inadequate
hasic education, including poor instruction in science
and mathematics (NRC 1989).

The schooling experiences of minorities play a sub-
stantial role in their decision to leave the pipeline. At the
clementary level, the large majority of schools serving
disadvantaged students treat only two subjects rigor-
ously—reading and arithmetic (National Center for In-
proving Science Education 1989). Disadvantaged stu-
dents therefore fall hehind more advantaged students
who are exposed to more rigorous academic subjects
such as science and mathematics, At the secondary lev-
el, a large proportion of disadvantaged students decide
to enroll or are placed in low-ability tracks or remedial
programs that require few college preparatory courses
(Oakes 1990a).

Each of these issues is addressed in the sections that
follow.

Chapter Organization

In response to a request in 1983 by the National Sci-
cnce Board Commission on Precollege Education in
Mathematies, Science, and Technology, the National
Science Foundation (NSF) supported a number of
projects to identity and develop svstematic and objec-
tive indicators of the quality of precollege education in
the United States, The RAND Corporation developed
one such set of indicators and the National Academy
of Sciences/National Rescaich Council (NAS/NRCO)
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developed another (Shavelson et al. 1989 and 1987,
Raizen and Jones 1985, and Murnane and Raizen 1988).
These efforts modeled the science and mathematics
education system in terms of inputs, processes, and
outcomes. Specifically, the RAND model, for example,
identifies the following components as the major
domains of the education system:

e Outcomes—student achicvement, participation, and
attitudes and aspirations;

e Processes—school quality, curriculum quality,
instructional quality, and teaching quality; and

v Inputs—Itiscal and other resources, teacher quality,
and student background.

The RAND model and others agreed that the primary
goal of instruction in science and mathematics is student
learning. The most explicit student outcome, and one
that can be tied most closely to schooling variables, is
the knowledge, understanding, and skills gained by stu-
dents—that is, student achievement in science and math-
ematics. The input and process variables selected for the
models were those that have some causal relationship to
student outcomes.

In addition, the RAND model recognized that the larg-
er policy environment in which schooling occurs pro-
foundly influences educaticn in a variety of ways and
must be taken into consideration in attempting to explain
changes in the niajor components of schooling. Federal,
state, and local policies largely determnine the level and
type of resources available to education, and these poli-
cies also influence who is allowed to teach, what content
is taught, and even how it is taught.

Overall, this chapter follows the general framework of
the RAND and NAS/NRC models. It emphasizes student
outcomes and discussions of the major issues related to
schools and curricula and teachers. The chapter ends by
putting these components of the educational system
model in a policy context. Specifically, it provides an
overview of national and state-level education reforms
undertaken recently and their status and success to date,

Students: Achievement, Interest, and
Coursework

At the Education Summit in 1989, the President and
the governors expressed concern about the country’s
ability to compete in the global economy and affirmed
their commitment to equipping all U.S. children with a
basic understanding of science, mathematics, and other
subjects. A major result of this summit was the adoption
of six ambitious education goals to be accomplished by
the vear 2000, three of them relating directly to science
and mathematics achievement and literacy:

Chapter 1. Pracoliege Science and Mathematics Education

e American students will leave grades 4, 8, and 12
with demonstrated competeney in challenging sub-
ject matter including Eaglish, mathematics, sci-
ence, history, and geography; and every school in
America will ensure that all students learn to use
their minds well, so they may be prepared for
responsible citizenship, further learning, and pro-
ductive employment in our modern economy.

o .S, students will be first in the world in science
and mathematics achievement,

e Every American adult will be literate and will pos-
sess the knowledge and skills necessary to compete
in a global cconomy and exercise the rights and
responsibilities of citizenship.

National Assessments of Educational
Progress, 1970-90

Student achievement is measured by performance on
national tests in special arcas such as science, mathemat-
ics, and geography. For more than 20 years, the National
Assessment of Educational Progress (NAEP) —conduct-
ed by the Education Commission of the States and, later,
by the Educational Testing Service with the sponsorship
of the National Center for Education Statistics—has
been monitoring the educational achievement of
American students and changes in that achievement
across time, The results of the NAEP assessments have
raised national concern about the level of student knowl-
edge in science and mathematics. The latest NAEDP
results, for 1990, showed that many students appear to
be graduating from high school with little of the science
and mathematics knowledge required by the fastest
growing occupations or for college work, For example,
approximately half of the students in grade 12 graduat-
ing frem sc' ool today appear to have an understanding
of mathematics that does not extend much bevond multi-
plication and two-step problems (5th grade level)
(Mullis et al. 1991b, p. 7). In addition. a series of interna-
tional studies confirmed the low achievement level of
U.S. students, showing that U.S, students in 8th grade
mathematics—and even advanced 12th grade mathemat-
ics and science students—performed substantially below
the levels of students in many other advanced countries.

In 1990, NAEP tested national -amples of 9-, 13-, and
17-vear-olds in science and mathematics. The 1990
results allowed NAED to perform a 20-year trend analy-
sis drawing on six assessments in science (1970, 1973,
1977, 1982, 1986, and 1990) and a 17-vear trend analysis
drawing on five assessments in mathematics (1973, 1978,
1982, 1986, and 1990). Also, for the first time, eighth grade
student proficiency in mathematics was assessed in a Trial
State Assessment Program that included 37 states, the
District of Columbia, Guam, and the U.S. Virgin Islands
(Mullis et al. 1991a and 1991h),
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Science Achievement

NAEFDP assessments suggest that science achievement
levels were about the same in 1990 as they were in 1970,
Levels of performance in the six assessments varied,
however, over the 20-vear span. Average scores declined
somewhat in the 19708 and increased in the 1980s. Yet
among t7-year-olds—unlike 9- and 13-year-olds—science
performance did not return to the level achieved in 1970,
(>ee figure 1-1))

Achievement by Minorities. Average science proli-
cieney among blacks and Hispanics remained far below
that ¢ white students. However, from 1977 to 1986, the
differvence between minority and white students nar-
rowed. For example, from 1977 to 1986, the difference
between black and white 9-vear-olds declined tfrom H5
points to 36 points, from 48 to 38 points for 13-yvear-olds,
and from 58 to 45 points for 17-vear-olds, In 1990, the dif-
ference between white and black students remained
about the same as in 1986, In ail three age groups, gains
by black students during the last 1 years were slightly
less than those by whites. Amone Hispanic students in
all three age groups, gains in student achievement from
1986 to 1990 were nearly identical to those of white stu-
dents. Figure 1-2 shows 1990 science proficiency by the
three groups.

Achievement by Females. In 1990, the average sci-
ence performance of females in all three age groups was
lower than that of males, continuing a trend that had exist-
ed since the first assessmient in 1970, (See figure 1-3.) The
difference between males and females in science
achievement remained about the same over the two
decades. At age 17, the differences were greater than at
ages 13 or Y. For 17-year-olds, trends in performance
were comparable foir males and females, with both show-
ing declines from 1970 to 1982, followed by improve-
ments from 1982 to 1990, For 13-year-olds, average

Figure 1-1.
U.S. average science proficiency
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Figure 1-2.
U.S. average suience proficiency,
by race/ethiiicity: 1990
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scores ol both males and females declined from 1970 to
1977 and then increased significantly from 1977 to 1990
to reach levels approximately equal to those in 1970, For
Y-year-olds, the science proficiency of males in 1990 was
at the same level as in 1970, but significant improve-
ments for females from 1986 to 1990 raised their profi-
cieney o a level somewhat higher than in 1970, (See ap-
pendix table 1-1)

Level of Student Proficiency in Science

The NAEP science scale developed by the Educational
Testing Service extends from 0 to 500, To aid interpreta-
tion of the scores, a group of science subject experts
examined the test questions answered successfully by
students scoring at each of five different levels, The
experts desceribed cach of the levels in terms of what a
student knows or can do in science, (See text table 1-1
and appendix table 1-2)

Figure 1-3.
U.S. average science proficiency, by gender: 1990
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See appendix table 1-1. Science & Engineering Indicators - 1991
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Text table 1-1.
Overall science proficiency: 1990

Age
Level Description 9 13 17
Percent
150 Knows everyday science facts. ... 97 100 100
200 Understands simple scientific
principles. . ................. 7% 92 97
250 Applies basic scientific
information. . . ........... .. .. 31 57 81
300 Awalyzes scientific procedures
anddata ... . ............... 3 11 43
350 Integrates specialized
scientific information. . .. ... . ... 0 0 9

See appendix table 1-2. Science & Engineering Indicators - 1991

In general, students performed well on questions
about scientific facts (evel 150), particularly il the ques-
tions involved information likely to be encountered in
evervday experience, However, performance levels
decreased as students encountered questions that asked
them to analvze, evaluate, apply, or otherwise deal with
more complex and detailed information (Mullis 1991h).

From 1977 to 1990, increasing percentages of 9- and
13-year-olds were able to understand simple scientifie
principles (level 200) and apply thesr scientilic knowl-
cdge (level 250). (See appendix table 1-2,) However, 17-
vear-olds made virtually no progress in scientific profi-
cieney at any level, Fewer females than males were able
to perform at the highest two proficiency levels, and
fewer than 1 in 10 17-vear-olds demonstrated the highest
level of science understanding.

In summary, some Erogress occurred from 1977 to
1990 in the percentages of 9- and 13-year-old students
who performed at or abov the three lower levels on the
proficiency scale, However, 17-vear-olds showed little
progress at any scale level, and their ability to integrate
specialized scientific information remained low,

Mathematics Achievemerit

Trends in student achievement levels in mathematics
were similar to trends in seience achievement, Declines
in the 1970s were followed by increases in the 1980s, By
1990, average mathematics proficiency among Y-year-
olds was sigmificantly higher than in 1973 among 13- and
17-vear-olds, performance surpassed or returned to carli-
er levels, (See figure 1-4.)

Achievement by Mincrities. Detween 1970 and
1990, white, black. and Hispanic 9-vear-olds all showed
sigmilicant improvement in average mathematies profi-
ciency, with much of this improvement occurring
hetween 1986 and 1990, (See appendix table 1-4) At age
133, black and Hispanie students made significant gains
following 1973, with most of the improvement occurring

Chapter 1. Precoilege Science and Mathematics Education

Figure 1-4.
U.S. average mathematics proficiency
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between 1978 and 1986, while performance ol white 13-
vear-old students remained relatively consistent across
the assessments, Among 17-year-olds, blacks gained sig-
nificantly, raising their scores about 19 points between
the first assessment and 1990, Hispanic 17-vear-olds
made modest gains during the 1980s, while whites com-
pensated for declines in the 19705 with small gains that
returned them in 1990 to their original 1973 proficiency
level,

Thus, black students made signilicant progress at all
ages, Hispanie students improved significantly at ages 9
and 13, and white students made signilicant gains at age
0. Although black and Hispanic students narrowed the
gap shown in previous mathematics assessments be-
tween their performance and that of white students,
these differences remained large in 1990 1 all three age
groups, (Sce figure 1-5.)

Figure 1-5.
U.S. average mathematics proficiency,
by race/ethnicity: 1990
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See appendix table 1-4. Science & Engineerning Indicators - 1991
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Figure 1-6.
U.S. average mathematics proficiency,
by gender: 1990
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See apoendix table 1-4. Science & Engineering Indicators — 1991

Achievement by Females. Both female and male 9-
vear-olds made significant gains bewween 1973 and 1990,
with most of the improven.ents occurring during the
1980s. (See appendix table 1-4.) Male and female 9-year-
old students showed approximately the same level of
mathematics proficiency in all of the assessments from
1973 to 1990. Thirteen-year-oll males and females also
showed improvements between 1973 and 1990, but their
progress was gradual. Virtually no difference separated
“he levels of performance by the two groups in any of the
assessments. Among 17-year-olds, the performance of
males improved during the 1980s, but did not return to
the level of 1973. Trends for females showed the same
patterns as males, but their gains were somewhat larger
during the 1980s. As a result, the slight performance gap
between male and female students at age 17 nearly dis-
appeared between 1973 and 1990, Furthermore, as
shown in figure 1-6. the difference in scores between
males and females at any age group is minimal.

Level of Student Proficiency in Mathematics

As in the science NAED assessments, five levels of
mathematics proficiency were established, in this case
by a team of mathemnatics educators. (See text table 1-2
and appendix table 1-5.)

In the 1990 assessment, while the average Y-year-old
student scored at about the expected level, scores for
older students averaged substantially lower than the
expected levels (Mullis, Owen, and Phillips 1990). The
fact that the average student gained more between ages
9 and 13 (41 points) than between ages 13 and 17 (34
points) suggests that the U.S, mathematics curriculum
facilitates more learning in the lower grade:. (See
appendix table 1-5,)

Significantly greater percentages of 9-year-olds
showed proficiency in beginning skills and understand-
ing and in basic operations and beginning problem-solv-
ing in 1990 than in previous assessments. (See appendix
table 1-5.) These improvements in mathematies profi-
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ciency occurred in all three racial/ethnic groups and
among both males and females. Gains were especially
noteworthy among blacks. (See appendix table 1-6.)

Thirteen-year-olds as a group made significant gains in
basic operations and beginning problem-solving: three-
fourths performed at ot above this level in 1990 com-
pared to under two-thirds in 1978. Girls improved their
proficiency, and by 1990 they performed at about the
same level as boys, Large gaps in performance still sepa-
rated whites and minorities in 1990, but minorities had
made substantial gains. Compared to 1978, 20 percent
more blacks and 21 percent more Hispanics were
demonstrating proficiency in 1990 with basic overations
and beginning problem-solving.

Of 17-year-olds in 1990, almost all (96 percent) were
able to solve exercises involving basic operations and
bheginning problem-solving. This performance repre-
sented a significant improvement from 1978, when only
92 percent reached this level. Also, 58 percent of the 17-
year-olds demonstrated a grasp of moderately complex
procedures and reasoning, compared to 52 percent in
1978. Minority gains at this proficiency level were pro-
nounced. Hispanics who demonstrated proficiency with
moderately complex procedures increased from 23 per-
cent in 1978 to 30 percent in 1990. The percentage of
blacks virtually doubled—from 17 percent in 1978 to 33
percent in 1990, However, no group showed improve-
ment in proficiency with multi-step problem-solving and
algebra.

NAEP analysts found several encouraging aspects to
the 1990 mathematics assessment findings. First, virtually
all students showed guas in basic mathematics under-
standing, a result that was maintained and even improved
slightly across the assessments. Second, all three ages
showed significant increases in the percentages reaching
the middle levels on the scale, Third, this phenomenon
was most clearly evident in the trend results for black and

Text table 1-2.
Overall mathematics proficiency: 1990

Age
Level Description 9 13 17
Percent
150 Simple arithmeticfacts ......... 99 100 100
200 Beginning skills and
understandings. . ... .......... 82 99 100
250 Basic operations and beginning
problem-solving . .......... ... 28 75 96
300 Moderately complex procedures
andreasoning. . . ............. 1 17 56
350 Multi-step problem-solving and
algebra . ................... 0 0 7

See appendix lable 1-5. Science & Engineering Indicators — 1991
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Hispanie students at all ages. Finally, the trends by gen-
der showed systematic and generally equivalent rates of
progress, with females narrowing the gap that existerd at
age 17 and at the higher scale levels,

On the other hand, concerns continue because few
students demonstrated proficiency at the highest level
and because trends across time show no increase in the
percentage of students learning more advanced material
(Mullis et al. 1991b, p. 102).

State-Level Student Achievement. As part of the
1990 NAEP, states and territories could, on a voluntary
basis, participate in the mathematics assessment of
eighth graders.! The 1990 Trial State Assessment
Frogram results showed that eighth grade students in 11
states scored an average of 270 points or higher. (See
appendix table 1-7)) Eighth grade students in North
Dakota attair.ed the highest average score of 281, but
North Dakota, Montana, lowa, Nebraska, Minnesota,
and Wisconsin had similar overall average proficiency.
These six states also were the only ones where one-fifth
or more of their eighth grade students demonstrated a
grasp of problems involving fractions, decimals, per-
cents, and simple algebra (level 300). Cther states with
relatively high average proficiency scores were New
Hampshire, Idaho, Wyoming, Oregon, and Connecticut.

Considerable differences in overall average mathemat-
ics proficiency separated cighth grade students in the
higher performing states from those in the lower scoring
states. The higher performing states tended to have
fewer students in cities with large populations, fewer stu-
dents in free lunch programs, smaller percentages of
black and Hispanic students, smaller percentages of stu-
dents with both parents at home, and smaller percent-
ages of students watching 6 or more hours of television
each day. Higher performing states also tended to be in
relatively less densely populated areas. The lower per-
forming states tended to be in the Southeast.

Geography Achievement

As previously indicated, a national education goal iden-
tified by the President and the Nation's governors is
demonstrated student competence and understanding in
geography. In 1988, the NAEP Center of the Educational
Testing Service tested high school seniors on their know-
ledge of four areas of proficiency in geography—location
and place, skills and tools, cultural geography, and physi-
cal geography.? The assessment results showed that,
overall, U.S. high school seniors had a weak grasp of
geography.

Students were most proficient in locating major coun-
tries. For example, 87 percent could identify Canada on a

IAltoggether, 37 states, the District of Columbia, Guam, and the TS,
Virgin Islands participated in the mathematics assessment,

“The 1988 geography assessment (Allen et al. 1990) was based on a
national probability sample of more than 300 public and private
schools across the United States,
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world map; 87 percent also knew where the Soviet Union
was located. But when they were asked to identify cities
anu land features, only 58 percent could locate Jeru-
salem on a regional map, and just 36 percent knew that
Saudi Arabia borders on the Persian Gulf and the Red
Sea. (Note that this study was conducted before the Gulf
War.)

Students also did not do well on questions testing geo-
graphy skills and tools. For example, when shown a dot
map of population distributions in Europe, India, China,
and Japan, almost one-quarter of the test-takers indicated
that the map represented abundanc: of mineral deposits;
only one-half recognized that the map represented popu-
lation concentrations.

Students performed relatively well on questions involv-
ing cultural geography, particularly when the questions
related to events and locations featured in the news, Thus,
79 percent appeared to understand the primary way to
control acid rain, and 69 percent identified a risk to the
environment resulting from the use of pesticides. Scores
declined, however, when questions probed for more
indepth understanding. Only 59 percent recognized the
consequences of cutting down the rain forests, and only
53 percent identified a cause of the greenhouse effect.

Finally, in terms of physical geography (climate,
weather, tectonics, and erosion), most students could
recognize major features, but a surprisingly large minor-
ity could not. For example, only about two-thirds of the
students knew the cause of the Earth's seasons, and just
three-fifths recognized evidence of faulting in a cross-
sectional drawing depicting a sharp fracture in the
Larth's crust.

Achievement by Females and Minorities. Signifi-
cant disparities in geography proficiency existed be-
tween white students and their black and Hispanic coun-
terparts. Whites scored an average of 43 points above
blacks and almost 30 points above Hispanics. The aver-
age performance of 12th grade males was about 16
points higher than that of their female classmates (Allen
et al. 1990). Of the subject matter performance assess-
ments conducted by NAEP in 1986 to 1988, the largest
gap between average performance of males and females
was in geography.*

Geography Coursework. As part of the 1988 geogra-
phy assessment, students were asked to report on their
geography coursetaking and the extent to which they
had studied in class the topics covered in the assessment.
The information received suggested two conclusions:

o Qverall, geography was not emphasized in U.S.
high schools.

¢ As the amount of time devoted to the study of spe-
cific topics increased, student performance in these
topic areas also rose (Allen et al. 1990).
National assessments were conducted during 198688 in reading,
mathematics, science, UUS, history, civies, and geography.
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The first conclusion is borne out by an analysis of high
school transcripts (Westat 1988). Analysis showed that
only 16.5 percent of all high school graduates had carned
at least 0.5 credits in geography in 1987, approximately
the same percentage of graduates as in 1982, Also, in a
survey conducted in 1988, only nine states reported that
they required students to take a geography course before
they graduated from high school (CCS50) 1988).

International Context of Achievement

International comparisons of science and mathematics
achievement have consistently found that students in
Japan, Korea, and Hong Kong scored far above U.S. stu-
dents in middle school or high schoal (McKnight et al.
1989 and Lapointe, Mead, and Phillips 1989). Studies
examined differences in school coverage of the test top-
ics and found that Asian countries covered more of these
subjects in school than did the United States. However,
not all of the differences in student performance could
be attributed simply to classroom coverage of test topies.
Other factors were also found to be important, as
described below.

A recent study assessed children’s mathematics
achievement in the first and fifth grades in three large
metropolitan areas: Sendai, Japan; Taipei, Taiwan; and
Minneapolis, Minnesota.! The researchers tested stu-
dents’ cognitive abilities, observed them and their teach-
ers in classrooms, and interviewed the children and their
mothers and teachers.

The researchers examined the children’s achievement
in relation to three major factors: their intelligence, their
experiences in school, and their experiences at home.
Based on a battery of cognitive tests, the researchers
found no evidence that children in the two Asian cities
were more intelligent than those in Minneapolis. They
did find, however, that Minneapolis children were at a
relative disadvantage in mathematics as early as the first
grade. Because these differences in performance
appeated so early in children’s schooling, researchers
concluded that factors at home as well as at school must
be responsible for them. Upon further analysis of the
study results, the researchers identified several factors
that appeared to underlie the relatively poor mathemat-
ics performance of Minneapolis children; these are
described below.

Time Devoted to Academic Activities. There were
significant differences in the amounts of tinie given to

“This stady was conducted with 1,440 students attending elementary
schools in Uie three cities (240 first gradees and 240 fifth graders in
each city). The children were selected from 20 elassrooms at cach
grade in cach city mud constituted a representative sample of children
from these classrooms. Tna followup study, first graders were siudied
agatinn when they were in the fifth grade. The children were tested with
achicvement tests in nathematies and reading constructed specifically
for this study, the children and their mothers were interviewed, the
chitdren's teachers filled vut i guestionnaire, and interviews were held
with the principals. In the followup study, achievement tests were
adininistered, and the childven and their mothers were interviewed,

,er more information, see Stevenson and Shin-Ying (1990),
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academic activities in classrooms in the two Asian cities
and in Minneapolis. The percentage of time so devoted
in Minneapolis classrooms was 64 percent, compared
with 87 percent in Sendai classrooms and 92 percent in
those in Taipei. Minneapolis fifth graders averaged 20
hours a week on classroom academic activities; fifth
graders in the two Asian cities spent 33 and 40 hours,
respectively, on such activities.

In Minneapolis classrooms. more of this academic
time was dedicated to reading and language arts than to
mathematics.” In the first grade, 2.7 hours were spent on
mathematics instruction in Minneapolis compared to 4.0
hours in Taipei and 5.8 hours in Sendai classrooms. In
the fifth grade, 3.4 hours of mathematics were taught in
Minneapolis classrooms compared with 11.7 hours in
Taipei and 7.8 hours in Sendai. Thus, on average, chil-
dren in the two Asian cities spent over twice the amount
of time on mathematics in the classroom as did Minne-
apolis children. (See figure 0-13 in Overview.)

Mothers’ Goals and Standards for Academic
Achievement Unlike the mothers surveyed in the two
Asian cities, Minneapolis mothers—although interested
in their children's education—were less prone to require
their children to demonstrate high levels of academic
achievement. Minneapolis mothers generally became
dissatisfied only when their children’s school perfor-
mance was well below average. On the other hand, aca-
demic performance dominated the attention of mothers
in the two Asian sites, although they focused their con-
cerns on different aspects of achievement. Sendai moth-
ers, recognizing that grades have little relevance in
Japan in gaining admission to prestigious schools, were
most concerned that their children learn the information
necessary to pass entrance examinations. For their part,
mothers in Taipei viewed high grades as the primary
measure of success in elementary school.

Children’s Perceptions of Their Own School
Achievement. In self-ratings of how well they were
doing in their mathematics schoolwork, Minneapolis
children tended to give themselves the highest ratings,
but they actually did less well on achievement tests of
mathematies ability than the children in Taipei and
Sendai. In ratings of their mathematics achievement in
school, Sendai and Taipei fifth graders tended to rate
themselves as near average, while Minneapolis fifth
graders gave themselves the highest ratings.

In this regard, some of the strongest correlations ob-
tained in the study were between the children's ratings
of how good they thought they were in a subject and
how much they liked the subject. Children clearly liked
the subjects in which they thought they were doing well
and disliked the subjects in which they thought they

These samie priorities are favored by American parents who may
not appreciate the importance of mathematics in their children’s later
education and work. Ininterviews. American mothers cited reading as
the subjeet that should receive increased emphasis in school,
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were doing poorly. Why did the children in Minneapolis
like mathematics and believe that they were good at it?
The researchers concluded that the answer seemed to
be that the mathematics curriculum in Minneapolis
schools was casier than those of the two Asian cities.
Analvses of mathematics textbooks used in the three
cities seemed to support this conclusion. For example,
mathenuatics concepts tended to be introduced some-
what earlier in Sendai than in Minneapolis schools,

Roles of Mothers. The rescarchers gained the fm-
pression that Minneapolis mothers were dedicated to
their children's development during their preschool
years but that they abdicated some of their responsibili-
ties to the teacher once the children entered school.
This tendency was the opposite of what occurred in
homes in the two Asian cities. In all three cultures, the
preschool years were a time of freedom and indulgence,
and there was no great concern about the child's learn-
ing academic skills. But from the time that the child
entered school in Taipei and Sendai, the child, the moth-
er, and the teachers began the serious task of education.
The more vears the child was in school, the stronger the
emphasis on academic activities became. On the other
hand, for the children in Minneapolis, the transition into
elementary school was less notable—from the time that
they entered school, their lives were not encumbered by
strong demands for academic excellence or homework,
and there was little increase in demands during the 6
years of elementary school.

Ability Versus Effort in Student Accomplishment.
Minneapolis mothers identified individual ability as one
of the most important factors in academic performance, In
contrast, mothers in the two Asian cities emphasized
effort over ability in academic achievement. In other
words, parents of schoolchildren in Minneapolis held that
children of high ability need not work hard to achieve and
that children of low ability would not achieve regardless of
how hard they worked. The Asian parents, on the other
hand, considered effort and self-discipline essential to
accomplishment.” The researchers coneluded that when
parents believed that success in schooi depended more on
ability than hard work, they were less likely to foster par-
ticipation in activities related to academic achievement,
i.e., requiring that their children spend time on homework
and participate in after-school scholastic activities,

Not surprisingly, the children in the two Asian sites
spent considerably more time on homework at hoth the
first and fifth grade levels than the Minneapolis
schoolchildren (Stevenson et al, 1990). According to esti-
mates made by mothers of the schoolchildren, Sendai

“The rescarchers tound no evidenee in schools in Fapan and Faiwan
of gronping of students within grades according to fevel o abilite nor
were there speciat edneation teachiers or special elasses tor slow leam
ers, The researchers conctuded that the Asian teachers sineerely
believed that alt chitdren at the elementary level were capable of mias-
tering the curricuhom and that academic success was within the grasp
ol alt children it they applied themselves to their schootwork
(Stevenson etal, 1990),
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first gradecs spent more than 4 times as much time
doing homework as first graders in Minneapolis; chil-
dren in Taipei spent 10 times as much as the Min-
neapolis children. At the fifth grade level, Sendai chil-
dren still spent over 50 percent more time and Taipei
children spent over 336 percent more time than did their
Minneapolis counterparts. (See figure 1-7.)

Top Mathematics Test Scorers

Although overall trends in science and mathematics
interests and coursetaking are useful, the science and
engineering (S&L) preferences of talented high school
students are particularly significant because these individ-
uals represent a major source of future scientists and engi-
neers. This section examines data on the proportion of
top-scoring high school seniors (i.e., those scoring above
the 90th percentile on the quantitative Scholastic Aptitude
Test—SAT) who intend to pursue a college major in sci-
ence, mathematics, or engineering, Although many high
school seniors change their major field of study after they
enter college, the SAT data serve as an approximation of
how well the S&E professions are attracting high school
senors (Grandy 1990a, p. 4). Generally, the decision not
to major in an S&E field means that students will not conr
tinue to acquire the skills necessary to move into these
fields at a later time.

Of high school seniors who scored above the 90th per-
centile on the SAT quantitative exam in 1990, about 46
percent intended to major in S&E fields in college. (See
figure 1-8.) By gender, 55 percent of all top-scoring
males and 38 percent of top-scoring females planned to
pursue an S&E major. Engineering was the S&E field
selected by the largest proportion of top-scoring stu-
dents regardless of gender, accounting for one-fifth of
the total.

Figure 1-7.
Mothers’ estimates of time spent by their children
on homework
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SOURCE: H.W Stevenson and L. Shin-Ying. Contexts of Achieve-
ment. Monographs of the Society for Research in Child Development.
Serial No, 221. Vol. 55. Nos. 1-2 (1990).
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Figure 1-8.

Intended majors of high school seniors scoring above the 90th percentile on the mathematics SAT: 1990
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See appendix table 1-8.

Overall, the proportion of top-scoring students intend-
ing to major in S&E fields increased by 6 percentage
points from 1977 to 1990, (Sce appendix table 1-8.) From
1977 to 1987, interest in an engineering major increased,
rising from 14 to 23 percent. Concurrently, interest in
majoring in science ficlds declined until 1986, from 27 to
23 percent. Beginning in 1986, however, these trends
began to reverse: interest in science and mathematics
grew while interest in engineering dropped slightly. A
precipitous dron occurred in the number intending to
major in the computer sciences; interest in this field
declined from a peak of 10 percent in 1983 to 3 percent
in 1990.(See figure 1-€)) In non-S&E fields, business
grew the most significantly, from 7 percent in 1977 1o 15
percent in 1989,

Over these vears, fewer top-scoring examinees indi-
cated that they were undecided about their major ficld.
In 1977, more than one-third of these students said that
they were undecided about their college major, com-
pared with 29 percent in 1984, and 19 percent in 1990,
Thus, the growth in interest in some fields reflects a
greater tendency for students to choose a field at all.

Disaggregating the data by gender and racial/ethnic
group reveals that over this period groups traditionally
underrepresented in engineering were showing increas-
ing interest in this field. (See appendix tables 149, 1-10,
1-11, and 1-12.) For example, the proportion of top-scor-
ing black females intending to major in engin- -ring dou-
bled from 7 percent in 1977 to 14 percent in 1990,
Similartv, black males interested in an engineering major

Q
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Figure 1-9.
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increased from 21 to 34 percent over the same period.
The comparable portion of white females rose from 5
percentin 1977 to Y percent in 1990,
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S&E Interests of Secondary School Students

Why do some American secondary students develop a
preference for a career in science, mathematics, or engi-
neering (SME) and pursue courses toward that objec-
tive? The Longitudinal Study of American Youth (I.SAY)
was launched in response to this question, to determine
the relative contributions of family, peers, teachers,
classroom experiences, and school climate in shaping
student preferences.’

Each semester, students were asked to list the two
occupations they thought they would most likely be pur-
sting at age 40, Students who chose scientist, mathe-
matician, engincer, or a graduate-cducated medical pro-
fessional as their first or second choice were classified as
having a preference for an SME career.,

Nearly 30 percent of seventh grade students—33 per-
cent of males and 25 pereent of females—expressed a
preference for an SME carcer, but these pereentages
declined steadily throughout the remaining middle school
and high school years. (See figure 1-10.) Morcover, the
percentage of female students expressing a preference for
an SME career declined at a faster rate than that for male
studeits. By the 12th grade, fewer than 1 in 4 male stu-

1SAY was a national probability sample of 6000 students in 50 mid-
dle schools and 50 high sehools, Students were followed in eacly vear of
their middle sehool and high school vears and were administered sci-
ence and mathemitics achievement tests cach fall. Questiomnaires were
filled out by cach student in the samples to obtain course eviduation and
attitudinal data, In addition, approximately 1,000 teacher reports were
collected cach vear on all science and mathematies courses taken by
students in the sample, and telephone interviews were condueted each
spring to obtain family background information on cach LSAY student.
LSAY was conducted at the Public Opinion Laboratovy from fall 1987 to
{4l 1990,

Figure 1-10.
High school student preferences for careers in
science, mathematics, or engineering: 1987-90
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SOURCE: J.D. Miller, et al., Student Expectations of Careers in
Science. Mathematics, or Engineering: Some Models from the Longi-
tudinal Study of Amenican Youth, draft report to the LSAY National
Advisory Committee (DeKalb, IL: Northern itinois University, 1990).
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dents and only about 1in 10 female students expressed an
interest in an SME career (Miller et al. 1990),

The LSAY researchers found that the selection of an
SME carcer in secondary school was a complex decision
reflecting a wide array of influences, including

e Parent encouragement and pressure 1o achieve aca-
demicaly, to go to college, and to do well in mathe-
matics;

e Parental resonrces, which refleet the level of parent
education, availability of home learning resources,
and employment of either parent in science or engi-
neering;

o Student gender; and

o Persistence ' mathematics—during high school in par-
ticular, persistence in advanced mathematics became
a major predictor of SME career expectations,

The relative impact of these influences changed over
time. For example, during the middle school years, stu-
dents were uncertain about longer term career choices,
and the expectation of an SME career was weakly associ-
ated with parent encouragement and parental resources.,

In high school, as more students began to arrive at
firmer conclusions about their carcer choices, parent
encouragement, student gender, and persistence in
mathematics all became inereasingly important predie-
tors of an expected carcer in SME. By grade 10, the
influence of parent encouragement was evidenced by an
increased likelihood of higher grades in science and

) mathematics courses and persistence in advanced math-
ematics courses. Students with higher levels of parental
resources were significantly more likely to enroll in
advanced mathematics courses, to participate in informal
science education, and to earn higher grades in science
courses,

Parent encouragement was especially important in the
formulation of carcer expectations of high school girls.
This result suggested that among families with higher
levels of resources, males might tend to see an SME
career as a natural and reasonable choice, but females
needed more encouragement to choose a career in a tra-
ditionally male-dominated field.

Course Enroliment in Secondary Schools

Recent research demonstrates the critical role that en-
rollment in particular courses in high school has on col-
lege attendance and completion rates among students,
including minority and poor students. Accordingly,
increased course requirements in a core of academic sub-
jects was a central theme of educational reforms in the
1980s. However, a report that reviewed the coursetaking
patterns of students between 1982 and 1987 concluded
that while some states succeeded overall in strengthen-
ing their core high school curriculum. “the coursetaking
requirements leave room for improvement in closing the
gap among subgroups at all levels and in reducing differ-
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ences that result from disparate social and economic
backgrounds™ (ETS 1989, p. 17).

Enroliment Trends Over Time. Over the 25 years
between 1965 and 1990, course enrollments in high
school science and mathematics increased significantly
following an initial decline. These trends reflected two
distinct periods in American education. From the late
1960s until the late 1970s, the high school curriculum
was undergoing increasing liberalization, resulting in a
system in which students gained greater choice about
what they studicd. Subsequently, for several years after
the late 1970s, high schools continued to offer a wide
variety of courses, but students began to concentrate
their coursetaking in more traditional academic courses.
More substantial growth in academic coursetaking
occurred after the early 1980s, when the states and local
education agencies increased their graduation require-
ments to encourage achievement of academic excellence
(Tuma et al. 1989).

As a result of these trends, the number of credits
earned in science and mathematics was higher in 1987
than in 1969. (See text table 1-3.) The courses contribut-
ing most heavily to this increase were generally more
advanced and core courses.” For example, in science, biol-
ogy and chemistry had the most significant increases in
eredits carned. By 1987, nine-tenths of all high school
graduates had taken a course in biology, and just under
half (45 percent) had taken chemistry. Physics enrollment
also increased. albeit not so dramatically: by 1987, one in
five students took physics. (See figure 1-11.) In mathemat-
ics, the courses showing the greatest increases in credits
carned between 1982 and 1987 were geometry and alge-
bra 2. (See figure 1-12.)

“These data were deawn from a national sample of transeripts from
four studies of high schoaol students: the Educational Testing Service's
Study of Academic Prediction and Growth (1969), the National
Longitudinal Survey of Labor Foree Experience—Youth Cohort (1975
TR and 197980, High School and Beyond (1982), and the NAED tran
seript study (1987).

Text tabie 1-3.
Average number of course credits earned by high
school graduates in science and mathematics

Science credits Math credits
1969..........0 0t 2.23 247
1975-78 . ... ... .. 2.26 2.35
1979-81 ............ 2.18 2.44
1982, . ... . v 217 2.55
1987 . ... 2.51 3.02

SOURCE: J. Tuma. A. Gifford, D. Harde. E.G. Hoachlander, and
L. Horn, Course Enroliment Patterns in Public Secondary Schools,
1969 to 1987 (Berkeley, CA: MPR Associates, Inc., 1989).
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Figure 1-11.
High school 1982 and 1987 graduates who earned
science course credit

Percentage of graduates earning credit
100

80
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40

20

Biology Chemistry Physics

SOURCE: Westat, Inc., Tabulations: Nation At Risk Update Study as
Part of the 1987 High School Transcript Study (Rockville, MD: 1988).
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In the 1990 NAEP science assessment, general sci-
ence and biology were the only courses reported by a
majority of 17-year-olds as having been studied for at
least 1 year. (See appendix table 1-13.) Only 1 in 10 of
the students reported taking physics for a year or more.

Figure 1-12.
High school 1982 and 1987 graduates who earned
mathematics course credit

Percentage of graduates earning credit
100

| g§ 1982
gl 772 M 1987 |

60
40

20

Algebra1 Geometry Algebra2 Trigonometry Calculus
(1credit) (1 credit) (0.5 credit) (0.5 credit) (1 credit)

SOURCE: Westat. inc., Tabulations: Nation At Risk Update Study as
Part of the 1987 High School Transcript Study (Rockville, ML: 1988).
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Compared with 1982, significantly higher percentages of
students reported having studied physical science, earth
and space sciences, biology, and chemistry, with the
largest increases occurring in chemistry and biology.
The ..ational trends were similar for both males and
females and for white, black, and Hispanic students.

In mathematics, the NAEP assessment showed that
higher percentages of 17-year-old students took upper-
level courses sucl as algebra 2 in 1990 than in 1978.
(See appendix table 1-14.) Thus, in 1990, more students
completed the sequence of algebra 1, geometry, and
algebra 2 than in 1978, Only relatively small numbers of
17-year-old students—6 percent in 1978, 8 percent in
1990—reported having taken precalculus or calculus.

State-Level Enroliment. A study conducted in the

.1989/9() school year by the Council of Chief State School

Officers (CCSS0) indicated that secondary enrollment
in biology had increased, while enrollment in chemistry
and physies had essentially leveled off. The CCSSO
study also found substantial differences in enrollment in
secondary science courses among the states.” Chem-
istry, considered a gatekeeping course for continuing
studies in science fields, ranged in enrollments from 26
percent (Idaho) to 62 percent (Connecticut). (See
appendix table 1-15.) Eighteen of thirty-eight states had
higher rates of enrolliment in chemistry than the national
average (40 percent). In first year physics, the state per-
centages varied from 10 percent in Oklahoma to 36 per-
cent in Connecticut.

In mathematics, the CCSSQO data also showed small
continuing increases in three levels, By 1989/90, the
estimated pereentage of students taking algebra 1 had
increased to 81 percent, algebra 2 increased to 49 per-
cent, and enrollment in calculus classes increased to 9
percent. (See appendix table 1-16.) One of the important
findings from the CCSSO study is the relatively small
proportion of high school graduates—fewer than one-
half—who took algebra 2. The state percentages of high
school graduates who took algebra 2 varied from 29 per-
cent in Wyoming to 65 percent in Montana.

Enroliment by Females. Differences by gender in
enrollments in both science and mathematics decreased
over time. (See appendix tables 1-17 and 1-18.) In mathe-
matics, males earned an average of 0.5 credits more than
females in 1969, but by 1987 this difference had nar-
rowed to 0,09 credits. Only slight differences separate
males and females in the number of science credits
carned. However, coursetaking patterns differ by gen-
der. For example, in 1987, females tended to earn more
credits in biology, and males tended to earn more credits
in physics.

Enroliment by Minorities. Asian students earned
consistently more science and mathematics credits than
any other racial/ethnic group, especially in chemistry
and physics. (See figures 1-13 and 1-14.) Whites also

Data on course enrollment were reported by 38 states,
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Figure 1-13.
High school 1987 graduates who earned science
course credit, by race/ethnicity

Percentage of graduates earning credit

100 9
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80} ]
& Black

@ Asian
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Cheist Physics

Biology

SOURCE: J. Tuma, A. Gifford, D. Harde, E.G. Hoachlander, and
L. Horn, Course Enrolimsnt Patterns in Public Secondary Schools,
1969 to 1987 (Berkeley, CA: MPR Associates, Inc., 1989).
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tenced to earn more scienee credits than black or
Hispanic students. Racial/ethnic differences were not so
pronounced in biology. (See appendix table 1-17.)

In mathematics, the more advanced the course, the
more pronounced the difference in the number of credits
earned by Asian students compared with other
racial/ethnic groups. Between 1982 and 1987, the largest
increases in the number of mathematics credits earned
by Asians were in calculus and algebra. White students
showed large increases in geometry; blacks, in geometry
and algebra; and Hispanic students showed large

Figure 1-14,
High school 1987 graduates who earned
mathematics course credit, by race/ethnicity
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SOURCE: J. Tuma, A. Gifford, D. Harde, E.G. Hoachlander. and
L. Horn, Course Enroliment Patterns in Public Secondary Schools,
1969 to 1987 (Berkeley, CA: MPR Associates, Inc., 1989),
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increases in the number of basic mathematics, algebra,
and geometry course credits earned. (See appendix table
1-18.)

School and Curriculum

This section examines factors that shape how students
are taught—for example, how often they study a subject,
how long they spend during these sessions, what activi-
ties predominate during the classes, and what “track”
they are in. Beginning in grade 8, U.S. students are usu-
ally tracked into one of four kinds of mathematics
classes (remedial, general, enriched, advanced), ani stu-
dents’ achievement typically depends directly on the top-
ics covered in these classes (Hafner and Horn in press,
p. 48). In particular, this section emphasizes how track-
ing and related factors atfect opportunities and access for
groups underrepresented in science and mathematics.

Classroom Activities

As part of the 1990 NAEP assessments, 9-year-old stu-
dents were asked about their participation in several sci-
ence activities in the classroom. These inquiries reflect-
ed research indicating that students learn science more
effectively when they use scientific instruments and
materials. According to the research, students are likely
to begin to understand the natural world if they work
directly with natural phenomena, using their senses to
observe and using instruments to extend the power of
their senses. The NAEP assessments also asked 17-year-
old students about their classroom experience in mathe-
matics. These questions reflected efforts to focus on
mathematical problem-solving and logical/ieasoning
skills, learning to communicate mathematically, and
making connections between the mathematics students
study and its applications in other disciplines and activi-
ties (Mullis et al. 1991b).

The 1990 assessment showed a larger percentage of 9-
year-olds using several types of scientific instruments
(microscopes, calculators, and thermometers) than in
1977. However, the percentage who had done experi-
ments with living plants decreased significantly, and the
percentage of students who had used a scale or done
experiments with batteries did not change significantly.

In mathematics, an attempt was made to find out the
proportion of 17-year-olds who were engaged in active
mathematics learning (for example, participating in dis-
cussions and making reports or completing projects),
rather than passive activities (such as listening to the
teacher and watching him or her do problems on the
heard). The results, termed “disappointing” by the NAEP
researchers, showed that activities generally considered
more student-centered reinained far less prevalent than
listening to teacher explanations, watching the teacher
work problems, or taking tests. (See appendix table 1-19.)
For example, most students reported that they “often” lis-
tened t¢ a teacher explain a mathematics lesson, watched
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a teacher work mathematics probiems on the board, and
took mathematics tests, while only a small fraction of
them reported that they often made reports or did proj-
ects in mathematics (Mullis et al. 1991b).

The NAEP results agreed with earlier surveys. When
elementary and middle school teachers were asked in a
1985-86 survey to indicate what took place during their
most recent science and mathematics classes, responses
indicated that most of the lessons included lecture and
discussion (Weiss 1987). Use of hands-on activities was
far less frequent and became less so the higher the
grade level. Particularly in science, use of hands-on activ-
ities was much more common in elementary science
than in middle school classrooms.

In the National Education Longitudinal Study of 1988
(NELS:88),!" 59 percent of the eighth grade students
were in science classes where their teachers said that
experiments were conducted at least once a week; 41
percent attended classes where teachers said that exper-
iments were seldom conducted. (See appendix table
1-20.)

Other studies have examined how long classroom
lessons tend to last and how much time teachers spend
in total on a subject during a weelz, In the 1985-86
National Sutvey of Science and Mathematics Education,
elementary teachers were asked to indicate the approxi-
mate number of minutes typically spent teaching sci-
er.-e, mathematics, social studies, and reading. Only
one-half of all third graders had science lessons on a fre-
quent basis, and for those who did, teachers reported
devoting an average of only 18 minutes a day to science
instruction. These teachers spent twice as much time on
mathematics instruction and four times as much on read-
ing instruction. In grades 4-6, an average of 29 minutes
per day was spent on science lessons, compared with 52
minutes on mathematics and 63 minutes on reading.

In the 1987/88 Schools and Staffing Survey (5ASS),
elementary teachers were asked how much time they
spent per week teaching four core subjects—science,
mathematics, social studies/history, and English/lan-
guage arts, State-by-state data showed that the class time
spent on science in grades 1-3 varied from 1.3 hours per
week in Rhode Island to 3.5 hours in Texas and, in
grades 4-6, from 2.2 hours per week in Utah to 4.1 hours
in New Hampshire. (See appendix table 1-21.)

The time spent on mathematics/arithr tic in grades
1-3 varied from 4.2 hours per week in Ouio to 6.0 hours

PNELS:88 is a longitudinal survey sponsored by the U.S, Depart-
ment of Education™s National Center for Education Statistics, It sur-
veyed 24,599 students in grade 8 and their parents, teachers, and
school administrators. The student sample was selected from 1,035
public and private schonls representing each of the 50 states and the
Distric f Columbia. The students were administered tests of their
knowledge of eighth grade science and mathematics and other sub-
jects, The sampled subjects are being followed every 2 years through
college and bevond to learn about their progress in school, their aspi-
rations, their employment, and factors that affect their ability to com-
plete their education,

1.
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Several recent studies suggest that enroliment in
certain courses has implications well beyond simple
exposure to a certain body of knowledge. One of these
studies, the LSAY, found a strong positive relationship
between 12th grade students’ ability to engage in
abstract problem-solving and coursetaking in advanced
mathematics (Miller et al. 1990). Specifically, the LSAY
found that students who were enrolled in calculus cours-
es had a much greater ability to solve abstract problems
than those who were enrolled in “low math” courses.
The same study found a similar result, although less pro-
nounced, for science proficiency and student course-
taking: students who took physics were much better at
understanding scientific systems or interacting process-
es than students who took “low science” courses.

Another longitudinal study of eighth grade students,
NELS:88, found that students who were in an algebra or
other advanced mathematics class were almost five
times as likely as students in a regular mathematics class
(in which fractions were taught as a major topic) to be
proficient at higher level mathematics problem-solving.
The same study found that students who were in science
classes where experiments were conducted at least once
a week had the highest scores on science achievement
tests, while students who were in classes that only con-
ducted experiments once a month or less had the lowest
scores (Hafner and Horn in press).

Analyzing data from the High School and Beyond sur-
vey, a third study found that the best determinant of
future college attendance was enrollment in high school
geometry. Overall, a much lower proportion of minori-
ties than whites attended college within 4 years of high
school graduation. Among students who took geometry,
however, this difference disappeared: 80 percent of black
students in this group attended college, along with 82
percent of Hispanic students and 83 percent of whites.
Even for students at the poverty level, taking geometry
halved the gap in college attendance.

Science and Mathematics Curriculum Related to
Student Learning and College Attendance

Fewer than one-third of students with no algebra or
geometry in high school attended a college within 4
years of graduation, and only about 15 percent attended
a 4-year college. (See text table 1-4.) By contrast, among
students who took both algebra and geometry (about
one-third of the high school population), more than four-
fifths attended college—including community and junior
college—and two-thirds attended a 4-year college within
4 years of graduation. Other high school courses associ-
ated with college attendance (but less so than geoimetry)
were 1 year of laboratory science and 2 years of foreign
language (Pelavin and Kane 1990).

The above information notwithstanding, analyses of
student coursetaking cannot establish causal relation-
ships for either stu' :nt learning or college attendance. It
cannot be determined, for example, whether students
with higher proficiency are more likely than others to
seek out rigorous courses or whether the courses them-
selves strengthen proficiency.

Text table 1-4.

High school 1982 graduates who attended college
within 4 years of graduation, by mathematics
courses taken

Within 4 years
attended . . .

A 4.year

Mathematics courses taken Total Any college college
———— Percent

Allgraduates. . ........... 100.0 55.4 36.9
No advanced mathematics ...  40.0 30.6 14.8
Algebraonly ............. 249 57.2 3241
Algebra and geometry . . .. .. 349 82.6 65.6

SOURCE: S. Pelavin and M. Kane. Changing the Odds: Factors Increasing
Access to College (New York: College Entrance Examination Board, 1990).
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in the District of Columbia and. in grades 4-6, from 3.8
hours in Montana to 6.0 hours in Mississippi.

Tracking has a fundamental impact on what students
study and thus what skills they have an opportunity to
master, particularly in mathematics. The NELS:88 study
found that approximately 29 percent of public school
cighth graders reported attending an algebra or other
advanced mathematics class, 17 percent attended gen-
eral mathematics along with an algebra or accelerated
program, 47 percent attended only general mathematics
class, and 7 pereent attended some sort of remedial

class. Almost all of the eigisth graders reported receiving
science instruction.

Barriers to Minority and Impoverished
Students

Tracking programs—whether advanced or remedial—
have a profound effect on the type of classroom instruc-
tion individuals receive. Those students who have shown
an aptitude for mathematics are often given instruction
in algebra and other more advanced subjects in grade 8.
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Those who have not performed as well frequently have
no access to mathematics classes that stress higher
order thinking; instead, they are relegated to classes
where learning computations involving fractions pre-
dominates. Evidence from the NELS:88 survey suggests
that unequal opportunities to learn mathematics exist at
the eighth grade level (Hafner and Horn in press).

The NELS:88 survey also found that blacks, Hispanics,
Native Americans, and low socioeconomic status (SES)
eighth grade students were all twice as likely as white
students to be in remedial mathematics classes. Slightly
fewer than half of low SES students were in mathematics
classes where algebra was taught as a major topic com-
pared with 75 percent of high SES students; 79 percent
of low SES students and 52 percent of high SES stu-dents
were in classes that emphasized the teaching of fractions
as a major topic. Asian and white students were far more
likely than blacks, Hispanics, or Native Americans to be
in classes where algebra was a major topic. (See appen-
dix table 1-22.)

In science, only about 49 pereent of low SES students
were in classes where experiments were conducted at
least once a week, compared with 72 percent of high SES
students. Asian and white students were more likely
than black, Hispanic, or Native American students to be
in science classes that conducted experiments once a
week or more. (See appendix table 1-20.)

Another recent study (OQakes 1990a) showed that high
percentages of minorities faced several barriers to sci-
ence and mathematics opportunities in secondary
schools. First, their access to high-track science and
mathematics classes diminished as the minority enroll-
ment at their school increased. Second, minority stu-
dents who attended racially mixed schools were more
likely than their white peers to be placed in low-track
classes. Third, minorities tended te have less access to
“gatekeeping” courses at their schools, that is, courses
that are especially important in qualifying students for
college-level work in science and mathematics. !

Minority Enroliment. The first of these barriers is
demonstrated in figure 1-15, which shows the number of
class sections in science and mathematics classified by
the content and level of the class (general, college prep-
aratory, or advanced college preparatory). Generally,
as the proportion of minority students at a school in-
creased, the relative proportion of college preparatory or
advanced course sections decreased.

Low-Track Classes. To determine the likelihood of
minoritics being placed in low-track classes, a recent
study (Oakes 1990a) examined the proportion of sec-
ondary school science and mathematics classes at three

TAnalvses cited here are based on special tabulations of data from
the National Survey of Science and Mathematics Education. For
detailed information on this survey, see Weiss (1987).
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Figure 1-15.
Sections of science and mathematics classes in
high schools, by school racial composition: 1986

Advanced college College preparatory g General
. preparatory class . data class
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SOURCE: J. Oakes, Multiplying Inequalities: The Effects of Race.,

Social Class, and Tracking on Opportunities to Learn Mathematics
and Science (Santa Monica, CA: The RAND Corporation, 1990).
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ability levels (as reported by classroom teachers) and by
the racial composition of the classes, The proportion of
high-ability classes increased significantly as the propor-
tion of white students increased. Two-thirds of all classes
whose minority enrollments were disproportionately
high compared to the schools as a whole were judged by
the teacher to be “low ability,” while more than half of
the classes with relatively high white enrollment were
considered to be “high ability.” Fewer than 1 in 10 of the
classes with relatively high minority enrollment were
classified as high ability by teachers of these classes.
Thus, classes having disproportionately large numbers
of minority students were seven times more likely than
low-minority classes to be identified as low ability rather
than high ability (Oakes 1990a, pp. 23-25).

Gatekeeping Courses. Eighth grade algebra, ninth
grade geometry, and high school calculus courses are
considered “gatekeepers” because of their importance in
the science and mathematics curriculum. Figure 1-16
shows the number of sections of these accelerated math-
ematics courses relative 1o the size of the student body of
schools with high or low minority enrollment. In middle
school, students attending predominantly white schools
had far greater opportunities to take these gatekeeping
courses. Among high schools that offered at least one
section of calculus, racially mixed schools (10- to 90-per-
cent white enrollment) had relatively comparable

S I
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Figure 1-16.

Number of accelerated mathematics class
sections offered, by school racial composition:
1986
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SOURCE: J. Oakes. Multiplying Inequalities: The Effects of Race,
Social Class. and Tracking on Opportunities to Learn Mathematics
and Science (Santa Monica. CA: The RAND Corporation, 1990).
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numbers of sections of calculus per 100 students, but
high-minority schools had far fewer sections than pre-
dominantly white schools.”

Oakes (p. 45) summarizes the study's major findings
as follows:

To the extent that they are enrolled in secondary schools
where they are the majority, low-income students, African-
Americans and Hispanics have less extensive and less
demanding science and mathematics programs available
to them, and they have conside, ably fewer opportunities to
take the critical gatekeeping courses that prepare them to
pursue science and mathematics study after high school.

Teachers and Teaching

The quality of science and mathematics instruction
that students receive is largely determined by the qualifi-
cations of their science and mathematics teachers
(Shavelson, McDonnell, and Oakes 1989, p. 66). Al-
though there is no consensus on what teacher qualifica-
tions are most important for effective teaching—or even
on what constitutes good teaching—it is widely assumed
that teacher competence is related to subject matter
knowledge.

Past research on teacher quality indicators has been
hindered by a general lack of nationally representative

"It should also be noted that this analysis included only high
schools offering calculus, and that only about 30 percent of predomi-
nantly minority schools did o, compared with 80 percent of predomi-
nantly white schools (Oakes 19890a).
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rata bases. However, two recent large surveys of teach-
ers and teaching conducted by the U.S. Department of
Education—'he Schools and Staffing Survey' and
NELS:88"'—permit examination of various indicators of
the backgrounds and qualifications of science and math-
ematics teachers. More specifically, NELS:88 provided
an indicator of teachers' educational background by col-
lecting data on their coursetaking patterns. SASS report-
ed on the match-up between (1) teachers’ educational
hackground and (2) their teaching assignments—a criti-
cal match-up from an instructional quality viewpoint.
This section focuses on these two broad topics—aca-
demic preparation and teaching assignments—to ex-
amine the issue of teacher quality in middle and high
school science and mathematics classes. It also exam-
ines students’ access to qualified teachers and, more
broadly, the issue of teacher supply and demand.

Teacher Training

NELS:88 found a positive relationship between teacher
training in mathematics and student achievement in that
subject. Mathematics proficiency among the eighth grade
students in the survey was set at three proticiency levels:

o Basic—able to perform simple arithmetic opera-
tions on whole numbers;

o [ntermediate—able to perform simple arithmetic
operations with decimals, fractions, and roots; and

o Advanced—able to perform problenysolving, demon-
strate required conceptual understanding, and/or
develop a solution strategy.

Eighth grade students vhose teachers had taken an
advanced course in mathematics (defined as higher than
college calculus) were more likely to be at the highest
proficiency level than those students whose teachers
had taken courses only at the calculus level or below.,
However, the relationship of student achievement to
teacher coursetaking in mathematics education was
mixed and therefore uncertain.

Preparation: Middile School Teachers

SASS data suggest that large numbers of middle
school teachers of science and mathematics could be
classified as misassigned—that is, they may not be
teaching courses appropriate for their training. Such
misassignment can occur for any of several reasons, A
school may, for instance, be too small to have a full-time
chemistry or physics teacher and may assign classes in

CSASS provides a stnapshot of public and priviate elementary and
secondary schools, principals, and other staff during the 1Y87/88
school vear,

SA sample of the sclence and mathematics teachers of the NFLS:R8
students was included as part of the NELS:88 survey, and the college
transcripts of these teachers were obtained to determine their course-
taking patterns. Sec footnote 10 for more information on NELS:88.
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these topics to its biology teacher (Gilford and Tenen-
baum 1990, p. 123). The misassignment, although under-
standable and frequently unavoidable, can affect the
quality of instruction provided.

“Best Qualified” Subjects. According to SASS data,
fewer than half of all middle school teachers of biological
sciences and only about one-fifth of teachers of physical
sciences felt they were teaching the subject for which
they were best qualified. Mathematics teachers were
more sure of the appropriateness of their assignments.
Two-thirds of teachers of middle school mathematics felt
that they were teaching the subject they were best quali-
fied to teach. (See figure 1-17.)

College Coursework. Between 5 and 7 percent of
all teachers of middle school science and mathematics
had not taken any courses in the subject to *~hich they
were assigned. IFrom 37 to 42 percent had taken 1 to 6
college courses, 27 to 35 percent had taken 7 to 12,
and 22 to 26 percent had taken 13 or more college
courses in the subject to which they were assigned.
(See figure 1-18.)

College Majors and Minors. In the sciences, 40 per-
cent of teachers of middle school biological sciences had
majored or minored in tt at subject in college; another 17
percent had majored or minored in science education.
Among physical science teachers (chemistry and physics),
32 percent had majored or minored in that subject in col-
lege, and 16 percent had majored or minored in science

Figure 1-17.
Qualifications of middle school teachers of
science and mathematics: 1488
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Figure 1-18,
Pubiic school teachers who have taken 13 or
more courses in thelr subject fieid: 1988
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SOURCE: National Center for Education Statistics, 1987/88 Schools
and Staffing Survey, special tabulations by the RAND Corporation
for the National Science Fr.undation.
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education. Only 28 percent of middle school teachers of
mathematics had majored or minored in that subje 1in col-
lege; an equal proportion had majored or minored in math-
ematics education.

Preparation: High School Teachers

“Best Qualified” Subjects. Although teachers of
high school science and mathematics appeared to have
better qualifications to teach their assigned subjects than
did their middle school counterparts, more than half of
all teachers of physical sciences felt they were not
assigned to the subject they were best gualified to teach.
About one-quarter each of all teachers of biological sci-
ences and mathematics expressed the same feeling. (See
figure 1-19.)

College Coursework. Four percent of teachers of
science and mathematics had not taken any college
courses in the subjects to which they were currently
assigned. Nearly half of the teachers of high school
mathematics had taken from 7 to 12 classes in college
mathematics. More than 40 percent of physical science
teachers had taken 13 or more college courses in the
physical sciences; about 30 percent each of teachers of
biological sciences and mathematics had taken a similar
number of college courses. (See figure 1-18.)

College Majors and Minors. Most high school science
and mathematics teachers had pursued a college major or
minor in the subject they taught. In niathematics, how-
ever, the proportion of teachers majoring/minoring in
mathematics education was larger than the corresponding

."‘w
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Figure 1-19.
Quallfications of high school teachers of science and
mathematics: 1988
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proportions of science teachers (28 percent for mathemat-
ics education compared with 17 and 16 percent, respective-
ly, for biological sciences education and physical sciences
education). Also, more than one-third of all high school
teachers of physical sciences lacked a college degree in
either the physical sciences or in physical science educa-
tion. This finding is consistent with that of another study of
secondary school teachers of physics (Neuschatz and
Covalt 1988). In the second study, approximately one-third
of all physics teachers were described as having their pri-
mary specialty in physics. Another third had begun their
career in a different field but had taught physies regularly
over the subsequent years; the remaining third were only
occasional teachers of physics.

Access to Qualified Teachers

Based on several measures of teacher qualifications
(e.g., certification in science and mathematics and bach-
elors or masters degrees in these fields), it is clear that
low-income and minority students have less access than
other students to the best qualified science and mathe-
matics teachers. As shown in figure 1-20, secondary
schools with high proportions of economically disadvan-
taged and minority students employ teachers who, on
the average, were less frequently certified to teach sci-
enee and mathematics and were less likelv to hold bach-
elors or masters degrees in these subjects. Moreover,

o
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these teachers were less likely to feel well-qualified to
teach these subjects.

‘The qualifications of teachers of various track levels at
low SES, high-minority, inner-city schools differed sub-
stantially from those of teachers at high-wealth, predomi-
nantly white, suburban schools. (See text table 1-5.) For
example, only 39 percent of the teachers who taught low-
ability classes in low SES, minority, inner-city schools
were certified to teach science and mathematics at the
secondary level, compared with 84 percent of the teachers
at high-wealth, predominantly white, suburban schools.
One of the most notable differences was that low-track
students in the most advantaged schools (high SES,
white, suburban) were likely to have better qualified
teachers of science and mathematics than high-track stu-
dents in the least advantaged schools (low SES, high
minority, inner city) (Oakes 1990a).

Eighty-four percent of public school students in the
NELS:88 study had science teachers who felt well to
very well-prepared to teach science.”™ But low SES stu-
dents in middle schools were twice as likely as high SES
students to have science teachers who felt only ade-
quately prepared to teach science (16 versus 8 percent).
Students in high-poverty schools (those in which more

Pln L ELSES, the teachers were asked to veport how well-prepared
they felt to teach their classes. Their choices were (1) very wellprepared,
(2) well-prepared. (3) only adequately prepared. or (4) somewhat pre-
pared or unprepared.

Figure 1-20.

Degrees and certification of science and
mathematics secondary school teachers,
by school racial composition: 1987
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Text table 1-5.
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Qualifications of secondary school teachers in high- and low-ability classes

Teacher qualifications

_ Low-ablty classes
Low SES,
minority, urban

) High-ability classes )
Low SES, High SES,
minority, urban  white, suburban

" High SES,
white, suburban

s Percentage of teachers -~ - =~ - - -
84

82 73
68 46 78
32 10 48

SOURCE: J. Or’ 3s. Multiplying Inequalities: The Effects of Race, Social Class. and Tracking on Opportunities to Learn Mathematics and Science (Santa

Monica, CA: T s RAND Corporation, 1990).

than 50 percent of students received tree lunches) were
seven times as likely as those in low-poverty schools
(those with no free lunch programs) to have science
teachers who reported they felt only adequately pre-
pared to teach science,

Teacher Supply and Demand

Recently, there has heen increasing concern about
shortages of qualified individuals to teach science and
mathematics at the elementary and secondary school
levels. The factors influencing teacher supply and
demand include

e Changes in student enroliment;

® Changes in schooling policies and practices, ¢.g.,
increased graduation requirements; and

e The number of vacancies resulting from the cre-
ation of new positions and from teacher attrition.*

Changes in Student Enrollment. Because of the
rising number of annual births since 1977, enrollment
will increase in clementary and secondary schools in the
1990s. This "echo™ of the baby boom of the 1950s will
cause increases in the preprimary and 5- to 17-year-old
populations over the next decade (Gerald, Horn, and
Husson 1989). Its ceffeets are already being felt, Speci-
fically, after declining during the early 1980s, total school
enrollment increased to 45.4 million in 1988, Enrollment is
projected to continue to increase, reaching 49.5 million
by the year 2000, Secondary school enrollment alone is
expected to increase from 12.6 million in 1990 to 14.9
million by 2000,

Changes in School Policies. One study examined
teacher supply and demand in relation to current re-

“Although attrition is oltes considered @ component of demand, it is
also largely asupply factor, reflecaig ie decisions of individual teach-
ers about whether to stay in or leave the teaching profession.

Q
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forms at :ne Federal, state, and local levels to improve
the quality of education (Darling-Hammond 1984;. The
researchers concluded that these reforms will soon lead
to critical shortages of qualified teachers unless (1) poli-
cies, such as those dealing with certification, that restrict
the teaching profession are loosened and (2) teaching
becomes an attractive career alternative for talented peo-
ple. Otherwise, the researchers emphasized, schools will
be forced to hire the less qualified to fill teaching vacan-
cies; these teachers will then become the tenured work-
force for the next several generations of schoolchildren,

Attrition—Aging and Retirement. LEvidence from
state time series data showed that relatively few teachers
had been hired because of low attrition rates.”” However,
both hiring and attrition rates are expected to increase
over the next 15 years as midcarcer teachers become eli-
gible to retire and as expected enrollment increases open
more positions and allow for more mobility and promotion
(Center for the Study of the Teaching Profession 1989).

The SASS survey found that, of the approximately
250,000 secondary science and mathematics teachers in
the United States, 19 percent of science teachers and 18
pereent of mathematics teachers were at least 50 years
old. (See figure 1-21.) Thus, the current science and
mathematics teaching force faces the potential of losing
up to 45,000 teachers over this decade through retirve-
ment. The same study also disclosed a relatively low
commitment on the part of many teachers—especially
new teachers—to staying in the teaching profession. For
example, only 39 percent of new mathematics teachers
and 46 percent of new science teachers said they would
remain in teaching “as long as able”™ or “antil eligible to
retire.” And more than one-third of the new teachers
were undecided at the time surveyed as to how long they
would remain in teaching. (See text table 1-6.)

SOher reasons possibly contributing o the low hiring rates include
the refatively stable school-age population in recent vears, lack of state
and local resowrees, and inereased pupilteachoer ratios.
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Attrition—dJob Satisfaction. Following up on a na-
tional sample of science and mathematics teachers from
the 1985-86 National Survey of Science and Mathematics
Education, Weiss and Boyd (1990) found that an average
of 13,000 science and mathematics teachers left the pro-
fession annually. The annual rate of attrition for science
and mathematics teachers (4.5 percent) was relatively
low when compared with rates in otiier service profes-
sions such as nursing and social work. Nevertheless, at
this rate, hall of the current science and mathematics
teaching corps will need to be replaced in 15 years.

‘The study researchers discovered that many current sci-
ence and mathematics teachers were dissatisfied with vari-
ous aspects of their jobs, citing adverse working condi-
tions, student-related issues such as discipline problems,
lack of adequate administrative support, low salaries and
benefits, and a general lack of professional prestige. The
followup study indicated that many teachers were dissatis-
fied with their salaries. (See figure 1-22.) Although fewer
than 1 in 10 teachers named salaries as what they liked
least about teaching, more than half cited higher teacher
salaries as the single most important factor for teacher
retention.

Figure 1-21.
Age distribution of science and mathematics
secondary school teachers: 1988

Science

Mathematics

SOUKRCE: National Center for Education Statistics, 1987/88 Schools
and Staffing Survay, special tabulations by the RAND Corporation for
the National Science Foundation.
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Text table 1-6.
Plans of secondary school teachers of science and
mathematics to remain in teaching

Science Mathematics
All New All New

Teaching plans teachers teachers teachers teachers

e - POICOAL - e
Total............ 100.0 100.0 100.0 100.0
Remain as long
asable .......... 274 34.3 25.7 30.4
Remain until eligible
for retirement . . . . . . 388 11.2 38.7 8.3
Probably continue
unless samething

better comes along.. 13.9 13.8 1741 225

Definitely plan to leave
assoonascan..... 5.0 9.6 3.5 2.2

Undecided at this time  14.8 3.2 16.0 36.7

SOURCE: National Center for Education Statistics, 1987/88 Schools
and Staffing Survey. special tabulations prepared by the RAND
Corporation for the National Science Foundation.
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Other recent studies indicate that salarivs and the
opportunity to earn higher salaries in business and indus-
try influence the median length of time that teachers
remain in the teaching profession (Murnane and Olson
1989 and 1990). Analyzing data in teacher files in North
Carolina, Michigan, and Colorado, researchers con-
cluded that, depending on the state, an annual salary dif-
ferential of $2,000 might induce teachers of science and
mathematics to remain in the profession from 1to 2 years
longer than generally expected. New teachers were par-
ticularly susceptible to the influence of salary on career
decisions. For example, chemistry and physics teachers
who command higher salaries in nonteaching occupa-
tions were almost twice as likely to leave teaching during
the first year of teaching as were social science teachers.

The Policy Context

National Initiatives and Reform Movements

Nationwide concern about the shortcomings of the
American educational system sparked an unprecedented
level of state activity during the 1980s. In almost every
state, the education reform movement resulted in new
legislation or state hoard regulations to increase stan-
dards for students; revise teacher licensure, training,
and compensation practices: and/or enhance informa-
tion about school performance (Fuhrman and Elmore
1990). In the wal e of statedevel efforts, national organi-
zations established their own reform movements,
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Figure 1-22.
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SOURCE: I.R. Weiss and S.E. Boyd, Where Are They Now?: A
Follow-up Study of the 1985-86 Science and Mathematics Teaching
Force (Chapel Hill, NC: Horizon Research, Inc., 1990).
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This section describes significant, ongoing national
and state initiatives to improve education quality, particu-
larly in the area of science and mathematics. It also cov-
ers the effects of state-level reform on local education
entities and classroom practices and highlights a special
survey of state legislators gauging their ree ctions to edu-
cational reforns,

The Federal Role

In 1989, the President and the 50 state governors adopt-
ed six ambitious national education goals, three of which
related directly to precollege science and mathematics,
(See “Students: Achievement, Interest, and Coursework,
p. 16) In addition, the President and governors provided
policy guidance by developing specific objectives for each
goal, with the following related specifically 1o precollege
science and mathematics:

ERIC
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The academic performance of elementary and sec-
ondary students will increase significantly in every
quartile, and the distribution of minority students in
cach level will more closely reflect the student pop-
ulation as a whole,

e The percentage of students who demonstrate the
ability to reason, solve problems, apply knowledge,
and write and communicate effectively will increase
substantially.

e Mathematics and science education will bhe
strengthened throughout the system, especially in
the early grades.

e The number of teachers with a substantive back-
ground in mathematics and science will increase by
o0 percent.

e Every major American business will be involved in
strengthening the connection between education
and work.

o All workers will have the opportunity to acquire the
knowledge and skills, from basic to highly techni-
cal, to adapt to emerging new technologies, work
methods, and markets through public and private
educational, vocational, technical, workplace, or
other programs.

To coordinate the Federal portion of this effort, the
Committee on Education and Human Resources (CEHR)
was establishea in May 1990 under the Federal Coordi-
nating Council for Science, Engineering, and Technology.
The committee’s initial challenge was to develop a system-
atic, comprehensive, nd accurate inventery of existing
Federal programs and budgets and to prepare a coordinat-
ed program budget for fiscal year (I5Y) 1992.

The committee established the following four budget
planning priorities for the precollege level:

o Teacher preparation and enhancement;

o Curriculum and materials development, research in
teaching and learning, program evaluation, dissemi-
nation, and technical assistance;

» Comprehensive programs/organization and sys-
tematic reform; and

o Student incentives and opportunitics.

Throughout its planning, CEHR particularly empha-
sized (1) precollege education and (2) increasing the
participation of groups currently underrepresented in
science and mathematices fields,

Of the total IY 1992 budget request, 65 percent—
$1.94 hillion—was in precollege science and mathemat-
ics. Precollege activities accounted for S660.6 million, or
34 percent of the total (FCCSET 1991). The 1992 request
represented a 28-percent increase over FY 1991 and a U2-
percent increase over FY 1990, (See figure 1-23.) The
Department of Education and NSIF accounted for nearly
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Figure 1-23.
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SOURCE: Federal Conrdinating Council for Science, Engineering,
and Technology. By the Year 2000: Report of the FCCSET
Committee on Educ:ition and Human Resources, budget summary
and final repont, FY 1992 (Washington, DC: Office of Science and
Technology Policy, 1991).
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86 percent of the FY 1992 precollege budget request.
(See appendix table 1-23.)

Other National Efforts

Several national organizations independently launched
parallel efforts to develop new support structures o help
states and localities promote excellence in science and
mathematics education. These efforts, highlighted below,
include those of the National Council of Teachers of
Mathematics (NCTM), the National Academy of Sci-
ences/National Research Council, the American Asso-
ciation for the Advancement of Science (AAAS), and the
National Science Teachers Association. These organiza-
tions adopted and released standards advocating funda-
mental changes in science and mathematics curriculum
content, teaching approaches, and assessment techniques
that place a strong emphasis o problem-solving and high-
or order thinking skills, These standards also maintain that
all students can learn and that they deserve high-quality
instruction.

National Council of Teachers of Mathematics.
NCTM undertook a monumental effort to set guidelines
fo: mathematics curriculum and assessment. The stan-
dards encourage teaching and learning that (1) rely on
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applications of mathematics to relevant evervday prob-
lems and situations, (2) foster students’ thinking skills,
and (3) push them to use their minds to solve problems
in unfamiliar and new settings and to discover alternative
solutions. These standards also emiphasize the use of cal-
culators, computers, and other tools to relieve the tedi-
um of hand calculations, provide a basis for more com-
plex problem-solving situations, and engage students in
mathematies learning. The standards advocate integrat-
ing teaching with assessment and evaluating what stu-
dents know and how they think about mathematics
(NCTM 1989 and 1990).

National Research Council. NRC (1989) advocated
a revitalization of schoo! mathematics and emphasized
how crucial it is for science, technology, and the econ-
omy that all students receive high-quality education in
mathematics. Also under NRC auspices, the Mathe-
matical Sciences Education Board (MSEB) prepared two
reports on concepts and principles of mathematics, One,
a statement of philosophy and curricular frameworks,
provided a general structure to guide curriculum de-
velopment for the future (MSEB 1990b). The other, on
major strands of mathematical thought, was intended to
stimulate creative development of new curricula that
embody a broad interpretation of mathematics (MSER
1990a). These actions, involving many different
groups—mathematicians, scientists, educators, and
administrators—were intended to form the basis of a
national consensus for new directions in mathematics
education,

American Association for the Advancement of
Science. AAAS (1989) emphasized the benefits of
hands-on science experimentation and recommended
that students engage more actively in “collecting, sort-
ing, catalogir.g; observing, note-taking, and sketching:
interviewing, polling, and surveying; and using hand
lenses, microscopes, thermometers, cameras, and other
common instruments” (p. 147).

Other Efforts. Besides advocating significant
changes in curriculum content, national organizations
sought ways to help promote the changes recommend-
ed. For example, in a joint effort between AAAS and
school districts, teams of teachers and rescarchers at six
sites across the country designed curriculum and school
structures for achieving the goals set forth in AAAS
(1989) (see Rothman 1990, pp. 1, 21).

One current national science reform project is the
Scope, Sequence, and Coordination (SS&C) project coor-
dinated by the National Science Teachers Association.
SS&C s an effort to undo the "layer cake™ approach to
science in which science classes are offered in discipline-
specific classes (e.g., biology, chemistry, and physics)
which are taken by progressively fewer students as they
move into higher grades, SS&C aims to make science
more attractive to students and encourage more stu-
dents—especially minorities and females—to pursue

"o
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S&E earcers. University educators and school teachers
are working together to redesign science programs for
schools in five pilot sites. Changes taking place include
increased integration and coordination of the science
disciplines, science instruction that progresses from the
mostly empirical in the middle school grades to the
increasingly theoretical and abstract in higher grades,
and science courses covering fewer topics to provide stu-
dents with more indepth coverage.

State Reform Movements

To date, numerous education reforms have heen
enacted in every state, These reform efforts vary greatly
in range and scope. but most of them basically address
the need to improve academic standards and upgrade
teacher quality.

Improving Academic Standards. In 1983, the
National Commission on Excellence in Education recom-
mended that high school students take a minimum of
years of English and 3 years each of mathematics, sci-
ence, and social studies in order to graduate. By 1990, 4
states and territories required 3 years of science, and 12
required 3 in mathematics. (See figure 1-24.) States con-
tinued to upgrade their science and mathematics require-
ments. For example, from 1989 to 1990, one state
increased its graduation requirements to 3 years of sci-
ence, and two increased theirs to 3 years of mathematics.

Some local districts require more credits in these sub-
jects for graduation than their states do, and many stu-
dents are taking more science and mathematics credits
than their states require. A study by the Center for
Policy Rescarch in Educaton (CPRE) found that some
distriets had raised their requirements more than they
otherwise would have in order to continue to exceed the
state’s minimum (Fuhrman 1991).

The CPRE study also found that science gained the
most in terms of coursetaking and requirements during
the 1980s. New science soquairements were high relative
to pre-existing coursetaking, and science coursetaking
showed the largest and most consistent gains, Growti
occurred primarily in beginning academic courses like
physical sciences and earth sciences, In mathematics,
fewer students took remedial courses such as basic
mathematics and general mathematics, and more stu-
dents took courses such as pre-algebra and aigebra.

Another study of state policies and coursetaking in sci-
ence and mathematics found that states that required
2.5 10 3 science credits had a median of 9 percent more
students enrolled in seience than states requiring 2 cred-
its or less. The high-requirement states had a median of
4 percent more students taking upper-level science
courses. o2, chemistry, physics, and advanced biology.
There was some evidence that a scieace graduation
requirement above 2 eredits was related to more upper-
level science coursetaking. but the data were not conclu-
sive because of the small number of states with higher
Tvivncv requirements.
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Figure 1-24.
Number of course credits required by states
for high school graduation: 1990
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SOURCE: R.K. Blank and M. Datkitic, State Indicators of Science and
Mathematics Education: 1990 {Washington, DC: Council of Chief State
School Officers, 1991).
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In mathematics, the same study showed that states
requiring from 2.5 to 3 credits for graduation had a medi-
an of 10 percent more students taking mathematics
courses than states requiring 2 credits or less, However,
the high-requirement states had a median of only 2 per-
cent more students taking upper-level courses, i.e.,
gcometry through calculus. These results indicated that,
on average, higher state graduation requirements did
not necessarily lead to substantially more students tak-
ing upper-level mathematics erurses, although there
were a few individual state exceptions to this pattern
(Blank and Dalkilic 1991, p. 1).

Upgrading Teacher Quality. In a study ol state pol-
icy issues pertaining to teachers and teaching, Fuhrman
(1991) reached three conclusions concerning teacher
shortages:

¢ The national problem was not as severe as prediet-
ed in the carly 1980s,

¢ Shortages varied markedly by state, and

o Answers to questions about supply and demand of
science and mathematics teachers varied with the
criterion of teacher quality used.

Many states devised policies to increase the supply of
teachers in science and mathematics. States increased
the pay scale of teachers to retain and attract teachers
and provided loans for students entering training in
shortage ficlds. States also raised requirements for
teacher certification in science and mathematics at

'..
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Although there have been many studies on the atti-
tudes toward education reform of various educational
leadership groiips, little is known about the corre-
sponding attitudes and policy preferences of state leg-
islators. To answer this need, an annual sample survey
of state legislators was launched in 1920 (Miller 1990).

Are New Programs Needed? As part of the study,
the legislators were asked if their states should initiate
any new programs to improve science and mathemat-
ics education. Most of the legislators (80 percent)
thought that some new programs were needed; how-
ever, one in five was not sure what those programs
ought to be.

Among those who could identify specific programs
for improving science and mathematics education,
there was little consensus as to what should be done. A
slim majority advocated solutions related to program
welivery, including increased emphasis on the subjects
in the classroom, longer school days, and longer
school years. The second most popular set of recom-
mendations involved new curricula and materials.
Legislators’ next-cited program preference focused on
improved teacher training and increased teacher pay
to yield better qualified teachers. The two least-cited
program options were increasing state standards or

Attitudes of State Legislators Toward
Science and Mathematics Education Improvements

requirements and establishing science and mathemat-
ics academies and magnet schools.

is Education Sufficiently Funded? When asked
about state financial support, 56 percent of the legisla-
tors indicated that too little was being spent on public
elementary and =«condary education in their states. In
fact, legislators placed elementary and secondary edu-
cation near the top of their list of underfunded state
programs. Only a third of those surveyed indicated
that their states’ educational funding was adequate;
another 8 percent thought that their states were pro-
viding too much support to public education.

Although there was no consensus as to what areas
of education should receive the highest funding prior-
ity, 16 percent of the legislators supported improved
teacher programs. Another 13 percent cited a need for
preschool and elementary school programs.

Interestingly, hardly any of the legislators identified
improvements in science and mathematics education
as the primary target of additional state spending.
Given legislators’ general recognition of problems in
science and mathematics education, this finding could
indicate that most state legislators viewed these prob-
lems as only one aspect of a broader set of educational
reform issues to be addressed.

clementary and secondary levels, Some states passed
alternative certification policies intended to attract non-
certified college graduates to teaching, and many states
instituted mandatory teacher assessments to ensure that
new teachers (and, in two states, all teachers) met stan-
dards for verbal ability, knowledge of their teaching
field, and knowledge of education in general (Blank and
Dalkilic 1991, p. 26).

The age distribution of science and mathematics
teachers indicated little likelihood nationwide of greater
shortages of teachers in these subjects than in other sub-
jects, The fields of chemistry and physics had slightly
more teachers older than age 50 than other teaching
fields, but all the science and mathematics fields had
teachers younger than the average for all high school
teachers. A shortage of science and mathematics teach-
ers could be anticipated in a fow states with much higher
percentages of their teaching force older than age 50
than other states.

In some states, the majority of science and mathemat-
ics teachers majored in college in the subject they teach.
But other states had relatively few teachers with majors
in their subject. About half of 1l high school science and
mathematics teachers had a college major in their
assigned field. In most states, school districts were able

to hire and assign state-certified science and mathematics
teachers, but many of these teachers did not meet higher
standards for preparation such as having a college major
in their assigned field or mecting standards set by profes-
sional societies (Blank and Dalkilic 1991, p. 42).

Impacts of State Reforms: Case Studies

Several assessments of state-level reforms have been
undertaken by individual states, the Center for Poliey
Research in Education, and the Center for the Learning
and Teaching of Elementary Subjects in conjunction with
the National Center for Rescarch on Teacher Education.
In gereral, these assessiments attempt to address some
or all of the following issues:

e Were the policies successful?
o What were the effects of the reforms?
¢ How were reforms implemented at the local level?

e How have policies affected teachers' choices about
teaching practices and course content?

Success of Policies. Some state reforms that were
initially scen as unlikely to be implemented by local
school districts may be vielding more benefits than
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anticipated. For example, both California and South
Carolina have been systematically tracking the effects of
their education reform packages for 4 years. Both sets
of assessments reveal that, although there is substantial
room for improvement, many of the initiatives have been
successfully implemented, have led to important changes
in districts and schools, have raised targeted indicators of
student performance, and have not—as many observers
anticipated—left at-risk students behind (Murphy 1989,
pp. 217-18).

Effects of Reforms. In a study of educational reform
in six states (Arizona, California, Florida, Georgia,
Minnesota, and Pennsylvania) undertaken by CPRE,
investigators concluded that educational reforms to
increase high school graduation requirements exerted a
powerful influence over schooling (Fuhrman and Elmore
1990, p. 86). Among other effects, these reforms led to dif-
ferent course offerings by many districts and schools, new
coursetaking patterns by large numbers of students, more
attention to the knowledge and skills addressed by stan-
dardized tests, and adjustments in teacher assignments.
These changes were effected even though many districts
had already met or exceeded the new requirements.

The study found that many local districts enacted poli-
cies of their own that exceeded the state mandaies. As a
result, low-achieving students were more affected than
others by changes in minimum graduation require-
ments, because higher achieving students were already
likely to be taking courses imposed by new state stan-
dards (CPRE 1990, p. 4). This local activity took a variety
of forms, e.g., enacting policies in anticipation of high
state mandates and using the state policies to achieve
their own district objectives. For example, of the 24 dis-
tricts studied in the 6 states, 10 had a strong form of cur-
riculum frameworks, course syllabi, tests, textbooks, and
(in some cases) teacher evaluation instruments to pro-
duce a more uniform curriculum across district schools.

Implementation of Reforms. According to the find-
ings of the CPRE study, states that had significant effects
on local education agencies appeared to rely more on
multiple mechanisms of influence than on direct control.
The following are examples of successfully used mecha-
nisms of influence.

o Mobilization of professional and public opinion—the
school reform packages of at least four staies in the
CPRE sample were heavily influenced by organized
husiness interests, which mobilized public opinion
around highly visible statements of the rationale for
education reforms.

o Using information about performance to shape the
local school district policy environment—California
and Florida published the results of state perfor-
mance assessments, using their extensive informa-
tion on schooldevel performance to shape the terms
of debate about the success of educational reform
and school effectiveness.
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Effects on Teachers’ Choices. The CPRE study
also found that new state and district policies appeared
to have affected teaching practices less than course con-
tent. States and districts had revised curriculum guides
and frameworks in an effort to lend ereater emphasis to
higher order thinking skills and problem-solving. But
the study evidence suggested that state and district
activity in this area affected teachers only sporadically.
Some teachers adopted new practices, while others con-
tinued to use the same pedagogy and emphasize similar
kinds of knowledge as before.

Problems associated with the implementation of poli-
cies to increase higher order skill teaching included the
fact that only limited resources were devoted to staff
development in this area. Also, laboratory work contin-
ued to play a relatively small role in most science classes
because many schools had inadequate laboratory facili-
ties and lacked chemicals and equipment necessary to
conruct basic laboratory exercises.

Another study focused on changes in elementary
school mathematics classroom teaching practices as
they related to a newly enacted California state policy of
teaching mathematics for understanding.' The policy
reflected an effort to shift mathematics teaching from
mechanical drill and memorization toward reasoning and
understanding. Unlike many similar policies that either
set broad goals or required that certain courses be
taken, the California reform used the concept of instruc-
tional “alignment” to improve mathematics teaching and
learning. In accordance with this concept, che state
recast its curriculum guidelines, textbooks, and assess-
ments to convey clear messages of change to both teach-
ers and students.

The policy challenged basic beliefs about mathematics,
about how students learn mathematics, and about how
teachers perceive their role and conduct their classes.
Based on preliminary analyses, teacher responses to the
new policy appear to vary widely. Several of the teachers
viewed mathematics rather traditionally, as a sequence of
topics to be covered serially. These teachers organized the
new content into the existing structure of traditional school
mathematics. Some teachers saw the policy as a new
source of teaching strategies and fully exploited the poli-
cy's recommendation to transmit material more effectively
through such tactics as classroom games, filmstrips, and
concrete models. Other teachers used these strategies too;
however, these individuals used the strategies as simply a
povel means of capturing students’ attention in memoriz-
ing the traditivnal rules and procedures without giving stu-
dents an opportunity to explore on their own.
Consequently, these teachers, like the first group
described, filtered the new mathematics instruction policy
through the traditional structure of rote learning.

“This study included nine teachers in six different elententary
sehools (ralf of which were ligh SES schools and hall of which were
low) in three different California school districts (Cohen 19960),

S I
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Summary

Following an outpouring of Federal, state, and local
educational reform, overall student achievement in sci-
ence and mathematics since 1977 is beginning to im-
prove—but the levels are only at those attained around
1970, There are positive results in terms of equality of
educational attainment: gaps in performance in science
and mathematics between black and Hispanic students
and their white peers are being reduced. Attainment in
analytical and higher order skills remains low and sub-
stantially unchanged.

Why there has not been more progress is a matter of
continuing national debate. One significant finding in
this regard is that inadequate resources for staff develop-
ment and for laboratory equipment have inhibited effec-
tive implementation of state and district policies to
increase school teaching of higher order thinking and
analyvtical skills,

Numerous national and international studies point to a
number of aggregated and individual variables (most of

Chapter 1. Precollege Science and Mathematics Education

which have been reported in this chapter) that appear to
be positively related to educational success, But no mat-
ter how detailed and careful the statistical analysis,
causal relationships cannot be inferred based on these
data alone—whether students with higher proficiency
seek out more rigorous courses in school and pursue
them with more rigid academic vigor, or whether the
courses themselves strengthen proficiency.

Applebee, Langer, and Mullis (1989, p. 6) draw the fol-
lowing conclusion about the current status and condition
of education in the United States:

American education is at a crossroads, While aca-
demic achicvement appears to be improving after
years of decline, the continuing lack of growth in
higher-level skills suggests that more fundamental
changes in curriculum and instruction may be needed
in order to produce more substantial improvements,
The educational system in this country needs to
extend its focus from the teaching and learning of
skills and content to include an emphasis on the pur-
poseful use of skill and knowledge,
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Chapter 2, Higher Education in Science and Engineering

Higher Education in Science and Engineering
HIGHLIGHTS

Characteristics of Higher Education
Institutions

¢ Research I universities dominate science and en-
gineering (S&E) doctorate production; they also
award a sizable proportion of S&E baccalaureates.
In 1988, research I universities, which accounted for
about one-quarter of the U.S. academic institutions
that offered S&FE doctorate study, awarded two-thirds
of the year's S&E doctorates. The 5 percent of bac-
calaureate-granting schools classified as research I pro-
duced 30 percent of S&E bachelors degrees. See pp.
46-47.

¢ Tracing the baccalaureate institutional origins of
recent S&E doctorate recipients reinforces the sig-
nificant role played by research-intensive universi-
ties. About two-ifths of the people who earned S&IE
doctorates between 1985 and 1990 had received their
bachelors degrees at rescarch-intensive universities.
Another one-quarter received their baccalaureates from
other doctorate-granting institutions. See pp. 47-48.

e Comprehensive I schools are more significant in
baccalaureate and masters S&E education than
in doctoral studies. Roughly 29 percent of S&I
bachelors degrees and 21 percent of masters degrees
were granted by comprehensive 1 schools in 1988, In
contrast, these schools accounted for about 1 percent
of S&I doctorates. See pp. 46-47.

Undergraduate Students

¢ In the late eighties, female undergraduates out-
numbered males, and the proportion of under-
graduates in their late 20s or older continued to
grow. Despite declining enrollments by the traditional
college-age group (18 to 21-year-olds) in the eighties,
undergraduate enrollments increased by almost 2 mil-
lion. Some of this increase was due to greater partici-
pation in higher education by females, particularly
older females. In 1988, females represented over hall
of both undergraduate enrollment and high school
graduates. See p. 48.

¢ Increasingly, undergraduates have been enrolling
part time and attending 2-year institutions. Part-
time students made up over 40 percent of undergrad-
uate enrollment in 1988; this proportion was up from
25 percent 10 years earlier. Enrollments in 2-year col-
leges have also risen significartlv, accounting for
more than half the growth in ov . undergraduate
enrollments in the last 10 years. See p. 48.

Freshman Characteristics

¢ Among freshmen intending to major in S&E fields,
the proportion choosing natural science steadily
declined in the last 20 years; concurrently, interest
in engineering, which had faltered, began to recov-
er. The percentages of S&E freshimen who planned a
major in mathematics or the physical sciences
declined between 1971 and 1990, Interest in engineer-
ing. on the other hand, continued to increase until the
early eighties at which point it declined; the latter part
of the eighties saw a slow increase in freshman inter-
est. See p. 49.

¢ Underrepresented minorities are less likely than
whites and Asians to plan a major in S&E fields.
In 1990, roughly one-third of blacks, Native
Americans, and Hispanics reported an S&E field as
their probable major. In contrast, over two-fifths of
Asians planned to major in science or engineering.
See p. 49.

S&E Degree Production and Graduate
Enroliments

¢ Undergraduate degree production declined during
the 1980s in most S&E fields. Over the decade, the
number of degrees dropped in most natural and behav-
ioral science fiekds but rose in the computer sciences.
Between 1985 and 1989, the number of undergraduate
degrees awarded dropped in virtually all S&E fields
except the behavioral sciences. See p. 50.

¢ Some leading indicators suggest that the decline
in the proportion of bachelors degrees awarded
in S&E fields may level off in the near future.
Data on freshiman plans predict that the long-term
decline in the proportion of natural science degrees
may have bottomed out in 1990 and that recovery may
be evident in the proportions of computer science and
engineering degrees in 1992, Bachelors degrees in the
behavioral sciences are likely to peak as a percentzge
of all baccalaureates in the early nineties. See p. 52.

Financial Support

¢ Financial support for graduate education has
shifted somewhat toward non-Feder.! sources.
Non-Federal sources of financial support were report-
ed by a majority (63 percent) of S&E graduate stu-
dents in 1990, up from 48 percent 10 years earlier.
During the same period, Federal sources, which had
declined in the early eighties, began to rebound in the
latter half of the decade. See p. 57.

11y
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Foreign Participation in S&E Graduate
Education

s Participation by foreign citizens in U.S. S&E
gradvate programs has increased. S&E graduate
enrollment of foreign citizens increased by more than
two-fifths during the eighties; in 1990, foreigners
accounted for more than one-quarter of the graduate
students in these fields. Similarly, among S&E doctor-
ate recipients, foreign participation almost doubled
over the decade. In 1990, about one in three S&E doc-
torate recipients was on either a temporary or perma-
nent visa. See pp. 58-59.

¢ Foreign citizens tend to concentrate on engineer-
ing and certain natural science fields rather than
on the behavioral sciences. In 1990, the najority of
doctorates in engineering (57 percent) and mathemat-
ics (56 percent) were granted to non-U.S. citizens. In

Introduction

Chapter Focus

This chapter focuses on higher education in science
and engineering (S&E). Specifically, indicators are
examined for the following three topic arcas:

o Characteristics of U.S. institutions that grant degrees
i S&E. Exploring the characteristic s of the differ-
ent types of institutions that grant S&IE degrees
reveals the very different roles that these institu-
tions play in the educational process. Classifying
universities and colleges by broad categories shows
differences by both degree level and discipline.

o Characteristics of the U.S. student population at the
undergraduate and graduate levels. Trends in
degree production and enrollments among the U.S,
student population indicate two phenomena, At all
educational levels, increasing percentages of the
postsecondary population are made up of women
and older students, Partially reflecting these demo-
graphic trends, there has been a marked decline in
the choice of many S&E fields as areas of study,
especially at the baccalaureate level.

o [uternational issues. S&I education is becoming
increasingly internationalized. For example, the
number of foreign students studying at US, institu-
tions, particularly at advanced degree levels, has
grown so much more rapidly than that of U.S, stu-
dents that foreign students now account for more
than hall of the doctorates awarded in some S&F
ficlds. Another international issue involves the conr
parison of the number of S&E degrees awarded by
various countries. For example, in Japan, about 6.4

comparison, foreign students received 36 percent of
the doctorates granted in the social sciences and only
6 percent of those in psychology. See p. 59.

International Comparisons of Baccalaureate
Production

* There has been a rapid rise in bachelors degree
production in natural science and engineering
(NS&E) fields in Asia. Between 1975 and 1988,
NS&E degrees more than doubled in South Korea,
Singapore, and Taiwan. The comparable increase in
developed countries was 16 percent. See p. 60.

¢ Participation in NS&E education is highest in
the USSR. About 9 percent of 22-year-olds in the
USSR earned baccalaureates in NS&E fields in 1988,
compared to 5 percent in the United States and 0.6
percent in China. See pp. 61-62.

percent of the college-aze population received first
university degrees in the natural sciences and engi-
neering. In the United States, this proportion was 5
percent.

Chapter Organization

This chapter is divided into five major sections. The
first of these provides information on indicators related
to the characteristics of .S, institutions including (1)the
different types of institutions that award S&E degrees at
various levels and (2)baccalaureate origin institutions of
recent S&I doctorate recipients.

The second and third sections cover topics related to
the characteristics of American college freshmen and
high school graduates; graduate enrollment in S&I pro-
grams: and S&E degree production at the baccalaurcate,
masters, and doctorate degree levels. The fourth section
explores a related indicator, that of major sources of
financial support reported by undergraduate and gradu-
ate students in ULS, institutions.

The final section of the chapter revolves around two
issues of international comparison: (1) the increasing
number of foreign students at U.S. colleges and universi-
ties and (2) degree production trends oy selected coun-
tries, including six Asian countries.

Characteristics of Higher Education
Institutions

There are more than 3.000 institutions of higher edu-
cation in the United States, playing a variety of roles at
cach degree level in the S&E education process. To
assess and examine the different characteristics of these
institutions, a classification scheme was developed by
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the Carnegie Foundation for the Advancement of Teach-
ing (Carnegie 1987). Widely used by the academic com-
munity as a means of viewing the overall structure of the
U.S. higher education system, the classification system
was first introduced in 1970 and revised slightly in 1976
and 1987, See “Classification of Academic Institutions,”
p. 47, for a brief description of the Carnegie categories
used in this chapter.

Bachelors Level

Of the 1,700 institutions that granted baccalaureates,
almost 1,400 granted degrees in S&E fields in 1988, (See
text table 2-1.) Comprehensive I and liberal arts 11
schools accounted for over half of the institutions with
S&E programs; research I and research 11 universities
represented 5 and 2 percent, respectively, of all institu-
tions offering S&E baccalaureates. These proportions
change, however, by S&E field. For example, almost 17
percent of the schools offering undergraduate engineer-
ing degrees were in the research 1 category, while these
schools represented 5 percent of undergraduate degrees
in the natural sciences.

Research Tand comprehensive I'schools accounted for

the largest fractions of S&E baccalaureates awarded: 30
percent and 29 percent in 1988, (See figure 2-1.) Liberal
arts 11 schools, on the other hand, granted fewer than 4
percent of all S&E baccalaureates that year. Again, dif-
ferences emerge by discipline, About two-fifths of all
engineering graduates were from research I schools,
and about one-third of natural science graduates attend-
ed comprehensive 1 institutions.

In terms of percentage of bachelors degrees awarded
in science and engineering (i.e., S&E productivity),

Text table 2-1.
Number of academic institutions with science and
engineering (S&E) programs, by degree level: 1988

S&E S&E S&E

bachelors  masters doctorate

Type of institution programs  programs programs
Total ............. 1,392 645 291
Research| ...... ... 67 68 70
Researchll......... 34 34 34
Doctorate-grantingl. .. 47 48 48
Doctorate-granting!! .. 54 57 52
Comprehensive ... .. 394 275 35
Comprehensive Il . ... 163 43 2
Liberalarts|........ 138 28 3
Liberalarts . . ... ... 380 26 1
Two-year institutions . . 15 0 0
Specialized. . ....... 83 45 33
Other............. 11 19 13
Not classified . ...... 6 2 0

See appendix tables 2-1, 2-2, and 2-3.
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Figure 2-1.

Relative production of science and
engineering degrees, by ‘egree level and
institution type: 1988
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other types of institutions stood out. For example, almost
45 percent of the degrees awarded by liberal arts 1
schools were in S&E fields in 1988, Also, a third of the
degrees in rescarch 11 and doctorate-granting 11 schools
were in these fields. In comparison, S&E degrees repre-
sented 25 and 20 percent, respectively, of the degrees
awarded by comprehensive 1 and liberal arts II institu-
tions. About 43 percent of the degrees conferred by
research I schools were in science and engineering.

Historically black colleges and universities are vital to
the undergraduate education of minorities in science
and engineering. These schools comprise fewer than
one-tenth of the number of institutions in the three
Carnegie categories in which they are classified (com-
prehensive T and 11 and liberal arts 11). Yet, historically
black colleges and universities account for about one-
third of natural science and engineering (NS&E) bac-
calaurcates carned by minorities who are underrepre-
sented in S&E (.e.. blacks, Native Americans, and
Hispanics). In the aggregate, comprehensive Tand 11
and liberal arts 11 schools graduate about 62 percent of
minorities carning NS&E degrees.

Masters Level

About 65,000 S&E masters degrees were awarded by
645 institutions in 1988, Comprehensive 1 schools made
up the largest proportion of these masters-granting
schools (43 percent): the next largest proportion (11 per
cent) was the research I category.
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Following are brief descriptions of the Carnegie cat-
egories used in this chapter (Carnegie 1987).

Research I: institutions that offer a full range of
baccalaureate programs, are committed to graduate
education through the doctorate degree, and give high
priority to research. They receive at least $33.5 million
annually in Federal support and award at least 50
Ph.D. degrees each year.

Research Il: institutions that offer a full range of
baccalaureate programs, are committed to graduate
education through the doctorate degree, and give high
priority to research. They receive between $12.5 and
$33.5 million annually in Federal support and award at
least 50 Ph.D. degrees each year. '

Doctorate-granting I: in addition to offering a full
range of baccalaureate programs, the mission of these
institutions includes a commitment to graduate educa-
tion through the doctorate degree. They award at least
40 Ph.D. degrees annually in five or more academic
disciplines.

Doctorate-granting II: in addition to offering a full
range of baccalaureate programs, the mission of these
institutions includes a commitment to graduate educa-
tion through the doctorate degree. They award at least
20 or more Ph.D. degrees annually in at least one disci-
pline or 10 or more Ph.D. degrees in three or more dis-
ciplines.

Comprehensive I: institutions that offer baccalau-
reate programs and, with few exceptions, graduate
education through the masters degree. More than half
of their baccalaureate degrees are awarded in two or
more occupational or professional disciplines such as
engineering ot business administration. All of the insti-
tutions in this group enroll at least 2,500 students.

Classification of Academic Institutions

Comprehensive Il: institutions that award more
than half of their baccalaureate degrees in two or inore
occupational or professional disciplines, such as engi-
ncering or business administration, and may also offer
graduate education through the masters degree. All of
the institutions in this group enroll between 1,500 and
2,500 students,

Liberal arts I: highly selective institutions that are
primarily undergraduate colleges that award more
than half of their baccalaureate degrees in arts and sci-
ence fields.

Liberal arts ll: primarily undergraduate colleges that
are less selective and award more than half their degrees
in liberal arts fields. This category includes a group of
colleges that award fewer than half their degrees in liber-
al arts fields but, with fewer than 1,500 students, are too
small to be considered comprehensive.

Two-year community, junior, and technical col-
leges: institutions that offer certificate or degree pro-
grams through the associate degree level and, with
few exceptions, offer no baccalaureate degrees.

Professional schools and other specialized
institutions: institutions that offer degrees ranging
from the bachelors to the doctorate. At least half of the
degrees awarded by these institutions are in a single
specialized field. These institutions include theological
seminaries, hible colleges, and other institutions offer-
ing degrees in religion; medical schools and centers;
other separate health profession schools; law schools;
engineering and technology schools; business and man-
agement schools; schools of art, music, and design;
teachers colleges; and corporate-sponsored institutions.

S&IE masters degree production is most highly con-
centrated in rescarch I schools. Over two-fifths of the
degrees awarded in 1988 were made by this type of
school. By broad field, over half of enginecring degrees
and two-fifths of natural science degrees were from
rescarch 1 schools. In the socdial sciences and psychol-
ogy, on the other hand. research T schools accounted for
slightly more than one-quarter of degrees: comprehen-
sive 1 schools accounted for another three-tenths,

Doctorate Level

The production of S&IS doctoral degrees is concen-
trated in fewer than 300 institutions. Almost 70 percent
of these schools were research or doctorate-granting
institutions. The 300 doctorate-granting institutions
awarded almost 21,000 S& I degrees in 1988,

Regardless of S&E field, research 1 schools produce
@ majority of S&E Ph.D. recipients. In 1988, more than

two-thirds of natural science doctorates and almost
three-quarters of engineering doctorates were conferred
by rescarch [ institutions. Similarly, these schools
accounted for over half of all social science and psychol-
ogy doctorates awarded.

Baccalaureate Institutions Attended by L&E
Doctorate Recipients'

Recent S&E doctorate recipients cited approximately
1.400 U.S. colleges and universities as the sources of
their undergraduate degrees, Using the Carnegie classi-
fication to examine the types of source institutions
indicates that these are concentrated in two major

This section explores the hacealanreate origin institutions for doctor-
ate-holders who received their S&E Ph.D. degrees in acadentic vears
1985490, Cohorts were combined to ensure an adeqguate tmber of cases
tor analysis, Data in this section are from SRS Gorthcoming [e]).
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categories. These _ategories—research and doctorate-
granting institntions—accounted for about two-thirds of
the baccalaureate degrees awarded to new doctorate
recipients; interestingly, together they represented only
about 15 percent of the 1,400 schools.

Type of institution varied somewhat by field. For
example, roughly half of the individuals who held Ph.D.
degrees in either the computer sciences, agricultural sci-
ence, or engineering received their bachelors degrees at
a research university. Among psychology and social
science Ph.D. recipients, on the other hand, about one-
third earned baccalaureates from these schools.

Although research and other doctorate-granting
schools are the primary S&E baccalaureate origin insti-
tutions of recent S&E Ph.D. recipients, non-doctorate-
granting institutions are also significant. For example,
about one-fifth of new Ph.D. recipients carned their
undergraduate degrees from ce.nprehensive institutions.
These schools were especially prominent as institutional
origins for Ph.D. recipients in the physical, biological,
and social sciences and psychology. In addition, liberal
arts colleges served as the baccalaurcate origin institu-
tions for 14 percent of new doctorate recipients.

Undergraduate
S&E Student Population
Recent Trends in College Enroliments*

The composition of the undergraduate student hody
as a whole has changed markedly over the last 25 years.
Increasingly over this period, higher fractions of under-
graduates were

e Older,

e Female,

Attending school part time,

Attending 2-year institutions, and/or

Returning to school after an interruption in their
studies.

Larger fractions of these students contributed heavily
to the unexpectedly high increases in undergraduate
enrollment over the last decade. Many of these students,
however, are less prone to earn bachelors degrees in
S&E fields. Consequently, S&E degree production did
not keep pace with growth in overall enrollment. Factors
in this growth are described below.

In the last two decades, undergraduate enrollment
grew considerably faster than did the traditional under-
graduate age group (18- to 2l-year-olds). Concurrent
with the decline in this group was an increased demand
for higher education by all age groups. The percentage of

“This section discusses trends in undergraduate enrollments overall,
not just in S&E programs.
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18- to 24-year-olds enrolled as undergraduates rose from
about 24 percent in the late seventies to 28 percent in
1989. For 25- to 44-year-olds, the increase was propor-
tional to that of the younger group, rising from 4.5 per-
cent to 5.3 percent.

Women are participating in postsecondary education
in much greater numbers. By 1988, they comprised a
greater share of undergraduate enrollment than they did
of high school graduates: 54 percent versus b1 percent,
Twenty years earlier, these percentages were 42 and 51,
respectively.

Part-time enrollment in undergraduate programs rose
significantly between 1979 and 1989. More than two-
fifths of undergraduate students were enrolled on a part-
time basis, up from about one-quarter. This increase
reflects three trends: (1) a rising tendency among older
women to return to college after dropping out to start
families and/or work full time, (2) an increase in 2-year
college enrollments, and (3) an increase in students who
cither delay entry to college or extend the period of their
studies past the traditional 4 years.

Concomitant with growth in parttime enrollments is
grewth in 2year college enrollments. More than half of
the increase in undergraduate students was accounted
fos in 2-year institutions. In addition, the share of all
undergraduates who were enrolled part time in 2-year
schools rose from 11 to 27 percent. Female part-time stu-
dents accounted for two-thirds of the increase. In 1989,
females accounted for 16 percent of part-time students at
2-year institutions, up from 5 percent in 1967, The
increase in 2-year college enrollments of women reflects
many factors, including the relative affordability of 2-year
institutions and the larger number of evening classes
offered by these schools.

Finally, a greater number of students appear to be
either returning to school after interrupting their studies
or beginning their studies sceveral years after graduating
from high school. An indication of these trends is that the
number of first-time freshmen at 4-year universities and
colleges remained fairly level over the last two decades,
even though overall enrollments increased dramatically.

Characteristics of American College Freshmen’
This section explores trends in the following selected

characteristics of first-time full-time freshmen enrolled in

4-year universities and colleges over the last 20 years:

Pata in this section are from the Higher Education Research
Institute, University of California at Los Angeles, the American
Freshmen Norm Survey, unpublished tabulations. Note that although
the institutional population for this survey is drawn from all “eligible”
institutions of higher education Gae., all institations that were operating
at the time of the survey and had a freshmin class of at Jeast 25 stu-
dents) listed in the annual U.S. Departient of Education Education
Directory, the actual sample is seifseleeted. For example, of the 2,725
eligible institutions invited to participate in the 1989 survey, H94
responded, Any biases that may result from this selection process are
correeted in the stratification scheme,

o
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High school grades,

Parents’ education and oecupations,

Planned majors,

Planned careers, and

Highest degree planned.

High School Grades. In the last two decades, grades
reported by freshmen who intended to major in a sci-
ence or engineering field leveled off after an initial
increase. For example, the average percentage citing
their high school grades in the “mostly A or A+" range
rose from 10 percent in 1971 to 20 percent in 1978 but
remained around 20 percent through 1990. The percent-
age of S&E students showing a B average or better has
been about 80 percent since the early seventies. In com-
parison, over most of the last two decades, the distribu-
tion of grades reported by freshmen majoring in non-
S&E fields was about 10 percent in the A range and
about 70 percent in the B or better category.

Parents’ Education and Occupations. Between
1971 and 1990, there was a steady increase in the educa-
tion levels of S&IE freshmen's parents. For example, the
fraction of fathers who held bachelors degrees rose from
22 to 23 percent, while the proportion of mothers who
had earned these degrees inereased from 18 to 23 per-
cent. In addition, the proportion of fathers who held
graduate degrees rose from 13 percent to 24 percent; for
mothers, the increase was from 4 to 13 percent.

Regarding parental occupations reported by S&L
freshmen, virtually no change was evident between 1971
and 1990 in the distribution of fathers' occupations.
There was, however, a shift in the fraction who reported
that their mothers held professional jobs, While the pro-
portior. of mothers who worked as skilled or semi-skilled
operatives remained steady at 5 percent throughout this
period, the proportion working as lawyers, health profes-
sionals, teachers, and clergy rose from 12 percent to 23
percent. Mothers' representation in business occupa-
tions also increased, rising from 5 to 14 percent.

Planned Majors.' The most notable changes in the
planned S&E majors of college freshmen over the last
two decades were in the fields of engineering, the con-
puter sciences, and the social sciences. Interest in engi-
neering as a probable major peaked in the early cighties,
declined, and began to rise again at the end of the
decade. Interest in the computer sciences also peaked in
the earlv eighties but has not shown any recovery. In con-
trast, majors in the social sciences have increased stead-
ily after a two-decade low in 1983, (See figure 2-2 for a
more complete picture of the changes in distribution of
freshmen’s plarmed S&I5 majors.) Much of the rise in stu-
dents planning to major in the social sciences and psy-
chology is attributable to female freshmen. In 1990 about

Data on agricultural sciences are not included in S&E ticlds jor
f}mvricun Ireshimen.
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55 percent of female S&E freshmen chose these fields of
study, up from 39 percent in the early eighties.
Examining intended majors by racial/ethnic group
reveals that members of those minorities that are under-
represented in S&E—Dblacks, Native Americans, and
Hispanics—are less likely to chonse an S&E field than are
other groups. In 1990, about one-third of blacks, Native
Americans, and Hispanics planned to major in an S&E
field, while over twodifths of Asian freshmen did so. By
field, underrepresented minorities are more apt to choose
social science or psvchology fields: Asians are more
inclined toward the physical sciences and engineering.

Planned Careers. In 1990, engineering was the prob-
able carcer chosen by the largest fracdon of freshmen
planning an S&E major (28 percent). Law (10 percent)
and scientific research (6 percent) were the next most
frequently cited occupations, (See figure 2-3.) Since
1970, the proportions of S&E freshmen choosing these
three careers have differed substantially. While the frac-
tion choosing law practically doubled over the 20-year
period, interest in scientific research careers dropped by
a third. Interest in engineering careers, on the other
hand, followed a pattern similar to those of freshman
intentions and baccalaureate production in the field:
Interest peaked in the early eighties, declined, and
began to rise again in the latter part of the decade.

Figure 2-2,
intended science and engineering majors
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Differences in career plans emerge when examined by
gender. For example, 40 percent of male freshmen
chose engineering; another 6 nercent planned a com-
puter programming carecer. Among female freshmen, the
proportions citing these career choices were about 12
and 4 percent, respectively. Females were more inclined
toward careeirs in psychology or social work than males
(18 percent versus 2 percent). Females were also more
likely to he undecided about their career plans than
males (11 versus 7 percent).

Highest Degree Planned. Interest in earning ad-
vanced degrees edged upward among S&E freshmen
over the last two decades. For example, the fraction plan-
ning to earn a Ph.D. increased from 19 percent in the
early seventies to 25 percent in 1990, In contrast, those
who cited the baccalaureate as their highest degree
planned fell from 31 to 19 percent. This general pattern of
degree plans also existed among freshmen choosing non-
S&E majors, although the largest increase for those stu-
dents was in the proportion planning to earn a masters
degree: 29 percent in 1971 to 42 percent in 1990.

Engineering Enroliments

In most fields, especially the sciences, students are
not required to declare their majors until the second or
third year. Exceptions to this general rule are engineer-
ing and engineering technologies. Undergraduate pro-
grams in these fields are often professional curricula that
start in the first year. Surveys by the Engineering

Figure 2-3.
Probable careers of American freshmen in 1990
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Manpower Commission provide trend data on full and
part-time engineering and engineering technology
enrollments in both baccalaureate and 2-year programs.”
Data on first-year enrollments in these fields provide
arly indicators of future degree production patterns as
well as changes in student preferences toward.engineer-
ing study.

Full-time enrollments in engineering programs rose
from the late seventies until the carly cighties and then
fell sharply. In the fall of 1989, the number of freshmen
enrolled in full-time engineering programs was about
95,000, down from a high of more than 115,000 during
1981 and 1982. (See figure 2-4.) Fluctuations in parttime
enrollments indicate no consistent trend over the decade.

Trends in engineering technology programs mitror
those in engineering, First-year enrollments dropped
after the early eighties, although these numbers appar-
ently stabilized in the latter part of the cighties. Conr
paratively, part-time enrollment in technology programs
has been increasing during the last several years.

S&E Baccalaureaie Production

S&E bachelors degree production fluctuated during
the 1980s. The number of S&E bachelors degrees
awarded each year increased until about 1986, fell
sharply in 1987 and 1988, and leveled off in 1989. Despite
these fluctuations, people earning S&E baccalaureates
accounted for increasingly larger fractions of the general
population, rising from 68 per thousand 22-year-olds in
1980 to 84 in 1989.

In 1989, almost 308,000 bachelors degrees were award-
ed in S&E fields: these represented about 30 percent of all
degrees granted in the United States. Although the trend
in overall S&E degree production varied considerably,
S&E degrees as a fraction of total degrees did not change
markedly over the decade.

Annval growth rates of bachelors ¢ »grees within major
S&E fields differed widely over the decade. (See figure
2.5 and figure 0-15 in Overview.) Between 1980 and 1989,
the numbers of degrees awarded in the physical, environ
mental, and life sciences all declined: in contrast, comput-
er science baccalaurcates rose dramacically.

Shorter term growth rates reveal a somewhat differ-
ent picture. In the latter part of the cighties, 1985-89,
degree production increased in the social sciences and

Liata are from Engineering Manpower Conumnission (1990), En-
rollment data are collected on engineering programs approved by te
Acereditation Board of Engineering and Teclnology, Upon suceessful
completion of an engineering progran, a student receives a bachelors
degree or, i the case ol a vear program, an engineering professional
degree, Enginceting technology programs arc usually 2-vear programs
terminating in an associste degree; sonie technology programs, how-
ever, do offer fyear programs of study.

“Data for bachelors degrees in S&T used in this section are from the
National Center for Education Statisties’s Annua Survey of Farned
Degrees; the data lave been adapted to National Scienee Foundation
field classifications, See SRS (1991},

NS
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psychology but declined in virtually all major natural sci-
ence fields and engineering.

In 1989, about four-fifths of the S&E baccalaurcate
degrees awarded were in science fields (240,000) and
one-fifth in engineering (67,000). In the sciences, the
largest fractions of degrees were in the social sciences
(31 percent), life sciences (22 percent). and psychology
(20 percent).

Using data on probable major field of study reported
by incoming freshmen as a barometer of future degree
production patterns indicates that current field trends
may not continue.” Interest in the social sciences as a
major field of study peaked in 1988, stemming an
increase that began in 1982, On the other hand, interest
in engineering, which was on the decline, began to rise.
For a more detailed discussion of the relationship
between bachelors degree production and the intena
majors of American freshmen, see “Relationship
Jetween S&E Baccalaureate Production and Freshman
Intentions,” p. 52.

Degrees by Gender. The number of women earing
bachelors degrees in S&E fields increased throughout
the 1980s. This increase. coupled with a decline in S&E
degree production among nien since 1987, resulted in a

Dt are from the Higher Education Rescarch Institute, University
of Calitornia at Los Angeles, the American Freshmen Norm Survey,
unpublished tabulations.

Figure 2-4.
Undergraduate enroliment trends for engineering
and engineering technology programs

Thousands

150
125 4
Freshmen engineerng students |
100~ .
751- First-year engineering 4

technology students
Part-time engineering 1
technology students
50¢- -7 T T
25|-*"" Part-time ]
engineering students

. . I L

oL i i R L .
1979 1981 1983 1985 1987 1989

Sec appendix table 2-6.  Science & Engineering Indicators ~ 1991

51

Figure 2-5.
Annual change in science and engineering
baccalaureates, by field: 1980-89
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rise in the representation of female degree-holders—
from 36 to 40 percent between 1980 and 1989, Women
account for higher shares of science than engineering
degrees. For instance, in 1989, over 70 percent of
psychology baccalaurcates and more than 40 percent of
thos. in mathematics, the life sciences, and the social
sciences were awarded to women. In contrast, roughly
15 percent of 1989 engineering graduates were female,
Although women made gains in all SKE fields between
1980 and 1989, the number earning degrees in some dis-
ciplines began to fall at the end of the decade. In fact.
from 1988 to 1989, the S&E baccalaureates carned by
women declined in all fields except psvehology and the
social sciences. The largest declines were in the comput-
er sciences and engineering. Degrees earned by males
experienced similar declines over the 2-year period.

Degrees by Racial/Ethnic Group.” In 1984, almost
34.000—10 percemt—8&E bachelors degrees were
granted to underrepresented minorities (blacks, Native
Americans, and Hispanics). In 1979, this number was
about 30,000 (9 percent of total degrees). Although the
number of degrees granted to underrepresented minori-
ties in general increased from 1979 to 1989, the number
awarded to blacks changed very little, falling from 18,700
in 1979 to 18,400 in 1989, The rapid increases in engi-
neering and computer science degrees carned by blacks
over this period were countered by substantial declines
in degree production in the life and social sciences and
psvehology.

S&F degree data by racial/ethnic group arve tor US, citizens and
permanent residents,

0=
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Relationship Between S&E Baccalaureate
Production and Freshman Intentions. This scction
discusses anticipated trends in degree conferrals in vari-
ous undergraduate majors, a topic of interest for public
policvmakers and university officials. The discussion
relies on intended majors reported by American first-
time fulktime freshmen; such data presage trends in sub-
sequent bachelors degree conferrals, albeit more accu-
rately in some fields than in others.”

To determine the relationship between freshman inten-
tions and baccalau: cate production in S&E, the actual pro-
portion of all bachelors degrees in a given field was conr
pared to the proportion of firsttime fulktime freshmen in
d-year institutions who indicated this field as their proba-
ble major. A 3-year lag time was found to best reflect the
actual lag rrom freshman vear to bachelors degree. !

As shown in figure 2-6, freshman intentions generally
provide an accurate predictor of degree patterns in the
natural sciences when computer science is excluded.
The less accurate “fit” in computer sciences may be attri-
butable to differences in the characteristics of students
who choose to major in this field. Computer science
majors tended to be older than average: it is thus possi-
ble that a lower percentage of the students carning these
degrees had been first-time freshmen 4 years earlier.
Freshman intentions were not as accurate a predictor of
absolute degree levels in engineering and the behavioral
sciences, although they did serve as fairly successful
leading indicators of trends.

Data on the actual number of bachelors degrees
awarded are only available through 1989, Using a 3-year
lag, these data can be used to suggest future patterns in
bachelors degrees through 1994, This data projection
suggests that the long-term decline in the proportion of
bachelors degrees awarded in the natural sciences
should bottom out in 1990 and start to recover in 1991, It
also suggests that downturns in the proportions of conr-
puter science and engineering degrees will bottom out in
1991, Finally, the increased popularity in social science
and psychology may peak in the 1991-92 period.

Graduate S&E Student Population
Recent Trends in Graduate Enroliments':

Graduate enrollment in S&E fields rose steadily at a
rate of almost 2 percent per year throughout the eight-

Data on choice of major by American freshmen were colleeted at a
relatively aggregate tevel antil 1977 (e, social and behavioral seis
ences) and subsequently at more disagaregate levels (e, subfields of
social and behavioral seicnces such as economics, political science,
psyehology, sociotogy, anthropology, and social work). This analvsis is
confined to data on freshman intentions sinee 1977,

1 might be expected that intentions expressed in the first few
weeks of the freshman vear would be best reflected in bachelors
degree data of 1 or 5 vears Fater, One interpretation of the appropriate-
ness ol the S-vear lag is tha those factors that influence reshimen also
inthience sophomuie s, and most students do not have to commit (o a
major unlil their suphomore vear.

Sl greneral, correlation coefficients fell between 0.95 and 0.97,

“bata presented in this section are from the National Seience
Foundation's Survey of Graduate Science and Enginecring Students
and Postdoctorates. See SRS torthcoming [bi).
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ies, By 1990, enrollment in these fields stood at about
401,600, Much of the growth in S&E graduate enroll-
ments was driven by large increases in the numbers of
women and non-ULS, citizens entering these programs,
(See “Enrollments by Gender,” p. 53, and “Foreign
Students at U.S. Colleges and Universities,” pp. 58-59.)

Enrollments in engineering rose much faster than in
the sciences. Between 1980 and 1990, engineering
enrollments increased at an annual rate of more than 3
percent compared to about 1 percent in the sciences.
Much of this growth in engineering occarred in the first
half of the cighties. Between 1986 and 1990, the annual
growth rate in the sciences (1.8 percent) exceeded that
in engineering (1.2 percent).

Over the long-term period, the only science field whose
growth rate surpassed that of engineering was the com-
puter sciences. Annual change among the other science
fields ranged from a 0.3-percent decline (social sciences)
to a 2.4-pereent increase (mathematics).

In 1990, the science fields accounted for 73 percent of
S&E enrollments, down from 77 percent in 1980, This
change was a result of the rapid increases in engineering.
The most dramatic proportional shift over the decade was
the drop in the social sciences. About one in four graduate
students was enrolled in social science programs in 1980;
by 1990, the ratio had fallen to fewer than one in five.

Figure 2-6.
Freshmen intentions as predictors of science
and engineering bachelors degrees
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First-Year Full-Time Enroilments. Slow growth in
S&E enrollments overall may be partially explained by the
very slow growth in first-year fulltime enrollmerts, These
students represented about 28 percent of all full-time S&E
graduate students in 1990, down from 32 percent in 1982
(the earliest year for which comparable data are avail-
able). Between 1982 and 1990, first-year enrollments
increased at only about half the annual rate of total full-
time enrollments: 1.0 percent per year compared to 2.1
percent. First-vear enrollments, however, began to turn
sharply upward in 1989

Part-Time Enroliments. In 1990, about one ottt of
every three graduate S&E students was enrolled part
time. Since 1982, these enrollments—like first-year full-
time enrollments—have been increasing at a somewhat
slower rate than overall enrollments; 1.4 percent versus
1.8 percent.

Compared to graduate enrollment overall, part-time stu-
dents are more highly concentrated in engineering, the
social sciences, and the computer sciences. These fields
accounted for 32, 22, and 13 percent of part-time S&E stu-
dents. respectively. Overall, respective shares for these
fields were 27 percent, 20 percent, and 9 percent.

Enroliments by Gender. The number of women
enrolled in S&E graduate programs rose significantly
from about 94,800 in 1980 to almost 135,300 in 1990. By
1990, about 34 percent of graduate S&E students were
female, compared to 29 percent in 1980, Representation of
women varied by field, however. (See figure 2-7.) The
highest increases by women were in those S&E fields in
which they historically bave been the most underrepre-
sented: the physical sciences, computer sciences, and
engineering. Annnal growth rates in these fields were 5, 2,
and 8 percent, respectively. For men, respective growth
rates in these fields were lower than 2 percent, 9 percent,
and 3 percent.

In contrast to the rapid growth in female S&E enroll-
ment, enrollment of men grew very slowly overall and
declined in several fields. For ihe 198090 period, the nuni-
ber of male graduate students rose about 1 percent per
year; the number of females rose 3 percent annually. By
field, decreases in the number of men pursuing graduate
work occnrred in the environmental, life, and social sci-
ences and in psychology.

Enroliments by Racial/Ethnic Group.” The number
of U.S. citizen blacks, Native Americans, and Hispanics in
S&E graduate programs increased from 20,900 in 1983
(the earliest year for which comparable data are avail-
able) to 24,400 in 1990. This change represents a growth
rate slower than that of overall enrollments (1.4 percent
versus 1.7 percent) but faster than that of total ULS. citizens
(0.8 pereent) “roportionally, these groups accounted for
about 82 pc .1 of S&E enrollments of U.S. citizens in

“Data on S&E graduate enrollntent by racial/ethnic group are only
available for UN, citizens.
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Figure 2-7.
Women as a percentage of science and
engineering graduate students: 1990
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1990, up from 7.5 percent in 1983. Growth patterns differed
among ri« ‘ial/ethnic groups. (See figure 2-8.) Among
blacks, for instance, enrollments declined until the mid-
eighties and then turned upward; enrollment of Hispanics
rose steadily throughout the decade.

Underrepresented minorities were less likely to be
enrolled in engineering than the sciences compared to
other racial/ethnic groups. In 1990, 14 percent of blacks
and 19 percent of Hispanics were in engineering pro-
grams, compared to 22 percent of white and 38 percent
of Asian graduate students. Within science fields, blacks
and Hispanics were more highly concentrated in the
social sciences. (See appendix table 2-11.)

Masters Degree Production in S&E"

More than 66.000 persons carned masters degrees in
S&E fields in 1989, representing about 21 percent of all
masters degrees awarded in the United States. This pro-
portion increased from 18 percent 10 years earfier. In the
eighties, S&E masters degree recipients came to account
for a larger fraction of the general population. In 1989, the
number of S&E masters degree recipients per thousand
24-year-olds was 16, up from 13 in 1980.

Annual growth in S&E masters degree awards during
the eighties was about 2 percent. By field, the rate in
engineering (about 4 percent) was more than three
times that registered in the sciences (1 percent). Among
science fields, degree conferrals in the computer

Uhata for S&E masters degrees are from the National Center for
Education Statistics's Annual Swrvey of Earned Degrees; the data tawve
heen adapted 1o Nationad Science Foundation field classifications. See
SRS (199)),

'
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Figure 2-8.
Racial/ethnic minority enroliment in science
and engineering graduate programs
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sciences experienced the highest growth (10 percent per
vear) over the decade, although this growth slowed
toward the end of the decade. For example, from 1988 to
1989, degrees in this field were up less than 3 percent. In
comparison, growth in science fields that had heen slow
throughout most of the decade began to turn upward
more rapidly by the end of the eighties. For example
between 1980 and 1989, degrees in the physical sciences
and psychology each rose at an annual rate of about 1
percen  aver the 1988-89 period, growth in these fields
increa: .14 percent and 9 percent, respectively.,

Engineering degrees account for a greater percent-
age of the degrees at the masters level than at the doc-
torate level. (See figure 2-9.) In 1989, masters degrees
in engineering represented about 36 percent of all S&E
masters degrees; the computer sciences represented
the largest portion of masters degree awards (14 per-
cent) among the science fields.

Degrees by Gender. As with baccalaurcate produc-
tion and S&E graduate enrollment, the number of
women carning masters degrees rose faster than men.
Degrees for women increased at an annual rate of 2.7
percent per vear compared to a 1.2-percent rate for men.
In 1989, about 31 percent of S&E masters degrees were
granted to women, up from 26 percent in 1980
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Woinien were much more likely than men to earn their
degrees in science rather than engineering, They were
also more concentrated in psychology and the life sci-
ences. For example, in 1989, about 28 percent of
women—compared to 6 percent of men—were granted
masters degrees in psychology. In the life sciences, the
percentages were 17 and 11, respectively.

Degrees by Racial/Ethnic Group." Almost 3,500
S&E masters degrees—7 percent of total—were earned
by blacks, Native Americans, and Hispanics in 1989,
Differences in growth patterns by the individual minority
groups existed. For example, between 1979 and 1989,
the number of blacks earning masters degrees in S&E
fell from 2,000 to fewer than 1,700; concurrently, there
was a steady increase among Hispanics, whose numbers
grew from 1,000 to about 1,600,

By S&E field, about 46 percent of blacks earned their
degrees in either psychology or the social sciences; anoth-
er 24 percent earned their masters degrees in engineering.

"Data on imasters degrees by racial/ethnie group are for US. citi-
zens and permanent residents only.

Figure 2-9.
Science and engineering masters and doctorate
degrees, by field
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These distributions changed substantially during 1979-89.
For instance, in 1979, about 62 percent of blacks earned
degrees in psychology and the social sciences, and 12 per-
cent were granted engineering degrees.

Doctorate Degree Production in S&E'"

The rate of growth in the number of S&IE doctorates
awarded exceeded that of total doctorate production
between 1980 and 1990. The respective annual growth
rates were 2.4 percent and 1.4 percent. In 1990, almost
22,700 S&E doctorates were awarded, representing over
three-fifths of total doctorate production by U.S. universi-
ties and colleges.

As at the baccalaureate and masters degree levels,
degrees in engineering rose faster over the decade than
those in the sciences (8 percent versus b percent). Miuch
of the growth in engineering was attributable to signifi-
cant numbers of foreign citizens earning these degrees.
(See “Foreign Students at U.S. Colleges and Uni-
versities,” pp. 58-59). Doctorate awards in engineering
were up about 6.4 percent per year over the 10-year peri-
od; in science fields, the rate was 2.4 percent. Growth in
degree production accelerated in the latter half of the
decade for both engineering and science.

Within science fields, degrees in the computer sci-
ences showed the highest growth with an annual rate of
11 percent. The next highest growth rate was held by
the physical sciences which registered a 3-percent annu-
al increase. Degrees - psychology and the soctal sci-
ences each rose fewer than 0.5 percent per year during
the 10-year period.

Degrees by Gender. In 1990, about 28 percent of
S&E doctorates were granted to women, up from 22 per-
cent a decade earlier. The fastest growing fields for
women were the computer sciences and engineering.
Despite rapid growth in these fields, however, almost
three-quarters of female degree recipients carned
degrees in psychology and the life and social sciences in
1990,

Of the more than 13,000 Ph.D. degrees earned by
women in 1990, almost halfl were in S&E; of these S&E
doctorates, almost three-fifths were in either the life
sciences or psychology. Engineering degrees accounted
for 7 percent of the S&IE degrees awarded to women,
Men, in contrast, were much more likely to earn their
S&E doctorates in engineering (27 percent).

Degrees by Racial/Ethnic Group." The number of
S&E doctorates awarded to underrepresented minorities
in 1990 was 831, or 6 percent of all S&E doctorates. Ten
years carlier, this number was 559, or 4 percent of total.
Virtually all of this growth resulted from an increase in

"Information on S&E doctorates granted in the United States are
from the National Science Foundation’s Survey of Earned Doctorates,
See SRS dortheoming fal),

' Data retleet U.S, citizens and permianent residents only.
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the number of Hispanics carning S&E doctorates: 213 in
1980 to 451 in 1990, Among blacks, S&E Ph.D. awards
rose from 319 to 340 over the decade.

Blacks and Hispanics are much more heavily concen-
trated in the sciences than in engineering. In 1990, near-
Iy 9 of every 10 S&E doctorates earned by members of
these groups were in the sciences, The largest fractions
of these science degrees were in psychology and the
social sciences.

Time to Degree." The number of S&E graduate stu-
dents depends partly on the time it takes doctoral stu-
dents to complete their Ph.D. degrees. Time to degree
also influences students’ decisions to enter and complete
doctoral training. For people who received both bac-
calaureate and doctoral degrees from U.S. institutions,
the average elapsed time between the dates of their
bachelors and doctorate degrees increased unevenly in
10 of 11 S&E fields during the 1981-89 period. (See fig-
ure 2-10.) The time gap between degrees continued to
grow in 7 of these 11 fields over the last 3 years of that
period. From 1974 to 1981, only the social and behavioral
science fields showed increases in elapsed time, but dur-
ing 196874 all ficlds experienced a sharp upward rise
averaging 0., years, For all S&E fields combined, aver-
age time to degree rose by 1.6 years during 1974-89; con-
currently, time enrolled in graduate school rose by 1.1
years,

A 1989 National Science Foundation (NSF) study found
that this rise in lag time for S&E doctorate awards was not
the result of factors usually associated with such a rise—
i.e., reduced financial aid (particularly fellowships), mari-
tal status, quality of the doctorate-granting institution, and
gender." Nor did changes in the aggregate tendency to
switch fields after the bachelors or masters degree, switch
institutions, or acquire a masters degree explain these
increases. Although many of these factors were found to
be important influences on an individual's time to degree,
their aggregate influence was minor.

Instead, the study found that changes in the real value
of starting salaries for doctorate-holders and the percent-
age of new doctorate recipients taking postdoctoral posi-
tions were highly correlated with the increased average
time to degree. The percentage taking postdoctoral
appointments rose from 21 to 48 during the 1968-84 per-
iod. This finding does not mean. however, that postdoc-
toral appointments were the direct source of increased
time to degree, but rather that the rising fraction taking
these appointments represents a reduced incentive for
all doctoral students to complete their degree work
aggressively.

SPime to degree” is e terer used in NRE (1989, The annually
representative time to degree has been caleulated both as a median
and as an average. See, for example, Bowen and Sosa (1989 and
Nerad and Cerny (1991),

he study covered ISL000 new S&E PlUD. recipients (he majority
of the new doctorates awarded from 1958 o TUST in seven S&F Tields).
See PRA (1990), pp. 227-32,
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Figure 2-10.
Trends in elapsed time from bachelors to Ph.D.
degrees, for selected fields
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Another factor was also recently identified as a definite
source of the increase in time to degree.”” Studies have
found that if the number of graduate students entering
doctoral programs declines for a period of time—which
has been the case in several S&E fields—the eventual
consequence of this decline is to increase the percentage
of "slow finichers” among future Ph. ). graduating classes.
The proportion oi Ph.D. recipients in the social and behav-
ioral sciences who required 10 or mare years of clapsed
time to finish their doctorates rose irom 35 percent in
1974 to 60 percent in 1989; this proportion remained at 25
percent in engineering, chemistry, and physics.

Several fields expvnvnung increases in time to degree
during 1974-81 also experienced large declines in the
(approximate) percentages of hachelors recipients who
were completing doctoral work. In these fields, these
declining percentages indicate that new students may
have been discouraged about pursuing further study,
especially those who had the bulk of their time invest-
ment ahead of them. Since the carly eighties, however,
there has been no further tendencey tor doctorate awards
to decline as a percentage of bachciors degree produc-
tion in eight of the nine fields shown. (See figure 2-11))

This discovery was made both within NSIF and by Bowen and Sosi
(149849,
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Major Sources of Financial Support

Indicators of the health of undergraduate and gradu-
ate education are changes in patterns of support from
Federal and other sources, the choices available among
mechanisms of support, and—at the graduate level—in
the number of Federal agencies that provide graduate
S&E student support. These indicators are described in
the following paragraphs,

Financial Support Reported by College
Freshmen*

During the eighties, American freshmen relied
increasingly on their parents or other relatives for finane-
ing their education. In 1990, more than three-fifths of
freshmen who planned to major in an S&E field reported
receiving $1,500 or more from these sources, up from
fewer than two-fifths in 1980.% This trend was also evi-
dent among freshmen planning to major in non-S&E
fields: The number of students reporting reliance on this
source of support rose front 39 to 61 percent.

Pata in this section are {rom the Higher Education Research
Institute. University of California at Los Angeles, the American
Freshmen Norm Survey, unpublished tabulations,

Nofe that the SE500 tower limit used in the American Freshien
Norm Survey has not been adjusted for inflation. In constant 1990 dol-
fars, this 81,500 in 1990 represented about 3440 in 1970,

Figure 2-11.
Ratio of Ph.D. awards to bachelors degrees lagged
by average time to degree
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Two other sources that grew in importance over the
decade were students’ personal savings (7 percent to
more than 17 percent) and college grants and scholar-
ships (7 percent to almost 19 percent). Throughout the
decade, the fraction that reported Federal loans as a
source of financing remained about the same. Around 18
percent of American freshmen reported receiving at least
81,500 from either Federal guaranteed student loans or
national direct student loans in both 1980 and 1990.

Support of S&E Graduate Students-

Graduate students are less likely than undergraduate
students to finance the largest fractions of their educa-
tion from personal or family resources, Federal and insti-
tutional sources play a much more prominent role in
financing their studies.

Sources of Support. Three broad categories of sup-
port represent the majority of the reported funding
sources for graduate S&E students;

o Federal sources,

e Non-Federal sources such as acadenic institutions
and private industry, and

e Self-support.

Of these, non-Federal sources of support increased most
rapidly, registering an annual rate of about 3 percent,
during the 1980s. (See figure 2-12.) For comparison,
total full-time S&E graduate enrollment inereased about
2 percent per vear between 1980 and 1990, (See
appendix table 2-200) Increased support from non-
Federal sources played the most crucial role in engineer-
ing and the computer sciences,

Federal support of graduate S&E students declined
somewhat during the early cighties but turned strongly
upward by mid-decade for some fields. This late cighties
increase in Fedeval support was most evident in engi-
neering, the life science's, mathematics, and the comput-
or sciences, Between 1986 and 1990, annual rates in
these fields ranged from 4 percent (engineering and life
sciences) to almost 8 percent (mathematics).

Not all fields, however, were affected by the resur-
gence in Federal support. I the social and environmen-
tal sciences, for example, the number of federally sup-
ported graduate students continued to decline as sharply
as it had in the carly eighties.  Toreover, increases in
support from non-Federal sources for these fields did not
keep pace with declines in Federal sources of funding.

D“erent growth patterns in support sources resulted
in a shift in the mix of these sources between 1980 and

Miany students fund their gradnate education using several difter-
ent sources of financial aid, some of which are not reported.
Consequently, althougl the datacin this section reresont a majerify ol
supnort sourees, they dunot represent el sources.

Daty in this section on sources and mechanisms of support aong
praduate S&E students are tor those enrolled full tine. See GRS (forth
coming {b.
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Figure 2-12,
Trends in sources of financial support for
science and engineering graduate students

Percent
100

80

60 Federal support

40 |

20

0
1980 1982 1984 1986 1988 1990

See appendix table 2-20. Science & Engineering Indicators — 1991

1990, The proportion of students who reported support
from non-Iederal sources rose from 48 to b3 percent,
Overall, the fraction of students who received Federal
support fell slightly, dropping from 21 to 20 percent.
Percentages varied, however, by scienee ficld. The pro-
portional change in sclf-support over the decade was
from 31 to 27 percent,

Mechanisms of Graduate Student Support. Mcch-
anisms of financial assistance fall into four major cate-
gories:

o Fellowships—usually received directly by students
{from sources other than the academic institution,

o Traineeships—competitive awards usually given by
the institution,

o Teaching assistantships, and
o Research assistantships.

During the 1980-9¢ period, the highest growth rate
among support mechanisms was for rescarch assis-
tantships, which increased at an annual rate of more than
4 percent. As a result of this growth rate, the share of
graduate students supported by this mechanism
increased from 23 to 29 pereent. Fellowships and teaching
assistantships cach rose about 2 percent a vear. Finally,

oy,
(S |
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the number of trainceships declined until about 1986; by
1990, however, the number of students supported by this
mechanism had almost recovered its 1980 fevel.

Types of support mechanism differ among major S&F
ficlds. In 1990, rescarch assistantships supported the
largest portion (roughly two-fifths) of students in the
physical, environmental, and lite sciences and in engineer-
ing. Teaching assistantships made up the bulk (about 56
percent) of support received by mathematics students, In
contrast, other sources of support (a category including.,
for example, Federal student loans) accounted for the
largest shares of support for students in psychology (59
percent) and the sodial sciences (48 percent).

Support Mechanism by Source. Types of support
mechanisms also vary hetween Federal and non-Federal
sources. (See figure 2-13.) For example, Federal agen-
cies provide a majority of their support in the form of
rescarch assistantships. In 1989, mere than four of five
students funded by NS were supported by research
assistantships.” Comparatively, 28 percent of those
recetving non-IFederal support were on research assis-
tantships: 45 percent held teacking assistantships.

Shifts occurred over the 1980-89 period in the types of
support mechanisms used by the Federal and non-
Federal sectors, In general. research assistantships
increased in significance for both sectors. Concurrently,
federally sponsored trainceships and nonfederally fund-
ed fellowships and teaching assistantships dropped off.
(See appendix table 2-22.)

Support of Recent Ph.D. Recipients.: GGraduates of
doctorai S&E programs were supported by a nuniber of
different sources, primarily by universities. For example,
of the 22,700 persons who carned Ph.D. degrees in S& T8
ficlds in 1990, over 18,100 reported at least some finan-
cial support from their institutions, Research and teach-
ing assistantships were chief among the mechanisms of
university support,

Academic institutions were cited as the major support
source by Ph.D. recipients in all S&E ficlds, By field. this
source plaved a somewhat larger role in financing
degree programs in natural science fields; new doctorate
recipients in psychology were less tikely to rely on insti-
tutional support.

Anong other support sources, roughly 9,000 of the
22.700 new S&IE doctorate recipients indicated that their
own carnings supported a portion of their education,
Ph.D. degree recipients in psychology were mast likely
to rely on selt-=support.

International S&E Education

Viewing higher education in science and engineering
internationally may be done from a number of perspec-

htormation tor 1990 o, support mechanism by source was not
available as of this writing,

Prat i this section are rom NSES Survey ol Farned Doctorates,
unpublished tabeltions,
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Figure 2-13.

Types of financial support mechanisms
provided to 1989 science and engineering
graduate students, by source
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tives, This section presents two aspects of this topic.
First. the number of foreign students studyving in U.S.
universities and colleges is examined. Second, compar-
isons in baccalaureate production in natural science and
engineering degrees are made across several different
countries,

Foreign Students at U.S. Colleges and
Universities

Graduate S&E Enrollment. Participation of foreign
citizens in S& I graduate programs at US, academic insti-
tutions rose dramatically during the eighties from about
20 percent of the total in 1983 (the earliest vear for which
comparable data are available) to 26 percent in 1990,
There were almost 102,500 foreign students enrolled in
S&E graduate study in 1990, up from 70,600 7 vears earli-
er. In comparison. the number of U.S, citizens enrolled
rose from about 279,000 to almost 299,100,

3y ficld, foreign enrollment grew fastest in the com-
puter, physical, and lite sciences. Annual growth in these
ficlds was between 7 percent (physical sciences) and 10
percent (computer sciences) during the 7-vear period, At
about 33 percent per vear, the slowest growth rate was in
the social sciences, Enrollment of US, citizens increased
fastest in the computer sciences (1 percent), These dif-
fering growth patterns resulted in a higher representa-
tion of forcign students in almost all S&E graduate pro-

Cgrams, (See figure 2-14 and figure O-17 in Overview.)
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Foreign citizens tend to be concentrated in different
ficlds of study than are U.S, citizens, For example,
almost 37 percent were enrolled in engineering com-
pared to 24 percent of ULS, citizens in 1990, Similarly, for-
eign students were more often in physical and computer
science studies; ULS, citizens tended more toward the life
and behavioral sciences, Thus, about 16 percent of ULS,
graduate students werin psychology programs; less
than 2 percent of foreign enrollment was in this ficeld.

S&E Doctorate Recipients. Data on new S&I doc-
torate recipients reveal a more detailed picture of partici-
pation by foreign citizens in ULS, graduate education.
Much of the increase in S&E doctorate production dur-
ing the eighties was attributable to increases in the num-
ber of temporary residents carning these degrees.
Between 1980 and 1990, the number of S&E doctorates
granted rose from 17,500 to 22,700, Degrees to tempo-
rary residents accounted for almost 70 percent of this
increase. By 1990, about 28 percent of Ph.D. program
graduates were on temporary visas: another 5 percent
held permanent visas,

The representation of foreign citizens among S&E

doctorate recipients varies considerably by field of

degree, (See figure 2-1.1) About one of every two Ph.D.
recipients in mathematics and engineering studied in the
United States on a temporary visa, In contrast, only
about 1 in 20 Ph.D). recipients in psychology was a tem-
porary resident,

Figure 2-14.
Foreign citizen representation in 1990 U.S.
science and engineering graduate education
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Comparisons of U.S, and non-11S, citizen growth rates
and distributions of doctoral degrees by S&E field reveal
a pattern similar to that of S&E graduate enrollment.
During the cighties, annual growth rates in the numbers
of temporary residents exceeded those of ULS, citizens in
all fields. For U.S. citizens, the numbers carning degrees
in mathematics, the life sciences, psychology, and the
social sciences showed declines, By S&E field, tempo-
rary residents were much more likely to receive degrees
in engineering than were U.S, citizens, In 1990, about 35
pereent of temporary residents and 14 percent of ULS. cit-
izens carned their degrees in this field.

Most of the foreign citizens carning S&E doctorates
are Asian. About 64 percent of temporary residents in
1990 were Asian; 23 percent were white. These propor-
tions have changed significantly over the last decade, In
1980, about 45 percent of temporary residents were
Asian and 34 percent were white,

International Comparisons in Higher
Education

Educational trends over the last 15 years in four world
regions reflect a shift in global human resources for sci-
ence from developed to developing countries.” Available
data on bachelors degrees in natural science and engi-
neering fields illustrate this shift.>" (See figure 2-15.)
Developing countries such as China are producing a
growing share of the world’s NS&E degrees.™

According to these data, the Asian region (even con-
sidering only six countries) surpassed the USSR region
after 1986 in production of NS&E bachelors degrees. In
engineering, the USSR is still the highest regional pro-
ducer of bachelors degrees in the world. In the natural
sciences, North America and the USSR have bhoth
declined slightly in the last few years, while Asia and
Isurope have increased in annual degrees,

“Data in this section on degrees by country are for NS& 1 ficlds
only. Natural science fickds include mathematies and the physical, bio-
logricl, environmental, agricultural, and computer sciences,

Couatricen in North America for which data were available for com-
parisons melude the United States and Canada: Western Furopean
countries include France, Haly, Sweden, the United Kingdom, and
West Germany (West German degree data do ot include data Tor East
Germany), Selected Asian countries include China, Indig. Japan,
Singapore, South Korea, and Taiwan. The USSR contains all 15
republics. Therefore, the comparisons are among limited data sets of
three world regions and one complete region (the USSR).

“The data base used here was developed from Bvear time series
on aniversity enrollments and graduates in NS&E ficlds, obtained from
UNESCO's Division of Statisties, UNESCO data were updated and
adjusted, and missing vears added, with national educational statistics
from cach country over the same tinte period (1975-89). (See "Refer-
enees,” pp. 6263, for country dati sources,) National statistics were
then reclassified using NSI field taxonomies, In this chapter, first uni-
versity degrees of other countries are referred to as bacheiors degrees,

*Some of the inerease in Asian hachelors degrees in the carly eight-
jes reflects the Chinese universities reapened in the late seventies and
the surge of young people who entered universities or returned to
complete seience programs that had been interrupted during the
Cultural Revolution,

[ .
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Figure 2-15.
Bachelors degrees in natural science and
engineering, by selected world region
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NOTES: USSR = all 15 republics; Asia = China, India, Japan.
Singapore. Korea, and Taiwan {data for China are not available prior to
1982); North America = United States and Canada; Europe = France,
West Germany, taly, United Kingdom, and Sweden.

See appendix table 2-25. Science & Engineering Indicators ~ 1991

Grouping countries by stage of development rather
than by geographic region highlights differences in bach-
clors degree growth rates. (See text table 2-2.) During
1975-88, five Asian developing countries more than dou-
bled their annual number of NS&E bachelors degrees
awarded. The developed countries inereased their annual
bachelors degrees by 16 percent. In 1998, the developed
countries led in the share of bachelors degrees. However,
given demographic patterns in Asian countries, they have
the capacity to reverse this erder and rapidly surpass
developed countries in human resources for science.

Bachelors Degrees in the Natural Sciences. The
USSR and the United States show declines in natural sci-
ence graduates over the 15-year time period. (See figure
2-16.) Canada is steadily increasing in natural science grad-
uates. Within Europe, only the United Kingdom has
declined in natural science degrees since 1982, All other
European countries have grown in natural science degrees.

Chapter 2. Higher Education in Science and Engineering

The high number of bachelors degrees in the natural
sciences in Asia is largely accounted for by India. India is
the world’s foremost educator of natural scientists; since
the ecarly seventies, it has annually produced more bach-
clors degrees in these fields than has the United States.
India's preference for basic sciences is shown in the
high ratio (0.26) of natural science degrees to total de-
grees. (See appendix table 2-28.) China will also be a
main producer of natural science degrees for the Asia
region. With about 40,000 degrees annually, China pro-
duces slightly fewer than one-third of the acgrees that
India produces.

Bachelors Degrees in Engineering. In the USSR,
most higher education degrees are given in technical
fields: about 36 percent of all degrees granted in this
country were in enginecring in 1988, In 1986, engineer-
ing degrees began to decline annually in the USSR, but
there are stll over 280,000 such degrees granted per
vear. (See figure 2-17)) These engineering graduates
receive technical training in highly focused engineering
subspecialties, such as industrial lathes. This training is
very different from the general and theoretical engineer-
ing cducation of other countries, where engineering
princinles can be applied to new products and processes.

Text table 2-2.

Annual growth rates in natural science and engineer-
ing NS&E degrees in developed and developing
countries: 1975-88

Natural
NS&E science  Engineering
Percent -~~~ -
Total.............. 3.0 24 29
Developed countries . 1.1 1.1 1.2
Canada .......... 42 4.1 43
France ... ........ 40 49 3.5
Haly ............. 1.8 1.2 1.3
Japan. ........... 0.9 1.4 0.8
Sweden .......... 27 3.2 25
United Kingdom . ... -05 -0.3 -8.0
United States ... . .. 25 10 5.0
West Germany . . . .. 5.3 L9 59
USSR............ 08 0.6 0.3
Developing Asian
countries . .. ....... 52 4.1 6.6
China............ 6.9 5.0 78
India. . ........... 3.3 3.0 53
Singapore. . . ...... 11.0 8.1 14.4
SouthKorea....... 113 11.2 11.1
Taiwan........... 3.6 3.8 37

NOTE: Growth rates were computed with time trends on latest avail
able 10 to 15 years of data: for developing Asian countries totdl and for
China. growth rates were computed with time trends on last 5 years.

See appendix table 2-25 Science & Engineering Indicators — 1991
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F.gure 2-16.
Trends in natural science bachelors degrees,
by selected country
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Both Canada and the United States peaked in engi-
neering degree production in 1985, and their numbers
have since been decreasing. In European countries, only
the United Kingdom has declined in engineering gradu-
ates. Europe overall, like Asia, has increased its number
of graduates, but from a smaller base than Asia.

China and Japan are the main producers of engineer-
ing degrees for the Asian region. China has the highest
number, with 93,000 graduates in 1987, Japan has the
second highest production of engineers, with 77,000
graduates that same year. However, Japan has heen pro-
ducing approximately this number of engineering gradu-
ates for over 10 years, whereas the number of degrees in
China is beginning to increase. In South Korea, the
increasing number of engineering degrees has recently
leveled off: for the past 3 years its degrees have
remained stable,

Demographics. 'The share shift in global human
resources for science in these four world regions is
reflected in the demographic trends of their 20- to 24-

Q ar-olds. (See appendix table 2-27.) Almost every coun-
N 4
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try that increased its production of bachelors degrees in
natural science and engineering did so with a growing
college-age population, Only West Germany managed to
increase NS&E degree production (5-percent growth
rate over 15 yvears) with a declining college-age popula-
tion sinnce 1985, The United States, the USSR, and the
United Kingdom had a smaller pool of 20- to 24-year-olds
and a falloft in technical degree production. The decline
in college-age population in the USSR ended in 1990,

Participation Rates in S&E Education. Among all
countries, the USSR had the highest percentage of 22-
year-olds who received bachelors degrees in natural sci-
ence or engineering. (See figure 2-18.) Even with a sliglit
decline over the last few years, over 8 percent of this age
group in the USSR received technical degrees. Among
Western countries, the United States had the next high-
est percentage of technical degree recipients among its

West German demographic data combine the 20- 10 24vear-old age
groups of the united Germany, Wesl German degree data, however.,
are for the former West Germany only.

Figure 2-17.
Trends in engineering bachelors degrees, by
selected country
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voung people, approximately 5 percent. The United
Kingdom dropped its participation rate in technical
degrees during the eighties from 4 to 3 percent. France,
Haly, and West Germany increased the percentage of
their young people receiving technical degrees from
between 1 and 2 percent to between 2 and 3 percent,

Japan's high percentage of young people obtaining
NS&E degrees (6 percent) fell slightly in the last fow
vears, as both preferences for natural science and engi-
neering and the college-age population declined. Most
Asian developing countries increased the percentage of
22-year-olds receiving NS&E baccalaurcates over the 15-
year time perioa. South Korea dramatically increascd its
NS&E degrees from 2 1o 6 percent of its young people.
Taiwan increased its NS&E degree awards from 2- to 3-
percent for its college-age population over the last
decade.

China and India, with their huge populations, are
maintaining their participation rates of 0.5 percent and
1.09 percent, respectively, If China and India continue to
maintain these rates, global human resources for science
would be greatly augmented.

Chapter 2. Higher Education in Science and Engineering

Figure 2-18.
Natural science and engineering bactelors degrees as
a percentage of 22-year-olds, by selected country
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Chapter 3. Science and Engineering Workforce

Science and Engineering Workforce
HIGHLIGHTS

Industrial Job Patterns

Employment growth of scientists and engineers in
nonmanufacturing industries, primarily the ser-
vices-producing industries, outpaced that in manu-
facturing during much of the 1980s. Between 1980
and 1989, the number of science and engineering
(S&E) positions in nommanufacturing industries rose
at an average rate of 4.5 percent annually, reaching
920,000 in 1989. Manufacturing industries also
increased their utilization of S&E personnel. Between
1980 and 1989, the number ¢f S&E positions in manu-
facturing industries increased at an average annual
rate of 3.2 percent. See pp. 68, 69.

The 1980-89 S&E job growth in manufacturing
and nonmanufacturing has stemmed from differ-
ent factors. In nonmanufa:turing, S&E occupations
increased their share of total jobs (from 1.4 percent in
1980 to 1.5 pereent in 1989) and also benefitted from
substantial economic growth as reflected in a 31-per-
cent increase in total jobs. As a result, S&E job oppor-
tunities in nonmanufacturing increased by almost 50
percent during the eighties. In manufacturing, growth
in S&E positions stemmed from an increased share of
declining total manufacturing jobs. See pp. 68, 69.

Computer specialists, the fastest growing major
S&E occupational group over the decade, reached
318,000 in 1989—more than all other scientist oc-
cupations combined. Computer specialists almost
doubled their numbers in both manufacturing and
nomnautiacturing industries (to 103,000 and 216,000,
respectively). Most of this growth was due to the rapid
expansion of the business services industries, primar-
ily computer and data processing services. See p. 70.

Over 60 percent of the 1.35 million private
industry enginecrs were employed in the manu-
facturing sector in 1989, However, the nonmanu-
facturing sector had a higher average annual growth
rate in engineering iobs over the 1980-89 decade than
did menufacturing—4.5 versus 3.2 percent, Electrical/
clectronic engineering was the largest specialty in
hoth manufacturing (where it accounted for 32 per-
cent of the sector's total engineering jobs) and non-
manufacturing 33 percent). See p. 70.

Demographic Trends in S&E Employment

In 1990, the median annual salaries of recent fe-
male baccalaureate recipients employed as scien-
tists and engincers were approximately 73 percent

of the salaries of their male counterparts. This dif-
ference in salaries is largely due to the concentration of
women in relatively low-paying scientific ficlds. In fact,
for many of the engineering fields, women report higher
salaries than men. See p. 74.

In 1989, the population of doctoral scientists and
engineers was about 485,000, an increase of 4
percent per year since 1977. Over this period, the
annual rate of retirement for doctoral scientists and en
gincers increased from about 0.5 percent between
1977 and 1979 to 0.8 percent between 1987 and 1989
The effect of this change was a dramatic increase in
the proportion of the doctoral scientist and engineer
population who were retired—{rom 3.2 percent in 1977
to 5.6 percent in 1989, Most of this increase occurred
after 1985, when retirees accounted for 3.5 percent of
the S&E doctoral population. See pp. 75-76.

Doctoral scientists and engineers had little trouble
finding work during the 1977-89 period; their re-
ported unemployment rate ranged from 1.2 per-
cent in 1977 to less than 1 percent in 1989, By
contrast, the overall unemployment rate in the United
States was 5.3 percent in 1989, while for professional
workers it was 1.7 percent. The rate for scientists and
engineers at all degree levels combined was 1.5 percent
in 1988. See p. 76.

Labor Market Supply and Demand
¢ The 1990s should be a period of relative stability

in overall S&E labor mark ts. In contrast, during
the carly to mid-1980s, many S&E fields experienced
temporary shortages due to the defense buildup of the
period. Various demand scenarios hiave been pro-
cessed to examine how alternative national economic
growth patterns might affect S&E employment.
Supply side simulations have been run to test the abili-
ty of . supply system to respond to these demand
scenarios, See p. 79,

Immigration

e In 1988, 11,000 scientists and engineers immi-

grated to the United States. Almost one-half of
these immigrants came from Asia—three times the
amount that came from Western Europe. The largest
numbers of immigrants came from India, Taiwan,
The Philippines, and the United Kingdom, cach of
which accounted for more than 750 such immigrants.
See p. 83.
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Introduction
Chapter Focus

The 1980s witnessed substantial growth in demand for
workers in science and engineering (S&E) activities,
New and expanded programs in rescarch and develop-
ment (R&D), defense, health, and higher education all
contributed to this growth. These was also a shift in this
decade in the industrial demand composition for S&I.
personnel, as nonmanufacturing industries began to
overtake manufacturing ones as the major emplovment
sector, These changes were generally accomplished
through a flexible labor foree and an educational system
capable of providing the personnet and training required.
An increasing use of foreign origin personnel was also a
significant factor in mecting the demand, especially at
more advanced levels,

The Nation's S&I5 worlforce will face new and differ-
ent challenges during the nineties. Demand for new
S&IE workers is expected to increase at a slower pace
than that experienced during the 1980s; however,
emplovers will need larger numbers of replacements for
attrition from the overall growing S&E labor forcee,

On the supply side, concerns exist about the impact of
a declining college-age population on future levels of
new S&E graduates. If the fall in the number of S&14
hachelors degrees awarded between 1986 and 1984 con-
tinues into the nineties, industry will have to rely more
heavily on sources other than new graduates to fill their
needs, Employers will need to focus more of their efforts
on refaining and retooling their current workforcee,
These and other factors will together determine the
future balance of the S&IS labor market,

Chapter Organization

This chapter examines past and projected growth of

S&E jobs in the industrial sector, which forms the core
of demand for S&IS occupations (about two-thirds of total
S&IE employment). Information on the educational
attainment of the science and engineering workforee is
also presented. Finally, comparative data on interna-
tional S&I5 employment are provided.

Industrial S&E Job Patterns’

In 1989, LS, private industry provided jobs for nearly

Analyses in this section are based on data from the Oceupationad
Eiployment Statisties (OES) Survey condneted aninuaally by the
Burean of Labor Statisties. This Targe, establishment-based survey col-
Jeets information on employment in S&E jobs. The individuals holding
these jobs need not be tormally trained in S&E but rather can have the
cquivalent ol $vears of raining i a related S&E field,

Note that the OFS data do not necessarily classity S&F persaunel
engaged in management as part of the S&E workloree, In the OFS
Survey, managenent is a nnigue ocenpation; in other surveys refer-
enced in this chiapter, management is a permissible SEE job funetion.

Annual data reported in this section are hased o estimates gener-
ated by the National Science Foundation, For an explanation o1 the
OFS Survey and S&E job estimating methodology, see SRS (19890a),

ndix A
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2 million scientists and engineers.” This total represent-
ed 2.4 percent of all private industry employment, up
from 2.1 pereent in 1980, Since the 19505, industrial
employment patterns for scientists and engineers have
shifted significantly, with strong growth i the 1950-70
period, stagnation and decline in the carly and mid-sev-
enties, resurgence in the late seventies through 1980,
and generally falling rates of growth since 1981 (SRS
1988a, p. 2).

S&I5 employment has continued to exeeed the growth
rate of the total industrial labor force. Between 1980 and
1989, the number of S&IE jobs in private industry in-
creased at almost twice the rate for all workers, (See fig-
ure O-8 in Overview.) These trends were accompanied by
major changes in the industrial sector and occupational
mix of S&I employment, Most strikingly, the concentra-
tion of industrial S&E employment has gradually shifted
from manufacturing to nonmanufacturing since the late
1960s. (See figure 3-1.) This shift reverses the prior trend
in relative shares: Between 1950 and 1967, the rate of
S&E job growth in manufacturing industries exceeded
that in nonmanufacturing. This section delineates other

In this section, "private industry™ does not include hospitals and
other health services, membership organizations, and other nonprofit
industries.

Figure 3-1.
Distribution of science and engineering jobs
in private industry

Percent
70
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manufactunng
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SOURCES: 1967: Science Resources Studies Division. National Sci-
ence Foundation, "Services Led in Private Industry Growth in Science/
Engineering Jobs." NSF 88-304 (Washington. DC: NSF. 1988); and
appendix table 3-1.
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specific growth and occupation trends within these two
industrial sectors.?

Manufacturing Industries

About 200,000 scientists and 800,000 engineers—>5H2
pereent of the total industrial S&E labor force—were
emploved in manufacturing industries in 1989, During
the cighties, S&E employment grew in most manufactur-
ing industries at an average annual rate of 3.2 percent.
High-tech manufacturing industries, particularly the
acrospace industries, accounted for much of the mainte-
nance and increase in the sector's S&E job growth. (See
chapter 6, "Performance of New High-Tech Companies,”
p. 158) Factors contributing to the generation of high-
tech employment included

o Increases in defense spending,
o (rreater foreign technological competition,
e Pressure to increase productivity,
e High-technology capital investiment, and
o Increased R&D expenditures.
(NSE 1988a, p. 3.)

Growth i: S&E Versus Non-S&E Employment.
The relative growth rates in employment of S&E and
non- S&E personnel in manufacturing industries have
varicd substantially during the eighties, particularly dur-
ing the 1981-82 recession, (See figure 3-2.) While total
manufacturing employment declined at an average rate
of 3.1 percent per vear between 1980 and 1983, the nuny-
ber of S&E positions in this sector rose by over 3.0 per-
cent per yvear. Both S&E and total manufacturing
employment rebounded—hy 4.4 and 0.9 percent, respec-
tively-—between 1983 and 1986, The 1986-89 changes
were a 2.3 percent average annual increase for S&E posi-
tions and, again, less than a I-percent increase per vear
for all employees, In 1989, S&E positions represented
slightly mos than 5 percent of all manufacturing jobs.

Employing Industries. In 1989, the manufacturing
industries employing the largest numbers of scientists
and engineers were

o Acrospace, with 183,000 S&E jobs;

o [nstruments and related products, 137,000,
e Chemicals and allied products, 113,000; and
o Office and computing equipment, 97,000.

(See figure 3-3.)

The sector's largest S&15 emplover, the aerospace
industry, experienced fairly rigorous growth in its S&E
enployment throughont the carly and mid-19%s, before
falling off in the latter 4 of the decade. Between 1980)

SO ovcupational data diseussed in this section are linnited to
Standard Industriad Chissification industry groupings.
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Figure 3-2.
Index of job growth in manufacturing industries
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and 1983, strong demand for U.S, missiles and military
aircraft and consistent levels of space-related activities
more than offset dwindling employment in the produc-
tion of civil aircraft. These factors allowed S&E employ-
ment to rise at a rate of 5.3 percent per year. The aero-
space industry experienced even more robust S&E job
growth in the mid-eighties, with the number of S&E
positions increasing by more than 10 percent annually
between 1983 and 1986. This growth was buoyed by con-
tinued expansion of military orders and the production
of large commercial aircraft. More vecently, from 1986 to
1989, annual S&E job growth slowed to 2.1 percent,
reflecting declining defense budgets in the United States
and other developing countries and the attendant reduc-
tion in military procurements of aircraft and missile sys-
tems (ITA 1990, p. 25-1).

Nonmanufacturing Industries

The nonmanufacturing sector provided jobs for an
estimated 920,000 scientists and engineers in 1989, or 48
percent of total industrial S&E employment. (See
appendix table 3-1) The majority of the sector’s S&E
cmiployees were engineers—>545,000, versus 375,000 sci-
entists. Most of these seientists and engincers were in
the service-producing industries; a small proportion
were in mining and construction. S&E employvment in
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nonmanufacturing industries increased substantially
during the eighties. This increase can be attributed to
two main factors;

¢ A greater share of the total jobs in the nonmanufac-
turing sector were held by S&E personnel in 1989
versus 1980; and

o The nonmanufacturing sector, unlike the manufac-
turing sector, experienced general economic growth
with attendant increases in overall total emp! vment.

Growth in S&E Versus Non-S&E Employment.
Overall, total employment in nonmanufacturing indus-
tries grew at an average annual rate of 3.0 percent
between 1980 and 1989, while the number of S&E jobs
increased on average by 4.5 percent. The proportion of
the nonmanufacturing workforce in S&E positions
increased during this time from 1.4 percent of total
emiployment to 1.5 percent.

Although S&E job opportunities in nonmanufacturing
increased substantially over the decade, growth was not
uniform over time. Despite the recession, moderate
growth characterized the 1980-83 period—4.5 percent
per year on average. Losses of S&E jobs in the mining
and construction industries contributed o a lowering of
the overall annual rate of S&I job growth in the nonman-
ufacturing sector to 3.0 percent between 1983 and 1986.

Figure 3-3.
Industry distribution of science and engineering jobs
in manufacturing sector: 1989

Chemicals and
allled products ~
1%
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and related products
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Sclence and engineering jobs
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SOURCES' Bureau of Labor Statistics Occupational Employment
Statistics Surve, s, and appendix table 3-1
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Figure 3-4.
Science and engineering jobs in selected
ronmanufacturing industries
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Average annual S&E job growth rebounded to 5.9 per-
cent for the 1986-89 period, primarily because increased
S&I job opportunities in the financial services and busi-
ness and related services industries offset the continuing
losses in mining and construction, (See figure 3-4.)

Employing Industries. 'The major nonmanufacturing
industries in terms of S&E employment in 1989 were

e Engineering and architectural services, with
201,000 S&E jobs:

* Business services, 140,000;
¢ Financial services, 134,000; and
¢ Computer and data processing services, 125,000,

Together, these industries provided two-thirds of all S&E
jobs in the nonmanufacturing sector. (See figure 3-5.)
However, two industries are of particular interest, the
first—engineering and architectural services—because
of its position as the largest provider of S&E jobs in the
nonmanufacturing sector and the second—computer
and data processing services—because of its phenome-
nal job growth over the decade.

S&FE employment in enginecring and architectural ser-
vices increased by more than 60 percent between 1980
and 1989 to over 200,000 personnel. The number of S&E
positions in this industry rose at an average annual rate
of 5.4 percent over the decade. Most of this growth
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Figure 3-5.
Industry distribution of science and engineering
jobs in nonmanutacturing sector: 1989

Computer and
data processing
services -

14%
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15%
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ana utilivies -
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N = 920,000

SOURCES: Bureau of Labor Stalistics, Qccupational Employment
Statistics Surveys: and appendix table 3-1,
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occurred in the carly cighties as a result of strong
growth in demand for engineering services by the con-
struction industry,!

The extraordinary S&E job growth in computer and data
processing services—an average 13.1 pereent per year
hetween 1980 and 1989—occurred in response to the revo-
lution in mformation technologies and the strong demand
for information services. The incustry also includes conr-
puter software design, an industry segment that has expe-
rienced major growth as new methods of delivering infor-
mation-related services—e.g., iocal area networks and
electronic data interchange networks—have been devel-
oped. Demand for these and related services has resulted
in an increase in the number of S&E positions ir the com-
puter and data processing services indus‘ry from 41,000 in
1980 10 125,000 in 198Y),

Occupations

In the eighties, the manuiacturing sector remained the
primary source of employment for engineers, while sci-
entists continued to find more job opportunities in the
nonmanufacturing sector. Nonmanufacturing industries
increased their share of total science jobs from 63 to 66

For example. the services o eivil engineers were required for the
design and construction of transportation systems, watee resouree ianed
disposal svstems, and environmental control and waste management
svslems,
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percent during the eighties, while the proportion of engi-
neering jobs in this sector increased from 39 percent to
slightly over 10 percent. Conversely, manufacturing
industries’ share of total science jobs fell from 37 to 34
percent, while the proportion of engineering jobs in this
sector increased from 60 to 61 percent, By occupational
specialty, however, manuiacturing and nonmanufactur-
ing industries showed similar patterns of S&lk employ-
ment in 1984, (See figure 049 in Overview,) Employment
trends in the largest of these occupational specialties—
the computer specialties and electrical/electronic engi-
neering—are described below,

Computer Specialists. The computer specialtios
dominated science emplovment growth during the cight-
ies, Between 1980 and 1984, the number of jobs for com-
puter specialists grew almost 7 percent per vear, rising
to an cnployment level of 318,000, (See figure 0-10 in
Overview,) Representing more than half of science
cemployment growth in private industry, job opportuni-
ties in this occupation benefitted from the rapid expan-
sion of the computer services indvasivy and the increas-
ingly greater industrial compute r use, This increasced
aemand was et by an interdisciplinary suppiy of work-
ers able to meet job qualifications, Computer specialist
jobs could be filled by persons trained in mathematics,
engineering, and other S&E fields as well as by those
specifically trained in the computer sciences. Non-
manufacturing industries provided more than two-thirds
of the job opportunities in this occupation in 1984, pri-
marily in the financial services and computer and data
processing services industries,

Electrical/Electronic Engineers. lobs in clectri-
cal/electronic engineering increased at an average rate of
more than 5 orcent per year between 1980 and 1989, A
total 436,000 clectrical/clectronic engineers in 1989 made
this the largest S&E occupational specialty, Manutac-
turing industries provided approximately three-fifths of
the industry jobs in this discipline. largely in the electri-
cal and electronic equipment, transportation cquipment,
and instruments and related products industries. Among
nonmanufacturing industries, business corvices and engi-
neermg and architectural services were the primary
source of electrical/electronic engineering jobs.

S&E Jobs in R&D

During the 1980s, R&D employment opportunities
increased for industrial scientists and engineers, Two
key factors primarily accounted for this increase, which
occurred in both manufacturing and nonmanufacturing
industries:

e Emerging technolegy industries (see chapter 6,
*Technologics for Future Competitiveness,” p. 160)
engaged inincreasing levels of R&D activity, and

o Competitive pressures propelled ULS, companies to
improve and update product designs more rapidly
than in the past,
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Manufacturing Industries. In 1989 the manufacturing
sector provided more than twice as many R&D employ-
ment opportunities for engineers as for scientists—78,000
versus 38,000, Of the engineering R&D positions in man-
ufacturing industries, 42 percent (32,000) were in electri-
cal/clectronic engineering (including 8,000 jobs in com-
puter engineering). Engineers also found R&D job oppor-
tunities in

e Mechanical engineering (9,000),

¢ Chemical engineering (7,000),

¢ Acronautical engineering (6,000), and
e Industrial engineering (2,000),

Almost 22,000 R&D jobs were located in other engineer-
ing specialties,

The proportion of engineering jobs in manufacturing
that prinsarily involve R&D work differed greatly by sub-
neld. (See figure 3-6.) In 1989 about 10 percent of the
804,000 total engincering jobs in manufacturing were in
R&D. Chemical engineering accounted for the largest
proportion of R&D work (19 percent); industrial engineer-
ing accounted for the smallest proportion (2 percent).

As used here, RED scientists and engineers refer (o those who
“spend the greater part of their work time on researci and develog
ment”

Figure 3-6.
Engineering jobs in manufacturing that primarily
involve R&D, by field: 1989
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See appendix table 3-2.
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Four industries provided 8) percent of the engineer-
ing R&D jobs in manufacturing in 1984, Transportation
cquipnient employed 25 percent of the R&D engineers;
nonelectrical machinery, 21 percent: eleetrical machin-
ery. 18 percent; and instruments, 17 percent. These four
industries also employed about 80 percent of the 726,000
non-R&DY engineers, in almost the same proportions as
of R&D engineers.

Three occupational groups accounted for almost all of
the manufacturing R&D jobs for scientists:

e Physical scientists (56 percent),
¢ Life scientists (30 percent), and
e Computer specialists (12 pereent).

Over Y0 pereent of the 12,000 R&D jobs for life scienusts
were in chemicals and allied products industries, as were
76 pereent of the 21,000 R&D jobs for physical scientists.

Nonmanufacturing Industries. In the nonmanufac-
turing scetor in 1987, R&D job opportunities were slightly
higher for engineers (40,000) than for scientists (34,000)."
Practically all R&D positions ()7 pereent) were located in
business and related services,

Unlike the manufacturing sector, the R&D jobs for sci-
entists in this sector were distributed across all the major
occupational groups, as follows:

e Physical scientists, 10,000 jobs;

e Computer specialists, 10,000;

Life sctentists, 8,000;

[

Mathematical scientists, 3,000; and
o Soctal scientists, 3,000,

(See figure 3-7.)

Approximately 90 percent of the R&I jobs for physical
scientists and 70 percent of those for computer special-
ists were in the business services indsstry (primarily
computer and data processing seivices and commercial
R&D Tabs). R&D jobs for life scientists were divided
hetween business services (53 percent) and miscella-
neous services (47 perecent),

About half (21,000) of the engineering R&D jobs in the
nonmanufacturing sector were in electrical/clectronic
engineering The remaining R&D jobs were distributed
as follows:

Mechanical engineering, 7.000 jobs;

Acronautical engineering, 1,000;

Civil engineering, 1,000; and

Industrial engineering, 1,000,

Almost 9,000 R&D jobs were located in other enginecr-
ing specialties.

“This is the latest vear for which data are available: numbers are
rounded o the nearest thonsand

Sh
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Figure 3-7.

Distribution of science and engineering R&D jobs
in nonmanufacturing, by occupation: 1987
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SOURCE: Bureau of Lator Statistics, Occupational Employment
Statistics Surveys.
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Approximately two-thirds of the engineering R&D jobs
in the nonmanufacturing sector in 1987 were located in
business services, with miscellancous services providing
the remaining one-third of the R&D jobs. This distribu-
tion was uniorm across most engineering occupations,
with the exception of mecharical engineering. Approx-
imately 80 percent of these R&D jobs were located in the
business services industry.

Demographic Trends: Recent
S&E Graduates

Recent S&E graduates form a key component of the
Nation's science and engineering workforee: they account
for almost half of the annual inflow into the S&I5 labor
market (SRS 19904, p. 40). The carveer choices of recent
graduates and their entry into the labor market affect the
balance hetween the supply of and the demand for scien-
tists and engineers in the United States, (See “Sapply and
Denmand Outlook for S&ls Personnel,” pp. 79-83.) Analysis

Chapter Z. Science and Engineering Workforce

of the workforee status and other characteristios of recent
S&L graduates can yield valuable labor market informa-
tion.” These data have been used by government policy-
makers to determine the levels of support for education or
other governmental programs, by employers as an input
to staffing decisions, by educators to forecast enrollment
patterns, and by students in making career choices.

This section provides severdl labor market measures
that offer useful insights into the overall supply and
demand conditions for recent S&E graduates in the
United States. Among these measures are median annual
salaries, unemployment rates, S&E employment rates,
and in-field employment rates,

Market Conditions

Upon graduation, new S&E bachelors and masters
degree recipients must choose whether to enter the job
market or continue their education. In 1990, three-quarters
of these recent S&E degree recipients were employed on a
full-time basis. The majority were employed in S&E occu-
pations: More masters recipients than bachelors recipients
were reported as so employed. A very low number of
recent S&E graduates (3 percent of bachelors and 2 per
cent of masters degree graduates) were unemployed and
actively looking for jobs. (See figure 3-8.) Of those recipi-
ents of S&E degrees who were not in the labor force 1 or 2
years after graduation, most (20 percent of bachelors grad-
uates and 22 percent of masters graduates) were full-time
graduate students.

Median Annual Saiaries”

Median annual salaries of recent S&E graduates serve
as an excellent indicator of the relative demand for new
workers in various S&E fields. The median annual salary
reported by recent S&E baccalaureate recipients was
826,000 in 1990; at the S&E masters degree level, the
median salary reported was $37,000. (See text table 3-1.)
Historically, the arnual salaries of recent engineering
degree recipients have been higher than those of gradu-
ates with science degrees. Accordingly, in 1990, baccalau-
reate engineering degree recipients reported a median
annual salary of $33,000; their science counterparts
reported a median annual salary of $23,000, Among mas-
ters degree recipients, the median salaries were $41,400
and $33,800 for engineering and science, respectively.

By Field. Among science ficids, there was consider-
able variation in median salaries. Recipients of bachelors
ad masters degrees in the computer sciences nad much

Data for this section are {rom the 19890 Survey of Recent Seienee,
Social Science, and Engineering Graduates. This survey collected
information on the 1990 workforce /other status of T988 and 1989 bacli-
clors and masters degree recipients in S&I ficlds, Sarveys of recent
S&E graduates have heen conducted biennially for the National
Seience Foundation by the Instituie for Survey Research, Temple
University, For information on standard errors associated with survey
data, see SRS (forthcoming),

Median annaal salary is that of full-ime employed civilians rounded
to the nearest S04,

C
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Figure 3-8.

Transition of recent science and engineering degree recipients: 1990
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See appendix tables 3-3, 3-4, 3-7, 3-10, and 3-11. Science & Engineering Indicators — 1951
larger median annual salaries than did other science

degree recipients. The next highest median salaries
were reported by recipients of degrees in the physical
sciences. The lowest median annual salary at the bac-
calaurcate level was reported by recinients of psychology
degrees; the lowest such salary at the masters level was
received by recipients of life science degrees.

With the exception of civil engineering, median annual
salaries among enginecering subfields were fairly uniform
at both the bachelors and masters degree levels. Median
annual salaries reporied by civil engineering degree
recipients were significantly lower than for other engi-
neering subficlds at both the bachelors and masters
degree levels. '

Growth in Salaries. During the cighties, median
annual salaries rose at an average annual rate of 5.4 per-
cent for bachelors degree recipients and 5.9 percent for
masters degree recipients. Salary growth was not uni-
form throughout the decade, however. (See figure 3-9.)
Between 1986 and 1990, median salaries for bachelors
degree recipients increased at an average anrual rate of
less than 1.0 percent, while median ammzai salaries for
masters degree recipients rose at an average rate of 3.3
percent annually.

Q
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Text table 3-1.
#Madian annual saiaries of recent science and engi-
neering graduates, by degree level and field: 1990

Field Bachelors Masters
Total science and engineering. . . . . . $26,0C0 $37,000
Totalsciences . ..........vven. 23,000 33,800
Physical sciences, ... ......... 25,100 34,900
Mathematical sciences/statistics . . 23,600 32,800
Computer sciences. . .. .. ...... 30,100 42,100
Environmental sciences . ....... 23.700 33,800
Life sciences . . . . . e . 21,000 26,900
Psychology . . ............. .. 18,600 32,000
Socialsciences .. ............ 21,900 31,000
Total engineering. . ............. 33,000 41,400
Aeronautical/astronautical. . . . . .. 34,800 46,500
Chemical. .. ................ 35,100 40,200
Civil ... ... . 30,100 35,200
Electrical/electronic ... ... ... .. 34,000 46,500
Mechanical .. ............... 34,000 42,100

See appendix tables 3-5 and 3-6.

Science & Enginearing Indicators - 1991
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Figure 3-9.
Median aninual salaries of recent
science and engineering graduates
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SOURCE: Science Resources Studies Division, National Science
Foundation, unpublished tabulations.

Science & Enginegring Indicators — 1891

Salaries for Women and Minorities. In 1990, the
median annual salaries of recent female baccalaurcate
recipients employed as scientists and engineers were
approximately 73 percent of the salaries of their male
counterparts, Much of this difference is due to the con-
centration of women in relatively low-paving S&E fields
such as psychology and the life sciences (SRS 1990Db).

By racial/cthnic group. new Asian baccalaureate
recipients reported a median annual salary of 36,300 in
1990; this was almost 15 percent higher than the salary
reported by whites (826,100), Hispanics (825,100),
blacks (524,000), and Native Americans (521,900 all
reported median salaries helow that of whites, At the
masters degree level, the median salary for Asians

(835,900) was approximately the same as for other

Wi

minority groups, although less than for whites (837,500).

Unemployment Rates

A standard measure of lfabor market conditions is the

unemployment rate, which measures the proportion of

those in the workforce who are not emploved but are
secking work. A high unemplovment rate may indicate
that the supply of S&E graduates is more than sufficient
to meet market demands, A low unemploviment r2te, on
the other hand, may indicate that the demand tor gradu-
ates exceeds their supply in the marketplace,

In 1990, the unemplovment rate reported by recent
S&E graduates was 3.4 percent among haccalaurcate
degree recipients and 1.8 percent for masters degree
recipients. By comparison, the overall unemployment
rate in the United States was 5.5 pereent in 1990 and 1.9
percent for professional workers (BLS 1991, p. 174). The
unemployment rates for recent S&I graduates in 1990
were higher than comparable rates reported in 1988.

ERIC
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S&E Employment Rates

The S&E employment rate measures the extent to
which employed seientists and engineers have S&E jobs,
Reasons for non-S&E employment include lack of avail-
able S&E jobs, higher pay {or non-S&E employment,
location, or preference for a job outside of S&E,

In 1990, approximately 62 percent of recent S&E bach-
clors degree recipients and 89 percent of recent S&E
masters degree recipients were employed in science and
engineering jobs, S&E employment rates for recernt hach-
clors degree recipients were lower than those for masters
degree recipients across almost all fields, although there
was considerable variation in rates by field.

In the sciences, 28 percent ef social science and 30
percent of psychology b ccalaurcate recipients worked
in jobs related to science or engineering. In contrast,
almost 88 percent of the people holding computer sci-
enee bachelors degrees and 85 percent of those with
physical science and environmental science degrees
were emploved in S&E jobs, Engineering rates did not
vary as much by subficld. With some minor exceptions,
more than 90 pereent of all engineering degree gradu-
ates—both at the bachelors and masters degree levels—
were emploved in S&E jobs in 1990, Bachelors degree-
holders in acronautical/astronautical enginecring (82
percent) and bachelors and masters degree-holders in
industrial engineering (85 percent and 79 percent,
respectively) were the exceptions to this.

In-Field Employment Rates

Many recent S&E graduates find jobs directly 1-Jated
to their degree fields, although it is more common for
masters degree recipients than for bachelors degree
recipients to do so. In 1990, 59 ¢ «reent of masters
degree recipients and 38 percent of hachelors degree
recipients were employed in fields directly related to
their degrees. (See text table 3-2.) Regardless of degree
level, the highest in-field employment rates were report-
ed hy recipients of computer science, civil engineering,
and environmental science degrees,

At the bachelors degree level, in-field employment
rates ranged widely from 10 percent for psychology to 82
percent for computer science. Among masters degree
recipients, the range was much narrower, with 44 per-
cent of social science graduates and over 77 pereent of
conputer seience graduates employved in jobs associated
with their degree fields.

Primary Work Ac ivities

The work activities of recent S& I graduates varied hy
degree level in 1990, (Sce figure 3-10.). Bachelors
degree recipients were more likely than masters degree
recipients to be emploved in jobs oriented toward pro
duction and inspection, sales and professional services,
or general management. Masters degree recipients were

5
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Text table 3-2.
In-field employment rates of recent science and
engineering graduates, by degree and field: 1990

Field Bachelors Masters
Total science and engineering . . ... .. 37.8 59.0
Total SCIBNCBS . . . v v v v e v e 33.2 59.6
Physical sciences . ............. 35.6 43.4
Matheinatical sciences/statistics . . . . 39.6 57.4
Computersciences ... .......... 815 77.2
Environmental sciences . . ... ..... 56.1 69.4
lifesciences. ... .............. 38.4 59.0
Psychology. .. ................ 9.9 48.1
Social sciences. . .............. 14.1 43.5
Totalengingering. . .. ............. 50.7 57.8
Aeronautical/astronautical ... ... .. 48.9 *
Chemical .................... 49.6 *
Civil .o 711 69.1
Electrical/electronic . .. .......... 53.3 57.7
Mechanical . . ............... .. 443 60.4

* = too few cases to report

See appendix table 3-7. Science & Engineering Indicators - 1991

more concentrated in jobs focusing on R&D, R&D man-
agement, and teaching.

The primary work activities of recent S&E graduates
varied substantially by ficld. At both degree levels in
1990, engineering graduates were more likely to be
employed in R&D and production and inspection; science
degree recipients were more likely to be employed in
general management, teaching, or a combination of activ-
ities related to reporting, statistical work, and computing.

Sectors of Employment

Industry was the primary employer of new S&E gradu-
ates in 1990, providing jobs for 65 percent of recent bach-
clors degree recipients and 60 pereent of recent masters
degree recipients. Educational institutions employed 10
percent of bachelors degree-holders and 17 percent of
those with masters degrees. Only 4 nercent of recent
haccalaurcate and 8 pereent of masters degree recipients
were emploved by the Federal Government in 1990,

The employment distribution of recent S&E graduates
by sector did not change markedly over the 198090 peri-
od. However, there were some sectoral shifts by field of
degree—specifically, by engineering degree recipients,
The percentage of recent graduates with bachelors de-
grees in engineering emploved by the Federal Govern-
ment increased from 4 percent in 1980 to 6 percent in
1990." However, the Federal share of recent masters
degree recipients in this field declined from 9 to 7 percent
over the period, State and local governments similarly

“Data for 1930 are trom SRS (1982),
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increased their share of recent hachelors degree recipi-
ents in engineering from 3 percent in 1980 to 5 percent
in 1990 and decreased their share of masters degree
graduates in engineering from 4 to 3 percent. These fluc-
tuations in S&E employment can be attributed to shifts
in defense spending over the decade.

Industry has accounted for the largest share of recent
S&E gracduate employment. The share of recent gradu-
ates with masters degrees in engineering employed by
industry has increased from 76 percent in 1980 to 78 per-
cent in 1990, Conversely, over the same period, baccalau-
reate engineering recipients have declined in their share
of industrial employment, dropping from 88 to 78 percent.
For science degree recipients, industry's share of recent
graduates with masters degrees increased from 40 to 51
pereent Between 1980 and 1990, while its share of recent
bachelors degree recipients rose from H8 to 60 percent.

Demographic Trends: Doctorate
Recipients”
In 1989, the population of doctoral scientists and engi-
neers was about 485,000, an increase of 4 percent per
year since 1977 when it was almost 304,000, The annual

"Diata for this section ave from the National Scienee Foundation®s
Survey of Doctorate Recipients biennial survey series, The most recent
survey was conducted in 1989, For information an standard errors
associated with these survey data, see SRS (1991).

Figure 3-10.
Distribution of bachelors and masters science

and engineering graduates, by primary work
activity: 1990
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rate of retirement for doctoral scientists and engineers
increased from about 0.5 percent between 1977 and 1979
to 0.8 percent during the 1987-89 period.! The effect of
this change was a dramatic increase in the proportion of
the doctoral scientist and engineer population who were
retired—a rise from 3.2 percent in 1977 to 5.6 percent in
1989. Most of this increase occurred after 1985, when
retirees accounted for 3.5 percent of the S&E doctoral
population. As larger proportions of doctoral S&E workers
enter the b5 years and older age group, retirements may
begin to have a significant impact on their supply.

Retirees varied considerably by degree field. In 1989,
retirees accounted for between 6.5 and 8.5 percent of the
doctorate-holders in the physical and social sciences and
in chemical engineering. Rates were much lower—3.5 to
5.1 percent—among doctorate-holders in the mathemati-
cal and environmental sciences, psychology, and electri-
cal and mechanical engineering. No retirements were
reported by individuals in the computer sciences, a rela-
tively new field.

Market Conditions

The likelihood of scientists and engineers at the doc-
torate level 1o enter the workforce remained very high in
1989 and appeared to have been unaffected by swings in
the Nation's cconomy during the late seventies and
eighties. Throughout the 1977-89 period, the labor force
participation rate of doctoral scientists and engineers
was approximately 95 percent. Doctoral scientists and
enginecrs had little trouble finding work during this peri-
od; their reported unemployment rate ranged from 1.2
percent in 1977 to less than 1 percent in 1989 (SRS
1991). By contrast, the overall unemployment rate in the
United States was 5.3 percent in 1989 and 1.7 percent for
professional workers (BLS 1991). The unemployment
rate for scientists and engineers at all degree levels com-
bined was 1.5 percent in 1988 (SRS 1990c¢).

Employment Rates

Employment of doctoral scientists and engineers
reached 449,000 in 1989, an increase of 57 percent (3.9 per-
cent per year) over 1977, Since 1983, however, employ-
ment growth of S&E doctorate-holders has slowed. The
annual rate of increase for the 1983-89 period was 3.3
percent per year, compared to 4.4 percent annually
hetween 1977 and 1983,

Despite substantial variation within individual S&I
ficlds, the overall proportions of employved doctoral sci-
entists (83 percent) and engineers (17 percent) have
remained constant since 1977, The higher proportion of
science doctorate-holders reflects (1) their retative con
centration in academia and (2) the higher level of educa-
tion needed by scientists (compared to engineers) for
professional status,

TThe retitement rate s the number of individuals who retired duar-
inga 2-vear interval divided by the tetal population at the beginning of
y heinterval—e g, the number of individuals who retire '« between 1987

KC nd 1989 expressed as a percentage ot the 1987 population,
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Within both science and engineering, growth rates for
employed doctoral scientists and engineers varied consid-
erably by field over the 1977-89 period. (See figure 3-11.)
Among the sciences, where overall growth was approxi-
mately 4 percent per year, the lowest rate was in the
mathematical sciences (1.6 percent per year), With
almost 11-percent annual growth, the computer special-
ties was the fastest growing field. Growth among the
engineering subfields varied within a narrower range.
Overall employment of doctoral engineers also increased
at an annual rate of slightly over 4 percent; by subfield,
growth ranged from 3.0 percent per year for chemical
engineers to almost 10 percent per year for acronautical/
astronautical engineers,

These differing growth rates altered the field distribu-
tions of the S&E doctoral workforce over the 1977-89
period. Among scientists, the proportions employed as
computer specialists, psychologists, and life scientists
increased while the percentages employed as physical,
mathematical and social scientists declined. In contrast,
there were relatively modest shufts among engineering
subfields. (See figure 3-12.)

Primary Work Activities

Between 1977 and 1989, the number of doctoral scien-
tists working primarily in R&]D increased by about 60
percent, while the number of their engineering counter-
parts rose 74 percent. Approximate!v 33 percent of

Figure 3-11.
Annual rates of employment growth for doctoral
scientists and engineers, by field: 1977-89
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Figure 3-12.
Distribution of employed doctoral scientists and
engineers, by field

Scientists

Physical
Mathematical
Computer specialists
Environmentat

Lite

Psychologists

Social

Engineers
Aeronautical/astronautical

Chemical

Civil
Electrical/electronic
Mechanical

Other

05 10 15 20 25 30
Percent

See appendix table 3-12. Science & Engineering Indicators — 1991

Ph.D -holding scientists and 30 percent of doctoral engi-
neers reported basic or applied research as their primary
work activity in 1989, up from 29 and 23 percent, respec-
tively, in 1977. (See figure 3-13.) Another 3 percent of
doctoral scientists and 16 percent of doctoral engineers
were working in development in 1989.

The next most prevalent work activity was teaching.
Approximately 27 percent of doctoral scientists and 17
percent of doctoral engineers reported teaching as their
primary work activity in 1989. In 1977, these proportions
were higher—34 and 20 percent, respectively; the down-
ward trend reflects the shift in Ph.D. concentration from
academia to industry.

About 7 percent of doctoral scientists and 15 percent
of doctoral engineers cited R&D management as their
primary work activity in 1989, These proportions were
down from 9 and 19 percent, respectively, in 1977,

Sectors of Employment

Although educational institutions remained the pri-
mary employer of S&IE doctorate-holders in 1989, this
sector's employment share has declined steadily since
the Iate 1970s. Industry's share of doctoral scientists and
engineers meanwhile has increased. In 1977, 62 percent
of Ph.D-holding scientists and 35 percent of their engi-
neering counterparts were employed in academia; by
ERIC
CRIC
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1989, the proportion of scientists had dropped to 55 per-
cent and that of engineers to under 34 percent. (See fig-
ure O-11 in Overview.) Concurrently, the proportion of
doctoral scientists employed in industry increased from
20 to 28 percent, and that of engineers from 51 to 56 per-
cent. The following paragraphs further detail this shift
from academia to industry.

Educational Institutions. Between 1977 and 1989,
doctoral S&E employment in educational institutions
increased at an average rate of 2.9 percent per year; this
was about half the 6.1-percent rate for industry. As a
result of academia's slower growth, the proportion of the
Nation's Ph.D.-holding scientists and engineers
employed in this sector declined from 57 to 51 percent.

The relative importance of academia as a source of
employment for S&E doctorate-holders varied consider-
ably by field. Roughly three-fifths of all doctoral scien-
tists were employed in this sector, compared to about
one-third of all doctoral engineers. Educational institu-
tions employed 71 percent of the Nation's social science
doctorate-holders, 61 percent of the Ph.D.-holding life
scientists, and 44 percent of doctoral psychologists.

Growth in academic doctoral employment also varied
by S&F field over the 1977-89 period. (See figure 3-14.)
Doctorate-holding computer specialists increased at. the
fastest rate—an average annual rate of almost 10 per-
cent. Life scientists and engineers in all subfields regis-
tered above average growth rates 3.5 percent and

Figure 3-13.

Distribution of employed doctoral scientists and
engineers, by primary work activity
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Figure 3-14.
Annual rates of growth for doctoral scientists and
engineers in academia: 1977-89
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almost -} percent annuallv. Slower than average growth
was recorded by physical and mathematical scientists,
who increased by only 0.9 and 1.3 percent per year,
respectively, These difiering growth rates changed the
field distribution of doctoral scientists and engineers
over the period. For exatnple, the proportion of physical
scientists declined from about 17 to 13 percent, and the
proportion of engineers rose from 10 to 11 percent.

After experiencing a slowdown in growth in the mid-
cighties, doctoral scientist emploviment in academia has
rebounded in receat years, Employment of Ph.D. holding
scientists increased at an average annual rate of 2.7 per-
cent between 1987 and 1989, up substantially from an
annual growth of 1.3 percent for the previous 2-year peri-
od. Opposite patterns were experienced by doctoral engi-
neers, whose emploviment incrcased by 4.5 percent annu-
ally over the 1985-87 period and then dropped to less
than 3 percent per vear over the next 2-year period.

Industry. Since the late seventies, the sectoral distribu-
tion of doctor 1 scientists and engineers has shifted
toward industry, increasing at average annual rates of 6,5
and 5.2 pereent, respeetively, By 1989, 28 pereent of all
Ph.D.-holding scientists and 56 percent of all doctoral
engineers worked in industry. The computer sciences,

ERIC
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psychology, and the social sciences were the fastest grow-
ing science fields for doctorate-holders employed in indus-
try: acronautical/astronautical, civil, and electrical/elec-
tronic were the fastest growing engineering subfields.

Overall, industrial emplovment of S&E doctorate-hold-
ers has slowed since the carly eighties. Between 1983
and 1989, the employment of doctoral scientists in indus-
try increased at an average rate of 4.6 percent annually:
doctoral enginecring employment rose 3.3 percent per
vear. These declining growth rates reflect several fac-
tors, including

e A greater demand by academia for S&E doctorate-

holders;

e A shortage of doctoral personnel in such high-
demand S&E fields as the computer sciences and
certain engineering specialties; and

e The relatively strong growth in development activi-
ties, which, as compared to basic and applied
rescarch, are generally carvied out by less highly
trained personnel (SRS 1988, p. 22).

A few S&E fields/subfields did not experience a declin-
ing growth rate in the latter half of the 1977-89 period:
These were the physical sciences and mechanical and
civil engineering.

Employment of Women and Minorities

Women. Women continue to account for an increas-
ing share of the employed Ph.D-holding scientists and
engineers, Their representation grew to 17.2 percent in
1989 compared to 9.7 percent in 1977, The fields with the
greatest relative growth of women doctorate-holders
were the computer sciences—which increased employ-
ment of doctoral women from fewer than 250 in 1977 to
over 2,300 in 1989—and engineering—which increased
emplovment from fewer than 300 to over 2300 during
the same period. Despite this rapid growth, only about 6
percent of doctoral women were either computer special-
ists or engineers in 1989, (See figure 3-15.) The life sci-
ences, social sciences, and psychology together account-
ed for over 80 percent of the period's increase in the
employment of doctoral women. Overall, the field distri-
bution of women with science doctorates did not change
greatly over the 1977-89 period. Women were, however,
somewhat more likely to be psychologists or computer
specialists and less likely (o be mathematical or physical
scientists in 1989 than in 1977,

Minorities. During 1977-89, the numbers of emiployved
black and Asian S&I doctorate-holders rose at average
annual rates of 8.4 and 8.0 pereent, respectively, (See fig-
ure 3-16.) These rates were over twice the 3.7-percent
rate for vhites. Recently (1987-89), S&E doctorate
growth has slowed; black and Asian Ph.D.-holder.
increased at average rates of 6.1 and 6.3 percent per
vear, respectivelys the corresponding rate for whites was
a2 pereent,

fno
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Figure 3-15.

Distribution of employed doctoral scientists and
engineers, by field and gender: 1989
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Despite their rapid employment growth, blacks account-
ed for only about 1.6 percent (7.200) of all employed doc-
toral scientists and engineers in 1684, This proportion rep-
resented a slight increase over 1977, when blacks
accounted for only 1.0 percent of emploved doctoral scien-
tists and engineers, On the other hand, the more than
41,000 employed Asians with S&I Ph.D. degrees repre-
sented about 9.2 percent of the total in 1989, up signifi-
cantly from 5.7 percent in 1977,

Supply and Demand Outlook for S&E
Personnel”

The 1990s should be a period of relative stability in
S&I5 labor markets, particularly as compared with the

llu |||n(hl presented here represents one of several posible
approaches to exanining the outlook lor S&E personnel. Bqually
robus<t models with ditfersnt assumptions about demographic trends,
ar incorparating differemnt persannel popubtions, joly maobility, and
other factors are likely to vield different resulis, Fraplovinent projec
tions for the study were grenerated by NSEFS PC occupations maodeling
wvstear, developed by Data Resources, fue /MeGrn-Hill The supply
projections were based on a model that incorporates ait major serrees
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defense buildup of the ecarly to mid-1980s when many
S&E fields experienced temporary shortages.” This con-
clusion has been reached after a careful examination of

e Various demand simulations to determine how
alternative national economic growth patterns
might affect S&E employment, and

o Supply side simulations to test the ability of the sup-
ply system to respond to these various demand sce-
narios,

The supply and demand models used to produce these
simulations try systematically to account for the many
institutional features, individual behavior patterns, demo-
graphic trends, and economic forces that govern S&IE
labor markets (Leslic and Oaxaca 1991), Results and tea-
tures of these models are provided in this section,

Operations of the S&E Labor Market

Because the performance of the U.S, economy is a
major influence on S&E emplovment, it is important to
understand the fundamental operations of the economy
in generating jobs for scientists and engineers (see
“S&E Emplovment: Demand Side,” p. 80), and in filling
those jobs through education and training institutions
(see "S&E Employment: Supply Side,” p. 81). The mod-
els upon which the following results are based attempt to

of response o (Imng( s in demand, bDeveloped under grant to Pr
Robert Dauffenbach (Oklihoma University), these nrojections are
intended 1o identily potential problems within the S&E labor market,
as well as to assist in understanding the dynamics and flexibility of the
S&E Eibor supply.

“The terim trefative stability™ indicates an overall bakimee hetween
total supphy and demand for scientists and engineers, 1 does not mean
that supply and denuid for each S&E field will be in pertect equilib-
rivm thronghout the decade. As his been the case in the past, spot
shortages and surpluses will continue o oceur across various S&E
fichls in response to supply/demand fuctuations,

Figure 3-16.
Index of doctora! science and engineering
employment, by racial/ethnic group
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S&E Employment: Demand Side

From the demand perspective, employment of S&E
personnel begins with “final industry demand”—that
is, the output of goods and services from the various
agriculture, mining, manufacturing, and service indus-
tries that is available for purchase by households, busi-
nesses, government, and foreigners. Because indus-
tries buy raw materials, products in intermediate
stages of production, and services from other indus-
tries, the total volume of production in a given industry
exceeds the total available for final purchase. Final
demand in the various industries thus needs to be
translated into total output per industry.

Once total industry output is known, productivity
ratios—that is, output divided by labor input—can be
used to compute employment by industry. From
there, it is a simple matter to translate the industrial
employment into occupational employment. This
translation is accomplished through use of the occu-
pational employment distribution per industry—the
percentage of employees who are scientists and engi-
neers, managers, clerical employees, blue-collar, «tc.
Summing the resulting employment by occupation
across industries yields total occupational demaud.
Thus, through such models, it is possible to translate
alternative final demand patterns into estimates of
total employment by occupation.

capture these fundamental operations systematically. In
this manner, alternative scenarios about the future and
the ability of the supply system t¢ meet such contingen-
cies can be examined and assessed.

A variety of demand scenarios can be envisioned. For
example, one scenario might involve high overall growth
in U.S. output, a shift toward services and away from
manufactured goods, lower military hardware produc-
tion, and extensive defense and nondefense R&D. It is
nossible to imagine other scenarios that might involve
slow overall growth of the U.S. eeonomy, but with a shift
in production of goods and services toward industries
that rely heavily on S&E employment. Lven though
aggregate econontic output would not change under
such a scenario, S&E employment would expand. Many
such scenarios could be developed and then tested rela-
tive to the ability of the supply system to respond.

Three adjustment mechanisms dominate supply
responses in the present modeling framework: degree
shares, employment retentions, and field mobility. In
response to high levels of demand, degree shares (S&FE
degrees as a percentage of total degrees awarded)
increase in the corresponding categories (Dauffenbach
1990). Also, retentions in S&E cmployvment domains
increase, which is to say that a high percentage of S&E
graduates remain in S&E occupations rather than pursue
alternative careers in marketing and management. In ad-
dition, workers with training in the shortage occupations

Chapter 3. Science and Engineering Workforce

become more concentrated in their respective fields of
employment, and workers with training in related fields
shift their employment to the occupations experiencing
shortfalls. Final outcomes of the supply simulations show
the leveling effects of the operations of the supply sys-
tem. Both shortages and surpluses are lessened, exhibit-
ing much more favorable balance than the initial changes
in demand would indicate,

Projected Demand for S&E Personnel

As described above, projections are forecasts that are
conditional upon a variety of assumptions that depict
economic, institutional, and social conditions. The analy-
sis in this section was therefore designed not to provide
a single numeric estimate of future employment require-
suents, but instead to provide a well-defined range within
which employment growth is likely to occur during the
1690-2000 periodi.

Three projection scenarios—a “low, " a *mid,” and a
“high"—were analyzed with the demand model using
alternative sets of assumptions designed to encompass
likely economic performance during the simulation peri-
od 1990-2000.% (See text table 3-3 for a summary of these

U he economie assamptions used in the three projection seenarios
(low. mid. and high) were provided by Data Resources, Ine./MceGraw-
Hill. The scenavios were run in the summer of 1991, Based on these
assumptions, NSE's PC occupations modeling system generated esti-
mates of projected total employment by sector, The accupational struc-
ture used by the Burcau of Labor Statistics was applied to the total
coiployment projections,

The seenarios are not predicions: consequently, departures from
the assumptions on which the scenarios are based may alter future
oulcomes signilicantly.

Texi table 3-3.
Summary statistics for macroeconomic scenarios:
1990-2000

Macroeconomic scenarics
Indicator Low Mid High
Average annual real growtn

- e Pareent-
GNP ........ oo 1.7 22 2.7
Consumption. . .......... 1.4 1.7 2.1
Business fixed investment. . . 22 3.6 51
Exports . . .............. 52 57 6.1
Imports . . ..... ........ 3.7 40 48

Average annual growth
Laborforce ............. 0.7 1.2 1.6
Productivity . .. .......... 1.1 . 1.3 1.5
Industrial production. . . . . .. 1.8 25 31

Average level

Inflation (GNP deflator). . . .. 4.7 3.6 3.1
Unemployiment. ... ....... 6.2 6.0 5.9

NOTES: Growth rates for the projection period are compo. ' annual
growth rates calculated between the years 1990 and 2000. 2vel
variables are averages fcr the years 1991 {0 2000

SOURCE: Data Resources, Inc./McGraw-Fill.
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assumptions.) S&E employment changes vary substan-
tially from 1990 to 2000 under the three alternative eco-
nomic growth scenarios:

*» Low growth—S&E employment is expected to
expand by 13.6 percent;

o Mid growth—S&L employment is expected to
expand by 20.6 percent; and

o High growth—S&E employment is expected to
expand by 26.7 percent.

(See text table 3-4.)

Growth differs dramatically among the five major
groups of S&E employment: engineers, math and con
puter specialists, biological scientists, physical scientists,
and social scientists, As shown in text table 3-4, the prin-
cipal beneficiaries of growth in the 1990s are expected to
be math and computer specialists and engineers. Under
the low-growth scenario, demand is particularly weak for
physical, biological, and social scientists, Under all sce-
narios, growth is concentrated among the engineering
and math and computer specialties, This degree of con-
centration raises a concern as to the ability of the supply
system to adjust to meet this demand.

Supply Side Responses

There are many ways in which the supply system can
adjust to meet this contingency of concentrated growth,
including the tollowing:

o Students presently enrolled can shift to high-growth
MAors.

o Recent graduates with related degrees can seek
employment in high-growth fields.

o Experienced workers can seck retraining and
become occupationally mobile into such jobs.

o ['xperienced workers with training in high-growth
ficlds who are pursuing non-5&E careers can return
to S&E employment.

¢ Those working in high-growth fields can extend
their careers in those arcas.

o [mmigrants can make up some of the shortfall in
high-growth areas.

o Later retirement could oftset high demand.

The supply model needs to capture these various facets
of flexibility in svstem operations, However, the amount
of flexibility the supply model exhibits must be based on
historical magnitudes (Collins 1988).

Supply model simulations were run on cach of the three
demand scenarios.” Overall, the Tow-growth supply simu-
lations show about a 4.0-percent overall surplus by 2000-—a

e SecE supply model used o produee these estimates was devel:
oped for NSE by Do Robert Dantfenbach ander an NSEF grant to
Oklalnna State University, The current model builds upon an carlier
model application tsee Dauftenbach and Fiorito 1983),

IToxt Provided by ERI
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S&E Employment: Supply Side

On the supply front, there are many factors that
must be considered. A large amount of attention is
typically paid to the production of S&E college
degrees at both the baccalaureate and graduate lev-
els. Underlying demographic trends of prime col-
lege-age groups, their rates and trends in college
attendance, their willingness to pursue S&E
degrees, and their willingness to work in S&E jobs
once they graduate must also be examined. Recent
college graduates represent a flow of new S&E per-
sonnel into the supply system. (See “Demographic
Trends: Recent S&E Graduates,” p. 72.)

These flows of newly trained personnel are much
smaller than the stocks of employed penple in vari-
ous S&E occupations. (See NSB 1989, pp. 77-80, for
an extensive discussion of S&E labor market stocks
and flows.) The stocks of employed persons in S&E
occupations, in turn, are smaller than the total num-
ber of S&E personnel in the workforce. Take, for
example, engineers. In 1989, there were 67,200 bach-
elors degrees awarded in engineering and about 1.6
million people employed in engineering jobs (not all
of whom had engineering degrees). However, since
World War II, the total number of engineering bache-
lors degrees earned in the Urited States exceeds 2.0
million. A very large percentage of these graduates
are still in the workforce today. Thus, as important as
the flows of new S&E graduates are in the supply sys-
tem, these numbers are small compared to the stocks
of people employed in S&E occupations and thie num-
ber in the labor force who have training in S&E
fields. Consequently, small changes in the behavior
of experienced workers can have dramatic supply
consequences. Supply models must capture the
behavior of experienced workers through analysis of
the longevity of S&E careers. Such models must also
take into account the willingness and ability of S&E
trained personnel {o work in occupations that do not
exactly match their training (Dauffenbach 1990).
This latter concept is known as “field mobility.”

particularly slow growth scenario, (See figure 3-17.) Be-
low average surpluses are shown for math and computer
specialists and physical scientists, while surpluses for the
other occupational groups are slightly above average.

The mid-growth scenario indicates approximate bal-
ance—only about a 0.5-percent overall surplus, The bal-
ancing effects of supply system operations leave only a
small pereentage difference between the field of highest
comparative shortagze and Lighest comparative surplus.

The high-growth scenario, which yields an overall 26.7-
pereent growth in demand in the 1990s, results inan
overall shortage, but not a significant one, Overall, total

‘h
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Text table 3-4.
Projected science and engineering job growth

2000

Occupational group 1990 Low Mid High

Total scientists and engineers. . . 3,060 3,476 3,689 3,877

Percentagechange . ................ 13.6 20.6 26.7
Engineers ................. 1,658 1,740 1,877 1,980
Percentagechange................. 11.7 205 271
Math and computer specialists .. 658 839 883 931
Percentagechange . . ............... 275 342 414

Biological scientists .......... 298 317 327 339
Percentagechange................. 62 9.7 139
Physical scientists . .......... 246 265 277 289
Percentagechange................. 75 125 176
Social scientists . . . .......... 300 315 325 338
Percentagechange . ................ 51 84 127

SOURCES: Bureau of Labor Statistics and National Science Foundation,
unpublished tabulations.
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supply equals 98.0 percent of total demand. There are
only a few examples of detailed S&E occupations where
the extent of the shortage exceeds 2.0 percentage points,

Unanswered Questions

The Questions. Despite modeling advances 10 assess
S&E employment outlooks, uncertainty remains high on
both sides of the supply/demand equation. The questions
abounding on the demand side include the following:

o Will decreases in defense spending dramatically
affect S&IE labor markets?

o Will the threat of foreign competition drive U.S.
manufacturers toward more R&D spending?'®

e Will the generally slower growth prospects for the
U.S. economy impinge on demand for S&E person-
nel (SRS 1988b)?

o Will the rebuilding of Eastern Europe lead to a
surge in demand for capital goods that have sizable
S&E components?

o Will Federal budget deficit problems lead to a slow-
ing of Federal R&D spending?

As these questions show, the impacts of recent events do
not lead in a consistent direction. Some lead to increases
in ¢ »mand; others, to decreases.

On the supply side, oo, there are many unanswered
questions:

Phis circumstance could have a negative impact on demand for S&Q-
workers il companies inerease their fractions of R&ED outside ol the
Q  United States (where the labor involved is ugely foreign nationals).

E119
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o Will the United States be able to continue its reliance
on immigrants to fill Ph.D-level jobs (Forrest 1990),
or will rising international S&E demand begin to
draw off this talent?

o Will the upheavals in Central and Eastern Europe
and the former USSR, coupled with relaxation in
emigration rules, lead to a massive exodus of S&I
workers to the Western world?

o Will smaller youth cohorts in the prime college
attendance years begin to have a dramatic impact
on S&E degrees?

e Will women and minoritics, who now make up a larg-
er proportion of the college-age pool, begin to nur-
ste S&E educational opportunities in increasing
numbers (SRS 1990a, p. 31)?

¢ As larger proportions of S&E workers enter the 55
years and older age group, will retirements begin to
have a much more significant supply impact?

e What are the implications of extending mandatory
retirement to age 70?

As with demand, uacertainties in supply also do not
point in the same direction.

Answer Lies in Supply Flexibility. The supply sys-
tem reveals a fairly high degree of flexibility in the face
of uncertain demand shocks. It is not infinitely respon-
sive, however, Other factors limit its flexibility:

e The adjustment mechanisms the supply system
incorporates are not without costs in lost productivi-
ty: retraining expenses; and employer, industry, and
occupational mobility.

e In the high-growth scenario, it may prove difficult
for higher education to respond to the demand for
degrees in fields experiencing relative shortages.

Figure 3-17.
Estimated range of supply/demand differentials for
scientists and engineers: 2000
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SOURCE: Science Resources Studies Division. National Science
Foundation, unpublished tabulations.
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Morcover, since the more willing and sometimes more
able are likely to be the first to engage in field mobility,
the real and psychological costs of retraining and mobil-
ity will rise with cach incremental need for change, It
will prove increasingly costly to retrain personnel who
are field-mobile to the areas of high demand.

As costly as such dislocations are, the supply system
appears capable of adjusting to rather wide differentials
in demand growth, The overall demand growth differen-
tic.l between the low and high scenarios is 13,1 percent-
arge points (26.7-percent growth in the high-growth sce-
nario versus 13.6-percent growth in the low-growth sce-
nario). Supply system operations reduce this differential
to hall' its former size: 2.0-percent shortage to 4.0-pereent
surplus, or a 6.0-percentage point differential, (That is,
about half of the difference in demand between the high-
and low-growth scenarios can bhe accommodated by
adjustments in the supply system.)

Neither of these numbers represent a high degree of

disequilibrium in the market for scientists and engi-
neers, These demand scenarios and atter -lant supply
processes can thus be said to exhibit velative balance for
S&E Tabor markets in the 1990s. The possibility of spot
shortages in certain S&E fields is not precluded, how-
ever. For example, the adjustment mechanisms in the
supply system may be insufficient to meet the expected
increase in demand for computer systems analysts,

Because of these many lingering uncertainties, S&E
labor markets need to be followed closely and the sce-
narios and models improved continuously.

International Einployment of Scientists
and Engineers

A country’s employment of scientists and engineers is
a significant indicator of its level of effort in and relative
national priority for science and technology. Interna-
tional comparisons are complicated by differences in
countries” definitions of specific jobs and in methods of
data collection and estimation. Still, international
employment dawa provide insight into the relative
strengths of the S&E worklorces in the United States
and other countries.

This section explores trends in international S&E
emploviment, including employment sectors, primary
activities, and employee characteristics in France, ltaly,
Japan, Sweden, the United Kingdom, the United States,
and West Germany.' Also included is a brief discussion
of trends in the emigration of foreign scientists and engi-
neers to the United States, (See “hmmigration,” above.)

International S&E Job Patterns

In the early to mid-1980s, the number of nonacademic
scientists and engineers employed in the United States

Claly and Sweden are exeliuded from several discussion areas
hecause of a lack of comparable data, West German data are for West
@ many only and do not include data for the former East Germany.

ERIC
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immigration

Immigrant scientists and engineers are an impor-
tant component of the S&E workforce in the United
States. They represent a valuable resource to the
Nation's economy.

In 1988, 11,000 scientists and engineers immigrated
to the United States. Forty-five percent of these im-
migrants came from Asia—three times the number
that came from Western Europe. The largest num-
bers of immigrants came from India, Taiwan, The
Philippines, and the United Kingdom, each of which
accounted for more than 750 immigrants.

Almost three-quarters of the S&E immigrants to
the United States were engineers. Only 11 percent of
the new immigrants were in the natural sciences, 11
percent were mathematicians or computer special-
ists, and just 4 percent were social scientists.

exceeded the combined total of those in France, ltaly,
Japan, the United Kingdom, and West Germany. ™ Exam-
ining the number of scientists and engineers as a propor-
tion of cach country’s total labor force shows that the
United States emploved the highest percentage of scien-
tists and engineers, (ollowed by (in descending order)
Japan, West Germany, the United Kingdom, and France,
Italy employed the lowest proportion of scientists and
engineers. (See figure O-7 in Overview.,)

In the five countries compared here (France, Japan,
the United Kingdom, the United States, and West
Germany), the services sector is usually the most impor-
tant employer of scientists, while most engineers are
emploved i the manufacturing sector. In the 1980s, the
services sector was the largest emiplover of nonacademic
scientists in all countries except West Germany: there,
manufacturing industries employed the largest percent-
age of these scientists, (See figure 3-18) The manulac-
turing sector was the largest emplover of nonacademic
engineers in all countries; it was particularly significant
in the United States and the United Kingdom, where it
emploved hall of the engineers. The services sector
emploved the next highest proportion of nonacademic
engineers in all five countries,

By occupation, industrial/mechanical engineers con-
stituted over half of the S&E manufacturing workforee in
the United States (1988) and the United Kingdom
(1981). The proportion of these engineers was also high
in France (1987) and West Germany (1985), where they
accounted for between 435 and 45 percent of all scientists
and engincers emiploved in manufacturing.

The distribution of the Japanese S&IL manufacturing
workforce differed from that of the other countries. In

CAcademic S&E emplovment is excluded from this discussion
hecause data are not available,

UNEN
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Figure 3-18.
Nonacademic scientists and engineers, by
sector of employment

Scientists

United Stales
I Manutacturing

@@ Construction
B Services
B Government
[ Ali other

France
West Germany
Japan

United Kingdom
Engineers
"Inited States

France
West Germany
Japan §

United Kingdom

PO G R S|

P PR U T GRS WY S R S S S
0 10 20 30 40 50 60 70 80 90 100
Percent

NOTE: U.S. data are for 1988: France. for 1987; West Germany and
Japan, 1985; and United Kingdom, 1981,

See appendix table 3-18. Science & Engineering Indicators - 1991

Japan (1985), the largest proportion of its S&IL manufac-
turing workforce was civil engineers (32 percent) and
industrial/mechanical engineers (27 percent). Japan also
had a higher proportion of computer specialists (21 per-
cent) than did the other four countries.

R&D Activity

The United States had more full-time equivalent scien-
tists and engineers engaged in R&D in 1987 than did
Japan, West Germany, France, the United Kingdom,
Italy, and Sweden combined. (See figure 3-19.) In fact,
the United States had twice as many R&D scientists and
engineers as Japan and about five times as many as West
Germany: Japan and West Germany being the countries
with the next highest numbers of R&D scientists and
engineers. As a proportion of the labor force, however,
other countries now have concentrations of R&D scien-
tists and engineers approximating that of the United
States. In 1987, Japan's ratio per 10,000 was close to that
of the United States—68.8 versus 70.9, respectively.

Employee Characteristics

Age. The age profile of a country’s S&E workloree is
used as an indicator of how recently the population of sci-
entists and engineers may have been trained. It also pro-
vides information on the potential need for replacements.

Japan has a vounger nonacademic S&I7 workforee than
do the other countries. Almost half of the nonacademic
scientizts and engineers in Japan (1985) were younger

~ L3 3
.

than 35. (See figure 3-20.) In comparison, slightly less

RIC

Aruitoxt provided by Eic:
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than a third of U.S. nonacademic scientists and engineers
were under 35 (1986). Moreover, Japan had the smallest
proportion of scientists and engineers (7 percent) older
than H55; the United States had the second highest (18
percent).

Internationally, most scientists and engineers were
middle-aged: About half the scientists and engineers in
France, the United States, and West Germany were
hetween 35 and 54 years old.

Gender. The vast majority of scientists and, especially,
engineers in all countries compared here were male.
(See appendix table 3-17.) However, the fractions for
female S&E employment are increasing—slowly in engi-
neering and more rapidly in the sciences. Irance, the
United States, and the United Kingdom had the best
records of emploving female scientists and engineers
(14 pereent, 13 pereent, and 9 percent, respectively).

Educational Attainment. The quality of a nation's
S&E workloree is greatly influenced by the level of edu-
cation attained by its workers. Information on the field
and level of S&I degrees awardesd can therefore serve as
a valuable indicator of the competitive potential of a
country's workforce.

Figure 3-19.
Scientists and engineers engaged in R&D, for
selected countries: 1987
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See appendix tables 3-19 and 3-20.
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The United States (1988) and Sweden (1987) had sig-
nificantly lower percentages of university graduates in
the natural sciences and engineering than did the other
five countries—-20 and 12 percent, respectively. In con-
trast, in France (1987) almost half of first university
degrees were awarded in either the natural sciences or
engineering. Correspending proportions were 37 per-
cent in the United Kingdom (1988), 35 percent in West
Germany (1988), 31 percent in Italy (1987), and 27 per-
cent in Japan (1988). France, the United Kingdom, and
West Germany all had greater concentrations of first uni-
versity degrees in the natural sciences in 1986 than did
the United States. In absolute numbers, however, the
U.S. degree recipients were more numerous.,

In 1988, more Japanese than US, students received
first university degrees in engineering (76,000 versus
70,000) despite the fact that Japan's college-age popula-
tion is only about one-quarter that of the United States.
(See figure O-14 in Overview.) However, the United
States awarded more than twice the number of engineet-
ing doctoral degrees and more than 10 times the number
of natural science doctorates than did Japan in the same
yedr,
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Figure 3-20.
Nonacademic scientists and engineers, by age for
selected countries
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Financial Resources for Research and Development
HIGHLIGHTS

U.S. R&D—the State Level

¢ U.S. R&D performance is concentrated in a few
states, Half of the 1989 nationwide R&D effort was

U.S. Research and Development (R&D)—the
National Level

¢ Growth in the Nation’s R&D investments slowed

in recent years. U.S. support for R&I) grew at an esti-
mated average annual constant dollar rate of 1.2 percent
hetween 1985 and 1991, onessixth the rate of growth for
1980 to 1985. Total R&D expenditures reached an esti-
mated $152 billion in 1991, or 2.7 percent of the gross
national product (GNP). See pp. 89-90.

¢ A decreasing fraction of U.S. R&D support is
being provided by the Federal Government. The
Federal share of the Nation's R&D funding total edged
downward, from 46 percent in 1985 to 44 percent in
1991, Industry's share of total was the same in both
1985 and 1991—>51 percent. The combined share of sup-
port from state governments, universities, and nonprofil
institutions rose from 3 to 5 percent. See pp. 90-91.

¢ The university share of total U.S, R&D perfor-
mance continues to grow. Industrial firms’ R&D per-
formance accounted for 74 percent of the U.S. total in
1985 and 72 percent of national 1991 expenditures. The
share of all R&D that was conducted in academic insti-
tutions grew from 12 to 15 percent over the same time
period. Federal agencies accounted for 11 percent of
the U.S. performance total in hoth years. See p. 91.

Federal R&D funding patterns reflect increased
support for several nondefense policy objectives.
More than 90 percent of the growth in Federal R&D
support from 1980 to 1986 was defensc-related. Since
then, the largest Federal R&D increases have heen
for health and space programs. Nonetheless, defense
still accounted for 59 percent of the 1991 Federal
R&D funding total. See pp. 94 and 99.

An increasing proportion of health R&D is
funded by non-Federal sources. Between 1985 and
1991, the Federal share of total health R&D dropped
from 50 to 42 percent. Industry support grew from 40
to 47 percent of total. See pp. 100-01.

e The use of Federal incentives to foster R&D

growth and inter-sector research cooperation has
increased rapidly. Federal support for small business
research has increased by more than 10 percent (in
constant dollars) per year since 1985, Tax credits for
R&D expenditures annually provide over S1 billion of
indirect Federal support. More than 200 industry coop-
erative research ventures have been registered nation-
wide since 1985, and 868 cooperative R&ID agreements
hetween industrial firms and Federal laboratories have
been negotiated since 1986, See pp. 97 and 10102,

undertaken in five states—California, New York,
Michigan, Massachusetts, and New Jersey. However,
New Mexico and Delaware had the largest R&D to
gross state product ratios. See pp. 103-04.

States continue to be heavily involved in fostering
R&D growth and research cooperation among
sectors. Since 1985, at least 30 states have established
institutions promoting local economic development
through science and technology. At least 36 stales
award university-industry research grants to support
growth strategies; no fewer than 20 provide tax incen-
tives for R&D conducted in-state. See pp. 104-05.

Industry support of the U.S, academic R&D ef-
fort rose from a 4-percent share in 1980 to a 7-
percent sharz in 1989. Industry support comprises
a notably higher fraction—up to 20 percent—of aca-
demic R&D in states whose universities' research per-
formance is relatively small. See pp. 106-07.

U.S. R&D—International Comparisons
¢ The United States spent 16 percent more on R&D

in 1989 than did Japan, West Germany, France,
and the United Kingdom combined. However, these
four countries collectively spent 12 percent more on
{otal nondefense R&D than did the United States. The
United States, Japan, and West Germany each invested
close to 3 percent of their respective GNPs on R&D.
Excluding R&D for defense purposes, the U.S.
R&D/GNP ratio (1.9 percent in 1989) trails those of
Japan (3.0 perecent) and West Germany (2.8 percent).
See pp. 107-08.

Government R&D investment priorities differ
among countries. In the United States, France, and
the United Kingdom, defense accounts for the largest
share of total governmental R&D. Japan invests heavi-
ly in energy-related Ré&D, and industrial development
accounts for the largest share of the West German
Government's R&D total. See p. 109.

R&D activities are becoming increasingly global,
In 1989, the overseas R&D investment by U.S. compa-
nies was equivalent to 9 percent of industry's domes-
tic R&D spending, compared to 6 percent in 1985, In
1988, foreign companies accounted for an amount
equivalent to 11 percent of all industrial R&D expendi-
tures in the United States, compared to their 9-per-
cent share in 1985, See p. 110.
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Introduction

Chapter Focus

Previous chapters focused on the people involved in
science and technology (S&T) activities, including
rescarch and development (R&D). This chapter presents
indicators of the finarcial resources devoted to the
Nation's R&ID base and of the growing complexity of
inter- and intra-sector cooperative R&D relationships
that have been forged during the past decade.

Despite their recent slowing, both public and private
sector R&D funding grew considerably during the eight-
ies. This growth is itself an indication of the heightened
importance assigned to the R&D enterprise. Indeed,
there is ample evidence that R&D is essential to the pro-
vision of public goods and services that benefit society as
a whole; for example, R&D contributes directly to
improvements in national defense, public health, and
environmental quality. Several decades of study have
documented the further contribution of private R&D
investinent to productivity growth and industrial compet-
itiveness.! And, according to recent studies, even the
hasic research undertaken in academie institutions pro-
motes industrial innovation and yields high economic
returns to society.”

Alongside this growing recognition of the importance
of R&D is an appreciation in recent years by public and
private sector supporters of R&D of the need to leverage
their R&D funds. It has become increasingly clea that
(1) R&D done in Federal or university labs can benefit
industry and, by so doing, enhance industrial competi-
tiveness at both the local and national levels; and (2)
Federal fostering of research cooperation within indus-
try—so that companies might better maintain their tech-
nological competitiveness domestically and abroad—
also serves the goals of the Nation.

Chapter Organization

The first section of this chapter describes broad pat-
terns among R&D-funding and -performing sectors—the
Federal Government, industry, academia, and nonprofit
institutions. A brief overview is provided of develop-
ments during the past 50 years that have led to the pres-
ent R&D setting, Also discussed is the character of these
activities—that is. whether they are basic research,
applied research, or development,

The second section considers the Federal role more
closely. Transfers of Federal funds to the various R&D-

Results from numerons cconometric studies on R&D and productiv-
ity greowth and velated measurement and theoretical issues are sunuma-
rized in Sveikausk - (1989).

'See Adams (190 and Mansfield (1991), These betefits are in addi-
tion to the more Gaditional otfshoots assockited with basic researeh,
including the education and training of fulure scientists and engineers
and the pursuit of knowledge for its own sake.
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performing sectors are detailed, with specific attention
given to the funding agencies, the fields of research
funded, and the various sociocconomic objectives—
including hoth defense and nondefense—supported.
Data are provided on several Federal incentives that
were put in place during the eighties to foster R&D
growth indirectly—for example, R&D tax credits and
cooperauve R&D agreemonts, Additionally, for the first
time in the Indicators series, data are included regarding
Federal funding of R&D through the Small Business
Innovation Rescarch Program.

The third section takes a state-level view of the U.S,
R&D base. Topics covered include the geographic distri-
bution of domestic R&D investment, the research inten-
sity of states’ economies, state programs for S&T-based
economic development, and direct funding of R&D by
the states and within their universities,

The concluding section builds on the U.S. national and
Federal details by providing comparisons on similar
R&D topics among major industrialized countries.
Indicators include level of funding, sector funders and
performers, R&D/gross national product (GNIP) intensi-
ties, and government R&D objectives, The globalization
of the Nation's R&D effort is also discussed.

National R&D Spending Patterns

The United States spent an estimated 2.7 percent of its
GNP on R&D activities in 1991, This investment in the
discovery of new knowledge—and in the application of
knowledge to the development of new and improved
products, processes, and services—totaled an estimated
$152 billion.*

In this section, national R&D expenditure trends and
sector-specific R&D funding and performance patterns
are reviewed. Major turning points in R&D spending pat-
terns over the past 30 years are suggested. The discus-
sion concludes with a summary of 1991 R&D estimates,

Overview: 1960 to Present

The Nation's R&D expenditures have more than dou-
bled (in constant 1982 dollars) during the past three
decades, rising from about 844 hillion in 1960 to an esti-
mated S110 billion in 1991, (See figure 4-1.) Because this
growth has come in spurts, the history of U1.S, R&D
funding consists of several distinet stages. The period
from 1960 to 1967 was marked by rapid growth in total
R&D spending: Inflation-adjusted increases averaged 5.7
percent per yvear. The growth was spurred, to a large
extent, by massive Federal investment in military and

Threughout this chapter, current funding or expenditure data are
presented in nominal dollars, Trend data usually are deflated to 1982
constant dolars using the GNP implicit price deflator and are so inai-
cited. (See appendix table 1) There are exceptions Lo this choice of
deflator: these exceptions are identified appropriately,

eRlc Lo b
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Figure 4-1.
National R&D funding, by source
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See appendix table 4-2.

space technology.! Then, for nearly a decade, total R&D
growth failed to keep up with either inflation or econom-
ic output as both business and government—encounter-
ing an cconomic and political environment that could no
longer justity the current rate of R&D expansion—de-
emphasized funding for research programs. In particu-
lar, Federal R&D support Tor both defense and nonde-
fense activities declined sharply during this period.
Overall, real R&ED fell 9 percent, dropping from 2.8 per-
cent of GNP in 1967 to 2.2 percent in 19705,

A significant funding reversal occurred following the
dual energy and economic crises of the mid-1970s, From
1975 to 1985, ULS. R&D grew on average by 5.5 percent
annually, and the R&D/GNP ratio climbed to 2.8 per-
cent. Initially the rescareh growth was directed toward
solutions to energy problems; major energy R&D pro-
grams were undertaken by both industry and govern-
ment. In the carly ecighties, however, the focus of the
national R&D effort shifted overwhelmingly toward
detense-related activities,” In fact, more than 90 percent
of the rapid increase in Federal R&D support hetween
1980 and 1985 was attributable to delense programs.

Sluggishness in the economy (including attendant
shortiall in profits, out of which business R&D normally

Growth during this carly period is a continuation of the rapid
ereases i the Nation's milituy R&ED investment that began in the
carly fitties. From 1935 to 1060, U8, R&ED speading grew on average
by 15 pereent per year, The carliest year for whiclt the National
Scienee Foundation reports R&ED expenditures is 1955,

See SRS (1990h) 1or relevant statisties on energy and detepse
speiding.
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is funded) and budgetary constraints imposed on all gov-
ernment programs have since slowed R&D growth
nationwide, Even with the skyrocketing number of coop-
erative relationships among the various R&D-performing
sectors of the economy—relationships generally estab-
lished in response to regional or international competi-
tiveness concerns—R&D growth has fallen overall to a
1.2-percent average annual rate of increase during the
1985-91 period. Indeed, a slight decline in inflation-
adjusted R&D expenditures—fueled particularly by a
reduction in defense R&D spending—is indicated from
estimates for 1990 and 1991 (SRS 1991¢).

Funders, Performers, and Character of Work

R&D Funders. Considerable changes in the patterns
of R&D support and performance have accompanied the
A0-vear expansion of R&D investment chronicled above,
The most notable change eoncerns the relative roles of
the Federal Government and private industry in funding,
or supporting, R&D. The Federal share of total national
R&D expenditures has fallen rather steadily, dropping
from 65 pereent in 1960 to an estimated post-World War
11 low of 44 percent in 1991, Indeed, since 1988, not only
has the Federal Government's relative share of the total
fallen, but—alter adjusting for inflation—so has its abso-
lute dollar contribution. (See appendix table 4-2 for back-
ground data.) Also during the 1960-91 period, TS, firms
have increased their relative share of support for total
10.S, R&D activities from 33 to 51 percent. This increased
support includes both in-house R&D and Tunding of
R&D in other sectors. University and college support foy

1N A
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The National Science Foundation uses the following
definitions in its resource surveys.

Basic research: Basic research has as its objective
a fuller knowledge or understanding of the subject
under study, without specific applications in mind. In
industry, basic research is defined as research that
advances scientific knowledge but does not have spe-
cific commercial objectives, although such investiga-
tions may be in fields of present or potential interest to
the reporting company.

Applied research: Applied research is directed
toward gaining knowledge or understanding necessary
for determining the means by which a recognized and
specific need may be met. In industry, applied
research includes investigations directed to the discov-
ery of new scientific knowledge having specific com-
mercial objectives with respect to products, processes,
or services.

Definitions

Development: Development is the systematic use
of the knowledge or understanding gained from
research directed toward the production of useful
materials, devices, systems, or methods, including
design and development of prototypes and processe:.

Obligations: Obligations represent the amounts for
orders placed, contracts awarded, services received,
and simila. transactions during a given period, regard-
less of when the funds were appropriated or when pay-
ment is required.

Outlays: Government outlays represent the amounts
for checks issued and cash payments made during a
given period, regardless of when the funds were appro-
priated or obligated.

Budget authority: Budget authority is the authority
provided by Federal law to incur financial ubligations
that will result in outlays.

R&D—which includes state government support to this
sector—has grown over the past three decades, rising
from 1 to 3 percent of the national total. Most of this
growth in academia's relative share has been in basic
research., (See appendix table 4-4.)

R&D Performers. In terms of R&D performance pat-
terns, the changes have been less pronounced. In contrast
to its overall increased support for R&D, industry is esti-
mated to have performed a smaller share of R&D in 1991
than in 1960; 72 versis 78 pereent. Universities and col-
leges increased their share of R&D performance over the
same period, rising from 5 percent to 11 percent of the
national total, Particularly during the eighties, this growth
in R&D performed on the Nation's campuses benefitted
from steadily rising industry-university partnerships with
both Federal and state government funding. Federal in-
house R&D declined from 13 percent of the Nation's total
in 1960 to 11 percent in 1991; it has remained level at
approximately $12 billion per year (in inflation-adjusted
1982 dollars) since 1985, (See appendix table 4-2.)

Character of Work. Although the Nation's total in-
vestment in R&D has grown significantly, its relative
emphasis by character of work (see “Definitions,”
above.) has remained rather stable since 1970, (See fig-
ure O-4 in Overview.) As a proportion of total R&D,

e Development has fluctuated between 61 and 66 percent:

e Applicd rescarch, between 21 and 24 pereent; and

e Basic researcl, between 13 and 16 percent.

(See appendix tables 4-3, 4-4, 4-5, and 4-6.)

1991 Spending Patterns

R&D Funders. Funds for R&D in the United States
came m2ialy ffom two sources in 1991—industry (at an
estimated 51 percent of total) and the Federal Gov-
ernment (44 percent of total). The remaining 5 percent
came from universities and colleges, state and local gov-
ernments, and nonprofit institutions.® (See figure 4-2.)

The most recent estimates of change from 1989 to
1991 show Federal support declining 3 percent (in con-
stant 1982 dollars), industry support remaining rather
level, and support from other non-Federal sources climb-
ing 15 pereent. (See appendix table 4-2.)

R&D Performers. At an estimated S 08 billion in
1991, industry remained the largest performer of R&D in
the United States: R&D performed by companies ($105.8
hillion) and that performed by industry-administered fed-
crally funded rescarch and development centers
(FFRDCs) (52.7 billion) accounted for 72 percent of the
national R&D effort.” About one-third of this combined
industry and FFRDC performance total was financed by
the Federal Government (see text table 4-1), mostly by
the Department of Defense (DOD). Acerospace compa-
nies accounted for about one-fourth of industry’s perfor-

“Current estintates for state govermment i-honse RED are not avail-
able. 1 1988, state labs” intramural performance reached 8000 billion,

An FERDC is an organization exclusively or substantially finaneed
by the Federal Government 1o mecta pasticular requirement or Lo pro-
vide major facilities for research and associated training purposes,
Fach center is administered by an industeial fivm, an individual univer-
sity, @ university consortia, or a nonprofit institution. The 10 industry-
administered FERDCs receive the hulk of their funding from the
Departnient of Detense and from the atomic energy defense progriams
of the Depirtment of Energy.
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Figure 4-2.
National R&D expenditures: 1991
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See appendix tables 4-3, 4-4, 4-5, and 4-6.

mance total; compatios o the chemicals, communica-
tion equipment, ana »ator vehicles industries each
accounted for about 10 percent.” (See appendix table 4-7,
which also reports estimates for industry-specific charac-
ter of work splits.)

The second largest R&D-performing sector consists of

the Nation's universities and colleges, exclusive ol uni-

S industrial RE D expenditures continae to e heavily concentrat-
edina small number ol Tirms, iy 1989, the four largest R&ED-perform-
ing companies accounted for 22 percent of this sector’s performance
total. The 100 Largest accounted for 70 pereent of total (NS 1991 and
SRS 1991 Fifteen yvears carlier, the § largest companies accounted
for 20 percent of total and the 100 Largest companies for 82 pereent.

Text table 4-1.
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versity-administered FFRDCs,! Federal funding account-
ed for an estimated 56 percent of their R&D activities
(817 billion) in 1991; this was down from 68 pereent in
1980, (See appendix table 4-2.) Academic institutions
themselves financed a larger proportion of their R&D—
14 percent in 1980 and an estimated 20 percent in 1991,
Funds from industry to universities and colleges also
increased over the period, rising from 4 to 7 percent of
the total R&D performed in these institutions, State and

"One hundred universities accounted tor about 82 percent ol the
R&D performed by this sector in 1989, Fifteen vears carlier, the top 100
acconnted for a similae 83-percent share of scademia’s total R&D effort.

Estimated national R&D expenditures, by performir.g sector and source of funds: 1991

Sources of R&D funds
Universities Other Percent
Federal and nonprofit  distribution,
R&D performers Total Industry Government colleges' institutions performers
S e ---- Millions of dollars -——— - --=- ——--
Total. . ... ... ... . 151,600 78,0 66,000 4,950 2,600 100.0
Industry .. .......... .. ... ... ... 105,750 76,150 29,600 —_ -— 69.8
Industry-administered FFRDCs” . . . . .. .. 2,700 2,700 — — 1.8
Federal Government . .. ............. 16.400 16.400 — — 10.8
Universities and colleges . . .. ......... 17,200 9,650 4,950 1,350 1.3
University-administered FFRDCs". . . . . .. 4,850 4,850 — — 3.2
Other nonprofit institutions . . . ... ...... 4,200 2,300 — 1,250 2.8
Nonprofit-administered FFRDCs” . . . . ... 500 — 500 — — 0.3
Percent distribution, sources. . ... ... ... 100.0% 43.5% 3.3% 1.7%

~- = unknown, but assumed 10 be negligible

*Includes an estimated $1.5 billion in state and local government funds provided to universily and college performers.

- Federally funded research and development centers (FFRDCs) conduct R&D aimost exclusively for

e by lhe Federal Government. Expenditures for

FFRDCs lheretore are included in Federat R&D support, although some non-Federal R&D support may be included in the totals.

See appendix table 4-2.
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local governments provided roughly 9 pereent of the aca-
demic R&D total in 1991, slightly more than the 8-per-
cent share the sector held in 1980,

Federal in-house R&D performance reached an esti-
mated 816 billion in 1991, or 25 percent of all Federal
R&D expenditures (866 billion). Of this Federal fund-
ing total,

¢ 49 percent funded industry and affiliated FFRDCs;
* 15 percent went to universities and colleges;

e 7 pereent funded FFRDCs administered by universi-
ties; and

e 4 percent was for institutions in the nonprofit sector,
including FFRDCs administered by nonprofits.

(See text table 4-1)

Character of Work. Development continues to ac-
count for the lion's share—61 percent—of U.S. R&D
funds. An estimated 23 percent of the 1991 R&D total
was for applicd rescarch; the remaining 16 percent was
for basic rescarch. Each of the sectors funds and per-
forms basic rescarch, applied research, and development
to varying degrees. Different sectors, however, dominate
in these R&D work categories:

Figure 4-3.

93

o In 1991, ndustry performed 86 percent and funded
58 percent of development. The Federal Government
funded almost all—41 percent—of the rest.

o Industry performed 68 percent and funded 56 per-
cent of the applied research total.

e The Federal Government funded 61 percent of all
basic research: 47 percent was performed by univer-
sities and colleges.

(See figure 4-3.)

Federal Support for R&D

Federal support for R&D is an important indicator of
government's overall commitment to maintaining the
Nation's S&T base and building its technological leader-
ship. Undoubtedly, the most important means of Federal
support for R&D is direct funding, »hich is now ap-
proaching close to 870 billion annvally. This support
includes funding for programs traditionally in the gov-
ernment purview—such as national defense—and for
activities for which the government and the private sec-
tor share responsibility; for example, promoting long-
term economic growth through small business research

National R&D expenditures, funders, and perfurmers, by character of work

Billions of constant 1982 dollars

Percent 100
100 0 R&D expenditure trends
s 4
80 40 f Applied rescarch -
B
[ """"""""""""" Basic research
- 0 e i ea

1981 1983 1985 1987 1989 1991

Development Applied Basic
research research
Funders

See appendix tables 4-4. 4-5, and 4-6.

R&D funders and performers: 1991
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Developmeri Applied Basic
research research
Performers
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support.’ Other key mechanisms of Federal support
include the various tax and regulatory provisions that
were enacted during the cighties 1o eacourage greater
research spending and cooperation among cconomic
sectors. This section presents an overview of direct
Federal R&D support, first by defining aspects and pat-
terns of that support-——character of work, agency, per-
former, and science and engineering (S&E) ficld—then
hy deseribing two specific R&D funding initiatives, and
summarizing Federal R&D spending objectives, The see-
tion concludes with a discussion of indirect methods of
Federal R&D support.

Federal Obligations for R&D

FFederal R&ED funding patterns over the past decade
clearly reflect changing governiment investing prioritices,
The following sections explore these patterns and priori-
ties by providing summary information on Fedeval R&D
support by character of work, ageney sponsor, category
of performer, and scientific field of research suppoit.!

Trends in Basic and Applied Research and Devel-
opment. I'rom 1980 10 1991, development obligations
(see "Definitions,” p. 91) grew by about 40 percent (in
constant dollars), mainly because of defense-related R&D
work, which is 90 percent development. Most of these
gains, however, occurred carly in the decade; since 1987,
hoth development and defense spending have tapered
off, and even declined. (See appendix table 4-8,)

Over the same 1980-91 period, basic (mostly non-
defense) rescarch grew by more than 60 pereent, with
most of the growth occurring since the mid-1980s. This
growth exemplifies the prevailing government view of
hasic research as essential to the Nation's scientifie,
technological, and sociocconomice future. In contrast,
Federal funding for applied research has been ratlier flat
since 1980, reflecting the Administration's policy that pri-
vate industry can respond o nongovernmental market
needs better than can the Federal Government in mak-
ing civilian applied R&D investment decisions.”

Patterns of Federal Agency Support. In 1991, the
Federal Government obligated an estimated S68 billion
in support of R&D and related facilities. Although some
25 Federal agencies contributed o this total, 95 percent
of the 1991 Federal R&D support total was provided by
just 6 agencies, as follows:

" Recent research has uncovered o complementars indirect velation-
ship between government R&ED funding and private R&D, Link,
Bozeman, and Levden (1990) found that increases in Federal R&G
contracts to lirms are positively relined (ina caasal sense) to inereases
in industry’s selt-liaeed RED. Furthermore, increases in govern-
ment R&ED o industy stimulate o greater sharing o firms” technical
knowledge,

USee also OTA (1991) tor a review of issues rekited 1o Federal
research support,

“For a discussion of vecent Federal S&T policy, see OMB (1891),
Council of Eeonomice Advisers (1991, and OST tortheoming)

[y
.
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Figure 4-4,
Fedsral R&D obligations, by selected agency
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e DOD, 55 pereent;

¢ Department of Health and Human Services (HHS),
15 percent;

e National Acronautics and Space Administration
(NASA), 12 percent;

¢ Department of Energy (DOE), Y percent;
e National Science Foundation (NSEF), 3 percent; and
e Department of Agriculture (USDA), 2 percent.

(See appendix table 4-8.)

Since 1981, DO has provided more R&D funds annu-
allv (for both in-house and external rescarch) than all
other agencies combined. (See figure 4-4) This domi-
nance in DOD's funding share peaked in 1986 at 64 per-
cent of total and has since declined by about 10 percent-
age points.

HHS—and its National Institutes of Health (NIH) in
particular—accounts for the second largest, and grow-
ing, share of the Federal R&D funding total. HHS is also
the source of roughly 40 percent of Federal basice
rescarch funds disbursed nationwide, most of which are
slated for rescarch in the life sciences, Between 1986
and 1991, total R&D tunding by HHS grew $4 billion, or
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37 percent in constant dollars. A substantial amount of
this funding was for AIDS/HIV research.

NASA's recent R&D budget has also climbed signifi-
cantly. Like that of HHS, it was up $4 billion—an esti-
mated 81 percent—during the 1986-91 periad. One-third
of NASA's estimated 1991 R&D budget is slated for the
controversial Space Station Freedom,

In contrast with the R&D growth for NASA and HHS,
DOE R&D programs have declined (after adjusting for
inflation); research fuvding provided by NSF and USDA
has been relatively level since the mid-1980s,

In terms of agency support by character of work, DOD
emphasized programs in their development stage:
Relatively little DOD funding was provided for basic or
applied resecarch. Aggregate funding by all other Federal
agencies was more evenly distributed among the three
R&D categories (about 30 percent of total for each); these
agencies provided the remaining 10 percent of their total
R&D funds for R&D plant projects. (See figure 4-5.)

R&D Agency-Performer Patterns. Over the years,
one or two Federal funding agencies have come to pro-
vide the bulk of R&D support to each of the different
types of R&D perforiners. For example, total Federal
R&D obligations to FFRDCs are dominated by funding
from DOE and DOD); the largest shares of R&D funds
for academic and other nonprofit performers originate in
HHS. (See text table 4-2 and appendix table 4-10.)
Similarly, DOD, NASA, and DOE sponsor applied
research within industrial firms and FFRDCs adminis-
tered by either universities, industry, or nonprofit institu-

Figure 4-5.

Federal obligations, by agency and type of activity: 1991
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tions. NIH, in contrast, expends the bulk of its applied
research and development funds at nonprofit institutes
and the research hospitals of the academic sector.

The largest recipient of basic research funds (in terms
of estimated 1991 total agency obligations) is universi-
ties and colleges (47 percent); this sector is primarily
funded by HHS (51 percent), NSI (24 percent), and
DOD (9 percent). DOE, as in its support of applied
research and development, is the largest provider of
hasic research funds to FFRDCs under contract with uni-
versities. Federal obligations for basic research in pri-
vate firms are concentrated in the budgets of NASA and
DOD. Federal in-house work on basic research pro-
grams is distributed among at least six major agencies,
with the largest portions conducted at NIH and NASA
laboratories. Smaller portions are performed at the
Department of the Interior's Geological Survey and
USDA's Agricultural Rescarch Service. (See appendix
table 4-9.)

Fields of Science and Engineering. Obligations for
the life sciences dominate the Federal basic research
support total. (See appeudix table 4-12.) Such funding
has grown steadily since the early eighties. (See figure
4-6.) By 1991, it accounted for 45 percent ($5.6 billion) of
the Federal total ($12.3 billion). This growth—especially
in the biological sciences—reflects the mission interests
of NIH, the major funding agency for life sciences. DOE
provides most of its funding for basic research in the
physical sciences, which have also experienced steady
growth over the past decade and now account for a 24-

R&D plant

_____
-

Development

NASA - 12%

Applied research

Basic research

Total R&D and R&D plant
($67.7 billion)

See appendix table 4-8.

Science & Engineeiing Indicalors - 1991
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Text table 4-2.
Estimated Federal R&D obligations, by agency and performing sector: FY 1991

Performer total

Federal Primary Secondary
Pertormer obligations funding source funding source
—Millions of dollars— —Percent— —Percent—

TotalR&D . . .. . 66,107 DOD 56 HHS 13
Intramural laboratories . . . .. ........ 16,396 DOD 55 NASA 16
Industrial firms. . .. ............... 31,512 DOD 80 NASA 14
Industry-administered FFRDCs. . . . . .. 2,062 DOE &3 DOD 14
Universities and colleges . . ... ... ... 9,191 HHS 54 NSF 16
University-administered FFRDCs. . . . . . 3,654 DOE 59 NASA 19
Other nonprofit institutions . . . ... .... 2,302 HHS 62 NASA 10
Nonprofit-administered FFRDCs . . . . .. 482 DOD 65 DOE 29

Basicresearch. . ... ................ 12,255 HHS 40 NSF 15
intramural laboratories . . . .......... 2,782 HHS 36 NASA 20
Industrialfirms. .. ................ 1,043 NASA 57 DOD 19
Industry-administered FFRDCs. . . . . .. 194 DOE 93 HHS 5
Universities and colleges . . ... ..... 5,721 HHS 51 NSF 74
University-administered FFRDCs. . . . . . 1,267 DOE 7 NASA 18
Other nonprofit institutions . .. ... .... 1.077 HHS 69 DOE 13
Nonprofit-administered FFRDCs. . . . . . 68 DOE 90 DOD 6

Appliedresearch . ............. e 10,965 HHS 28 DOD 23
Intramural laboratories . . .. ......... 4,084 DOD 25 NASA 20
Industrialfirms. . ................. 2,384 DOD 45 NASA 34
Industry-administered FFRDCs. . . . . .. 311 DOE 77 DOD 8
Universities and colleges . . . ... .. ... 2635 HHS 62 DOD 10
University-administered FFRDCs. . . . . . 596 DOE 61 NASA 26
Other nonprafit institutions . . . ... .. .. 720 HHS 64 NASA 8
Nonprofit-administered FFRDCs . . . . . . 70 DOE 60 DOD 13

Development. . ................. ... 42,6888 DOD 78 NASA 11
Intramural {aboratories . . . .. ...... .. 9,530 DOD 80 NASA 12
Industrialfirms. .. ................ 28,084 DOD 86 NASA 10
Industry-administered FFRDCs. . . . . .. 1,557 DOE 83 DOD 17
Universities and colleges . . ... ...... 835 HHS 53 DOD 34
University-administered FFRDCs. . . . .. 1,791 DOE 50 DOD 32
Other nonprofit institv’ions . .. ... .... 505 HHS 44 NASA 25
Nonprofit-administered FFRDCs . . . . . . 345 DOD 88 DOE 11

DOD = Department of Defense

DOE = Departmant of Energy

FFRDC = Federally funded research and development center

HHS = Department of Heaith and Human Services

NASA = National Aeronautics and Space Administration

NSF = Na‘ional Science Foundation

See appendix table 4-10. Science & Engineering Indicators ~ 1991

percent (33.0 billion) basic research share.

The amounts obligated for applied research in Federal
agency 1991 budgets were about three-fourths as much
as estimated basic research obligations. Life sciences
again received the largest funding support (see appendix
table 4-13), and outstripped engineering in terms of rela-
tive shares: 35 percent versus 31 percent, respectively, in
1991. A decade ago, the funding shares of these two
fields were reversed. This shift is explained not only by

growth in the life sciences but also by a decline in engi-
neering support (in constant 1982 dollars): Since 1980,
Federal applied research support for engineering has
fallen about 11 percent. Applied research funding for the
physical sciences also fell in the 1980s, down approxi-
mately 30 percent since 1983.

An exception to these downward trends in Federal
applied research support was the mathematies and com-
puter sciences ficld, which grew nearly Y percent per

L I



Science & Engineering Indicators - 1991

Figure 4-6.
Federal obligations for research, by field
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vear from 1980 to 1991, Indeed, the largest rates of

Federal growth in both basic and applied rescarch tund-
ing were for mathematics and computer sciences. Total
rescarch for this ficld more than doubled (after adjusting
for inflation) since 1980, Yet, however impressive the
rate of funding growth. the level of support for this ficld
changed only marginally—mathematics and computer
sciences rose from a 2-percent share of the 1980
research total to an estimated 5 pereent in 1991,

Q
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Small Business R&D!"

Congress enacted the 1982 Siall Business Innovation
Development Act (P.1. 97-219) with the intent of
strengthening the role of small innovative tirms in feder-
ally supported R&D. Specifically, the statute ereated the
Small Business Innovation Rescarch (SBIR) Program;
the Small Business Administration (SBA) was named as
its coordinator. Under this program, when an agency's
external R&D obligations {that is, those exclusive of in-
house R&D performance) exceed 100 million, the agen-
¢y must set aside 1.25 percent of such obligations for
SBIR projects, The SBIR Program encompasses the fol-
lowing three phases:

e Phase 1. Phase I awards average SH0,000 and are
made to evaluate the scientific and technical merit
and feasibility of an idea.

e Phase Il1. Phase [ projects with the most potential
are funded to further develop the proposed idea for
U or 2 vears. Most phase I awards are funded for
less than $500,000.

e Phase 1. Phasce I is initiated when an innovation
is brought to market by private sector investment
and support. No SBIR funds may be used for phase
HI activities.

Eleven Federal agencies participated in the SBIR
Program in 1989, (Sce appendix table 4-14.) From 1983
to 1989, obligations for SBIR awards totaled more than
S1.8 billion; since 1985, they increased on average by
more than 10 percent (in constant dollars) per year.
Awards in 1989 alone—35432 million—aecounted for 0.7
percent of all government R&D obligations. More than
one-half of total SBIR obligations were disbursed by
DOD, mirroring this agency's share of the Federal R&D
funding total. (See figure 4-7.)

SBA classifies SBIR awards into various technology
arcas. (Sce appendix table 4-15) In 1989, the advanced
materials area received the largest share of phase 1
awards, and information processing was the leading tech-
nology area for phase Il awards, Roughly one-fifth of all
SBIR awards made during the 1983-89 period were com-
puter-related. and one-fifth involved electronics. One-sixth
of SBIR awards went to life science research: the bulk of
such funding was provided by HHS. Materials-related
rescarch, which was funded largely by DOE and NS,
accounted for another one-sixth of total SBIR awards."

SThis section desds with Federal tunding of research activities in
~tnail businesses; much ol this intornition is drawn trom the Otfice of
Innovation, Research, and Technology of the Small Business
Administration (1990), See chapter 6, *Small Business and High
Technology,” pp. 157-160, tor further discussion on the vole ol small
husinesses within the entive S&T system.

SFor a relatively recent-—and favorable——assesanent ol the SBIR
Program, sce GAO (19851,
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Independent Research and Development'”

The Independent Research and Development (IR&D)
Program enables industry to obtain Federal funding for
R&D conducted in anticipation of government defense
and space needs. Because it is initiated by private
contractors themselves, IR&D is distinet from the R&D
performed under contract to government agencies for
specific purposes, IR&D allows contractors to recover a
portion of their in-house R&D costs through overhead
payments on Federal contracts on the same basis of
reimbursement as for general and administrative
expenses. All reimbursable IR&D projects must have
“potential military relevance.”

Briefly, the IR&D process is as follows: Contractors
develop an IR&D plan, begin work, and then submit
descriptions of all current and expected IR&D projects
("IR&D costs incurred” in figure 4-8). Subsequent transac-
tions with the government may have marginal effects on
these plans, but contractors proceed without awaiting gov-
ernment action. Following a DOD technical review of the
plan, an advance agreement on the "allowable ceiling” for
government reimbursement is negotiated as is the per-

BFor a thorough discussion of the independent research and devel:
opment process—including an assessment of its benefits, costs, and
justifications—see Winston (1985) and Alexander, Hill, and Bodilly
(1989), Material in this section is based Largely on these reports,

Figure 4-7.
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Figure 4-8.
Independent research and deveiopment
(IR&D) costs and reimbursements
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centage of the costs that the government will reimburse.'
This *fair share” percentage is in recognition of the fact
that at least some part of industry’s IR&D wou'd have been
undertaken solely or primarily for commercial purposes.

In 1989, industrial firms were estimated to have
incurred $4.8 billion in IR&D costs, of which 83.8 billin
were deemed to have potential military relevance. Tae
government reimbursed $2.3 billion, or 48 percent of the
IR&D total.! This figure is up from the 37-percent
share—=380.9 hillion—reimbursed in 1980; that is, at the
start of the defense buildup carly in the decade.

Both the amounts incurred and the amounts reime
bursed have held rather steady since 1984: After adjust-
ing for inflation, however, these funds have declined con-
siderably. (See figure 4-8.) As an equivalent proportion

SNASA also reimburses some IR&ED costs and closely follows DOT)
procedures, Duving the 1980s, the NASA reimburscinents typically ran
less than 5 pereent of those by DOD. DOE-—or, more precisely, ils pre-
decessor agencies—used to reimborse IR&ED but does not at present,

CThe IRED data reported here are for only the 100 or so major
delense contractors whose accounts ave audited and reported by the
Defense Contract Audit Ageney (DCAA), in accordanee with 101, 91
A1 These companies did, however, account for approxinately 97 per-
cent of all IR&D: the remaining 3 percent was accounted for by some
13,000 other defense contractors (Alexander, THIL and Bodilly, 1989, ¢it-
ing 1979 statistics). Unfortunately, 1989 may be the Tast vear for which
IR& D data are readily available, The fiscal vear 1991 Appropriations Act
repealed the provisions that required DCAA to collect IR&D data.
DCAA consequently no longer intends to compile these statistics.
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of combined DOD and NASA industrial R&D support,
IR&D fell from 11.4 percent in 1984 to 8.5 percent
1989. (See appendix table 4-16,) Given the more recent
slowing in Federal defense R&D support overall, this
downward trend in IR&D is likely to continue.

Federal R&D Support by National Objective

Funding Trends. The Office of Management and
Budget classifies all activities within the Federal budget
into 20 functional categories. There are 15 “functions”
that contain Federal R&D programs.™ Trends in Federal
R&D functional funding patterns go a long way toward
defining overall national R&D trends, In cach of the past
three decades, major Federal R&D growth spurts were
concentrated in a specific function: in the sixties, space;
in the seventies, energy, especially nuclear energy; and
in the eighties, defense. (See figure 4-9)) In cach case,
the R&D focus mirrors the national policy objectives of
the period, as indicated in Federal spending documents,

1992 Funding Patterns. IFunding for health (41 per-
cent) and general science (21 percent) dominate the esti-
mated 1992 Federal basic research authorizations." (See
appendix table 4-18 and “Definitions,” p. 91.) In terms of
Federal budget authority for total research and develop-
ment, the following five functions account for 92 percent
of estimated 1992 funds:

e National defense—60 percent, including both DOD
and DOE funds;

e Health—13 percent;
e Space—11 perecent;
e (eneral science—4 percent; and
e Energy—4 percent.

(See figure 4-10),)

Three other functional arcas of Federal concern each
accounts for between 1 and 3 percent of R&D budget
authority: transportation, natural resources, and agricul-
ture. Recent actions suggest increased near-term R&D
funding for cach of these objectives. For example, fund-
ing for USDA's new National Initiative for Research on
Agriculture, Food, and Environment was provided in fis-
cal vear 1991, This initiative is designed to focus basic,
applied, and mission-linked research on the Nation's
food, forest, and agriculture system with particular atten-
tion given to environmental compatibility issues, the con-
tributing role of modern technologies such as biotech-
nology and computer sciences, and the international

SFor definitions and details, see SRS (19904). Data reported here
reflect estimites for R&D progranis contained in the Administration’s
1992 budget proposal submitted to Congress in February 1991,

UBy definition, virtually no applied rescarel or development work
appears in the general seience category, I contrast, health accounts
for about 7 pereent ot applicd and devetopment work combined.

ERIC
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Figura 4-9.
Federal R&D funding, by budget function
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competitiveness of U.S. industries.”™ The need for
increased transportation R&D is similarly recognized: As
of this writing, Congress and the Administration were in
mid-debate as to how best address the needs of the
Nation's aging transportation infrastructure,

Combined Federal and Non-Federal R&D
Support by Objective

FFor any given socioeconomic objective, the Federal
Government accounts for only part of the Nation's R&D
total. And in fact, as was noted carlier, the Feder
Government is providing a declining share of natioina
R&D funding. Non-Federal sources, including industry
and state governments, are consequently playing a
much greater role today in determining the Nation's
R&D funding priorities than they did 30 vears ago.
Although it would be difficult to distribute the national
R&D total among specific categories of national objec-
tives, this section attempts to provide a perspective on
Federal and non-Federal R&D trends for defense,
health, and agriculture.

Defense. Lven for defense purposes, there is a sub-
stantial amount of private funds in addition to the

“For turther details on the National Researceh Initative, see
Departiment of Agriculture (1891),

]?-.\
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Figure 4-10.
Federal R&D funds, by budget function: 1992

Energy - 4%
National
defense — 60%

General
science - 4%

Total R&D

Energy — 7%

Agriculture — 4%

Health — 41%

National
defense - 8%

Other - 6%

General
science - 21%

Basic research

See appendix tables 4-17 and 4-18.
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Federal funding component. Federal defense funding
comprises DOD spending from its research, develop-
ment, test, and evaluation (RDT&E) account; and DOE's
R&D for its atomic energy defense activities. As was pre-
viously mentioned, industry funds considerable IR&D
that is only partially reimbursed by the government but
that nonetheless has potential military relevance. Adding
these IR&D costs that are either reimbursed as over-
head on defense contracts or not reimbursed at all
increases total defense R&D by Y percent for 1989,

This particular accounting approach is suggested by Carter (1989)
in addressing the revitalized policy-relevant issue of dual-use technolo-
gios: i.e, technologies with both military and civilian/commercial
applications. In text table 4-3, DOD's "technology base™ consists of il
Basic and applicd research expenditures (6.1 fundamental rescarch
and 6.2 exploratory developnient monies in DOD's nomenclature).
The rest is what NSE calls “development,” including funds for the
somewhat generic nonsystems "advanced technology development”
work (5.3 in the DOD vernacular), See also Branscomb (198Y) for a
discussion of dual-use technologies,

Chapter 4. Financial Resources for Research and Development

This figure is down slightly from the 10-percent IR&ID
share of defense total indicated for 1980. (See text
table 4-3.)

Health. As would be expected, non-Federal funding
for national nondefense objectives plays an even more
important role than does such funding for defense.
For example, non-Federal sources for health R&D—
primarily industry but also private nonprofit organiza-
tions such as the Howard Hughes Medical Institute—
grew considerably faster than did Federal health R&D
support during the eighties. (See figure 4-11.) Ac-
cording to NIH, public sector financing accounted for
roughly two-thirds of the total health-related R&D in
1980; of this, about 60 percent was funded by the
Federal sector, and the rest was funded by state and
local governments. These sector shares had held rather
steady since the mid-sixties. (See appendix tables 4-19
and 4-20.) By 1991, however, government's share of
the estimated 825 billion health R&D total had fallen
to just over one-half, with 42 percent of the total com-
ing from the Federal Government—mostly NIH—and
7 percent from the states and localities. This decline
in the Federal share was in spite of a 15-percent
increase in the constant dollar support level over the

Text table 4-3.
National defense-related R&D support
1980 1989
—Billions of dollars—
Defense-related R&D investments . . .. 16.2 43.9
Department of Defense RDT&E. . . . .. 13.4 37.5
Technologybase . .............. 23 3.5
Advanced technology development . . 0.6 58
Strategic programs ............. 22 6.4
Tactical programs . ............. 52 13.0
Intelligence and communications. . . . 1.2 4.5
Defense-wide mission support .. . .. 1.9 4.2
Department of Energy defanse R&D . . 1.1 2.6
IR&D with potential military relevance. . 1.7 3.8
Reimbursedceiling . ............ 0.9 2.3
Unreimbursedceiling. . .......... 0.9 1.4

NOTES: Details may not sum to totals because of rounding. RDT&E =
research, development, test, and evaluation; IR&D = independent
research and development.

SOURCES: Science Resources Studies Division, National Science
Foundation, Federal R&D Funding by Budget Function, annual series
(Washington. DC: NSF). and Defense Contract Audit Agency,
independent Research and Devsiopment and Bid and Proposal Cost
Incurred by Major Defense Conlractors, annual serigs (Washinglon,
DC: DCAA).

Science & Engineering Indicators — 1991
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same 11-year period.* Private sector support, led by the
R&D investments of drug and biotechnology companies,
grew by 125 percent between 1980 and 1989,

Food and Agriculture. As with health R&D, recent esti-
mates show considerable private sector support for agricul-
tural and food research; this support is, however, only one-
quarter the level of private health-related R&D spending.™
Public R&D support for agriculture also is about onefifth
that for health and is provided chiefly by USDA for in-house
research by its Agricultural Research Service and Eco-
nomic Research Service, and for extramural research by
its Cooperative State Research Service, This last agency—
along with state governments—contributes to the 57 state
a_ ‘cultural experiment stations affiliated, for the most part,
with land-grant universities.

Spending on agriculture and food R&I) was split rather
evenly between the public and private sectors in 1975,
with about $0.7 billion cach. (See appendix table 4-20.)
Since then, public agricultural research has fallen slightly
to about 43 percent of the 1989 $5 hillion national total,
industry research has climbed to 57 percent. ‘Neither
source of suppuit expanded very rapidly during the eight-
ies. Increases in public spending averaged only 1.6 per-
cent per year (in constant dollars) with the largest gains
slated for the state agricultural experiment stations;
industry support rose 2.5 percent annually. Industry’s
R&D expenditures for 1989 consisted of 40 percent food
R&D and 60 percent R&D on agricultural inputs, mostly
pesticides and farm machinery. R&D expenditures on
biotechnology in food and agriculture grew from almost
nothing in 1975 to an estimated $200 million in 1989—i2
percent of all agricultural input industries’ R&D.

Indirect Federal Encouragement of R&D

Improvement in global competitiveness and national
economic welfare are central themes of eurrent U.S. eco-
nomic policy. To help achieve these goals, several
Federal measures were put in place over the past
decade, including incentive mechanisms specifically
aimed at ereating a more favorable environment for R&D

“Comstant dollar estimates are based on the Bureau of Economic
Analysis/NIH biomedical rescarch and development price indes.
Using the GNP deflator on these health RED data results i a 3h-per-
cent constant dolfar increase in Federal support over the 1980:91 peri-
od and in a 230percent increase in combined industry and nonprotit
support. Since the index is designed to reflect price movements in
biomedical R&D, it probably measures real changes in health R&D
expenditures better than does the GNP deflator (Holloway and Reeb
1987). Pardey, Craig, and Hallaway (1989) similarly found reason to
prefer an index specific to the agricultural research system over the
GNP deflator. That price indev, is atso used here to deflate these food
and agriculture R&D data,

“Actually, these figures—recently made available by Dr. Carlt Pray
at Rutgers University—are for R&ED perorntance, vather than support.
In aggregate terms, however, there is dittle difference in chaice of mea
sures, sinee industty uses about 95 pereent of its tood and agriculture
R&D funds for in-house activities and contract work to private
research firms, Less than T percent of industiy's in-house rescarch is
publicly funded (Pray and Neumeyer 1990).
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Figure 4-11.
Public and private R&D expenditures
for health and agriculture
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NOTE: Separate deflators were used for health and agriculture.
See appendix table 4-20.  Science & Engineering Indicators — 1991

investment and cooperative activities. Summary statistics
for three such mechanismis—R&D tax credits, R&D con-
sortia, and Federal cooperative research and develop-
ment agreements—are presented in this section.

R&D Tax Credits. Since 1981, the government has
attempted to stimulate corporate spending through tax
credits on incremental research and experimentation
(R&E) expenditures.”™ The current tax credit is 20 per-
cent for the amount by which a company’s qualified
R&D exceeds a certain threshold.* The Tax Reform Act
of 1986 allowed companies to claim a similar credit for
basic research grants, contributions, and contracts to
universities and other nonprofit institutions, Since 1986
both credits have been annually renewed and were in
place at least through the end of 1991,

For a brief overview of recent policy provisions related to high-
techinology trade, see NSB (1989), pp. 15860,

“Notatt R&D is ehigible for this credit, which is limited to expendi-
tures on kiboritory or experimental R&:D.

“The current base structure for caleulating a company’s qualified
R&D spending is complex and was put in place hy the 1984
Reconciliation Bill, 1. 101-238, (See Sihoni and McCook 1990.) With
variotrs exceplions, a company's qualifving threshobd is the product of
a fixed-base pereentage multiplied by the average amount of the come
pany’s gross receipts for the 4 preceding vears, The fixed-base per-
centage is the ratio of REE expenses to gross receipts for the 1984-88
period. See also a related analysis by Baily and Lawrence (1890).
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As part of the budget process, the Treasury Depart-
ment calculates the impact on Federal revenues of vari-
ous preferential tax provisions, including the R&E tax
credit. These estimates, called “tax expenditures,” are
calculated as the net difference between Federal rev-
enues that would be collected with and without the
preferential provision, given the otherwise current tax
structure. In particular, Treasury provides outlay-
equivalent figures for the R&E tax credit that are
directly comparable to R&D budget outlays. (See
“Definitions,” p. 91.) These figures show that this indi-
rect means of Federal R&D support ranged between
roughly $1 and $3 billion annually over the past
decade, an amount equal to about 3 percent of direct
Federal R&D support. (See appendix table 4-21.)
Based on early data from the Internal Revenue
Service's Statistics of Income, companies taking the
greatest advantage of the credit primarily have been
large firms that produce scientific instruments, office
and computing machinery, chemicals, and electrical
equipment (see GAO 1989b and Cordes 1989).

R&D Consortia. Certain Federal provisions have
been set in place to help foster cooperative relation-
ships within the private sector. For example, the
National Cooperative Research Act of 1984 (NCRA)
encourages research collaboration among industry
competitors by better defining joint research and
development ventures (JRVs) and protecting them
from antitrust suits.”* NCRA also requires a public dis-
closure of JRVs, which subsequently appears in the
Federal Kegister. Through April 1991, more than 200
filings of U.S. cooperative research ventures had heen
registered under the act. Up to one-half of the filings
are for project-specific—often two-member—ventures;
about one-fourth of the filings appear to be for industry
consortia eonducting long-term R&D and/or for
research corporations with their own facilities.”
Although the exact amount of R&D funded through
JRVs or industry consortia is unknown, anecdotal evi-
dence suggests that less than 2 pereent of industrial
R&D involves interfirm collaboration.™

Industry-Government Cooperative Agreements.
The rise in the number of private cooperative research
ventures has been accompanied by an increase in joint

CNCRA states that JRVs will not automatically be considered illegal
as anticompetitive, but that such consortia will be judged after weigh-
ing potential benetits and costs. Further, NCRA limits potential Hability
for JRV behavior that ultimately is ruled anticompetitive to actual costs
rather than treble damages as is otherwise the norm, See Link and
Tassey (1989), Link and Bauer (1989), and Webre (1990).

“Any classification scheme for NCRA filings is bound to be some-
what subjective. Link and Bauer (1989) provided the framework used
lere. Complete filing intormation is available from the Office of
Technology Commercialization (1991).

“See Webre (19900 and Belleore (19903, Tn any evenlomost cooperit-
tive arrangements apparently are informal. For example, Link and
Bater (1989) estimate that up to 90 percent of all LS industry cooper-
ative research arrangentents in 1981 were informal partnerships.
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industry-government cooperative rescarch arrange-
ments. The Federal Technology Transfer Act (FTTA) of
1986 (P.L.. 99-502) was enacted to promote the transfer of
technology from Federal laboratories to state and local
governments and the private sector, Approximately one-
fourth of all Federal R&D funds support agencies’ intra-
mural rescarch activities.™ The act requires agencies to
put the fruits of this R&D investment to commercial use.
Specifically, FTTA authori#s government-owned and
-operated laboratories to enter into cooperative R&D
agreements (CRADAs) with private industry and to
agree in advance on the rights of industry and Federal
participants to resulting inventions,

The Federal Laboratory Consortium for Technology
Transfer provides a support system to help ULS. firms
capitalize on this Federal resource. Although it has taken
several years for Federal agencies to make the necessary
administrative arrangements, many have now success-
fully negotiated CRADAs with industry participants. (See
DOC 1989.) By the end of fiscal year 1990, nine Federal
agencies had entered into 868 cooperative agreements,
with the number of active CRADAs growing substantially
every year. USDA and HHS accounted for 85 percent of
this CRADA total (DOC 1991)."" (See text table 4-4.) Data
on the dollar value of these CRADAs and other transfer
activity indicators are not currently available.

State-Based R&D Expenditures

Many studies suggest that a critical mass of research
is one of the fundamental requirements for high-tech
industries to locate and grow in a region. (See Maleeki
1980.) Also, an apparent lesson of state competitions in
the eighties for major rescarch institutions such as
DOD’s Semateeh (a consortium to develop manufactun-
ing technologies) and DOE's Superconducting Super
Collider was that those institutions usually locate where
major rescarch and educational facilities are already
established (Osborne 1989).

This section presents summary material on the geo-
graphic distribution of the U.S. domestic R&D effort,
The analysis covers state R&D concentration levels—in

“Fhese RED expenditures include administrative costs of intramu-
ral and externally performed R&D programs by Federal personnel,

SNASA relies on the National Acronautics and Space Act of 1958,
rather than FTTA, to stide its technology commercialization activities,
Thus. although it enters into cooperative RED agreements, these do
not fall under the terms of FTTA. NASA estimates the number of its
agreements similar to CRADAs as follows: 75 in 198795 in 1988, 127
in 1989, and 147 in 1990, These cooperative research activitios are got
reflected in the above figures,

Other agencies—notably DOLE—perform mueh of their research
through government-owned aud contractor-operated FI'RDCs, rather
than government-owned and -operated laboratories covered under
IPE1IA; much of this rescareh has commeretal potential that is also not
reflected in the above figures. The National Competitiveness Act of
1989 extended CRADA provisions to government-owned and contrac-
tor-opetated FFRDCs, inchuding those sponsored by DO As of July
1991, DO laboratories had entered into a total of 21 CRADAs and
were negotiating 19 more,
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Text table 4-4.
Number of active cooperative R&D agreements, by
agency

Agency 1987 1988 1989 1990
Total, allagencies . .. ......... 33 99 276 460
Agriculture . ........ ... ... 9 51 98 128
Commerce ........coovnvnn 0 9 44 82
Defense

AirForce ................. 0 2 7 13

Army ... e 2 9 32 80

Navy .............oooinn 0 0 2 20
Energy.................... 0 0 0 1
Environmental Protection Agency . 0 0 2 N
Health and Human Services. . . . . 22 28 89 110
Interior . .. .......... ... ... 0 0 1 12
Transportation. . ............. 0 0 0 1
Veterans Aftairs . ............ O 0 1 2

NOTE: Not all cooperative agreeements are included under the provi-
sions of the Federal Technology Transfer Act. See text.

SOURCES: Data submitted to the Technotogy Administration
Department of Commerce, by Federal agencies that own or operate
laboratories.
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the aggregate and by sector—and indieators of the
research intensity of state economies. Also included is
information on recent trends in state government sup-
port for science and technology, including growth in the
number of state-sponsored S&T programs and in state
funding for R&D activitices.

Distribution of R&D Funds by State™

Top 10 States. (f the 5140 billion spent on R&D in the
United States in 1989, almost one-half was spent in just
five states (California, New York, Michigan, New Jersey,
and Massachusetts). Moreover, more than two-thirds of
the national R&D effort was performed in 10 states—the
preceding five along with Texas, Pennsylvania, Ohio,
Minois, and Maryland.® (See figure 4-12.) Performance of
R&D in California alone reached $31 billion (23 percent of
the ULS. total); R&D expenditures ranged between 85 and
$10 hillion in each of the other nine leading states. (See
appendix table 4-22)) In contrast, the smallest 30 states
collectively accounted for S15 hillion (roughly 10 percent)
of the R&D conducted natioaveide in 1989,

This section presents informaticn on the state focation of R&D per-
formed by industry, acadentia, and Federal agencies, and the federally
funded R&ED activities of institutions that are part of the nonprofit sec-
tor. (See appendix table 4-22) Consistent data on the state distribution
of non-Federal R&ED expenditures ased by nonprofit institutions are
not compiled. To account Tor ditferences in stite sizes, these expendi-
ture dastaare normadized by estinites o the states” econonic activity,

In this section, percentiagre shares and refative rankings are bised
on R&D performance expencitures that coudd be distributed among
the sttes, FExcluded from the S0 billion total are 82 billion of R&D
performed in Washington, D.C.. and an undistributed component ol 85
hillion. (See appendix table 4-22))
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Not coincidentally. most of the states that are national
Jeaders in total R&D performance also rank among the
leading sites of industrial and academic R&D perfor-
mance. (See appendix table 4-23.) For example, of the 10
states that led in total R&D,

o All but 1 (Maryland) ranked among the top 10
industrial performers;

s All but 2 (Ohio and New Jersey) ranked among the
top 10 academic performers;

s All but 2 (Michigan and New Jersey) ranked among
the top 10 federally funded nonprofit performers;
and

¢ All but 3 (New York, Michigan, and Illinois) ranked
among the top 10 Federal intramural performers.

Furthermore, the 10 states that ranked highest in terms
of R&D performance totals in 1989 were similarly ranked
among the largest 10 in 19754 The relative stability in
rescarch distribution indicates that leading R&D centers are
not casily outcompeted, especially over short time periods.

R&D Intensity of States. The absolute levels of R&D
expenditures noted above are indicators of the current
breadth and scope of S&T activities within states. To
some extent, they also indicate a state's potential for fur-
ther supporting such activities. Programs designed to
broaden states' R&D infrastructure are discussed below;
however, to make more meaningful comparisons
between states, indicators that normalize for the size of a
state's economy are also discussed.

The ratio of R&D expenditures to GNP is used to gauge
a country’s commitment to R&D and to measure the
change in this commitment over time, (For the United

The exact ranking of these 10 did shift somewhat between 1975
and 1984, See SRS (1984).

Figure 4-12.
Cumulative distribution of R&D performance,
by state: 1989
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See appendix table 4-22.  Science & Engineering Indicators ~ 1991



104

States, the R&D/GNP ratio was about 3 pereent in 1989.)
Similarly, the ratio of in-state R&ID performance to gross
state product (GSP) can be used to measure the R&D
intensity of a state’s economy.™ The largest R&D/GSP
ratios were achieved in New Mexico (10 percent) and Dela-
ware (6 percent). These two states were ranked 15th and
26th, respectively, in terms of total R&D performance. (See
text table 4-5 and appendix table 4-23.) On the other hand,
California and New York led the Nation in terms of total
R&D performance but were 6th and 18th, respectively, in
terms of their economies’ R&D intensity—5 percent and 2
percent, respectively. The median R&D/GSP ratio was 1.5
pereent in 1989: 25 states achieved a ratio higher than the
median, and the ratio in 25 states fell below this figure.

State S&T Programs™

A key indicator of the level of growth in state support
for S&T is the existence of state government organiza-
tions established specifically for S&T development. The
following sections describe the burgeoning of state S&T
institutions and programs put in place during the eight-
ies to support regional S&T-based economie growth.

Overview.” In recent years, most states have created
one or more programs designed to enhance their tech-
nological and competitive capacities.™ Although these
S&T initiatives are as varied as the settings in which
they have been launched, most seem to share three com-
mon goals: job creation, business development, and eco-
nomic diversification. According to the Department of
Commerce’s clearinghouse (see footnote 37), by the
middle of 1991 all states could identify a lead agency,
board, or commission responsible for the promotion of
S&T-based economic development pregrams. No fewer

“Ihe Bureau of Economic Analysis has prepared GSP data through
1986 and is in the process of updating the data through 1989, GSP data
used here were estimated based on annual state changes in employee
compensation and proprictors’ income, See Renshaw, Trott, and
Friedenberg (1988)and appendix table 4-23.

Q&T™ is used here, rather than R&D, to emphasize the broad
range of state activities in support of economic development based on
science and technologry,

“Inforination presented in this section is taken from a new data base
developed by the Clearinghouse for State and Local Initiatives on
Productivity, Technology, and Innovation in the Department of
Commerce's Office of the Assistant Secretary for Technology Policy of the
Technology Administration. The Ommnibus Trade and Competitiveness
Act of 1988 specified creation of the clearinghouse to serve as “a central
repository of information on initiatives of State and local governments to
enhance the competitiveness of American business through the stimula-
tion of productivity, technology, and innovation and Federal efforts to
assist State and local governments to enhance competitiveness,”

The data base contains inforination on more than 100 different S&T
program variables, The information contained here reflect data avail-
able as of August 1991, However, beciause programs are constantly
coming into, and going out of, existence, accurate counts are difficult
and there are bound to be a tew errors of inclusion, interpretation, or
omission. For another recent snapshot of state S&T programs, see
Phelps and Brockman (1991),

“For a summary of states” historical involvement in S&T programs,
see NSB (1989), pp. 98101 For a detailed analysis of trends in the
eighties, see Oshorne (1988). Osborne (1989) provides a preliminary
assessnient of various state S&T mechanisms.,

Chapter 4. Financial Resources for Research and Development

Text table 4-5.
State ranking of total R&D performance
and research intensity: 1989

Rank
Total R&D/ Total R&D/
R&D GSP' R&D GSP!
1 California . . . . . 6 15 New Mexico . . .. 1
2 New York. . ... 18 26 Delaware . .. ... 2
3 Michigan ... .. 5 4 Massachusetts .. 3
4 Massachusetts . 3 10 Maryland. .. . ... 4
5NewJersey ... 8 3 Michigan. .. .... 5
6Texas ....... 23 1California. ... ... 6
7 Pennsylvania .. 15 2%idaho ......... 7
80hio ........ 13 & New Jersey. . . .. 8
9 lllinois . ...... 20 12 Washington. . . . . 9
10 Maryland . . . .. 4 13 Connecticut. . . . . 10
11 Florida....... 27 37Vermont ....... 1"
12 Washington ... 9 14 Missouri . ...... 12
13 Connecticut ... 10 80hio.......... 13
14 Missouri. . . ... 12 17 Minnesota. . . ... 14
15 New Mexico . .. 1 7 Pennsylvania. ... 15
16 Virginia .. .... 24 20Colorado. . . . ... 16
17 Minnesota .... 14 34 Rhode Island. . .. 17
18 Indiana. . .. ... 21 2NewYork ...... 18
19 North Carolina . 29 27Utah.......... 19
20 Colorado . . ... 16 9lllinois......... 20

'Research intensity is measured as the ratio of in-state R&D perfor-
mance 1o gross state product (GSP).

See appendix tables 4-22 and 4-23.
Science & Engineering Indicators — 1991

than 40 of these entities were established during the
cighties; six states put such institutional arrangements in
place only within the past 2 years. (See appendix table
4-24.) Agency responsibilities vary enormously, ranging
from the simple provision of information and advisory
services to active participation in multimillion dollar
technology programs. Although some initiatives are
obviously much farther along than others, each general-
ly is designed to improve the state's economic environ-
ment by

o Strengthening linkages among the state's financial,
academice, and business communities;

» Promoting entrepreneurship; and

o Upgrading the overall scientific and technological
hase of the local economy by building on existing
regional strengths, ™

“This last point is in stark contrast to the type of state economic
development programs prevalent in the sixties and seventies, Then,
states often pursued a “sinokestack chasing” practice of luring compit-
nics away from one state (o relocate to another, Most S&1-based pro-
grams are concerned more with creating new businesses-——spinoff
companies—or modernizing existing in-state industries.
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States have adopted several experimental approaches
in fostering technology-driven development. Summary
data on four of the more pervasive approaches are pro-
vided here. (See appendix table 4-24.) Two of these
mechanisms—vesearch grants and research centers—usu-
ally require heavy university participation; the other
two—R&D tax credits and business startup support—
affect only the industrial sector.® Although some states
concentrate on the industrial sector and others focus on
university-hased research, most initiatives have a mixed
university-industry orientation. States in the Northeast
and Midwest—which were among the first states to initi-
ate S&T programs in response to the downturn in their
manufacturing sectors during the late seventies and
eighties—generally seem to use a larger variety of S&T
mechanisms than do other states. Five states—Arkan-
sas, Indiana, lIowa, Kansas, and North Carolina—contin-
ue to use each of the four named development tools.!!
(See figure 4-13.)

Research Grants and Centers. An important com-
ponent of most state technology development strategies
is research grants. At least 36 states use this mechanism
for promoting local growth. Research grants usually

® Are made to universities based on joint proposals
from a university and a private sector sponsor,

¢ Are intended to strengthen the applied rather than
basic research base, and
¢ Require matching funds from the private sector.
This last requirement ensures that state dollars are
leveraged with outside funding and provides some assur-

ance that the proposed research has commercial potential.
Although research grants are distributed through vari-

¥The programs covered here are not the only ones that states use to
spur technological development. Other popular approaches include
establishment of research parks—to encourage planned clustering of
technology companies and foster university-private sector partner-
ships—and incubator facilities providing startup companies with
below-market rates for office and lab space as well as shared clerical
and computer services. A number of states also work with local
Federal laboratories to assist small and medinm-sized manuofacturers
to commercialize Federal technologies. Passage of FTTA in 1986
encouraged this development, (See “Industry-Governiment
Cooperative Agreements,” p. 102))

Up until recently. Minnesota and Massachusetts also used all four
S&T devices covered in this section. Minnesota discontinued its indus-
try grant program in 1991 and merged two of its leading S&T institu-
tion into a single entity. Massachusetts’ S&T efforts underwent major
restruetnring during 1991, incuding the privatization of its six previ-
ously quasi-public Centers of Excellence. However, the state has
enabled the creation of successor entities designed to continue the
mission of S&T promotion. The newly fornted Biotechnology Center of
Excellence Corporation and the Massachusetts Foundation for
Excellence in marine and Polymer Sciences began operations in July
1991 and are stimulating S&T-based economic development in their
areas of interest. In redefining the state role as one of facilitation,
rather than program operation, the state legislature allocated no future
funds for continued direct investiment in naany S&T prograns that pre-
viously received state support (Phelps and Brockman 19491).

PThat is, support of innovation and technology transfer for local eco-
nomic development is the objective, and not the support of rescarch
for its own sake.
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ous means, by far the bulk of the money flows through
state-initiated research or technology centers. Such “cen-
ters of excellence” have been established in 27 states and
usually are located at universities—or at least affiliated
with them. The centers generally concentrate on a specif-
ic field of research, drawing heavily on the strengths of an
associated university and/or major industries in the state.

Tax Credits and Startup Support. Often patterned
after the Federal R&E tax credit (see “R&D Tax Credits,”
pp. 101-02), many states have designed their own tax
incentives to encourage industry’s in-state R&D invest-
ment. Provisions for R&D tax credits and/or exemptions
are cn the books in at least 20 states.

Many states also provide considerable S&T support
for industry’s post-R&D activities. In fact, no fewer than
31 states have given some kind of financial support for
business startup programs, including either one-time
capitalization or ongoing funding and oversight. Six
states have seed capital programs to assist companies
trying to develop a marketable product. Seven states
have venture capital programs to assist developing com-
panies that have established business plans and com-
mercially feasible projects. Eighteen states have both.

State Funding of R&D

Growth in state R&D funding is a direct indicator of a
state's commitment to the building of its S&T base. It is
also an indicator of expanding inter-sector research link-
ages, given the university-industry cooperative require-
ments increasingly associated with state funding. Two
different data sources using different methodologies
show growth in state support of R&D.* And, although
state funding is not necessarily the causal factor, these
data also show increasing support by industry for R&D
performed on the Nation's campuses—an aim of many
states’ S&T policies.

Funds for Academic R&D by State.'' Universities
reported about $1.2 billion of support for R&D from state
and local government sources in 1989, an amount equiva-
lent to 8 percent of total R&D performed by the academic
sector. (See appendix table 4-22.) Broken out by state,
these same data reflect differing state resource patterns
and show the effects of different institutional mixes in indi-
vidual states.

Ten states accounted for over 50 percent of total national
academic R&D expenditures fron, state and local sources.
Texas alone, with a strong tradition of direct state govern-
ment funding of institutional activities, accounted for the

“The two NSE data sources are the annual Survey of Scientific and
Engineering Expenditures at Universities and Colleges and the occa-
sional Survey of State Government Research and Development.

"These data show only state and local government sources of funds
that are separately budgeted for specific projects. General university
funds used for academic RED purposes are not included here, These
data do not include R&D performed by university-administered
FFRDCs.
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Figure 4-13.

State promotion of S&T-based economic development

o<
o ©°

NOTE: Data are as of August 1991.
See appendix table 4-24.

largest share—10 percent—of nationwide non-Federal
governments’ R&D support to universities. These sources
in Texas provided 12 percent (5124 million) of the funding
for the state's total academic R&D. By comparison, univer-
sities in California—whose total R&D expenditure was the
largest nationwide and nearly twice that of Texas in 1989—
received 3.6 percent (843 million) of its funding from state
and local sources, This smaller proportion reflects (1) a
lurge Federal funding share and (2) the presence of major
private research universities that were less likely to receive
state funding for R&D. (Nationally, private universities
received only 2.4 percent of their R&D funding from state
and local governments, compared to an 11.3-percent share
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Dual-sector activities
All four actvities
(grants centers tax
breaks. startup support)

Any three activities

University-fecused activities

R&D grants and or
research centers

Industry-focused activities

R&D tax breaks and of
stanup support

None of these four

One umversity activity
named activities

and one industry activity
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at public universities.)

As a percentage of a state's academic R&D total, the
state and local government share is relatively most
important to universities in South Dakota—whose total
R&D expenditure in 1989 was the smallest in the
Nation—where it provided almost 40 percent of funds.
Indeed, in many states where the academic R&D expen-
diture total was comparatively small, state government
provided a relatively large proportion of the funding
total. (See text table 4-6.)

Insofar as state S&T policy objectives include encour-
agement of university-industry interactions, industry sup-
port of university R&D may serve as one indicator of the

194,
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success of those policies. ™ For all states combined, indus-
trial sources of support for academic R&D have grown
faster than all other sources of support, increasing 179
percent in constant dollars from 1980 to 1989, Support
from other sources was up 60 percent. (See appendix
table 4-2)) As a percentage of the Nation's tetal academic
R&D effort, industry sources of support increased from -4
to 7 percent. Some states obtain a notably larger than 7-
percent share of their academic R&D from industrial
sources. This point is startlingly true of states in which
university R&D performance is vather small, Fr exam-
ple, total R&D activities on the campuses of Maine—S$20
million—ranked that state 49th nationwide in 1989; vet

industry provided a Nation-leading 20-percemt share of

total. (See text table 4-6.) Indeed, of the eight states that

received the proportionately largest shares (10 percent or

more) of their academic R&ED funding from industry,
six—Maine, Idaho, Nevada, Delaware, West Virginia, and

USee Feller (1990 and Berman (1990 for contrasting views on the
role of universities in industrial development activities.

Text table 4-6.

States where non-Federal government and industry
comprise the largest shares of academic R&D
funding: 1989

Support for academic R&D

Rank, Non-Federal Rank,
total government Industry total
academic share share academic
R&D (percent) Rank (percent) R&D

U.S. average 82 6.6 L1.S. average

51 South Dakota. . 39.4 1 20.0 Maine . ..... 50
38 Hawaii. .. .. .. 35.0 2 12.7ldaho. . ... .. 46
41 Arkansas . . . .. 279 3 12.1 New Mexico. . 29
37 Mississippi. ... 27.3 4 12.0 Pennsylvania. 6
34 Nebraska. . . . . 245 5 120Nevada . . ... 45
46 1daho. ... .... 244 6 11.0 Delaware.... 44
47 Montana ... .. 24.4 7 10.1 West Virginia . 43
26 Louisiana. . . .. 24.0 8 10.0 Montana .... 47
33Kansas ...... 22.4 9 9.9 Missouri. .. . . 19
17 Virginia . . . .. . 190 10 9.7 North Carolina. 9

18 Minnesota . ... 164 11
13 Wisconsin . ... 164 12
15New Jersey ... 1569 13
23 Tennessee. ... 15.1 14
30 South Carolina. 145 15

9.7 Nebraska.... 34
9.4 Arkansas . ... 41
9.1 North Dakota . 48
9.1 Massachusetts 5
89 Kentucky .... 35

9 North Carolina . 144 16 8.5 Georgia . . . . . 10
28 Oregon . ... .. 129 17 8.4 Virginia . .... 17
3Texas ....... 123 18 8.2 Vermont. . . . . 42
24jowa ........ 119 19 8.1 Indiana ..... 20
110hio ........ 18 20 7.9 Rhode Island . 36

See appendix table 4-22. Science & Engineering Indicators — 1991
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Montana—ranked among the smallest nine states in
terms of total academic R&D performance levels,

State Agency R&D Expenditures. Although the
most recently available NSE data on state agencies’ R&D
support are for 1988, their inclusion here provides for a
more comprehensive overview of state R&D involvement.
(See appendix table 4-25.) These data are only for state
government expenditures that flow through state agency
budgets: they therefore exclude, for example, all other
funding for R&D activitics by universities and colleges—
including direct appropriations from state legislatures,

Like the academic data reported above, total state
ageney expenditures for R&D from state sources of funds
have increased overall, doubling between 1977 and 1988
10 about $630 million (in constant dollars). Nevertheless,
these expenditures still accounted for only 1 percent of
the national R&D funding total. State ageney support for
R&D facilities rose dramatically, resulting in a more than
tenfold inflation-adjusted increase to $160 million. Some
states, however, reported declines in real dollars, Care
should be taken in using these data, because states ditfer
considerably in their reliance on state agencies to dis-
burse R&D funds. Some states appropriate most funds
directly to institutions themselves, and this source of sup-
port for R&D is not reflected in these data,

International Comparisons

Comparisons of S&T activities between the United
States and other major industrialized nations provide an
indication of the strength of cach countries’ overall S&T
endeavors, The suceess of these endeavors depends in
part on the adequacy of financial R&D inputs; comparisons
of international R&D spending patterns are provided in
this section.” Performer and source expenditure patterns
are contrasted, trend data reviewed, and spending by
socioeconomic objective summarized. The section closes
by placing the U.S. industry R&D effort in a global context.

R&D Funding by Source and Performer

The United States spent more money on R&D activi-
ties in 1989 than did any other country; in fact, it spent
more than the next four largest performers—Japan,
West Germany, France, and the United Kingdom—con-
bined.' “See appendix table 4-26)) By sector, national
governments and industry dominated as a percentage of
cach country’s respective R&D funding and performance

SR&D data for the major industrialized countries are obtained from
reports to the Organisation for Economic Cooperation and
Development (OECD)Y. Few R&D datiare systematically coliected tar
developing countries: UNESCO reports such estimates where they
exist, Although there is a fairly high degree of consisteney in the R&D
data reported by OECD, data Jor countries reporting to UNESCO are
[ess comparable—prineipally hecanse of differences in national statisti-
cal collection capabilities and definitions, For a summary of the
UNESCO and OECD datz, see SRS (1991¢),

" Datat for Gernany are Jor West Germany alone, RED expenditures
in the former East Germany are not included.
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totals. Shares for these sectors, however, differed sub-
stantially from one country to the next. Although govern-
ment was the source of 45 to 50 percent of R&D funds in
the United States and France, it provided somewhat less
in the United Kingdom (37 percent) and West Germany
(33 percent), and considerably less in Japan (19 per-
cent). (See figure 4-14) Since 1975, government funding
shares in all five countries declined, dropping most
sharply in the United Kingdom (15 percentage points)
and West Germany (14 percentage points). With the
exception of France, industry provided more than half of
the R&D funds in each of these countries in 1989, It pro-
vided 72 percent of Japan's R&D total.

Industry was the largest R&D performer in each of the
five countries, with shares ranging from 60 percent in
I'rance to 72 percent in both the United States and West
Germany. The industry R&D performance share grew
most rapidly in Japan—f{rom 57 percent of total in 1975 to
v percent in 1989.% (See appendix table 4-28.) Govern-
ment as an R&D performer was relatively smallest in
Japan and the United States, accounting for 8 and 11 per-
cent, respectively, of each country’s R&D total. Govern-
ment's R&D performance—including that in several non-
privatized industries—accounted for about one-fourth of
France's R&D effort.

The United States and Japan devoted about the same
proportion of their investments to basic research: 14
percent and 13 percent, respectively, in 1988. (See
appendix table 4-29.) In dollar terms, the U.S. basic
rescarch investment (815 billion) was three times that

"Detaled and more extensive data can be found in SRS (1991¢).

Figure 4-14,
International R&D funds,
by performer and source: 1989

Billions of U.S.
1982 dollars

United States Performer
($111) B Source
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of Japan (85 billion). West Germany spent 19 percent of
its total R&D on basic research (84 billion), compared
to 23 percent for France (83 billion). ™

R&D Funding as a Percentage of GNP

Total R&D. R&I) expenditures as a percentage of
GNP have become one of the most widely used indica
tors of a country's commitment to scientific knowledge
growth and technology development. The industrialized
nations of France, West Germany, Japan, Sweden, the
United Kingdom, and the United States each maintained
an R&D /GNP ratio of between 2 and 3 perceni through-
out the eighties. (In Italy, this ratio rested near 1 per-
cent.) Generally, the R&D/GNP ratio increased annually
in these countries, although the rate of change varied
somewhat. The approximate 2.7-percent R&D/GNP ratio
of the United States in 1989 was about half a percentage
point higher than its 1980 ratio. (See figure 0-2 in Over-
view and appendix table 4-26.) Even with this growth, the
U.S. R&D/GNP ratio did not keep pace with the same
indicator in Japan and West Germany, whose ratios were
2.9 and 3.0 percent, respectively, And. in spite of a recent
decline in its R&D/GNP ratio. Sweden also invested a
slightly larger GNP share on R&D (2.8 percent in 1989)
than did the United States. In dollar terms, however,
Sweden's R&D expenditures were only 3 percent of those
in the United States,

Nondefense R&D. Differences in R&D emphases
among these countries become clearer when the data
are disaggregated. Nondefense R&D expenditures as a
percentage of GNP in both Japan (3.0 percent) and West
Germany (2.8 percent) considerably exceeded these of
the United States (1.9 percent); they have done so for
more than two decades. (See figure 0-2 in Overview and
appendix table 4-27.) The nondefense R&D ratios of
France (1.8 percent) and the United Kingdom (1.6 per-
cent) were only slightly below that of the United States.

In absolute dollar terms, the ULS. international position
was markedly different from that indicated by the non-
defense R&D/GNP ratios. Between 1972 and 1989, only
Japan and ltaly had increased nondefense R&D spending
(up 207 and 97 percent, respectively, in constant dollars)
at a faster rate than had the United States (up 88 per-
cent).” The result is that as a percentage of the U.S. non-
defense R&D total. comparable Japanese spending
jumped from 35 percent in 1172 to H8 percent in 1989,
(See figure 4-15.) Japanese nondefense R&D reached $46
billion in 1989, compared with the $79 billion U.S. non-
defense R&D total. taly’s nondefense R&D grew from an
amount equivalent to 8 percent of the U.S, nondefense
R&D total in 1972 to 10 percent (S8 billion) in 1989, West

PComparable data for the United Kingdom are exteemely outdated.
The most recent figure (1981) indicates, however, that the basic
rescarch share was 13 pereent.

“See appendix table 4-26 tor details on conversion of national cur-
rencies to dollars,
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Germany spent an amount equal to about 26 percent of
U.S. spending on nondefense R&D in both years (821 bil-
lion in 1989), while France annually spent an amount
equivalent to about 15 percent of the U.S. total (812 bil-
lion in 1989). United Kingdom nondefense R&D spend-
ing fell by 3 percentage points relative to that of the
United States, dropping to 13 percent or $10 billion.

R&D by Socioeconomic Objective"

Countries' relative shares of government R&D) appro-
priations (excluding general uaiversity funds—GUF)
reflect marked differences in national priorities. In the
United States, 66 percent of total 1989 Federal invest-
ment in R&D was devoted to national defense, compared
to 55 percent in the United Kingdom, 42 percent in
France, 19 percent in West Germany, and 9 percent in
Japan.® (See text table 4-7.) The U.S. Government also
emphasizes health-related R&D (13 percent of total); this
emphasis was especially notable in its R&D support
given to academic and similar institutions.™

Energy-related activities accounted for 39 percent of
Japanese Government R&D appropriations in 1989,
reflecting the country's concern with its high dependence
on foreign sources of energy. The Government of West
Germany invested considerably in R&D related to indus-
trial development and the advancement of rescarch (each
about one-fifth of the government total) as did France
with 15 and 18 percent, respectively, of its 1989 R&D
total. In the United Kingdom, R&D funding for industrial
development—at 10 percent of total—trailed only defense
in percentage share Industrial development accounted
for 8 percent of the Japanese total, but just 0.2 percent of
the government R&D funding total in the United States.
The latter figure—which may be vnderstated relative to
other countries as a result of compilation differences—
nonetheless reflects longstanding U.S. policy to rely on
private sector investment decisions in this arca.

hata on the socioeconomic objectives of R&D funding are rarely
obtained by special surveys. They generally are extracted in some way
from natiotal budgets which already have their own methodology and
terminology, and thus are subject to comparability constraints not
placed on other types of international R&D data sets. Notably,
although cach country adheres to the same criteria for distributing
their R&D by objective (as outlined in O1CTH 1981), the actual classifi-
cation may differ atmong countrics because of differences in the prima-
1y objective of the various funding agents. Note also that these data are
of government R&D funds only, which acvount for widely divergent
shares and absolute amounts of cach conntry’s R&D total.

“Ihe shares presented here and in text table 4-7 are adjusted to
exclude general university funds which are reported separately for Japan
and Luropean countries. For example, GUI accounted for 18 percent of
the government-funded R&D total in the United Kingdom: Unadjusted
for GUE, its defense share was 46 pereent in 1984, The United States
does not have an equivalent GUE category: Funds to the university sec-
tor are distributed among the objectives of the Federal agencies that
provide the R&D funds. (See appendix table +-30 for further details.)

“Por detailed comparisons of academic and academically related
research, including GUEF estimates, in the United States, United
Kingzdom, The Netherlands, Franee, West Gernany, and Japan, see
Irvine, Martin, and Isard (1990) and NSB (1989), pp. 9894,
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Figure 4-15.
Nondefense R&D: foreign spending
as a percentage of U.S. spending
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See appendix table 4-27.
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Text table 4-7.
Government R&D support,
by socioeconomic objective: 1989
United West United
States Japan Germany France Kingdom
—_—— Percent
Total. .......... 100.0 100.0 100.0 100.0 100.0
Defense . ....... 655 9.0 190 419 552
Civilspace ... ... 73 114 8.5 8.7 3.8
Advancement of
research ...... 38 138 207 17.5 5.8
Health ......... 129 48 5.2 3.7 6.2
industrial
development ... 02 81 19.0 150 103
Energy ......... 39 39.2 9.5 4.0 4.0
Agriculture, forestry,
and fishing . . . .. 1.9 6.5 31 46 5.5
Other.......... 45 76 149 45 9.2

NOTE: Data were adjusted to exclude genera! university funds for

Japan (43 percent of the government-funded R&D total), West

Germany (33 percent), France (12 percent), and the Uniied Kingdom

(18 percent). See text.
See appendix table 4-30.
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Globalization of R&D

R&D investing has hecome increasingly global since
roughly the mid-seventies. Stitf international competi-
tion in research-intensive, or high-technology, products
has necessitated many firms' expansion into foreign
markets. (See chapter 6, "The Global Market,”
p. 136.) As a factor in this global market shift, growing
development costs and shortening product life cycles
have compelled corporate managers to expand over-
seas rescarch activities so as to tailor products for the
specific needs of foreign customers. Thus, much of the
R&D undertaken abroad is meant not to displace
domestic R&D, but rather to support averseas business
growth.”!

Growth in R&D funds moving both into and out of
the United States has been quite strong for the past
decade or so. On average, US. overseas R&D invest-
ments grew by 5.3 percent per year between 1977 and
1989 (in constant dollars). This rate was slightly below
that for growth in total U.S. industry R&D funding—>5.7
percent annually. And since 1985, the overseas R&D
component has grown at six times the rate of industry’s
domestic funding (11.9 versus 2.1 percent per year):
R&D abroad is now equivalent to 9 percent of indus-
trv's onshore R&D expenditures. (See figure 4-16.) U.S
companies and their foreign subsidiaries in the motor
vehicles, machinery (including computers), and drug
industries account for the largest shares of this foreign-
based R&D activity. Together, they comprised 58 per-
cent of the 1989 overseas performance total. (See
appendix table 4-31.) Time series data are not available
on which countries receive this U.S, R&D investment.”

About $6.3 billion was spent on R&D abroad by U.S.
companies in 1988, Foreign companies spent about 17
percent more (87.4 billion) on R&D in the United
States. From 1977 to 1988, growth in this foreign-
sourced R&D investment averaged 14 percent per year,
or more than twice the rate of growth in domestic R&D
activities by U.S. companies, As a result, foreign R&ID
was equivalent to 11 pereent of all industry’s R&D fund-
ing in the United States in 1988, up from its equivalent
S-percent share in 1977, (See figure 4-16.) Foreign fund-
ing came primarily from Carada, West Germany, and
the United Kingdom; althcugh the R&D flows from
other European countries and Japan also increased
steadily over the past decade. Foreign-funded research
was concentrated in the industrial chemicals, drugs.,

SCompanics consider a myriad of factors before undertaking R&D
overseas: Market aceess and acconmuodation of local requirements are
but two of them, Tax and regulatory policies, as well as the availability
of trained rescarchers and access o new scientific and technological
developments in other countries, also influence R&D location deci-
sions. See NSB (fortheoming) and Howells (19904 and 1980h),

See, however, Bloon and Rubinger (1941) for information on US.
firms” investment in R&D facilities in Japan,
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Figure 4-16.
Foreign and U.S. overseas R&D
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See ar pendix tables 4-31 and 4-32.
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and electrical equipment industries.™ (Sce appendix
table 4-32.)

“The foreign R&ED data reported here come from an annual survey
of Foreign Direet Investment in the United States conducted by the
Burcau of Feonomic Analvsis, The Burcau reports that the forcign
R&D totals are comparable o the U.S R&DY business data published
by NSE. Industry-specific comparisons, however, are limited beciase
of ditferences between the two surveys inindustry classitications. {(See
Quijano 1990,
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Academic Research and Development:
Financial Resources, Personnel, and Outputs

HIGHLIGHTS

Funding for Academic R&D

e The 1980s saw a continuation of a trend, observed
over the last several decades, toward an increasing
role for academic performers in total U.S. research
and development (R&D). Irom 1981 to 1991, real
growth (in constant 1982 dollars) in academic R&D
expenditures averaged 5.5 percent annually, In cur-
rent dollars, funding over the period rose from just
below S7 billion to an estimated $17 billion, increasing
from a 9.5-percent share to an 11.3-percent share of
total U.S. R&D expenditures. See p. 116.

Much of this R&D growth occurred between
1985 and 1991 when growth was much stronger
for the academic sector than for any other per-
forming sector, an estimated 44 percent, comparesd
to about 11 percent for federally funded rescarch and
development centers and other nonprofit laboratories,
4 percent for industrial laboratories, and about 3 per-
cent for Federal laboratorices. See p. 116.

e The Federal share of academic R&D support has
continued to decline as industrial and internal uni-
versity support have been growing more rapidly
than that of the Federal Government in recent
years. In 1991, Federal sources provided an estimated
56 percent of academic R&D support, down from 69
percent in 1971, In constant dollars, however, academ-
ic R&D financed by Federal support increased by 77.5
percent during this 20-ycar period. See p. 117,

After the Federal Government, academic institu-
tions that performed the R&D provided the seecond
largest share of academic R&D support. I'rom 1971
to 1991, the institutional share grew from 11 percent
to an estimated 20 percent of academic R&D expendi-
tures. See p. 117.

Facilities and Instrumentation

e The country’s research universities have undertak-
en large increases in investment in academic R&D
facilities and instrumentation during the 1980s,
Total capital expenditures for academic science and
engireering (S&E) facilities (plant and fixed equip-
ment) increased during the 1980s at an average annual
rate of 6.6 percent in constant 1982 dollars. Expen-
ditures for academic rescarch instrumentation have
averaged 9.6 percent annual growth for Federal suppont
and 11.3 percent for non-Federal support since 1981 in
constant dollars. The number of instruments available
for R&D more than doubled between 198273 and
1988/4). See pp. 121-22.

The Spreading Base and Geographic
Distribution of Academic R&D

¢ During the 1980s, a growing number of academ-
ic institutions have become major rescarch per-
formers, as evidenced by their sustained volume
of real research expenditures. In 1980, 277 academ-
ic institutions reported total R&D spending of at least
ST million (in constant 1988 dollars) in 1,162 of their
S&E fields: hy 1989, these same institutions reported
such volume for 1,575 of their S&E ficlds. See p. 124.

¢ Continuing a trend that was evident in the 1970s,
the 1980s witnessed a slow but marked shift in
the distribution of academic R&D toward the Sun
Belt and away from the North, East, and—to a
lesser degree—West, The South’s share rose to
29 percent from 26 percent in the early 1980s and 23
percent a decade ecarlier. Similar patterns exist for
FFederal and non-Federal R&D funds, and for most
major ficlds. See p. 124.

Characteristics of Doctoral Researchers in
Academic R&D

¢ During the 1980s, the number of academic doe-
toral researchers inereased more rapidly than
their total academic employment in every major
field. Total employment increased by 52 pereent,
from 153.220 in 1979 to 202,208 in 1989. The number
with primary responsibility for teaching inereased by
25 percent (82,643 to 103,115), while those with pri-
mary resecarch responsibility rose hy 60 percent
(48.517 to 77.4565). Concurrently, doctoral scientists
and engineers reporting that R&D was their primary
or secondary responsibility rose by 54 percent, from
100,562 in 1979 to 154,860 in 1984, See p. 1.25.

e As a group, academic researchers are aging. In
1973, only 25 percent of academic researchers had
carned their Ph.D. degrees more than 15 vears earli-
er; this fraction was 45 percent by 1989, The increas-
ing age of academic rescarchers tends to reflect both
the rising average age of doctoral academics in gener-
al and low academic hiring levels, See p. 125,

¢ Each new cohort of Ph.D.-holders hired into
academia tends to be more active in research than
the preceding ones and to stay more active through
the years. Between 1979 and 1989, the proportion of
all academic doctoral scientists and engineers whose
primary or sccondary work activity was rescarch rose
from 67 to 78 pereent, See p. 128,

19y
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Women and Minorities in Academic R&D

¢ The number of doctoral women in academic R&ID
more than doubled between 1979 and 1989,
increasing faster than either the number of S&E Ph.D.
degrees awarded to females or women's overall aca-
demic enipfovment. Wonien in 1989 represented 17
percent of all academic rescarchers: almost half of
female researchers were active in the life sciences, See
b 12¢.

¢ Since 1979, increases in research participation
for minorities have been stronger than for whites.
But the overail nmmber of minority researchers—par-
ticularly of #iavcks. Hispanics, and Native Americans—
remains very fow. In 1989, minorities constituted 13
percent of academic doctoral SKE researchers; nearly
three-quarters oi these were Asians, See p. 127.

Support of Academic Resezrch Personnel

¢ Despite a decline in the Federal share of academic
R&D funding over the past decade, a rising propor-
tion of academic reseatchers received at least some
support from Federal sources: 53 percent in 1979

Introduction

Chapter Focus

Academic rescarch and development (R&D) is an inte-
gral part of the national R&D enterprise. The sector now
accounts for an estimated 11.3 percent of national R&D
expenditures and almost half of national basic rescarch
expenditures, Moreover, the 155,000 doctoral scientists
and engineers engaged in academic R&D activities in
1989 comprised almost a third of the U.S, doctoral sci-
ence and engineering (S&E) workforee.

This chapter addresses the following three principal
aspects of academic R&D:

o Financial resources—sources of funding. distribu-
tion amonyg institutions and disciplines. the Federal
Government's funding role, the financing of aca-
demic R&D facilities and instrumentation, the
spreading base of academic R&D, and its geograph-
ic distribution:

e Doctoral personnel—characteristics of doctorate-
level scientists and engineers emyloyed by acadeny
ic institutions: and

e Research outputs—the academic scector's publica:
tions and patents,

Chapter Organization

The chapter opens with a discussion of trends in finan-
cial resources provided for academic R&D, including
allocation across both institutions and fields, and of the
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versus 59 percent in 1989, Increases were evident for
all age groups and most major fields, See p. 129.

e In 1989, a record proportion—28 percent—of
the growing number of full-time S&E graduate
students were supported by research assis-
tantships. During the eighties, the number of gradu-
ate students for whom this mechanism was the prin-
ary source of support rose by 60 percent. See p. 130.

Outputs of Academic R&D: Scientific
Publications and Patents

e {1.S.-based authors continue to account for 36
percent of all publications in a set of about
3,200 major U.S. and international technical
journals. This percentage remained steady through
the 1980s. See pp. 129-30.

e Patenting by U.S. universities increased sharply
in the 1980s. More than one-fifth of all patents
issued to academic institutions since 1969 were
awarded in 1989-90. The 100 major research universi-
ties accounted for an increasing share of these
patents. See pp. 130-31.

changing importance of various key sources of financial
support. Since the Federal Government has been the pri-
mary source of support for academic R&D for over half a
century, its role is explored in greater detail, New this
vear is a discussion of the key Federal funding agency
for cach S&E field and how the importance of that agen-
cv to the field has changed over time. Also new this vear
is a discussion of the indirect cost component of the aca-
demic R&D budget hased on National Science Foundation
(NSE) and National Institutes of Health (NIH) data. The
section also includes data on funding trends for two key
clements of university infrastructure—facilities and
instrumentation.

For the first time in the Seience & Engineering Indica-
tors series, data are presented about the expansion of the
institutional base in which academic R&D is housed: the
number of institutions, divisions, and departments that
are active in R&D and their funding levels,

The second section of the chapter covers the acaden-
ic R&D) workforce and is limited primarily to scientists
and engineers with doctoral degrees, since they are the
major participants in academic R&D, (Also, very little
data are available on nondoctoral academic research per-
sonnel) Trends in the growth of various disciplines and
in the numbers of women and minorities in academic
R&D fields are addressed. The chapter presents new
information about the changing age structure of academ-
ic researchers. the trend toward inercased research par-
ticipation in academia, and the extent of Federal support
provided to academic doctoral researchers, Also inelud-
ed s a brief discussion of the number of graduate stu-
dents involved as research assistants in academic R&D.

| BT
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The chapter’s final section discusses the outputs of

academic R&D, specilically the publications in scientilic
and engineering journals and the patents issued to ULS,
universities,

Financial Resources
for Academic R&D'

This section focuses on the levels and sources of sup-
port for R&D activities at U.S. universities and colleges,
Beginning with an examination of the role ol academic
R&D in the content of the national R&D system, it cov-
ers R&D funding patterns in terms ol funding sources
and their distribution among academic institutions and
across S&I fields, The role of the Federal Government
in supporting R&D at universities and colleges is
explored in some detail, including the support provided
by certain key agencies to both overall academic R&D
and specific S&E fields. Support for academic R&ID facili-
ties and instrumentation, particularly the levels of invest-
ment made in these during the 1980s, is examined, as

are the spreading base and geographic distribution of

academic R&D.,

Additionally, two highly topical subjects related to the
main discussion—Federal reimbursement of indirect
costs and the Congressional earmarking of R&D funds—
are covered in this section,

Academic R&D in a National Context’

In 1991, an estimated $17.2 billion was spent for R&D
at U.S. academic institutions.? (See figure 5-1.) This level
of expenditure represents a continuing trend. observed
over the last several decades, of an increasing? role for
academic perlformers in total U.S, R&D. Academic R&D
in 1991 made up 113 percent of total R&D, compared
with 9.4 percent in 1971, During the 197191 period,
rescarch performed in academic institutions rose from
25.4 percent to an estimated 27.7 percent of total ULS,
research expenditures.

In constant 1982 dollars, academic R&D increased an

Datain this section come trom several different NSF survess that
do not alwavs use comparable definitions or survey nicthodologies.
The three main suveys concerned with academic R&ED e (1) the
Federal Funds for Research and Development Survey: (2) the Federal
Support o Universities, Colleges, and Seleeted Nonprofit [nstitutions
survey; and €3) the Scientific and Engineering Expenditures at
Universities and Colleges Survey. The results from this last survey,
hased on data obtained dircetly from the aniversities and colleges, do
not general’y mateh the data from the other two surveys, For deserip-
tions of the methodologies of these and selected other NS snrveys,
see SRS (1987),

This discussion is hased on data in SRS (1990¢) and unpublished
tabulations. For more information on national R&ED expenditures, see
chapter 4 " Natjonal R&ED Spending Patterns,” pp. 89-43,

It this section, academic instintions generally comprise institutions
ol higher education that grant doctorates in seiefice or engineering
andor spend at least 850,000 for sepasately budgeted R&D. Federally
tunded research and development centers associated with universities
are tallicd separately and are examined in greater detail in chapter 4.

estimated 74.2 percent hetween 1980 and 1991, R&D
growth between 1985 and 1991 was much stronger for
the academic sector than for any other performing sec-
tor—an estimated 44 percent—compared to about 11
percent for federally funded rescarch and development
centers (FIFRDCs) and other nonprolit laboratories, 4
percent for industrial laboratories, and about 3 percent
for Federal laboratories. However, the rate ol growth for
academic R&D from 1990 to 1991 is estimated at 2.9 per-
cent, down from the estimated 5.4-percent annual
growth rate from 1980 to 1990, As a proportion of the
gross national product (GND), the academic R&D share
rose significantly over the past decade, from 0.23 to 0.31
percent.

Academic R&D activities are concentrated at the
rescarch (basic and applied) end of the R&D spectrum
and include very little development activity.' O1 1991 aca-
demic R&D expenditures, an estimated 65 percent went
for basic research, 30 percent for applied researcly, and 5
pereent for development. (See liguie 5-1.)

Notwithstanding this delineation, "R&D"—rather than just
“reseiarel —is used throughout this discussion: this is hecause almost
all of the data collected on academic R&ED do not differentiate between
the *R™ and the D"

Figure 5-1.
National and academic R&D expenditures, by
character of work and performer: 1991

Percent
100

80

60

40

Academia

Academia Academia

Development

Academic R&D
($17.2 bulion)

National R&D  Basic reseaich Apphed tesearch
($152 bilkon)  (S23.5 bilhon) (S35 4 btlion)

NOTES: Data are estimates. FFRDCs = federally funded R&D
centers.

See appendix tables 5-1 and 5-2.
Science & Engineenny Indicators - 1991
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Sources of Funds

The Federal Government provides the majority of funds
for academic R&D, but participation by other sectors has
been growing more rapidly than that of the Federal
Government in recent years, This circumstance has result-
ed ina decline in the Federal share of academic R&D. (See
figure 5-2.) In 1991 the Federal Government provided an
estimated 56 percent of the funding for R&D performed in
academic institutions, down from 69 percent in 1971, The
academic institutions that performed the R&D provided
the second largest share of funds. From 1971 to 1991, the
institutional share grew from 11 percent to an estimated 20
percent of academic R&D expenditures.” Industry
increased its share from 3 percent in 1971 & an estimated
7 percent in 1991, while state and local governments and
other sources maintained shares of academic R&D fund-
ing ranging from 8 to 9 percent for the former and 6 to 8
percent for the latter throughout the 1980s.°

4

Institutional funds are funds an institution spends on R&ED. includ-
e unreimbursed indirect costs associted with R&D projects fi-
nanced by outside organizations and mandatory cost sharing on
Federal and other grants. Sources ot institutional funds are (1) general-
purpose state or local govermnent appropriations, (2) general-piurpose
grants from industry, (3) taition and fees, and ) endowment income,
There is some concern that part of the inerease in the importance of
institutional funds is due to accounting changes,

“Other sources ol support include grants for R&ED from nonprotit
organizations and voluntary health agencies as well as all other
sowrees not elsewhere classified.

Figure 5-2.
Sources of academic R&D funding, by sector

Percentage of funding
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Industry funds for academic R&D grew faster than did
funding from any other source during the past two
decades. Industry's contribution to academia represent-
ed about 1.6 percent of all industry-funded R&D in 1991,
compared to 0.7 percent in 1971, The rapid rise in aca-
demic institutions’ own R&D funding increased the ratio
of those funds to total institutional operating expendi-
tures from approximately 1.5 percent in 1973 to an esti-
mated 3.0 percent in 1989,

Private and public universities ditfer in their major
sources of R&D support. For public academic institu-
tions, about 11 percent of R&D funding in 1989 came
from state and local funds and about 23 percent from
institutional funds. Private academic institutions received
only 2 percent and 9 percent of their funding, respec:
tively, from these sources. (See appendix table 5-3.)
Between 1980 and 1989, the Federal share of support
declined for both public and private institutions, dropping
from 61 to 53 percent for public institutions and from 79
to 73 percent for private institutions. Both public and pri-
vate institutions received approximately 7 percent of their
R&D support from industry in 1989,

Distribution of R&D Funds Over Academic
Institutions

Most academic R&D ix concentrated in relatively few
of the 3,400 higher education institutions in the United
States.” In fact, if all such institutions are ranked by their
1989 R&D expenditures, the top 200 ranked institutions
account for 96 percent of R&D expenditures. In 198,

e The top 20 institutions spent 32 percent of total aca-
demic R&D funds,

¢ The top 50 spent 58 percent, and
¢ The top 100 spent 82 percent.”
(See text table 5-1.)

Academic R&D Expenditures by Field and
Funding Source*

The distribution of Federal and non-FFederal funding of
academic R&D in 1989 varied by field. (See appendix

The Carnegie Fonndation for the Advancement of Teaching classi-
ficd 3,400 degree-granting institutions as higher education institutions
in 1US7. (See chapter 2, “Classitication of Academie Institutions,” p. 47,
[or a brict description of the Carnegie categories.) These higher edu-
cation instituions incliude dvear colleges and universities, 2-vear com-
ntunity and junior colleges, and specialized schouls such as medical
and law ~chools. Not included are more than 7,000 ather postsec-
ondary institutions (seeretarial schools, auto repair schools, eted.

“These pereentages exclude the Applicd Physies Liboratory (APL) at
Johns Hopkins University, With an estitnated 5431 million in total and
S 122 million in federally financed R&ED expenditures in liscal year 1989,
APL pertorms about two-thirds of the R&ED it the university, Although
nol officially clissified as an FFRDC, AP essentially tunetions as one,
It exclusion theretore provides a better measure of the distribution of
academic R&3 dolars and the ranking ol individual institutions,

The datain this section are drawn from NSEFS Scientilic and Engrineering
Expenditures at Universities and Colleges Suvey, Parallel data by lield
rom NSE'S Survey of Federal Obligations to Universities and Colleges

. o not neeessarily match these numbers tor a variety of methodologi-

tocal reasons,
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Text table 5-1.
Distribution of R&D funds among academic
institutions: 1989

Millions Percentage
Rank of dollars of total
Allinstitutions®. . . . ......... 14,556 100
Top10. ... vy 2.606 18
Top20 .. ..o iiiiiin 4,612 32
Top50. ... 8.484 58
Top100................. 11.901 82
Top200 ............... .. 14.023 96

'The Applied Physics Laboratory at Johns Hopkins University, with an
estimated $431 millicn in 1989 R&D expenduitures, is not included in
these totals.

See appendix table 5-4. Science & Engineering Indicators - 1991

table 5-5.) For exampice. the Federal Government sup-
ported 65 percent of academic R&D expenditures in the
medical sciences, but only 27 percent ol academic R&D
in the agricultural sciences, This latter figure reflects the
traditionally strong role of states in supporting the agri-
cultural sector.

By far, the majority of academic R&D expenditures in
1989 went to the life sciences, which acconnted for 54 per-
cent ol total academic R&ED expenditures, 53 percent ol
Federal academic R&D expenditures, and 55 pereent of
non-Federal academic R&D expenditures, The next
Jargest block of total academic R&D expenditures was lor
engineering—16 percent in 1984, (See appendix table 55.)

Between 1979 and 1989, academic R&D expenditures
for all fields combined grew at an average annual rate ol
5.6 percent in constant 1982 dollars. (See ligure 55 lor
constant dollar expenditures over the decade by field.)
From 1988 to 1984, the rate increased to 6.8 percent.
Funding for the computer sciences grew lastest during the
decade, increasing at an average annual rate ol 11,4 per-
cent in constant dollars, R&D expenditures for the com-
puter sciences in 1989 were about 3.1 percent of total aca-
demic R&D. Engineering and the medical sciences grew
second fastest during the decade. hoth increasing at an
average annual rate of 6.6 percent; for 1988 to 1989, the
rates increased to 9.6 and 8.7 percent, respectively,

Academic R&D expenditures in the social seiences,
which averaged annual decreases ol 2.5 percent in con-
stant dollars between 1979 and 1984, show increases since
1984, Between 1984 and 1989, funding for the social sci-
ences inc