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Abstract

The statistical analysis of data from a single-subject

design is somewhat controversial (Gay, 1987; Weiner & Eisen,

1985). The procedure most often chosen for examining data from a

single-subject design involves the visual inspection of the

graphed outcome variable over time (Gay, 1987). Difficulties of

this procedure have been suggested by Ottenbacher (1986). The

use of traditional statistical tests has also been questioned

(Blumberg, 1984; Kazdin, 1984; Jones, Vaught, & Weinrott, 1977;

Michael, 1974). As a complement to the visual inspection of the

observed data, the nonparametric smoother proposed by Tukey

(1977) is presented as a possibly appropriate and useful

technique for the examination of data from a single-subject

research paradigm. Two working examples are presented.
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An Overview of the Analysis of a Single-Subject

Design with Recommendations

A frequently used quasi-experimental design involves

multiple measurements over time on a single subject (n=1). This

design has been labeled intrasubject replication, within-subject

design, repeated-measures design, time-series design, individual

organism design, A-B, A-B-A design, or a single-subject design

(Gay, 1987; McReynolds & Thompson, 1986; McLaughlin, 1983;

Kazdin, 1982; Cook & Campbell, 1979; Hersen & Barlow, 1976;

Kratochwill, et al., 1974; and Sidman, 1960). Most often, this

design is used to study changes over time. The changes over

time, among others, can ba investigated as behavioral,

developmental, seasonal, or circadian changes. Two examples of

possible research paradigms are: (1) the study of a token

reinforcement system in controlling head-banging behavior among

severely retarded children and (2) the investigation of seasonal

or circadian psychological changes over a specified period of

time (Moore-Ede, Sulzman, & Fuller, 1982).

Some applications of the design involve a series of

measurements (baseline), intervention measurements (treatment),

and a series of measurements (baseline). This series can also

repeat, involving additional interventions. This application of

the design is most often applied in psychological, educational,

or medical research where the series of measurements is referred

4
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tc as A, and the intervention is termed B (Kearns, 1986). The A-

B/ A-B-A, A-B-A-B or other versions of the design have been used

to investigate topics such as behavioral modification,

stuttering, psychotherapy, and drug research (Connell & Thompson,

1986; Borg & Gall/ 1983).

The data resulting from the best of experimental
designs is of little value unless subsequent
statistical analyses permit the investigator
to test the extent to which obtained differences
exceed chance fluctuations (Gottman, McFall,
Barnett, 1969, p. 301).

Visual Inspection

The procedure most often suggested for the analysis of the

data from a single-subject design involves a visual inspection of

a graphic presentation of the results (Gay, 1987; Borg & Gall,

1983). This procedure involves plotting the data on a bivariate

plot, time on the horizontal axis and outcome scores on the

vertical axis. The assessment of the change or impact of the

intervention is made by visually examining the plot. Parsonson

lnd Baer (1978), Campbell (1988), and Kazdin (1982) state that

visual inspection is a useful and appropriate procedure for

determining the effects of an intervention. Dattilo and Nelson

(1986) state that visual inspection permits the magnitude of

change to be assessed by changes in mean performance over

repeated measurements or by examining the performance level

during shifts from baseline to intervention to baseline. Jones,
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Vaught, & Weinrott (1977) provide specific guidelines for

visually analyzing the data from a single-subject design.

However, given the potential for the introduction of biases

and inaccuracies in plotting, care should be taken when

attempting to evaluate change in this manner (Tufte, 1983;

Campbell, 1974). Distorted plots, broadened or limited axes,

inappropriate scales, etc. can all potentially lead to

misinterpretation. Ottenbacher (1986) investigated agreement

among raters in evaluating visual plots. It was suggested that

considerable disagreement occurred be:ween the....apists when

changes were rated as significantly improved versus nonimproved

by the use of visual inspection alone; the agreement was at the

level of chance. The level of agreement did not improve when the

comparison was judgment of improvement based upon visual analysis

versus quantitative analysis (ottenbacher, 1986). As cited in

Kazdin (1984), additional studies have suggested that in a

variety of circumstances, researchers have disagreement in their

interpretation of data via visual inspection (DeProspero and

Cohen, 1979; Gottman and Glass, 1978; Jones et al., 1978).

In summary, as a descriptive technique, visual inspection of

the raw data may be useful; yet, care should be taken when visual

inspection of the raw data is used as the sole means of

interpretations.

6
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Statistical Hvioothesis Testing

Kazdin (1984) has suggested the use of statistical analyses

in order to provide more informative procedures than visual

inspection. More specifically, it is suggested that traditional

t and F tests be employed. Kazdin (1984) suggests the use of the

t-test for the analysis of A-B designs, and the use of the

analysis of variance for the analysis of A-B-A-B designs (i

designs with more than two phases). It has been suggested that

the use of these tests would enable the researcher to evaluate

whether the differences between the phase means are statistically

different.

Both the t-test and the analysis of variance are parametric

statistical tests, and both of these tests have statistical

assumptions. Kazdin (1984) addresses one of these assumptions

and cautions the use of these tests when the data are serially

dependent (e.g., adjacent observations are highly correlated).

However, there are additicnal statistical assumptions to these

tests that might not be met for analyzing the data from a single-

subject design. As an example, for the t-test these assumptions

include: (1) normality of observations within phase, (2) equality

of variances between phases, and (3) independence between

observations. In order to investigate whether the first two

assumptions hold, a test for normality and a test for equality of

variances can be used. The implemented research design

determines whether the third assumption is met. In a single-

7
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subject design, all across time reported observations are for one

subject. Therefore, the observations are most likely dependent.

Given the probable violation of the independence of observations

assumption, reservations should be observed when using these

statistical tests. These arguments, cautioning the use of these

tests, are also presented in Bock (1975) and Weiner and Eisen

(1985).

The use of c:Irve fitting has been recommended for the

analysis of data from a single-subject design. For the A-B

design one curve would be fit for the baseline (A) and one for

the treatment (B). A test of statistical significance can then

be used to test for slope and/or intercept differences (Mood,

1950). For the single-subject design, this approach has two

potential difficulties: (1) the violation of the assumption of

linearity or nonrandomly distributed residuals and (2) violation

of the assumption that the rcseated observations are independent

samples of a random variable (Gottman, McFall, & Barnett, 1969;

Holtzman, 1967). Given the possible violation of the

assumptions, the use of curve fitting should be cautioned.

The use of traditional statistical tests in single-subject

research is a somewhat controversial issue (Gay, 1987; Weiner &

Eisen, 1985). Since the assumptions of the traditional

statistical tests are probably violated when used with a single-



7

Single-subject

subject design, the use of these tests might not be entirely

appropriate.

Another proposed technique for the analysis of single-

subject designs is time-series analysis (Dattilo & Nelson, 1986;

Tryon, 1984; Chatfield/ 1982; Tryon, 1982; Jones, Vaught, and

Weinrott, 1977; Glass, Willson, Gottman, 1975). The purpose of

time-series analysis is to detect reliable changes in slope and

level. Especially proposed as useful, for the single-subject

design, is the autoregressive integrated average (ARIMA)

technique. Unlike the t-test and curve-fitting, with the time-

series analysis there is an explicit allowance for statistical

dependence among the observations at different points in time.

However, a potential limitation of the analysis of a single-

subject design using time-series involves the number of

recommended data points. The number of recommended data points

per phase is 50 to 100 (Borg and Gall/ 1983; Hartmann et al.,

1980); thus practical use of time-series for the single-subject

design is most likely limited.

As a simplified time-series analysis technique, the C

statistic has been proposed as an alternative to the ARIMA

technique (Tryon, 1984; Tryon, 1982). However, as discussed by

Blumberg (1984), there are many difficulties with the C

statistic. Among other criticisms, the critical value does not

change appreciably, irrespective of the number of observations.
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Thus the statistical significance is directly related to the

number of observations (Tryon, 1982).

Other descriptive and inferential, parametric and

nonparametric, techniques have been proposed. Among other

techniques, Edgington has proposed the use of randomization tests

(Edgington, 1980), and the split-middle technique has been

proposed as a descriptive and an inferential technique (White,

1971, 1972, 1974). General applicability of tae randomization

technique has been limited by the difficulty of required

computations (Kazdin, 1984; Conover, 1971). The use of the

split-middle technique, unlike time-series, seems to have been

limited by the required number of data points per phase (White,

1974).

Nonparametric smoothing

Exploratory data analysis (EDA) is a set of techniques

proposed by Tukey (1977). One of the EDA proposed techniques is

sequential smoothers. It has been suggested that nonparametric

smoothing can be used to more fully understand a process over

time (Tryon, 1983; Velleman and Hoaglin, 1981) such as data from

a single-subject research design.

The smoothing technique involves specifying a relatively

smooth curve from a series of time-bound points. For each step a

comparison is mads with some of the adjacent points. The fitting

10
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process is analogous to a regression equation consisting of two

additive components/ smooth plus rough (Data=smooth plus rough)

(Tukey, 1977, p. 208). In terms of regression analysis, the

smooth can be conceptualized as the regression term or fit of the

model, and the rough term as the residual term. Smoothing the

observations results in reducing the random variation in the

measurements. This difference is most likely due to the excess

"noise" or "roughness" in these observations. One

conceptualization of the noise in the data is as measurement

error due to less than perfect reliability in the measurement

instrument. Since the smoothing procedure is nonparametric,

assumptions which restrict the use of the traditional t and F

tests for the application in the single-subject design are not

necessary. The recommended number of data points per phase is 6

(Velleman and Hoaglin, 1981)1 thus allowing a much wider

practical applicability than time-series.

Nonparametric Smoothing: Working Examples

Figure 1 contains the observed data from a single-subject

design. The purpose of the study was to categorize the baseline

(basal) observations of the level of a particular hormone (i.e.

Did the hormone level exhibit a particular pattern?).

Measurements were taken over 120 time points, that is, each

measurement was taken every hour for a total of 5 days. By

examining the observed data, a prominent pattern is not

11
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immediately evident; there appears to be a large amount of

scatter.

These observed data were analyzed using a nonparametric

smoother. Figure 2 contains the observed and smoothed data from

this study. By examining the smoothed data, a cyclical pattern

or a circadian rhythm seems to be evident. Approximately every

15 to 20 hours a low (around 5.0) is reached: This pattern was

not as strongly evident in the observed data.

Insert Figures 1 and 2 About Here

The smoothed data, presented in Figure 2, were smoothed

using the RSMOOTH command in Minitab (Ryan, Joiner, and Ryan,

1985). RSMOOTH uses a moving median smoother 4253HR to smooth

the data (Velleman & Hoaglin, 1981). The 4253HR used in Minitab

is a compound smoother. Compound smoothers combine several

elementary smoothers by resmoothing and reroughing (Velleman &

Hoaglin, 1981). The 4253HR smoother starts with a running mrdian

of 4 adjacent observations, recentered by 2. It then resmooths

by 5 observations, by 3, and then applying the hanning smoother.

The hanning smoother (H) consists of multiplying by weights in

each averaging operation. These resultant smoothed data are

reroughed (e.g., residual are calculated), and then the entire

12
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process is repeated (R) (Velleman & Hoaglin, 1981). According to

Velleman & Hoaglin (1981) and Velleman (1980), the 4253HR

compound smoother seems to perform quite well in general

application. Additional discussions of nonparametric smoothers

can be found in Velleman & Hoaglir (19141), Velleman (1980), and

Tukey (1977). In addition to Mlnitab, nr^:lrametric smoothers

are also available in other stardstical aualysis packages (SPSS,

1980).

Figure 3 contains the observed data from a single-subject A-

B-A study. The number of occurrences of a specified behavior

were recorded. Twenty measurements were made within each phase.

The means and standard deviations within each phase were:

(A) mean=6.92, SD=1.90; (B) mean 6.95, SD=1.11; and (A)

mean=7.01, SD=2.00. Based upon these calculated summary values

it appears as if no differences were observed for either the

means or the standard deviations, across phases. In addition, by

visual inspection of the data presented in Figure 3, it seems as

if no differences were observed between the phases.

Figure 4 contains the observed and smoothed data from this

study. The data were smoothed within phase. The aforementioned

smoothing technique was employecL A somewhat different

conclusion is reaching by examining the smoothed data when

compared with the conclusions reached from the observed data.

The smoothing of the data has reduced the variability. Initially

3
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during the B phase the number of occurrences drops from the

previous phase. This is followed by a steady increase to the

previous phase A level, and followed by a steady increase. Then

this level is initially maintained during the final A phase, with

a steady stair-like decrease. By examining the smoothed data, it

appears as if the number of occurrences drops initially during

the B phase with a broadened climb to the previous level,

followed by a plateau with a decrease. This interpretation does

not seem as evident by examining either a plot of the observed

data or the summarized descriptive statistics.

Insert Figures 3 and 4 About Here

Conclusion

In addition to the visual display of the observed data, the

nonparametric smoothing teckmique may be useful in aiding in the

interpretation of the data from a single-sub-ject design.

Smoothers are available in most statistical analysis packages.

By eliminating the rough or residual from the observed de-a,

while at the same time not inappropriately applying a statistical

tec,t, the process or observations can be more easily interpreted.

One often overlooked advantage of a single-subject design is the

continuous record of fluctuations over time; however, the

smoother allows the separation of systematic fluctuations from

14
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the random fluctuations (Gottman, McFall, & Barnett, 1969).

Smoothing might provide an informative understanding of the

process or behavior outcomes over time while not violating any

applicable statistical assumptions.
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