e e T ———y . “ R - et

DOCUMENT RESUME

ED 326 582 TM 015 9%4

AUTHOR Adema, Jos J.

TITLE A Revit¢ 4 Simplex Method for Test Construction
Problems. Research Report $50-5.

INSTITUTION Twente Univ., Enschede (Netherlands). Dept. of
Education.

PUB DATE Sep 90

NOTE 44p.

AVAILABLE FROM Bibliotheek, Department of Education, University of
Twente, P.O. Box 217, 7500 AE Enschece, The

Netherlands.
PUB TYPE Reports - Evaluative/Feasibility (142)
EDRS PRICE MF01/PC02 Plus Postage.
DESCRIPTORS xComputer Assisted Testing; Equations (Mathematics);

Foreign Countries; =Item Banks; Item Response Th=uly;
Linear Programing; »*Mathematical Models; *lest
Construction

IDENTIFIERS x0 1 Linear Programming Model; LINPROG Computer
Program; *Simplex Models

ABSTRACT

Linear programming models with O-1 variables are
useful for the construction of tests from an item bank. Most solution
strategies for these models start with solving the relaxed 0-1 linear
programming model, allowing the 0-1 variables to take on values
between 0 and 1. Then, a 0-1 solution is found by just rounding,
optimal rounding, or a heuristic. In most applications, the latter
can be executed very rapidly. This paper uses the revised simplex
method to solve the relaxed 0-1 linear programming method for test
construction. The simplex method is modified such that the
characteristics cf test construction problems are taken into account.
The mods;fica ions were implemented in the computer program LINPROG.
Two item banks, each containing 450 items, were generated to
detarmine if central processing unit (CPU) time was dained.
Computaticnal experinents showed a gain of CPU time for most
modifications. Ten tables presc it the results for the modificat-ons.
(Author/SLD)

tttﬂtttttttttttttttttttﬂttttttt*ttttttﬂtttttttttttﬂttttttttttttttttﬂttt

* Reproductions supplied by EDRS are the best that can be made x
x from the original document. *

ttttﬂt*23"tttttttttttttﬂtttttttttttt*ttttttttttt*tttttttttttttttttttttt

g

o e
L IR

R LT




A Revised Simplex Method for
Test Construction Problems

U.8. OEMRTMENT OF EDUCATION “PERMISSION TO REPRODUCE THIS
Omee ot srd ! MATERIAL HAS BEEN GRANTED BY

EDUCATIONAL ﬁu%m INFO;“A“ON
CENTER (ERIG T. NeLiSsEN

document has been reproduced 3s
rwmmwmwmuhoﬂ

onpunating it
C Minor chandes have been made tO wnprove
reprogustion qQuaity
o Posnts ol vew or opimons atated i this Cocu, TO THE EDUCATIONAL RESOURCES
NeCeIsh t cihon!
SR poator oty resresant € IN-ORMATION CENTER (ERIC)."

OERI position OF POKCY

Jos J. Adema

A rox provided by eRic

b

PERnee Wi VR




NIRRT IR

A A R S &

Colofon:
Typing:
Cover design:

Printed by:

S b:-\a.-txv‘_;gs

L.A.M. Bosch-Padberg
Audiovisuele Sectie TOLAB
T'oegepaste Onderwijskunde
Centrale Reproductie-afdeling

3




gt .w Poedyr? i w?&?zn(,/.«:; O LS R .r.{!t,..@.,w A Rk Rk IRMT e ST S NP s ». TR e, ;; TR A T AARAg O P 42%&:.3(&5%!}(. s

AL AN ke
,w .<; m.o.u..‘.m. \

. Y 0 E..: R
N Tl , A ¢
v N Kl

B

K3

L

v 1“;&

Adema

Viep o ¥

A Revised Simplex Method
for Test Construction Problems
Jos J.

Q
ERIC

E

iy

=
.

»
s s.x%»....epr/.ﬁ/



t

{0 SIS ehr A L SR 2 TP LA FET Whsb TS RIS DS G Er ) o DR ST AT MR T WY AT o 3 FN TR > b Ry B RIS ot B . = ¥y A T R VR L SN B
A R A S R SR PR O 5 S T, R AR S R s e g
- W -~ . N e LN AT :\ ! N 3 ST
S - ¢
v ¥

w
(o]
.
8
=
[
, 2,
SO Q
[a]
_P - .
... e
T by,
o &
i 0
&9 A
-w g
N -«
bl O
. o
v +
S ord
01 Lo
v -
sw mAUo
; "R
o o
: =R

A revised simplex method for test construction problems , Jos
Adema - Enschede
Educat ion, September,

B S R it B
J.

B

L1, 04 AL 0B g SVt 2 S 1

PR R T B I A TR R L T v den o s




ERI!

Aruitoxt provided by Eic:

The Revised Simplex Method
1

Abstract

Linear programming models with 0-1 variables are useful for
the construction of tests from an item bank. Most solution
strategies for these models start with solving the relaxed
J-1 linear programming model, that is, the 0-1 variables are
also allowed to take on values between 0 and 1. Then, 2 0-1
solution is found by Jjust rounding, optimal rounding, or a
heuristic. In most appli-<ations the latter can be executed
very fast. This paper uses the revised simplex method to

solve the relaxed 0-1 linear programming model for test

construction. The simplex method is modified such that the

characteristics of test construction problems are taken into
account. The modifications were implemented in the computer
program LINPROG. Computational experiments showed a gain of

CPU time for most modifications.

Keywords: Test Construction, Item Banking, Linear

Programming, Revised Simplex Method
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A Revised Simplex Method

for Test Construction Probleims

Developments in item response theory and computer science
have made it more convenient to build item banks. An
interesting application of item banking is the corstruction
of customized tests, that is, the selection of a test to meet
the consumer’s demands. Theunissen (1985) has shown that the
problem of selecting items for a test (the test construction
problem) can be solved using 0-1 1linear programming.
Generally, in linear programming a problea is translated into
a model, which consists of a linear objective function and a
number of linear constraints. For instance, in the 0-1 linear
programming model by Theunissen, the objective was
minimization of the number of items in the test under the
constraints that the amount of test information at a few
specified ability levels be larger than a prespecified
quantity. Unti) now, most research has been directed to the
problem of modeling a test construction problem as a 0-1
linear programming model, and the problem of solving such a
model has been given less attention in the literature on test
theory.

A linear programming problem without integer variables
is solvable by the well-known simplex method. The simplex
method was invented by G.B. Dantzig. A report of the
development of the simplex method is given in Dantzig (1963).

in computer codes, mostly the revised simplex method is used.
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A description of the revised simplex method is given in this
paper. The 0-1 linear Pprogramming problem is a special form
of the integer linear programming Pproblem, which can be
solved by applying a branch-and-bound method (Land & Doig,
1960) . In a branch-and-bound method the simplex method 1s
used repeatedly. Therefore, the method is time consuming. To
avoid this problem, other solution strategies for solving
test construction problems have been proposed such as
rounding, optimal rounding (van der Linden & Boekkooi-
Timming., 1989) and a heuristic (Adema, Boekkooi-Timminga &
van der Linden, in press). In these solution strategies the
relaxed 0-1 linear programming problem; that is, the p}oblem
in which the variables are allowed to take on values between
0 and ), is solved first. Then, given the solution to the
relaxed problem, a good suboptimal 0-1 solution is computed
very fast.

If one wants to construct tests in an interactive mode,
a fast method for solving the relaxed problem is needed,
because this makes it more convenient for the test
constructor to specify his/her demands, view the test, and
possibly adjust the demands in one session. It is, therefore,
interesting to study the possibility of reducing waiting
times by implementing the simplex method for test
const ruc* ton such that CPU time reduces ard minimal computer
storage capacity i:s needed. The letter is important if one
wants to contruct tests oh a personal computer. In this paper

implementations of the revised simplex method are presented

.}
4
H
3l
3
*

RN N SR

L

- ,
A sss s e ange G54

s

1 dxotened s

hn T




S A - - 4 -
A A I S T S S L2 R T T

. B SOV M e C TR T

¢ \ - Ayt
3

L,

The Revis2d Simplex Method

PN
IR AR 8 by

4

i iy, &

E taking the special form of the 0-1 linear programming models

0

P
38

§ for test construction into account. In particular, the

Maximin Model (van der Linden & Boekkooi-Timminga, 1989) will
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test constructor does not have to specify an absolute target

: test information function but only the relative shape of it.

£

In the next section the Maximin Model is given. This

PR CE e

section is followed by a description of the revised simplex

method. Then, some modifications for the revised simplex

>

method are given. Finally, the practical gain of the

implementations in CPU time is shown.

Y

Maximin Model

R e Y

In this §ection the Maximin Model is formulated. Define the

o

decision variables xj as

A% Wi e e 13

! 0 item i not in the test

Xy = i=1,...., I,

i
LA

l 1 item i in the test,

e I BT

where I is the number of items in the item bank. Let Ij (8y),
k=1,...., K; i =1,...., I be the information of item i at
ability level Ok. 1he proportion of information required at
ability level Oy is specified by ry. The vector ({ry} ;
constitutes a target for the test information function; the

latter is considered discrete here to make it possible to ;
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as a 0-1 linear programming problem.

The decision variable y a:termines the vertical location of

the test information function. If N is the number of items to

be selected for the test, then the Maximin Model can be

wr.cten as follows (the presentation of the model is followed

by an explanation):

(1) maximize vy,

subject to

I
(2) Ij(0x)xy - rxy 2 0, k=1, 2,...., K,
i=1
I
(3) z Xy = N,
i=;
I
(4) z vi4xj = Wy i=1, 2,.e..s T,
i=1
(5) Xie (0’1}’ i=‘ 1’ 2,.‘.., I’
(6) y 2 0.

In the objective function (1) the vertical location of the

test information function is maximized. By the constraints in

(2) (r1y,..., rgy) is a series of lower bounds to the test
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6

information function I(6y) at ability levels 6x. The
constraints in (4) are added as a general provision to deal
with practical constraints, for instance, on test
composition, administration time, and the like; for examples,
see Adema and van der Lirnden (1989). Each different
application of (4) will involve different definitlons of viy

and wy.

The Revised Simplex Method

In this section the 1evised simplex method as described
in Murtagh (1981) is briefly reviewed. .The revised simplex
method is the standard for computer codes for solving linear
progranmming problems, and the method is introduced in most
text books (e.g., Papadimitriou & Steiglitz, 1982} .
Generally, a linear programming problcm with n variables and

m constraints can be written as:

n
(7) maximize ¢Tx (= I ciXi),
i=1
subject to
n
(8) Ax = b (.Elajixi = bj, =1, 2,....
1:
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(9) XZO (xiZO, 1' 1' 2'oooo' n),

vhere (7) is tiue objective function and equations (8) and (9) ;fg

are constraints. Notice that an inequality constraint 15

n ;i

L aijxj S by, ’;{;

= 3 g

!‘;j‘%

can be written as an equality constraint by introuucing 2 e

nonitegative wvariaole as follows:

n
L a4qy%xy + 83 =D
Rt j = b3

where s34 2 0. The variarle S5 is called a slack variable.

4 daer (g

If it is assumed that m < n, matrix A can he partitioned

into submatrices B and D

' A I4 v
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a = (sloy,

where B is -« mxm nonsingular submatrix. Given this partition
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equations (8) can be written as

Bxg + Dxp = b,

vrh o d

where x has been partitioned into

A

B

[P R 44

.

e A AP g s e

o -122

-




R T S e B B Y T R 3 P e Y

The Revised Simplex Method
8

R

, o,
T Sl mA

«
Rt

xp

L
1]
X

xp

IR R

2o ke

corresponding to the partition of A. Similarly, ¢ is

partitioned into
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Since B is nonsingular xpg can be written as
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xg = B~1b - B~ 1Dxp.
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The m variables in xg are called the basic variables,
because they are solved in terms of the other n-m variables
(nonbasic variables) in xp. A basic solution is defined as
one in which the nontasic variables are set at their bounds,
in this case to zero. A basic feacible solution is a ba-inz
solution in which all the terms of the vector B~lp a > :
ronnegative. Remark, that a large number of partitions ior A
into ® and D exists. The general idea of the simplex method
is o search through the basic feasible so’utions by moving
frcm one basic feasible solution to an adjacent one with a
better objective function value. In each iteration a basic

variable leaves the basis and a nonbasic variable enters the
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basis, that is, new matrices B and D are chosen. This process
continues until no further improvement can be obtained.

Now the steps of the revised simplex method are given.
For the logic underlying these steps and 2 more detailed
description of the steps the reader is referred to the

operations research literature (e.g., Murtagh, 1981).

Step 1: Produce a pricing vector. Evaluate % = eg’B™l, where
1T .s called the pricing vector.

Step 2: Price out the npopnbasic variables and select the

teri no ic v . In the standard form of

the revised simplex method dj = % a; - cj is
evaluated for each nonbasic variable. It is commom to

refer to @ as the reduced cost of variable i. The
variable with the most negative reduced cost di is
chosen as the nonbasic variable entering the basis.
If no reduced cost is less than zero, then STOP (an

optimal feasible solution is found).

Step 3: Find the leaving basic variable. The computations

necessary to select the basic variable that leaves

the basis are executed.

Step 4: Pivot. In this step the new B™! is computed. Go to

Step 1.
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A detailed description of Steps 3 and 4 is not given here,
because modifications with respect to these steps are not
made in this paper.

Modifications in the Revised Simplex Method

The fully relaxed version of a 0-1 linear programming problem

2 1 1y [y e T as :
Shed PO vt 2P SN 2N N By $ L 0 B BT S B

is the problem with all constraints 0 S xj S 1 instead of xj

-
2E

e {0,1). If for a test construction problem the related fully
relaxed proktlem is solved, a good suboptimal 0-1 solution can

be found very fast by methods as rounding and optimal

fy T e B3 - fasd e B o

rounding. The fully relaxed problem is solvable by the
simplex method. Thus, to solve a test ccustruction problem

quickly it is important to have a good implerentation of the

§
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simplex method. It is the purpose of this paper to present

<

b nee

implementations of the simplex method that speed up the

5

calculations of the solutions considerably and save memory

space.

Prici

In Step 2 of the revised simplex method an entering nonbasic
variable has to be chosen. There are several possibilities of
choosing this variable; a few of them will be considered .n
this paper. Generally, the success of pricing strategies

depends on the linear programming problems considered.

. ERIC
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Strategy l: The standard strategy. The variable with the most

negative reduced caost is chosen.

Strateqy 2: Starting from the last selected variable the
first variable with negative reduced cost i3
selected (see, e.g., Syslo, Deo & Xowalik, 1983,

p.14).

. . . L ad T . N
R HTRE et oot W sird s R ki et Y

Strategy 3: The P variables with the most negative reduced
costs are selected. Then Strategy 1 is applied to
these P variables untii all P variables have
nonnegative reduced cost. Again, the P variables
with the most negative reduced «costs , are

Y]
seiected. Etcetra (see, e.g., Lasdon, p.311).

P .
ok gk - PSHY Gen BN WIS T e o0 L e o SV sk Dl

s soman Y

Strategy 4: Partial pricing. In this strategy only a part of

the variables is considered, namely the next P

variables after the last variable for which the

R RO N TRt

reduced cost was computed in the previous

iteration (see, e.g., Hartley, 1985, p.64).

Strategy 1 is mostly used in the revised simplex methed. The
other pricing strategies might be better with respect to CPU
time, because the computational burden in Step 2 is reduced
especially fer problems with many variables. On the other :
hand, the number of iterations will probably increase so that

it is not sure that Stratégies 2 thronugh 4 w%will perform
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3
i better. Strategies 1 and 2 are special cases of Strategy 4,
H because Strategy 1 is Strategy 4 with P equal to the number
d of variables (including slack variables) and Strategy 2 is

Strategy 1 with P = 1. Strategy 1 is also equal to Strategy 3 %
‘ with 2 = 1. %
: 3
X 2
3 Practical Constraints 2
¢ 3
’ van der Linden and Boekkooi-Timminga (1989) have given an p
- overview of possible practicai corstraints, for instance,

constraints on administration time and ccmposition of the
test. Some of the constraints ccnsider items which belong to

the same subdomain of thz: jtem bank. This implies that the

¥ s Gt R hward i nor. = E o SRR

columns in matriv A corresponding to these items are partly

et

ol

identical.

.
AT

Example:
Suppose we have an item bank for French with 450 items. The
item bank is divic .d in three subdomains with respect to its
content:

items 1-150: vocabulary it:=ms;

R P S T LT T

Items 151-300: grammar items;

items 301-450: readina comprehension items.
The first R0 items of each subdomain are assumed to be of the
multiple choice tvpe; the other items are matching items.

Now suppose a test constructor wants to have a test with

the following composition:
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1)

2)

reading comprehension items.

included in the test.

The test should contain 10 vocabulary,

The Revised Simplex Method

10 grammar,

Exactly 15 multiple choice and 15 matching items should be

The following constraints represent this composition:

150
(10) T x; =10,
i=1
300
(11) T oxy o= 10,
i=151
450
(12) I xy = 10,
1i=301
80 230 380
(13) Ixj+ X x4+ X x4 =15,
i=1 i=151 i=301
50 300 450
(14) L xy 4 z Xy + I xy 15.
i=g31 i=231 i=381

If we add these constraints to the Maximin Model we get:

maximize vy,

subject to
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We can partition ET (see Step 1) into flT and EZT where
nzT corresponds to the constraints for the composition of the
test. In the same way each colum. aj is partZcionable into «
part aj; and ajj. Thus, in Step 2 the reduced costs can be

computed by

dy = anali + RZTaZi - Ci-

For items bz2longing to the same subdomains we have to compute

n,Tapy only once. The above implies that CPU time is gained,
because less computations are needed. Also, we can save

storage capacity, because we have to store ajj only for

groups of items and not for each item separately.
Computational Experience

Two iter. banks were generated tc determine if CPU time is

gained due to the modifications. Both item banks contained

450 items. The items of the first item bank fitted the Rasch

model (b; . N(0,1) ) and the items of the other bank fitted

20

e i Sl

~

i 0 b

o F Ee
AP Yy w
-3 P

.

D O
Y E0h, b i s Ko 8 o SR

[

. LI .
SR 17 WP Bt AT ra i N SRS ¥

a0 SR e

Rlrer g s VI e

PRI aey

H

ew s

o a2y

N et Sest e Eh

A
%&'}f o4
iy




porsows

S s R R

o BN T AT A AT B e T B ‘ S R L e

The Revised Simplex Method
i6

the 3-parameter model (aj . U(0.5,1.5); bj - N(0,1);
cy = 0.1). Three kinds of tests were constructed (van der
Linden, 1985):

1) Selective tests, that 1is, tests which give maximal
information at a cut-off point at the ability continuum.

2) Classification tests, that is, tests which give maximal
information at two or more cut-off points.

3) Diagnostic tests, that 1is, tests with a flat target
information function for a specified interval of the ability
cont inuum.

In the Maximin Model the kind of test is specified by the
test constructor by choosing the number of ability levels K,
the ability levels 0y, and the constants ry. In the numerical
experinents these values were specified as follows:
(1) K = 1; 67 = 0; and r; = 1 (selective test); (2) K = 2;
8, = -1, 85 = 1; and r; = rp = 1 (classification test); and
(3) K=3; 07 =-2,0, =0 and 83 =2; and r] = rp = r3 =1
(diagnostic test). Observe that the distinction between
classiftcation and diagnostic tests 1s not always Clear from
the specified values. The constraints in (3) and (4) should
be specified explicitly to make the Maximin Mocdel complete.

Five different constraint sets were taken int~ account.
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Constraint set 1

This set 1 contains the constraint:
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Constraint (15) implies that 30 items are selected.
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Copnstraint set 2

This set 2 contains the constraincs:

o

v
PR

450
(16) T tyx; S 1125,
i=1

along with (10) - (14).
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l

Constraint (16) is a restriction on the administratiech

T

time. The coefficient tj (. U(20,60)) is an estimate of the

time needed for answering item i.

- . 3 :

This set 3 contalns the constraints: -

§*10+10
(17 xS 1, 3=0,...., 44,
1=§%10+1

[

along with (10) - (195).

WE M W LTI w1

> yele e

{ ERIC

SRR A v Tex: Provided by ERIC

»
)
S

Lo
A2 themr pran

s
N ke s b e o s 3 e et A peea 2 125+ ot 2 e b e ey s b S s s | Teiramrs e P b 3 e e ok f e




a

R N R e
«

Sery oY

T W\f»‘g’;"f“t&" VT Y e ryt

N »;f'"},.:\-.:{?;;:" o

Suppose the item bank can be partitioned into subsets of

10 items,

about the other

prohibit that mous

selected.

Constraint set 4

This set 4 contains the constraints:

25 75 425
(18) L %3 +X %y +....4 X x5 210, .
i=1 i=51 i=401 ¢
50 170 450
(19) L x; +Z xj +....+ L x4 520, z
1=26 = i=76 i=426 3
150 b
(20 £ xy 210, 3
i=1 :‘:
300 5
(21) z Xy S 12,
i=151
450
(22) T x; S8,
i=301

along with (15) -
Constraints

test.

such that each item in such a subset contains a cue

J;
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items in the subset. Constraints (17)

than 1 item from such a subset |is

o, £ AR LT

& ety

(16) .

(18) - (22) control the composition of the

23
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Constraint set S
This set 5 contains the constraints:
j*50+50
(23) z X4 S5, j=0,...., 8,
i=3*50+1

along with (15), (16), (18) - (22).
The item bank is assumed to be partitioned in subsets of
50 items. According to constraints (23) at most 5 items are

selected from these subsets.

The modifications in the revised simplex method were
implemented in the .omputer program LINPROG (Anthonisse,
1984). All experiments were conducted on an 01 v.i M24
personal computer with hardcard and without mathematical
coprocessor. In the CPU times reported in Takles 1 through 9
the times for reading the input file, for the initialization,
and for writing to the output file are not included.

For the P value in Strategy 3 usually an ianteger value
ranging from 2 to 10 is chosen (Lasdon, 1970, p.311). In our
experiments the values 5 and 10 were chosen. The P values in
Strategy 4 were chosen to bc 50, 100, 150, 200, and 250. For
higher values of P Strategy 4 can not be much better than
Strategy 1, because the computational burden in St2p 2 is not

much smaller.
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In Table 1 the CPU times (in secs.) and numbers of
iterations are given for the construction of tests frou both
item banks. The pricing strategy was varied, and selectiwe,

¢lassification and diagnostic tests were constructed.

Insert Table 1 here

Constraint Set 1 was used implying that the modifications for
practical constraints were not applied. Strategy 4 with small
values of P gave the best results.

In Tuobles 2 through 9 CPU times (in secs.) and numbers
of iterations are given. In each table the item dank and
constraint set were fixed while the pricing strategies and
the kind of test were varied. In all the tables results for
the unmodified as well as the revised simplex method with

modification for the practical constraints are given.

Insert Table 2 - 9 here

There should not be a difference in the number of iterations
between the modified and unmodified revised simplex method.
However, differences did occur and mostly they occured for

pricing strategies that allowed for very small increments of
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Vi

“he objective functior. values. Thus, numerical inprecisicn
may have caused these differences (Obsreve, however, that the
optimal solutions eventually were always equa’)}, If numerical
problems did not occur, the modified method ~as always faster
than the unmodified method. In all tables the same tendercy
is seen: Strategy 1 and 2 are in general the worst pricine
strategies. The best results gives Strategy 4.

In Table 10 the objective functio:s wvalues anxd the
numbers of variables witl. fractional values in the optimal

solution are given for all generater problems.

Insert Table 10 here

Table 10 shows that most of the practical constraints had
some effect on the solution of the problem. Constraints (23),

however, were redundant except for one case.

Discussion

The construction of tests by 0-1 linear programming is a new
development in item resprnse theor:). In this paper some test
construction problems based on the Maximin Model were
introduced and numerical experiments were conducted. The

conclusions in this section are based on the numerical
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experiments on the proposed test construction problems with
the computer program LINPROG. Although, the Maximin Model was
used in the experiments it should be clear that the pricing
strategies and modification for practical constraints can
also be applied to other test construction models.

"he tables show that for an item bank calibrated under
the 3-parameter model the tests are constructed faster and
that the number of iterations is smaller than for an item
bank calibrated under the Rasch model. For the 3-parameter
model the differences between the item information functions
are larger, which makes it easier for the revised simplex

method to make the distinction between "good"™ and "bad"

items.

w ok ca M e s fatts

Only Step 2 in the revised simplex method depends on the
mricing strategy. Table 1 through 9 illustrate that it is the
most time consuming step and that determining the variable to
leave the basis and computing B~! is not so time consuming.
The amount of computations to be executed in Step 2 is
heavily influenced by the number of variables in the model.
For the other steps only the number of constraints is
important. In the numerical experiments 450 variables s
corresponding to the items were present. IZ this number is
increased, the CPU time will probably increase and the larger
part of this increment is caused by Step 2. Hence, if the
model Contains more variables, the gain by using fast pricing

strategies for Step 2 will probably be larger.

ERIC 27

Aruitoxt provided by Eic:

‘{
i

U -
Syipioin R i - i



The Revised Simplex Method
23

Strategy 1 does not necessarily need fewer iterations
than the other pricing strategies. For instance, in Table 2
the number of iﬂeratiuas for Strategy 1 is not the smallest
for all kind of tests. This explains the success of Strategy
4: The number of computations per iteration is much smalle.
especially for 1low values of P, whereas the number of
iterations is in most cases not much larger and sometimes
even smaller.

In general Strategy 4 gives the best resulits, although
Strategy 3 is sometimes better (see Table 9). The problem
with Strategy 4 is the choice of the P value. Strategies 1
and 2 are special cases of Strategy 4 and do not give good
results. From this one can conclude that P should not be too
small or too large. Th- tables show that P = 50 as well as P
= 200 and the values in between yield fast CPU times. Of
course, the optimal choice of P depends on the number of
items in the item bank (P = 200 for a bank with 200 items is
not iikely to be a good choice).

Beside the pri~ing strategies mentioned in this paper
other strategies are possible (e.g., Goldfarb & Reid, 1977;
Harris, 1973; Kuhn & Quandt, 1963). In this paper the choice
of pricing strategies was restricted to strategies which are
easy to implement in an existing computer program.

The modification for practical constra.nts 1is an
improvement, except for some cases where the number of
iterations between the modified and unmodified method

differs. Noc the number of added constraints is important,

ERIC 28

Aruitoxt provided by Eic:
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but the number of nonzero coefficients in the columns of
matrix A, because in LINPROG multiplications with zero are
omitted. The improvement in CPU time, for instance, is larger
for Constraint Set 5 than for Constraint Set 3 although the
number of constraints is larger in the latter. It can be seen
that with respect to the pricing stratvegies the modification
is most effective for Strategy 1 and least effective for
Strategy 2. The larger the value of P in Strategy 4 the
larger the improvement in CPU time.

The number of constraints in (8) is an upper bound for
the number of variables with fractional wvalues in the
solution of a linear programming problem. From Table 10 a
distinction can be made between hard and easy constraints,
where the hard constraints play an important role in causing
variables with fractional values. In the hard constraints the
coefficients are real valued; they correspond with the
administration time and the test information function
constraints. The easy constraints have coefficients 0 or 1
and an integer as right hand side; they correspond with
constraints with respect to the composition of the test. In
the combinatorial optimization 1l1iterature one can find
conditions under which the solution of a linear pro, -amming
problem is guaranteed to be integer {see e.g. Papdimitriou &

Steig.itz, 1982; Schrijver, 1986).
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: Table 1 i%
: 2
: Results for tne Revised Simplex Method Without Modification 2
| under constratar ser 1
: 3
N E:E
;‘ Rasch 3-1 arameter ig
; CPU ' CPU ' ko
¢ Strategy pa time Iterations time Iterations 4
; (secs.) (secs.) o
b £
? Selective Test é
o3
: 1 n.a. 103 90 103 89 4
2 n.a. 138 292 134 285 3
3 5 89 Yu 89 90 "y
10 86 90 89 90 R
4 50 34 118 32 114 F]
100 39 101 38 101 $
150 47 96 49 99 3
200 56 93 57 95 .
250 68 95 61 88 %
Classification Test ‘é
1 n.a. 167 110 168 111 K
p n.a. 423 767 166 250 !
3 5 159 139 101 118 j
10 190 177 118 130 4
4 50 136 213 62 137 ;
100 110 165 79 135 i
150 114 148 86 121 g

200 148 157 103 122
250 125 125 114 117 3
Diagnostic Test H
1 n.a. 214 120 163 97 3
2 n.a. 466 384 380 347 .
3 5 191 158 140 120 {
10 182 163 108 115 <
4 50 95 159 82 144 :
100 105 146 78 117 :
150 123 140 110 129 )
200 136 133 125 126 D
250 151 129 127 116 4

n.a. = not applicable
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Results for the Revised Simplex Method under Constraint Sct 2
for the Item Bank Calibrated undex the Rasch model

Unmodified Modified

CrPU $ CpPU $
time Iterations time Iterations
(secs.) (secs.)

Selective Test
298 153 242 153
430 501 407 501
233 174 199 174
247 195 212 195
152 192 141 192
93 193 125 163
153 155 139 158
164 147 138 147
203 156 171 156
Classification Test
433 177 368 177
587 807 561 833
430 230 385 230
514 275 470 275
290 240 403 289
220 195 334 248
232 176 209 176
291 187 261 187
313 183 2717 183
Diagnostic Test

485 176 420 176
395 611 394 675
413 217 374 217
393 222 358 222
341 242 328 242
239 186 222 186
348 207 322 207
223 148 198 148
304 165 270 165

not applicable
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3 "
H %
2 Table 3 7
. 4
Results for the Revi..: Simplex Method under Constraint Set 2 J
: dnmodified Modified i
: CPU $ CPU ] ;”g:
s Strategy pa time Iterations time Iterations ¥
: (secs.) (secs.) N
B Selective Test )
’ 1 n.a. 225 127 179 127 ki
2 n.a. 427 434 396 458 .
3 5 178 135 145 135
10 164 150 137 150
4 50 95 150 86 150 3
100 82 164 IR0 149 i
150 120 132 101 130
200 140 129 117 129
250 169 137 141 137
§
Classification Test 5
1 n.a. 295 135 245 135
2 n.a. 533 528 513 533 :
3 5 333 199 296 199 E
10 215 164 186 164 ¢
4 50 144 168 222 214 g

100 238 199 192 184
150 242 181 217 181 3
200 273 177 243 177
250 248 158 216 158 %
Diagnostic Test é
1 n.a. 384 150 329 150
2 n.a. 410 . 695 401 723 ;
3 5 361 195 324 195 :
10 323 199 291 199 s
4 50 216 190 206 190 ;
100 212 1M 197 171 :

150 281 183 257 183

200 208 142 185 142

250 236 142 207 142

R S

2 n.a. = not applicable
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Table 4
Results for the Revised Simplex Method under Copstxaint Set 3
for the Item Bank Calibrated under the Rasch model

] . M
o i b G S it

ngg 0 Sl

Unmodified Modified
CpPU ] CpPU #
Strategy pa time Iterations time Iterations
(secs.) (secs.)

Selective Test

1 n.a. 358 147 288 147
2 n.a. 339 302 329 302
3 5 213 151 170 151
10 206 178 167 178
4 50 138 151 125 151
100 196 169 173 167
150 157 128 127 147
200 146 119 122 119
250 217 159 155 126
Classification Test -
1 n.a. 571 198 479 198
2 n.a. Sia 655 559 655
3 5 338 231 284 231
10 339 241 289 241
4 50 212 174 200 174
100 324 207 329 237
150 279 168 251 168
200 296 200 257 200
250 320 200 363 200
Diagnostic Test
1 n.a. 511 180 428 180
2 n.a. 422 527 411 527
3 5 324 190 276 190
10 288 195 2417 195
4 50 285 255 2617 255
100 245 189 225 192
150 288 194 257 194
200 312 184 275 184
250 303 163 294 179

n a. = not applicable

N
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Results for the Revised Simplex Method uader Constraint Set 3
for the Item 5apk Calibrated undar the 3-parameter model

: Unmodified Modified
%
: CPU $ CPU $
& Strategy pa time Iterations time Iterations
(secs.) {secs.)
i Selective Test
1 n.a. 217 104 169 104
2 n.a. 294 278 283 278
3 5 174 124 137 124 i
10 138 113 108 113 &
4 50 93 117 83 117 3
100 111 121 97 121 g
150 134 118 121 136 =
200 117 101 95 101 3
250 159 124 142 116 .
Classification Test i
3
1 n.a. 312 123 253 123 3
2 n.a. 396 384 386 384 3
3 5 227 156 189 156 E:
10 245 178 205 178 3
4 50 306 220 288 220 ¥
100 310 195 281 193 3
150 267 167 241 167 Ok
200 225 157 194 157 3
250 240 153 260 152
Diagnostic Test i
1 n.a. 457 160 382 160 b
2 n.a. 468 583 456 583
3 5 282 155 238 155 %
10 294 188 253 i88 :
4 50 241 214 226 214 %
100 196 155 179 155 .
150 206 134 183 134 -
200 284 165 250 165 :
X 250 340 178 235 148

n.a. = not applicable
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Table 6
; .esults for the Revised Simplex Method under Constraint Set 4

:
o
3
%
»

¢
3

i
;
]
5
§
£l

€

L

i
‘

. Unmodified Modified
- CPU $ CcpU #
Strategy pa time Iterations time Iterations
(secs.) {secs.)
Selective Test B
1 n.a. 194 110 151 110 3
2 n.a. 338 320 328 320 %
3 5 177 138 146 138 i
10 171 148 145 148 é
4 50 110 153 100 153 s
100 130 148 115 148 :
150 136 144 115 144 %
200 139 126 114 126 H
250 151 126 123 126 ;
3
Classification Test T
1 n.a. 340 144 284 144
2 n.a. 433 655 421 655 3
3 S 383 206 339 206 :
10 328 212 299 212 3
4 50 342 257 290 240 p
100 309 221 287 221 -
150 325 209 294 209
200 374 213 333 213
250 291 172 254 172 4
Diagnostic Test 3
1 n.a. 350 139 295 139 :
2 n.a. 247 414 238 414 i
3 5 302 179 269 179 :
10 278 185 252 185 ¥
4 50 192 195 181 195 )
100 204 165 187 165 i
150 247 168 223 168 )
200 302 174 269 174 {
250 275 152 240 152 :
2 n.a. = not applicable :
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Table ‘ﬁ
Results for the Revised Simplug Method under Copstraint Set 4
for the Tten Baok Galibrated under the d-paramster model
g2
Unmodified Modified 5
CPU ' CPU ' oy
Strategy pa time Iterations time Iterations <3
(secs.) (secs.) b
Selective Test é
1 n.a 179 104 140 104 E:
2 n.a 456 364 445 364 ¢
3 5 140 124 116 124 z
10 120 123 102 123 ¥
4 50 97 145 88 145 z
100 95 125 82 125 N
150 123 131 102 131 =
200 103 106 83 106 Z
250 121 106 96 106 3
Classification Test %
1 n.a. 274 124 226 124 H
2 n.a. 388 437 379 437 H
3 5 213 184 244 184 :
10 163 145 145 145 N
4 50 182 186 186 194 4
100 134 140 119 140 :
150 155 135 134 135 :
200 175 136 150 136 .
250 237 148 204 148 !
Diagnostic Test é
1 n.a. 240 104 199 104 :
2 n.a. 230 395 222 395 N
3 5 222 140 194 140 E
10 207 147 185 147 :
4 50 163 163 154 163 ¢
100 191 160 175 160 ;
150 187 144 167 144 §
200 187 131 164 131 :
250 2435 144 213 144

n.a. = not applicable
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Table 8

Results for the Revised Simplex Method undex Constraint Set 5
Unmodified Modified 3
CPU $ CPU '] X
Strategy pa time Iterations time Iterations A
(secs.) (secs.) 3
P4
Selective Test X
1 n.a. 263 129 193 129 P
2 n.a. 381 463 363 516 3
3 5 140 155 116 167 2
v 138 172 104 172 3
4 50 118 148 107 148 5
100 159 154 140 154 3
150 188 163 157 163 ki
200 198 152 161 152 K
250 186 133 148 - 133 :
Clussification Test
1 n.a. 472 178 377 178 :
2 n.a. 398 1005 348 914 t
3 5 246 223 195 227 3
10 207 222 164 222 3
4 50 204 249 186 249 3
100 222 215 127 215 4
150 254 184 219 184 N
200 273 176 234 176 :
250 330 199 275 199 ?
4
Diagnostic Test o
1 n.a. 381 . 151 301 151 :
2 n.a. 257 633 209 573 :
3 5 253 213 201 210 ;
10 228 233 208 233 ;
4 50 135 192 121 192 :
100 170 177 146 177 :
150 200 176 168 176 i
200 199 142 166 142 ;
250 282 175 231 175 2
@ n,a. = not applicable :
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Cwerr g ragl,t o
NPASNDN N

Unmodified Modified
CPU ' CPU ' y
Strategy pa time Iterations time Iterations 14
(secs.) (secs.) a3
‘fi:
Selective Test Q
1 n.a 218 111 159 111 2
2 n.a 330 524 360 519 3
3 5 98 116 85 137
10 85 119 64 119 R
4 50 132 159 120 159 2
100 150 150 129 150 B
150 139 130 114 130 :
200 120 110 o4 110
250 193 139 155 139 :
Classification test :
1 n.a. 349 142 274 142
2 n.a. 253 522 250 557 :
3 5 190 180 128 161
10 142 168 11 168
4 50 175 199 160 199 :
100 198 179 176 179 i
150 255 177 221 177 i
200 207 136 176 136 %
250 217 132 181 132 )
3
Diagnostic Test .
1 n.a. 335 133 263 133 ¢
2 n.a. 245 614 219 581 ;
3 5 240 202 164 177 ;
10 209 199 17 199 3
4 50 117 163 105 163 :
100 165 169 142 169 i
150 116 153 148 153 '
200 205 143 170 143 :
250 214 137 176 137 :
a2 n.a. = not appiicable i
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through 9
Selective Classification Diagnostic
Obj.  § Obj. ] Obj. ]
Func. Frac. Func. Frac. Func. Frac
Table®’ value Values Value Values Value Values
1(R) 7.4948 v 5.°969 2 4.0073 3
1(3p) 12.2783 0 7.5496 2 4.7022 3
2 7.4915 4 5.8960 6 4.0048 6
3 12.2633 4 7.5344 6 4.6805 5
4 7.4864 2 5.8945 4 3.9928 8
5 11,9881 2 7.4521 4 4.5462 6
6 7.4916 2 5.8959 3 4.0049 4
7 12.2726 2 7.5496 2 4.6648 5
8 7.4916 2 5.8959 3 4.0048 6
9 12.2726 2 7.5496 2 4.6606 5

2 The table r

bers are used to identify the problem at hand.

In Table 1 results for an item bank calibrated under the

Rasch model (R)

model (3p) are given.

and a bank calibrated under the 3-parameter
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