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ABSTRACT

There are times in survey research when missing
values need to be estimated. The robustness of four variations of
regression and substitution DY mean methods was examined using a
3x3x4 factorial design. rhe regression variations included in the
study were: (1) regression using a single best predictor; (2) two
best predictors; (3) all available preditors saving observed values;
and (4) all available predictors with adjustment of estimate for
predictors having missing values. The factors studied includecd sample
size (n=30, 60, and 120), the proportion of incomplete records (IRs)
in the sample (IR=10%, 20%, and 30%), and the number of missing
values (MVs) per IR (MVs=12.5%, 25%, 37.5%, and 50%). The design
matrix was replicated 500 times. Imputation methods were compared ir
terms of retaining population covariance structure in imputed
samples. The results suggest that all methods significantly altered
covariance structure and that the regression variation that adjusts
missing velue estimates for predictors having missing \ lues was
found to e the best imputation method at all exper-mental
conditions. Three data tables and six graphs are included. {(TJH)
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THE ROBUSTNESS OF REGRESSION AND SUBSWITUTION BY MEAN METHODS
IN HANDLING MISSING VALUES

JAVAID KAISER
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Abstract

The robustness of four variations of regression and
substitution by mean method was studied using 3x3x4 factorial
design. Imputation methods were compared in terms of retaining
population covariance structure in imputed samples. The results
suggest that all methods significantly altered covariance
structure and that the regression variation that adjusts missing
value estimates for predictors having missing values w:s found

the best imputation method at all experimental conditi .
KEYWORDS
Regression Missing Values Simulation Zero-order

There are times in survey research when missing values need
to be estimated. The vregression and substitution by mean (zero
order) methods are the most commonly used techniques, for this
purpose. Regression method was first proposed by Buck (1960). In
this method, the variable having missing value is treated as a
criterion variable and is regressed on variables having observed
values to predict the criterion variable. There are several
variations to the regression method depending on how many
predictors are used in prediction and how missing values on the
predictors themselves, are handled (Kim & Kohout, 1975). The
selection cf predictors depends on the correlation of predictors
with the criterion variable. Theoretically, a large set of
predictors should produce a better estimate of the missing value.
Yowever, use of too many predictors overfits the regression
equation and causes poor estimates (Frane, 1976). Computation of
initial correlation matrix from an incomplete data matrix is also
controversial. (Buck, 1960; Gleason & Staelin, 1975; Timm, 1970).

The zero-order method w~s first introduced by Wilks (1932)
and is widely criticized for distorting the distribution by
creating spikes and reducing variance estimates (Kalton & Kish,
1981; Proctor, 1978). It is genera.ly recommended when variables
in the data matrix are not highly ccrizlated with the iar.iable
having missing value (Afifi & Elashoff, 1967).
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The purpose of estimating missing values is very important
tc consider while selecting an imputation methyd. If the intent
is simply to estimate population means on variables represented
in the data matrix, a method that is less expensive and involves
less computations can easily be found. If the purpose is to
est.:mate missing values to complete individual records, the
quality of every single estimate of missing value is important.
In this event, procedure used by Geason et al. (1975) may be used
to determine the quality of missing value estimates. When missing
values are imputed to complete the data matrix with the intention
to test hypothesis, one should pay close attention to the
covariance structure of the matrix. Missing value estimates tend
to alter the covariance s:ructure of the data. This is a serious
drawback in imputing missing values and needs careful
examination.

No imputation method, particularly the ones discussed above,
are robust for all purposes of estimation but are used
indiscriminately. At present, the selection of imputation method
is primarily a matter of taste and depends on the statistical
background of the researcher. The need for an empirical
investigation to determine the rokbustness of regression and zero-
order methods was strongly felt. This study is a step forward in
this direction.

Method

The robustness of four variations of regression method and
zero order method was investigated in terms o’ their retaining
population covariance structure in imputed samples. The
regression variations included in the studv were regression
using: (1) single best predictor, (2) two best predictors, (3)
all available predictors having observed values, and (4) all
available predictors with adjustment of e<timate for predictors
having missing values. The study was conducted with 3x3x4
factorial design. The factors studied were sample size (n = 30,
60, 120), the proportion of incomplete records in the sample (IR
= 10%, 20%, 30%), and the number of missing values per incomplete
record (MV = 12.5%, 25%, 37.5%, 50%). The design matrix was
replicated 500 times.

Data matrices of multivariate normal deviates of size nx9
were dgenerated at random from a known population covariance
matrix, given in Table 1. The first variable was named exogenous
variable (V1) and was exclusively used to create systematically
missing valuns. The remaining nx8 matrix was used for imputation.
The covariance structure of every matrix generated was tested
against the known population covariance using the equation
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-2logA = pn (log n-1)-n log | By ! + tr (By~?)
where p = number of variables in the matrix
n = sample size
B = sum of squares and sum of products matrix
¥ = population variance-covariance matrix

as suggested by Anderson (1958). The test statistic -2log) is
asymptotically distributed as chi-square distribution with
p(ptl)/2 degrees of freedom. The data matrices that had
covuariance structure similar to that of the population (p > .05)
were retained for use in this study. Five hundred matrices were
generated for each cell of the design matrix.

Missing values occurring systematically were artificially
created using the following model. A high value on the exogenous
variable (V1) caused the first and third variables to show
missing values. The variables 5 and 8 showed missing values
whenever observed value on variable 3 exceeded .4. Variables 6
and 7 showed missing values when the observed value on variable
3 was 4 or less. Once the missing values having a systematic
pattern of occurrence were created, the imputation methods were
used one at a time to impute missing values. The imputed
matrices were tested against population covariance structure by
using equation described above at .10, and .05 levels of
significance. The statistic showing number of matrices that
could not retain population covariance structure because of
imputation was compiled for all the methods over all
replications.

Results

Table 2 precents the results in terms of the percent of data
matrices that could not retain population covariance structure
at .05 level of significance. Figures 1, 2, and 3 present the
same information in graphic form for sample sizes of 30, 60, and
120. The data indicated that all imputation methods altered the
covariance structure of the imputed samples to some degree and
that data matrices with significantly altered covariance
increased as the number of incomplete records in a sample or the
number of missing values per incomplete record increased. The
number of such matrices ranged from 4.2 to more than 99 percent.

The study also revealed that the regression variations
representing one predictor (REGONE), two predictors (REGTWO), and
all predictors (REGALL) caused more damage to the covariance
structure than zero-order and REGRESS methols. This finding was
true for all levels of sample sizes, proportion of incomplete
records (IR), and the number of missing values (MV). However the
differences within REGONE, REGTWO, and REGALI d&iminished as the
sample size increased. At sample size of 120, there seemed no
difference in the three techriques. In samples of size 30, zero-
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order and REGRESS were equally efficient in retaining population
covariance structure in imputed samples at all levels of IR and
MV. When 30% of the records were incomplete, the efficiency of
the two methods varieu at various levels of missing values but
no systematic trend was found. There was no difference between
zero-order and REGRES5 for all levels of missing values when the
proportion of incomplete records was 10%. However, as the sample
size increased, REGRESS performed better than the zero-order
method. Overall, the REGRESS was considered the best imputation
technique that retained population covariance structure after
imputing missing values.

Data matrices that did not retain population covariance
structure at .10 level of significance is given in Table 3. The
same information is presented in Figures 4, 5, and 6 for sample
size of 30, 60, and 120. All the findings obtained at .05 level
of significance were also found true at .10 level except that
more matrices having significantly different covariance than that
of the population were identified.

The results of this study suggest that one should pay
attention to the covariance structure of the data matrix after
imputing missing values particularly when values are missing
systematically. No imputation procedure amonrngst the ones studied
here was found satisfactory in terms of retaining population
covariance structure. All methods prcduced more matrices with
significantly altered covariance than suggested by the alpha
level. However, it was very clear that for small sample sizes
like 30 or when the prcportion of incomplete records is not more
than 10%, zero—-order and REGRESS methods are equally good
candidates and that the former may be preferred because of low
computing cost. In larger samples or when IR exceeds 10%, the
PEGRESS was distinctly a method of choice. The implications of
these findings are very serious because the researcher may end
up completing the data matrix at the cost of 1losing
representativeness of population covariance which in turn may
question the conclusions drawn from such imputed matrix.

Conclusion

The results revealed that REGRESS is the best method of
imputation in terms of retaining population covariance s%ructure
when missing values occur systematically. Substitution by mean
method was considered an equally a good candidate for samples of
size 30 when the proportion of incomplete records is 10% or
below. One predictor, two predictors, and all predictors
variations of regression were found less efficient than REGRESS
at all levels of all treatment conditions. Besides, these three
variations were not found different from one another in terms of
retail. ng population covariance structure. As the sample size
increased, these differences became less and less significant.
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In terms of general trends, the number o¢f matrices having
significantly altered covariance structure increased with the
increase in the proportion of incomplete records in the sample
or when the number of missing values increased within a given
level of IR.
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Table 1

Population Cecrrelation Matrix

VI v2 v3 V4 V5 vé v7 v8

VI 1.00

v2 .318 1.00

V3 .468 .230 1.00

V4 .403 .317 .305 1.00

V5 .321 .285 .247 .227 1.00

vé .414 .272 .263 .322 .187 1.00

v7 .365 .292 .297 .339 .398 .385 1.00

v8 .413 .232 .250 .380 441 .283 .463 1.00
——



Table 2

The Percent of Data Matrices that Could not Retain Population Covariance
Structure at .05 Level

IR 10% 20% 30%
MV 1 2 3 4 1l 2 3 4 1l 2 3 4
" n=30 Zero-order 6.60 8.20 9.40 10.20| 12.60 .53.20 23.00 29.00| 20.40 25.80 44.40 54.80
One predictor 7.40 12.00 16.40 19.60| 17.20 28.00 38.20 47.80| 27.40 45.20 67.40 81.60

Two predictors 8.60 13.60 19.60 25.20| 18.20 32.00 45.40 58.80| 31.80 58.20 78.80 91.20
All predictors 12.00 18.00 23.80 27.80| 27.20 41.20 57.60 64.60| 38.60 72.60 87.40 79.00

REGRESS 6.00 8.00 10.00 12.40} 10.00 15.40 21.40 33.20| 15.20 26.60 34.60 57.40
n=60 Zero-order 7.00 6.40 8.40 11.20| 15.60 20.40 30.80 38.80| 31.40 44.00 62.60 76.40
One predictor 6.80 10.40 15.00 18.00| 15.60 28.60 46.40 56.80| 34.80 60.60 82.40 90.60

Two predictors 6.60 12.00 16.60 20.80| 16.40 34.00 50.80 63.80| 35.40 67.20 87.00 94.20
All predictors 9.00 14.40 19.00 23.20} 21.60 42.00 55.60 66.20( 41.60 76.20 89.00 9€.00

REGRESS 4.40 5.00 7.20 10.80 8.00 12.60 24.20 34.00( 16.80 28.80 51.00 73.4v
n=120 Zer -order 9.20 11.20 13.80 18.40| 29.00 38.40 53.00 61.80| 59.20 76.00 91.00 97.40
One predictor 9.40 13.40 19 20 23.40| 28.00 45.40 61.80 76.00( 56.40 83.60 96.20 98.40

Two predictors 9.40 13.80 2..00 25.20| 26.00 47.20 63.40 77.60f 54.60 85.40 96.60 99.20
All predictors 8.40 14.00 21.00 27.00f 24.20 48..00 65.60 80.20| 53.00 83.00 96.40 99.00
REGRESS 6.00 7.80 10.60 14.00( 11.80 22.00 34.20 48.60| 27.80 55.00 79.00 91.00

¢ Percent of incomplete records per samgle
MV: Number of missing values per IR
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Table 3

The Percent of Data Matrices that Could not Retain Population Covariance
Structure at .10 Level

IR 10% 20% 30%
MV 1l 2 3 4 1l 2 3 4 1l 2 3 4
n=30 Zero-order 17.20 17.60 19.80 20.60| 23.00 27.20 35.80 38.20| 30.20 37.20 56.20 68.80

one predictor 19.20 23.00 27.60 33.40| 29.20 37.20 51.60 62.80| 39.20 60.20 79.40 91.00
Two predictors 19.40 25.80 31.80 38.00] 31.80 43.20 60.20 72.80| 45.C0 69.60 87.40 95.20
All predictors 22.80 32.00 37.60 39.80f 39.406 56.00 68.60 76.60| 47.40 82.40 93.60 86.00
REGRESS 15.20 17.00 18.60 22.80fj 19.60 27.20 30.60 44.40( 23.20 37.80 48.00 69.40

n=60 Zero-order 14.00 14.40 18.60 20.00| 2€.80 32.40 45.20 52.00|] 40.40 57.00 74.80 86.80
Oone predictor 15.60 20.00 25.40 29.60| 31.20 43.60 57.00 71.80| 48.40 74.80 88.4C 96.60
Two predictors 15.80 20.60 28.20 33.40| 31.00 47.20 65.60 76.00| 47.80 79.40 91.40 97.40
All predictors 17.00 24.00 31.80 36.00f 34.40 53.80 69.60 78.50| 56.00 84.40 93.8n 97.60
REGRESS 11.00 112.00 17.00 19.80} 18.60 22.40 °5.00 47.80| 27.20 44.80 66 80 82.00

:1=120 Zero-order 19.40 20.60 25.60 27.40| 39.80 51.40 64.80 73.00} 70.20 85.80 95.40 98.60
Oone predictor 18.00 26.20 31.80 35.40| 40.60 59.00 75.20 83.80| 70.00 92.20 98.20 99.40
Two predictors 17.20 25.60 32.80 36.80| 38.40 60.80 78.00 86.00| 68.20 92.20 98.00 99.60
All predictors 17.20 28.40 35.40 38.40} 37.80 62.40 80.00 87.20| 66.40 91.60 98.40 99.80
REGRESS 12.40 14.20 20.40 24.60| 22.00 34.40 48.00 62.80| 40.80 69.20 87.00 95.20

Percent of incomplete records per sample
Number of missing values per IR
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Figure 1

The Percent of Data Matrices that did not Retain Population Covariance
Structure for N=30 at .05 Level of Significance
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Fisure 2

The Percent of Data Matrices that did not Retain Population Covariance
Structure for N=60 at .05 Level of Significance
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Figure 3

The Parcent of Data Matrices that did not Retain Population Covariance
Structure for N=120 at .05 Level of Significance
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Figure 4

The Percent of Data Matrices that did not Retain Population Covariance
Structure for N=30 at .10 Level of Significance
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Figure 5

The Percent of Data Matrices that did not Retain Population Covariance
Structure for N=60 at .10 Level of Significance
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Figure 6

The Percent of Data Matrices that did not Retain Population Covariance
Structure for N=120 at .10 Level of Significance
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