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PREFACE

For the twelfth year, the Research and Theory Division of the Association for
Educational Communications and Technology (AECT) is publishing these
Proceedings. Papers published in this volume were presented at the national AECT
Convention in Anaheim, California. A limited quantity of this volume were
printed and sold. It is also available on microfiche through the Educaticnal
Resources Information Clearinghouse (ERIC) system.

REFEREEING PROCESS: All research papers selected for presentation at the

AECT Convention and included in this Proceedings were subjected to a rigorous

blind reviewing process. Proposals were submitted tc Steven Ross and Gary
Morrison of Memphis State University or Marina Mcisaac of Arizona State
University. All references to author were removed from proposals before they were
submitted to referees for review. Approximately fifty percent of the manuscripts
submitted for consideration were selected for presentation at the Convention and

for Publication in these Proceedings. The papers contained in this document

represent some of the most current thinking in educational communicaticns and
technology.

This volume contains two indexes covering this volume. The first is an
author index; the second is a descriptor index. This year and 1989 are included. The
two indexes will be updated in future editions of this Proceedings. The index for
volumes 1-6 (1979-84) is included in the 1986 Proceedinygs, and the index for
volumes 7-10 is in the 1988 Proceedings.

M. R. Simonson
Editor
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Association for Educational
Communications and Technology

What is AECT?

AECT is the only national, professional associa-
tion dedicated to theimprovementof instruction
through the effective use of media and technol-
ogy. AECT assists its members in using technol-
ogy in their jobs ard to enhance the learning
process.

Who belongs to AECT?

O Media Specialists

(O Educators

O Instructional Designers

O Learning Resource Specialists

O Curriculum Develcpers

O Television producers and directors

O Coramunications specialists

O Education Administrators

O Others who require expertise in instructional
technology

AECT History

AECT began as the Department of Audio-Visual
Instruction at the National Education Aszocia-
tion in 1923, in the days when visual aids were
blackboards and easels. In 1947, as educators
were adapting technology used to train World
War Il service personnel for the classroom, the
name of the organization became the Depart-
ment of Visual Instruction (DAV]). Twelve years
later, DAVI became an affiliate of the NEA and
finally the autonomous association, AECT, in
1974.

Today, AECT keeps an eye oz the future of in-
structional technoic gv while assizting educators
with the changes and chaliengss that face them
now. AECT members are professionais devoted
to quality education. They care about doing their
jobs better and want to embrace new methods,
new equipment, and new techniques that assist
learning.

AECT Ajfiliates

AECT has 45 state and 11 national affiliates, and
hasrecently established several chapters surround-
ing major universities and metropolitan areas.
These affiliated organizations add a localized
dimension to your AECT membership and allow
for more interaction among your colleagues. For
more details on chapters and affiliates in your
area, contact the AECT National Office.

AECT National Convention and
INFOCOMM International Exposition

Each year, AECT brings top speakers to exciting
locations, and presents over 300 sessions and
special events to provide the best training avail-
able in the use of media in education and irstruc-
tion. The convention features the INFOCOMM
International Exposition, an extravaganza of over
300 companies showing the latest products to use
in education and training.

Research and Theory Division (RTD) improves
the design, execution, utiiization, evaluation, and
dissemination of audiovisual communications
research; advises educators on the effective utili-
zations of theresults of the research; and promotes
applied and theoretical research on the usec of
media.
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L.earner Control of Review in Computer Assisted Instruction within a
Military Training Environment

In 1988 the United States Army planned on spending in excess of 1.2
billion dollars on individual training, and in 1989 that budget increased to 1.3
billion dollars (Office of the Director of the Army, 1987). Although these dollars
represent only a small fraction of the total Army budget, they indicate that the
Army's commitment to training is extensive. In the face of Congressional pressure
to limit the Defense Budget as part of a general plan to bring the National Debt
under control, the US Army must make every effort to increase training efficiency
and effectiveness. A major source for achieving better quality training has been the
use of instructional technology which Gagne” (1987) defines as practical techniques
of instructional delivery that systematically aim for effective learning.

The issue of efficiency in the training environment has a long tradition in the
Army. Many of the developments in instructional technology used in the
educational environment at large came from research conducted for the military
since World War I (Noble, 1988). The use of computers as a medium of
instructional technology bas been a major contribution to the developmental
progression of this technology. Most recently the Army has commenced an effort
to integrate the use of personal computers to deliver instruction at various training
institutions. Invariably the success of the Electronic Information Delivery System
(EIDS) will rest on the quality of the instructional software, officially reierred to as
Interactive Courseware (ICW) (TRADOC, 1987).

One method of making a qualitative change in ICW is improving the nature
of interactivity between the student and the computer. A feature of interactivity that
can be manipulated by the instructional designer is the amount of learner-control
afforded by the courseware. Over the years the term, learner-control, has meant
different things to instructional designers. The first educational use of the term
learner-control (Mager & Clark, 1963) referred to the student's ability to sequence
the content of a particular course of instruction. Later, allowing the student the
ability to control the pace of instruction came under the heading of leammer control.
Research has also been done that allows the learner to control the questions and
style of instruction (McCann, 1981). Because the term learner control can be used

in reference to different features of ICW, a descriptor is used to qualify type (e.g.
learner-control of review).

The role which learner control plays in the success of ICW is not entirely
clear. Several studies have suggested that learner control can be as simple as
control of pace and be very successful in terms of achievement (Park & Tennyson,
1983; Ross & Rakow, 1981 among others). A meta-analysis by Steinberg (1977)
indicates that external control of instruction by the computer is as effective as
learner control and has the added advantage of taking less time to complete, which
has implications for the efficiency of instruction. Other studies have suggested that
giving the learner more control over the instruction has produced positive results
(Merrill, 1980; Hannafin & Colamaio, 1987). One advantage for learner control
that seems to be consistent is that students show a better attitude toward the
instruction when they have greater control, which in turn increases motivation
(Sawyer, 1985). Because of these inconsistencies, Snow (1980) has put forth the
argument that the conditions of effective learner control still merit study. The result
is that a primary emphasis of CAI design research has been on learner contiol of
pace and content sequence, but there has been little significant research on
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providing the learner with the ability (control) to review content when the student
feels a ne=d for review.

The present research was prompted, in part, by design corstraints noted in
two related research projects (Ho et al., 1986; Kinzie er al., 1987). In the study
conducted by Ho et al. (1986) the ICW did not include embedded questions as a
part of the instructional design. One explanation for the significance the review
option that study achieved, was possibly due to the absence of review questions.
The Kinzie et al. (1987) study compared program and leamer controlled review of
embedded questions after an incorrect response. The study achieved significance
which favored the use of leamer control. Yet, that research leaves open the
question of whether a review is better than not having a review. The present study
addressed both issues.

The theoretical base for the research questions addressed came from a
review of past CAf research, research based ICW design factors, map reading, and
military training. More recently several studies have examined different design
factors including; embedded questions, feedback, learner control, screen design,
and the use of text. The design component investigated in the present project was
the use of review; which are those activities that make use of the content after the
onginal learning has occurred (Blair et al., 1968). The research used to support the
hypotheses came from a synthesis of findings found in research concerning
traditional teaching techniques, open-book testing, and use of review in ICW. The
conclusion was that there is sufficient evider e to suggest that a review option
could improve a students achievement on fact, procedure, and problem solving
questions without adversely effecting efficiency.

The central research question was: "Does providing students with an option
to review content in ICW, when attempting to answer embedded questions,
improve their achievement un a posttest without adversely effecting the amount of
time it takes to cornplete the instruction?" The courseware made use of fact,
procedure, and problem solving questions, which represents three different types of
learning (Schaffer &Hannafin, 1986).

I tand D Variables

The independent variable for this study was analyzed for erfect in relation to
five dependent variables. The independent variable was learner control of 4
Content Review Option (CRO). A course on military map reading, that contained
eight lessons, was converted, using research based design principles, into two
versions of CAI from an existing programmed text. In version one, Limited Access
to the Content Review Option (LACRO) (Fig. 1), subjects had access to a
summarized review of a lesson's content after the lesson had bcen completed but
before encountering the embedded questions. In version two, Open Access to the
Content Review Option (OACRO) (Fig. 2), subjects had access :0 the review at the
end of a lesson, when presented a question, and after receiving feedback to a
question response. The five dependent variables were achievement [four factors; 1)
fact questions; 2) procedure questions; 3) problem solving questions, and 4) total
score}, instructional time, attention time, review time, and acquisition rate.

lnsmnm;n[

The recall posttest was a 21 item, multiple choice test. The test covered
seven lessons found in the ICW. Each sub-lesscn had a fact, procedural, and
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problem sulving type question. The test was patterned after a test designed by the
U.S. Amy. The test was reviewed by a panel of three independer.t subject matter
experts (inter-rater reliability = .95), and went through post-hoc reliability testing
{=.08). The foliuwing criteria were used for tie design of each question

(FHannafin & Cotamalo, 1987):

Factual - Requires the literal, verbatim recall of information presented
during the lesson.

Procedural - Requires the integration and transfer of the lesson's factual
information to 2 series of related tasks.

Problem Solving - Requires the application of facts or procedures to the
solution of novel problems.

In addition to the posttest, an informal post-treatment questionnaire was
completed by eaci: subject. The questionnaire had seven questions relating to the
subjects use of the CAI and review option. The results from this survey are
covered later.

Subjects

The subjects used in this study were 58 Army ROTC cadets drawn from the
MS I (freshman), MS 11 (sophomore), and MS 111 (junior) classes at the University
of Kansas. An additional 12 subjects were drawn from the undergraduate teacher
program in the School of Education. The subjects were randomly assigned to
groups and the groups were randomly assigned to treatments.

Data Treatment

A two-group design was used for this research. The dependent variables
for achievement, and attention time were analyzed using MANOVA procedures.
ANOVA procedures were used to analyze the acquisition rate data. ANOVA
procedures were used to analyze the instructional time data, and ANCOVA
procedures were used to analyze the effect of review time on instructional time. The
level of significance was set at .05.

Results

Hypothesis One: Posttest

The null hypothesis states that there is no significant difference in
achievement between the groups as measured by the achievement posttest. The
score recorded has a possible range of 1 - 21 and is one of four scores recorded
using one posttest. The sub-scores for fact, procedure, and prcblem solving
questions are discussed in hypothesis two. .

To test Hypothesis One, a MANOVA was done on the posttest data using
the SPSSx statistical package on the University of Kansas VAX computer system.
The Hotellings criterion for multivariate analysis yielded, F(4,65) = .659, p = .623,
which was not significant. Mean scores, standard deviations, and sample sizes for
the two groups are reported in Table 1. The results of univariate F-Tests are shown
in Table 2. Hypothesis one was not rejected.

0 4
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Hypothesis Twe: Fact, Procedure, and Problem Solving

The null hypothesis has the following three parts. One, there is no
significant difference on achievement for fact type questions between the two
groups. Two, there is no significant difference on achievement for procedure type
questions between the two groups. Three, theie is no significant difference on
achievement for problem solving type questions between the two groups. The
MANOVA returaed, F(4,65) = .659, p=.623, which was not significant.
Descriptive statistics are presented in Table 3, and inferential statistics are included
in Table 4. Hypothesis Two was not rejected.

Hypothesis Three: Acquisition Rate

The null hypothesis states that there is no significant difference in
acquisition rate between the two groups. Acquisition rate was based on the recall 10
instructional time ratio (total points on posttest divided by instructional time in
minutes and seconds). Acquisition rate was a time-based indicator of learning
efficiency for the two treatments (Schaffer & Hannafin, 1986). A one-way
ANOVA, using the MYSTAT (SYSTAT, Inc.) computer package on a Macintosh
SE, was done on the acquisition rate data. The computed ANOVA for the
difference between the treatment groups was, E(1, 68) = 3.455, p=.067.
Therefore, hypothesis threc was not rejected. Means, standard deviations, and
number of cases are displayed for each group in Table 5. The ANOVA summary is
presented in Table 6.

Hypothesis Feur: Attention Time

The null hypothesis stated there is no significant difference in attention time
between the two groups. The data is divided into ine parts. The st eight parts
was the time spent on each lesson. The ninth data point wag the currlation of 1.arts
1 through 8. MANOVA used to analyze these data yielded the follow.ng, F(9,50)
= 1.139, p=.351, which was not significant. Hypothesis four was not rejected.
Means, standard deviations, and cell sizes are shown in Table 7. Relevant
univariate F-tests are included in Table 8.

Hypotbesis Five: Instructional Tune

The fifth hypothesis states that there is no significant difference in
instructional time means between the two groups. Instructional time was the
amount of .ime it takes a learner to complete the entire course of instruction.
Measurement commenced when the first instructional screen was encountered and
termir:ated when the last screer of the lesson was completed. An ANOVA was
performed which produced a sigrificant instructional time effect, F(1, 68) =
4.309, p=.042. Therefore Hypothesis Five was rejected. To further test the
probability that the review option was the cause for the significant difference in
Hypothes:s Five an ANCOVA, using the MYSTAT statistical package on a
Macintosh SE compvter, was done using the review time data as the covariate. The
computations resulted in, E(1, 67) = .770, p=.383, which was not significant.
Means, standard deviations, and cell size are reported in Table 9. ANOVA, and
ANCOVA summaries are shown in Tables 10 and 11 respectively. The
interpretation is that the OACRO group speat significantly more time using the map
reading CAl and that this increase in time was because of review time.

-
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Informal Data

After the subjects took the posttest they were asked to respond to seven
questions. The responses to those questions are described in the following
paragraphs.

Question 1; "Werc you aware of having the option to review the course
material?” Responses indicate that 95.7% of all the subjects knew they had the
option io review the material.

Question 2; "Did you know when you could use the review option?" A
majority of respendents (97%), that answered positively in Question 1, replied
positively to question 2. The high percentage of positive respunses to these two
questions led to the cor~'sion that retention of the null hypotheses was not because
of subject ignorance of t..2 content review option.

Question 3; "Do you think you would use the review more often if you
could see the questions before deciding if you wanted toreview?" This question
was only directed to those subjects in the group that had limited access to the
review. The majority of subjects (81.3%) responded "Yes" to this question. This
response compares favorably with the behavior of the subjects in the open access
group since 91% used the review after they saw the questions.

Question 4; "What type of question did you use the review on most often?”
This question was directed to the subjects in the group that had open access to the
review. The tally indicates that; 8.6% did not use the review when the question
was presented, 17.1% used the review only on fact type questions, 2.9% used the
review only for procedure type questions, 11.4% used the review only for problem
solving questions, 57.1% used the review on both fact and procedure type
questions, and 2.9% used the review for all the types of questions. In gencral,
students accessed the review most often for questions which require the use of rote
memory. *

Question 5; "Do you think you would use the review more often if the
questions were fi!! in-the-blank, or short answer?" As with Question 4 this
question was directed at only the subjects in the open access group. The majority
(74.3%) of the OACRO subjects responded positively to this question. This
response rate suggests that the use of multiple-choice questions effected a subject's
decision to use the review option.

Question 6; "What changes in training conditions do yru believe would
cause you to use the review more often?" Two conditions emerged. A minority
(21%) of all the subjects indicated that if they were required to spend a specified
amount of time in the training session - which exceeded the amount of time it would
normally take to complete the instruction - they would use the review. A majority
(61%) of all the subjects indicated that if a minimum standard of achievement was
established for passing then they would probably use :he review more often. This
indicates that the conditions under which the research was conducted influenced a

subject’s decision to use the review. The other 18% of the subjects gave no answer
to this question.

Question 7; "Did you have any problems using the courseware on the
computer?” A majority (93%) of all the subjects indicated that they had no
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difficulty using the CAI medivim employed in the present research. The researcher
concludes that the user interfuce of the instructional medium did not adversely cffect
achievement.

Conclusions

Regarding achievement, it was concluded that providing a content review
option did not produce a significant difference between the groups. This was also
true for the three types of questions used to make up the posttest. This indicates
that the effect the use of review questions had on student achievement was not
enhanced when a content review option is added to the instructional design. Since -
the content in this study is comparable to the content used in the studies conducted
by Ho et al. (1986) and Kinzie et al. (1987) the present research raises questions
regarding generalizations made in those previously mentioned studies. The Ho et
al. (1986) study declared that the results indicate the use of review, in the form of a
lesson summary, is an effective instructional design strategy. Since that study did
not use embedded questions, which is considered a ICW design imperative (Alessi
& Trollip, 1985; Wager & Wager, 1985; Hannafin & Peck, 1988), then it s
reasonable to question if the same results wculd be realized if embedded questions
were used in conjunction with the review opiion. Kinzie et al. (1987) recognized
that research conducted in this area shouid be dune within the context of sound
instructional design. The review option designed for that study complimented the
use of embedded questions but, the revicw could only be accessed after an incorrect
answer, which may be a design limitation rather than a design flaw. On tne bas’s of
their results they stated that learner control of review was a practical design factor.
Kinzie et al. (1987), however, did not address whether or not review plus
embedded questions is more effective than embedded questions alone.

A comparison of the results of these two research efforts suggests that
installing a content review option in addition to the use of embedded questions
would be an effective ICW design. But the results of the present study indieates the
positive effects noted in the Ho and Kinzie studies are not additive. The effects of
review may be absorbed by the effect that the use of embedded questions has on
student achievement regardless of the type of question used.

The results of the present study also contradict the findings regarding
students attention to content found in the lierature on open book testing. The
research reviewed (Kalish, 1958; Krarup et al., 1974; Weber et al., 1983;
Boniface, 1985) consistently found that students facing an open book testing
situation spent less time studying the content to be tested than students in a closed
book testing situation. In this study there was no significant difference between the
attention time for the LACRO (M = 47.49 min.) and the OACRO (M = 54.96 min.)
groups. One possible explanation is that when students use CAI, they become
absorbed by the methodical process of going through the instruct'on. Also,
students are usually in an environment conducive to study (i.e., computer lab, or
learning center) whereas, studying text allows the student to quickly skim material
or not read the content. Unless students make a conscious effort to put themselves
in an environment conducive for study the potential for innumerable distractions
(i.e. TV, radio, other people) exists.

Acquisition rate was not significant. This fact supports the conclusions
drawn from the data on the posttest. The review option does not increase or
decrease a student's ability to learn from the CAI Since the review option does not
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hinder or help acquisition the designer must draw on other information to mahe a
design choice.

These conclusions do little to address the highly vocal critics of CAI that
regularly cite the linear function of many ICW programs as being limited or 100
simplistic to address the needs of learners (Bork, 1982; Pogrow, 1988; Streibel,
1986). Instead of concluding that the present study has failed to meet the demands
of the critics, I would suggest that the critics are overstating their case. It may be
that learners do not employ their entire repertoire of cognitive skilis in every
learning situation. The result is that for certain content or learning situations a lincar
approach may be the optimum way to communicate the instruction to the student; -
other studies suggest that such is the case (Hilgard, Atkinson & Atkinson, 1975). '

Limitations

A partial explanation for the lack of significance in the results of this
research can be explained by noted limitations. Six areas have been identified as
potentially effecting the results of this study. These items include; length of the
instruction, subject motivation, embedded and posttest question style, type of
probiem solving, learner characteristics, and student use of learner control.

The instruction 1sed in the present study was much longer than the
instruction used in similar studies. Subjects spent an average of 78 minutes in just
the CAI portion of the treatment. This exceeds normally accepted standards for the
amount of time, about 50 minutes, an adult learner is expected to maintain attention
on content without a break. As a result, subjects demonstrated signs of fatigue
(i.e., poor posture, yawning) during the experiment which could have had an
adverse effect on leaming. This effect however, should have been consistent
across the treatments since the amount of instruction was the same for both groups.

Since there were no external incentives used in the experimeat, motivation
to maoter the content was determined by the sunject's internal desire to learn map
reading. This may have adversely effected learning, « r the use of review, as
indicated in the following posttest question: "What changes in training conditions
do you believe would cause you to use the review more often?". The result was
that 61% (43/70 S's) of the subjects indicated that establishing a required minimum
score woula have caused them to use the content review option more often, with
another 21% (15/70 S's) indicating that a required period of time (that exceeds the
actual amount of time to complete the instruction) for studying the instruction would
cause more extensive use of the CRO. Therefore, it seems re2sonable to assume
that motivation had an effect on the use of review, which may have ultimately had
an effect on achievement.

The use of multiple choice questions was also a limiting factor which may
have adversely effected the use of review. Multiple choice questions do not require
pure recall by the subject since the possible answers provide cues that aid recall.
Also, the subjects admitted to a willingness to guess at the correct answer. before
using the review, since there was no penalty for an incorrect response to a question.
Most of the subjects in the OACRO group (74%, 26/35 S's) indicated on the post-
treatment questionnaire that the use of fill-in-the-blank, or short answer questions
would probably have caused them to use the review more often.

Another limiting factor that may have affected the use of review was the
type of problem solving presented in the ICW. Specifically, problem solving was
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limited to algorithms. This type of problem solving is a given procedure that will
result in a successful solution when it is consistently followed (Ingram, 1988).
Doing an intersection on a map is an example of algorithmic problem solving.
Algorithmic problem solving is on the low end of a continuum with heuristics
representing the opposite end. A heuristic is a general strategy that can be used to
approach a problem in such a way that it will not ensure success but will increase
the probability of arriving at an acceptable solution. By their very nature heuristics
are difficult to teach no matter what the method (Ingram, 1988). This is because
they can involve the use of complex coi:structs and higher order rules with
inconsistent applications (i.e., rules of spelling for English).

Because all soldiers, regardless of ability, are expected to be able to use a
military map, the algorithms used in the map reading ICW must be clearly
explained. Therefore, the algorithms involved were limited in complexity and
applied in precisely defined situations. This made the problems in the map reading
ICW comparatively easy to understand and solve given the quality of the instru.tion
along with the high ability level of the subjects. The result is that the review w as
merely a tool to aid recall instead of being used to clarify concepts. This is
highlighted by 89% (31/35 S's) of the subjects that reported on the post-treatment
questionnzire (Question 5) that they primarily used the review to look up answers
for the fact and procedure type of questions.

As alluded to above, ability level may have also been a factor. Other studies
(Schaffer & Hannafin, 19¢6; Kinzie, 1987) have found that segregating the sample
by measured learner characteristics had an effect on the data collected. Since the
subjects were not broken down by ability level for the present research this issue
can not be addressed. It is quite possible that by exps «ding the present research to
distinguish subjects that represent the enlisted population in the Army, which have
inconsistent educational backgrounds, a significant effect may have been achieved.
Therefore, using the same content and design factors an aptitude-treatment
interaction may reveal effects that were not found in the present study.

The last limitation falls in the area of student use of learner control. While it
wis noted in the post-treatment questionnaire that over 95% of the subjects were
aware that the option to review the course content there is no indication that the
subjects knew how to incorporate the review option into their study habits.
Therefore, it must be assumed that the subjects knew how to make the best use of
the learner control afforded them in this study. Clark (1982) reviewed a number of
studies and has suggested that by mistake students choose methods of study that
inadvertently result in less learning. In other words, merely providing someone a
tool to do a job is no guarantee that they will know how to properly use the tool.
Clark's review taints the aforementioned assumption and renders it tenuous at best.

Recommendations

Lack of significance in four of five stated hypotheses could lead to the
conclusion that the use of review does not make a difference in a student's ability to
achieve. Further, providing a review option may use the student's time to no
apparent advantage. Such assumptions, however, should be tempered by
previously mentioned limitations and an understanding that parallel access to
information is a recently developed feature available in ICW. As leaners become
more familiar with learner control mechanisms, then the effects of these
mechanisms (under different conditions) may become apparent. With this in mind,
the following recommendations are offered:
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First, the length of time a student must devote to the CAl, in one sitting,
shouid be limited to generally accepted practices for more traditional forms of
instruction (i.e., a 10 minute break every 50 minutes), so that fatigue does not act
as an confounding variable. This can easily be accommodated by the computer
software so that subjects can continue instruction from where they left off.
Considering the effects computer monitors have on the eyes, and considering that
text presented on monitors impairs reading efficiency, there is reason to study how
these factors affect attention.

Second, the presence of external raotivators should be examined as an
independent variable with the use of review since the post-treatment questionnaire
indicated that subjects would be more inclined to use the review if external
motivators (i.e., minimum score) were applied.

Third, further research in this area should avoid the use of multiple ¢ hoice
questions since this type of question does not adequately measure a students ability
to recall information, or demonstrate understanding of higher order rule using. If
the embedded questions are designed to use more sophisticated question styles then
an increase in programming complexity will be needed. Again, the results taken
from the post-treatment questionnaire suggests that changing this part of the
research would cause an increase in the use of the review. The unanswered
question 1s; "Would an increase in the use of the review cause an increase in <tudent
achievement?"

Fourth, since the content of the instruction used for the present research did
not seem to break the threshold of effectiveness that a simple, linear ICW design
provided; a modification should be made to the research design. An effort should
be made to examine the effect a content review option has on a students ability to
learn content that either has complex algorithms, or requires the application of
heuristic problem solving techniques. It is possible that more complex content
would tender results that support the use of a content review option.

Fifth, further research should be conducted taking into account learner
characteristics. This proposed research could organize the subjects according to
reading ability, verbal learners, non-verbal learners, or spatial ability to name a few.
In light of the evidence from previous research that has examined learner
characteristics as an independent variable this could prove to be a promising
research tack to pursue since the best instructional method for one learner may not
necessarily be the best instructional method for another.

Sixth, research should be undertaken that examines the effectiveness of
training subjects how to use learner control. As ICW becomes more sophisticated
student control will also increase. As a result of this increased control it may
become necessary to teach students how to use the ICW to their advantage.
Additionally, the development of consistent design features which are used to
access and navigate through information may greatly enhance the effectiveness of
learner cc trol options. In order to best evaluate the effectiveness of these concepts

this resea °h may need to be conducted in a situation where learner characteristics
are also controlled.

_ Last, further research should be conducted that examines the idea that, for
different content domains, there may exist different, optimal design structures. If
true, then instructional designers would gain a valuable tool to help make decisions
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that affeci the use of resources needed for constructing ICW. The value of this is
emphasized by instructional designers, in industry and the military, propensity to
heavily weight efficiency as 4 design criterion. The gresent research being an
excellent case in point. Considering that the LACRO group spent significantly less
time (M = 74.02 min.) processing the CA! than the OACRO group (M = 83.38
min.) with no discernable difference in achievement then, from an instructional
designers perspective, it makes little sense to expend the additional resources
required in designing, installing, and evaluating the content review option.
Therefore, having the ability to prescribe the combination of design factors that
effectively communicate a certain topic to the student, enhances efficiency in the
planning and development phases of the instructional design.

When you consider that the goal of professional trainers is to expeditiously
and by least cost produce a person with the skills necessary to be able to function in
an occupatio:ial area and that experience is still considered the best teacher then
there is a strong argument for using modest coursev/are designs for certain topics.
Unpretentious courseware design have proven effective in numerous cases and
should be recognized for their elegance instead of being chided for not fulfilling the
expectations of those that do not, on a day-to-day basis, deal with the complex
issues of the training arena.
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Open Access to the Content Review Option (OACRO)
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Table 1

Means, Standard Deviations, and Group Sizes Obtaired for Total Posttest Scores

Group n Means S.D.
LACRO 35 16.829 3.044
OACRO 35 15914 2.832

Maximum score = 21.

Table 2

Summary Table of the Univariate Analysis of Variance Using the Posttest Total
Score Data

Source of DF Sum of Mean F
Variation Squares Squares Ratio
Group 1 14.629 14.629 1.693
Within Cells 68 587.714 8.643
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Table 3
; for F
n [\ iev
Question Type Means S.D.
LACRO (n = 35)
Fact 5.486 1.147
Procedure 5.971 1.043
Prob. Solving 5.429 1.632
OACRO (n=35)
Fact 5171 1.200
Procedure 5714 1.126
Prob. Solving 5.229 1.505
Maximum score for each subscale = 7.
015
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Table 4
Sumnary Tabl i i ing th Fac
Procequre, and Problem Sglzmgﬁ_m&Dm
Source of DF Sum of Mean F
Variation Squares Squares Ratio
Fact Question
Group 1 1.729 1.729 1.754
Within Cells 68 93.714 1.378
Procedure Question
Group 1 1.157 1.157 982
Within Cells 68 80.114 1.178
Problem Solving Question
Group 1 2.800 2.800 1.240
Within Cells 68 153.543 2.258
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Table 5

5. St

Group n Means S.D.
LACRO 35 243 .085
OACRO 35 206 .083
Table 6

LY

Summary Table of the Analysis of Variance Using the Acquisition Rate Data

Source of DF Sum of Mean F
Variation Squares Squares Ratio
Group 1 025 025 3.571
Within Cells 68 483 .007
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Table 7

Means and Standard Deviations for LACRO and OACRO Lesson Times

Group Means S.D. .
LACRO (n = 35)
Lesson 1 3.475 2.053
Lesson 2 9.478 4.208
Lesson 3 4,995 2.199
Lesson 4 7.153 2.442
Lesson 5 8.825 2.977
Lesson 6 4.230 2.689
Lesson 7 3.834 2918
Lesson § 5.503 4.455
Lesson Total 47 .491 18.248
OACRO (n=35)
Lesson 1 4.276 2.105
Lesson 2 10.939 4,106
Lesson 3 5.890 2.352
Lesson 4 7.543 2.619
Lesson 5 9.756 2.353
Lesson 6 5.171 2.087
Lesson 7 5.003 2.935
Lesson 8 6.380 4.262
Lesson Total 54.958 16.169
018
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Source of DF Sum of Mean B
Variation Squares Squares Ratio
Lesson 1

Group 1 11.246 11.246 2.601
Within Cells 68 293972 4.323

L2sson 2

Group 1 37.369 37.369 2.163
Within Cells 68 1175.056 17.280

Lesson 3

Group i 14.033 14.033 2.708
Within Cells 68 352.374 5.182

Lesson 4

Group 1 2.673 2.673 417
Within Cells 68 435.965 6.411

(continued on next page)
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Table 8 (cont.)

Lesson 5

Group 1 15.162 15.162 2.106
Within Cells 68 489.671 7.201

Lesson 6

Group 1 15.490 15.490 2.674
Within Cells 6% 393.955 5.793

Lesson 7

Group 1 23.904 23.904 2.792
Within Cells 68 582.265 8.563

Lesson 8

Group 1 13.478 13.478 .709
Within Cells 68 1292.599 19.009

Lesson Total

Group 1 975.724 975.724 3.283
Within Cells 68 20209.796 297.203
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Table 9
Means. Standard Deviations, and Group Sizes Obtained for Qverall Time Using
CAI (Course Time)
Group n Means S.D. -
LACRO 35 74.018 18.868
OACRO 35 83.375 18.850
Table 10

Summary Table of the Analysis of Variance Using the Course Time Data

Source of DF Sum of Mean F
Variation Squares Squares Raiio
Group 1 1532.429 1532.429 4.309 *
Within Cells 68 24185.214 355.665

*p=.042
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Table 11

Summary Table of the Analysis of Covariance of Total Course Time and Review

Time Data as the Covariate
Source of DF Sum of Mean F
Variation Squares Squares Ratio
Group 1 275.748 275.748 770
Review
Time 1 183.041 183.041 Sl
Within Cells 67 24002.172 358.241
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A Research Approsch to the Identification,
Clarification, and Definition of Visual Literacy
and Related Concepts

Abstract

This paper presents a report of a multi-phase research project which was conducted
to provide a comprehensive description of visual literacy, its constructs and
components. The Delphi technique was employed to elicit information and opinions
from a panel of visual literacy experts. A set of statements based upon the initial
input of that group was further refined by the group through successive Delphi
iterations. While the Delphi process was central to this research, basic Delphi
techniques were €xpanded to include an extensive instrumentation phase and a
validation of the results of the Delphi study through a readministration of the
instrument with a different group of subjects. A brief dis:ussion of the background
of visual literacy and a description of the Delphi methods used are included,
followed by a report of the procedures employed in this project and the results of the
study.
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A Research Approach to the Identification,
Clarification, and Definition of Visual Literacy
and Related Concepts

Introduction

Visual literacy is a familiar term to the majority of individuals in the fields of education
and educational technology. However, the term may mean far different things to different
individuais. For more than two decades the charm of visual literacy as a general notion has
exceeded its popularity as a defined (ill defined?) entity. ¥s visual literacy a set of skills? Is it
a field of study, an academic discipline? Is it a metaphor, a misnomer, or just a mystery?
These and many other questions regarding visual literacy have lacked definitive answers.
This paper presents a report of a multi-phase research project which was undertaken to
address some of the questions surrounding visual literacy.

Origins of Visual Literacy

In 1969 the first visual literacy conference was held at Rochester, New York. John
Debes was the driving force benind that meeting and his seminal paper, “"The Loom of Visual
Literacy" (Debes, 1970), set the visual literacy movement in motion. The idea of visuals as a
language was recorded in an Eactman Kodak publication in 1971. Visual thinking was
advanced as a related concept the next year (Arnheim, 1972). And the following year Donis
Dondis’ classic text, A Primer of Visual Literacy, appeared (Dondis, 1973). By 1976 the term
visual literacy (VL) had become a buzzword. In August of 1976 the theme of the twenty-
second Lake Okoboji Educational Media Leadership Conference was "Visual Literacy -- The
Last Word" (Cureton & Cochran, 1976). But it wasn’t the last word. Although the Okoboji
participants stated that "Before research can begin, a common definition of the term 'visual
literacy’ should be developed". (p. 99), no widely accepted (thus common) defunition resulted
from that conference.

Attempts at Definition

Debes himself initiated the ongoing definitional troubles. He wrote that "When I say
'visual literacy,” what I have in mind is a great dim shape, the outlines of which and the
importance of which are not yet clear” (1970, p. 1). Debes agreed to write the first definition
of VL with the caveat that the definition was tentative and "sure to be changed" (1970, p. 14).
Dondis may have reinforced the general reluctance to create a sharply focused commion
definition when she advised, "One of the major pitfalls in developing an approach to visual
literacy is trying to overdefine it (1972, p 9)."

Since those early days, the definitions of VL have varied widely. Some of the more
recent definitions include only a narrow range of elements while others contain many. Some
writers and practitioners have addressed only understanding visuals, others have included
understanding and creating visuals, while still others have included a much broader range of
abilities. Hortin, for instance, stated that VL includes the abilities required to "learn,
understand, think, communicate and store information in one’s mind visually” (1980, p. 21).
In a definition deliberately structured to incorporate the essentials of visual thinking, visual
learning, and visual language, Hortin and Braden offered this definition: "Visual literacy is
the ability to understand and use images, including the ability to think, learn, and express
oneself in terms of images" (1982, p. 169). As Baca and Braden ncted, "even that definition
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fails to directly address design, creativity, and aesthetics as they apply to visualization.” (1990,
p. 100).

While the term visual literacy has endured, after those first few years the concept has
gained few new advocates. There has been no disputing the fact that visuals can be used in
communication. There has been no challenging of the basic premise that principles related
to using and understanding visuals can be taught and learned. The inherent wholesomeness
of VL remains, but not without challenge.

ryiticisms

Over the years visual literacists have lauded the precepts of visual literacy, while others
increasingly have asserted that VL is not a viable concept. The detractors have made an issue
of rejecting VL entirely. Subor and Little suggested that VL is "...not a coherent area of
study but, at best, an ingenious orchestration of ideas" (1988, p. 470). Cassidy and Knowlton
labelled visual literacy a "failed metaphor" and offered the proposition that "Visual Literacy
(VL)--as a metaphor, as a concept, and as a movement--is a paradox. ...in the sense of [being]
inherently contradictory". They asked "Whatis VL, or, by the criterion of a profitable science
aud technology, what might it become if it is to serve as an abundant generator of questions,
hence a guide to fruitful research?" (1983, p. 67).

The aspects of VL which are most frequently criticized include its theoretical foundations
and the research which has been conducted in the field. Hocking (1978) addressed the
paucity of experimental research in the field thus:

Much of the literature available fell within the realm of hypothesizing and
undocumented personal opinion. ..Some research has been background
research concerning the rationale behind Visual Literacy; and much of the
field research has been without the tight control of experimental design.
...the tremendous amount of information published on a topic that crosses so
many fields and disciplines prevents any hope of exhaustiveness... (pp. 10-11).

Clearly these and other criticisms relate to the expansiveness of VL and the failure of
the field to clearly identify its components. Description and definition are at the root of
many of the objections to VL. A comprehensive description of the components of visual
literacy and cf the ideas related to it might provide some structure for research that would
validate the field. Cassidy and Knowlton called for a description of visual literacy which could
provide direction for future research. They stated that "...if from the VL arena someone
would step forward and offer conceptual and operational definitions of VL (no matter how
incomplete and tentative), honest-to-goodness research work could begin” (1983, p 84).
Spitzer and McNerny called for an operational definition of visual literacy, claiming that
without one "..the nature of the construct is speculative, ambiguous, and too prone to
misinterpretation’ {1975, p. 31). Hocking stated that "The enumeration of the skills of Visual
Literacy [would] help define the discipline” (p. 13).

Proliferation of "literacies”

First there was literacy. It had to do with the ability to read and write words. Then the
concept was expanded to include aspects of being well read. When the term "visual literacy"
was coined the conceptual door was thrown open. Other adjectives have been linked since to

literacy, the most ubiquitous being "computer.” Recently the term media literacy has been
introduced -- and, as defined by Tyner (1989), that term would subsume VL.
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As recently as the autumn of 1989 a call for papers for a London symposium contained
the following opening paragraph:

The term ‘literacy” is invoked by diverse groupings of academics,
educationalists and media producers who want to s “stablished concerns
with print media extended to cover the fields of telev film, radio, video,
audio, photography, graphic design and computer rol vare. But do we all
mean the same things by "literacy"? What is entailed, conceptually and
politically, in extending its usage to all rmedia forms? (IVLA, n.d.)

Proliferation of literacy terms only compounds the identity problems for VL. Yet the
phenomenon has its lighter side. One of the participants in this research used the term sexual
literacy, but no reference to it has been noted in the literature. (We can only hope that the
latter term does not survive. How would we know what to classify as reading and what as
writing?)

Many of the scholars who have addressed the thecretical foundations of VL have
asserted that the basis for the concept of visual literacy has seen derived by borrowing from a
diversity of fields, including « Jucation, philosophy, perception, art theory, linguistics, and
human developmental theory (Debes, 1970; Hocking, 1978; Hortin, 1980). In the process,
however, VL has not [in the opinion of the present authors] created a substantial theory base
or research identity of its own that commands academic respect.

Research Goals

The goals of this study were to identify the constructs of visual literacy, to determine the
amount of agreement or disagreement which exists concerning the identified constructs, and
to provide a measure of relative importance among the ‘dentified constructs. The following
research questions were developed to enable these goals to be met.

1. What are the elements of visual literacy?

2. How much agreement exists concerning the identification of the constructs
which are elements of visual literacy?

3. Given the constructs identified as elements of visual literacy, how
important is each construct considered to be by persons active in the visual
literacy field?

The Delphi Method
The Delphi technique is a research method which is used to elicit the input of a group of
individuals and to pool their collective knowledge in o-der to formulate a group judgment or
statement of opinion. The process is designed to maximize human intellect while attempting
to minimize interpersonal dynamics. A major anticipated effect of the procedure is to
generate a better estimate or a more sharply-focused opinion than can be expected from a
single individual or from a group dominated by and individual.

Original Purpose

The Delphi techrique was originally used for forecasting future developments. One
nota! e example of such an applicatic 1 was the usc of the method by the United States
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military for long-term threat assessment (Dalkey, 1969). When the Rand Corporation first
conducted studies for the Department of Defensc, they also conducted extensive tests to
validate the methodology and reported these tests in a series of reports (Dalkey, 1969;
Brown, Cochran & Dalkey, 1969; Dalkey, Brown & Cochrzn, 1969; Dalkey, Brown &
Cochran, 1970).

The validation studies performed by the Rand Corporation utilized "almanac type"
(factual) questions with identifiable "correct” (quantitative) answers. The studies showed
that, with reiteration, the group estimate (identified as the median of the responses) became
more accurate. Further, the diversity of answers narrowed toward a greater degree of
consensus or agreemeni (Dalkey, 1969, p. 20).

Other Uses

The Delphi technique is now commonly applied in situations in which there exists
knowledgeable opinion rather than questions about hard information for which there are
specific correct answers. Recently, the Delphi technique has been applied in fields such as
management, education, and medicine. It is used as a decision making process in formulating
policy statements, in forecasting future technological developments of technologies and their
applications, in risk assessment, and in curriculum development. Not only is the technique
being used in a growing number of settings, wherever used, the Delphi process tends to
generate statements which are better accepted than those derived through direct forms of
interaction (Dalkey, 1969, p. 17).

The Delphi technique is particularly useful when an attempt is being made to achieve
one of the following purposes:

...(a) determining or developing a range of possible alternatives, (b) exploring
or exposing underlying assumptions or information leading to various
judgments, (c) seeking out information that may generate a consensus on the
part of the group involved, or (d) correlating informed judgments on topics
spanning several disciplines (Harrison, 1987, p. 278).

Thus, the Delphi technique appeared to have promise for resolving the issue of visual
literacy. The techniques were assumed to be an appropriate method for correlating informed
judgments and identi’ying (and perhaps generating) consensus among scholars who stu'y
visual literacy.

Procedure for this Study

In the research reported here, the Delphi technique was the primary method employed
to develop 2 comprehensive description of visual literacy. However, this rescarch project was
expanded beyond the Delphi study to include two phases. Phase one began with the
development of an instrument which could be used to poll the opinions of a group of expe:ts
who participated in a Delphi study. The reactive phase of the study followed, in which the
participants rated the statements on the instrument. Phase two validated the results of the
Delphi study by asking a different population to rate the items on the same instrument.

Phase I: The Delphi Study

The procedures for selecting participants and developing the instrument were somewhat
more elaborate than those described by Isaac & Michael (1981, p. 114-115). Their five step
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procedure for conducting a Delphi study was followed, except the opinion-gathering step was
terminated at two rounds when early consensus was reached.

Population. The Delphi technique is a method for pooling the opinions of a group of
experts. Therefore, the selection of subjects who would participate in this study involved the
identification of a group of persons who could be considered experts on the topic of visual
literacy. This selection was accomplished in the following manner:

1. A list of names was compiled which included:
a. all the people who had published one or more articles in
The Journal of Visual-Verbal Languaging (JVVL) in the
previous five years,
b. the people who had published in the readings from
International Visual Literacy Associction (IVLA) annual
conferences between 1984 and 1988, and
c. the participants at the IVLA Symposium on Verbo Visual
Literacy which was held in Stockholm, Sweden, in 1987.

2. This list, which included two hundred seventeen names, was sent to the
eight members of the 1988 Executive Board of the International Visual
Literacy Association. Each member was asked to select from the list and to
add other names in order to identify thirty persons whom they felt were
knowledgeable about visual literacy or had made significant contributions to
the field and could be considered "experts". A total of eighty-eight people
were identified as having a degree of expertise adequate to be asked to
participate in the Delphi study.

An invitation to participate in the Delphi study was sent to each of the eighty-eight
people identified in this manner. The letter of invitation included a brief discussion of the
Delphi technique and emphasized that a Delphi study is a long process for both the
researcher and the participants. The recipients of this letter were asked whether or not they
were able and willing to commit the time which would be required to complete the study. Of
the eighty-eight invitations which were sent, seventy-three responses were received; fifty-nine
of those responses were from people who agreed to participate in the study.

Instrumentation. A review of the literature was conducted to identify questions,
concerns, and ideas which had been addressed as aspects of visual literacy. Based upon this
literature review, twenty-six broad questions were formulated. These questions were to be
used as stimuli for the respondents’ statements of opinion regarding visual literacy constructs.
A final question was added which asked the participants to identify areas of concern which
were not addressed by the stimulus questions. This final question and the unstructured
format for the responses were utilized in order to take this study beyond the limits of the
existing literature and to benefit fully from the expert knowledge and opinions of the Delphi
participants.

The participants were asked to respond to the questions with written answers. This
diverges somewhat from the procedure usually employed in a Delphi study. It is more
common for the researcher to fornulate a tentative list of statcments, thus making analysis of
the responses much more manageable. In this case, providing such a list might have limited
the ideas and constructs addressed by the participants and was, therefore, judged not to be
congruent with the goal of providing a comprehensive description of visual literacy.
However, since the resconses were to be written by each participant, asking busy
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professionals to respond to twenty-seven questions would have made unreasonable demands
on their time. Therefore, the quesiions were divided and six sub-forms were created, cach of
which contained seven questions. Of those seven questions, five were asked of only some of
the participants, while the two broadest questions were on each sub-form. These two
questions, asked of every participant, were:

Provide a definition of visual literacy which is acceptable to you. It
may be your own, someone else’s, or one which you have modified. Some
elements you may wish to include are: abilities to..... with (elements)..... for
(purposes)..... using (tools).....

What other concerns, opinions, ques:ions etc. regarding the nature
and/or the limits of visual literacy would you like to see addressed in this
study? You might consider things I have left out in regard to a definition cf
the term, visual literacy as a field, visual language, the practice of visual
literacy, educational implications, and visual literacy research.

Each participant was sent the ...aster list of all twenty-seven questions and a shorter form
consisting of seven questions. Participants were asked to answer ali the questions on their
short form and as many from the master list as their time and interest allowed. The final
question on each short form asked every participant to examine the master list in order to
identity aspects of visual literacy which were not already being adequately addressed. In
addition, an extensive list of terms which might serve as stimuli was included. This list
included terms which could be identified ia the literature as related to visual literacy. Round
One of the Delphi study thus consisted of a master list of twenty-seven questions, one of six
short forms which each included seven questions, a list of terns, and a cover letter. This was
sent to th= fifty-nine participants in May, 1989.

Fifty-four responses to the questionnaire used in Round One were received. Each
statement (many of which were quite lengthy) was broken into individual corcepts. More
than 1,600 concepts were identified in the responses to Round One. Because of the large
namber of items which needed to be included, the for.n was organized by grouping portions
of statements. An effort was made to preserve as much of the original language of the
participants responses as possible. This form included broad areas (constructs) and as many
supporting details as could be identified and organized into the framework provided by the
constructs. When completed, the form contained four hundred ninety-one items. That
number was far too many considering that the participants were volunteers who might be
overpowered by the task of evaluating so many statements.

The concepts were collapsed once more, losing some but not all of the participants’
original phrasing. The revised form was structured as a questionnaire with 186 items -- still
more items than desired, but much better than the trial form. Items werc listed as statements,
each to be rated for agreement/disagreement on a four-point Likert-type scale. This final
form was the opinion gathering instrument used in the next two Delphi rounds.

Data Collection

On the two iterations of the Delphi study which utilized this instrument, the participants
were asked to rate each statement (or portion of a statement) on a scale from 1 to 4,
indicating the extent to which they agreed that the statement identified or elaborated upon
an element of visual literacy. The respondents were asked to use the following values for the
scaled responses. A response of "4" indicated strong agreement (“agree strongly"), 3"
indicated mild agreement ("agree somewhat"), "2" indicated mild disagreement (“disagree
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somewhat"), and "1" indicated strong disagreement ("disagree strongly”). In Round Two,
participants were encouraged to make written comments or to suggest re-phrasing of
statements.

Data Analysis Methods

The distinctive characteristics of a Delphi study are 1) no face to face interaction
between participants during the study, and 2) reiteration with statistical feedback. The
statistical feedback consists of a summary of the group’s previous responses, provided by
including the extremes of the interquartile range (Q1 and Q3) and, for each individual, his or
her previous response to each item. Including the first and third quartiles on the next round
of the Delphi study gives the participants information on the range of answers selected by the
central fifty percent of the group (from Q1 to Q3). This information was added to each item
for Round Three.

In addition to feedback, the Delphi procedure requires data for the determination of
level of agreement and degree of agreement for every item considered. Consequently, a set of
simple statistics was generated from the Round Two responses:

Statistic Purpose
Q upper limit of the first quartile feedback
Q3 upper limit of the third quartile feedback
IQR the interquartile range degree of
consensus
M mean rating level of
agreement

For Round Three the IQR and M were computed. Q1 and Q3 were available but were
not utilized since the Delphi procedure was terminated prior to a fourth round.

On Round Three, the Delphi participants were asked to re-rate each stutement, this
time considering the group’s response and their own response on the previous round. They
were also given the opportunity to make comments about the items for which their rating fell
outside the interquartile range. Forty-three responses to Round Three were completed and
returned. The interquartile range and the mean for each item was computed from these
responses.

A t-test was performed on the summed means of all the items on Round Two and the
summed means of all the items on Round Three to determine whether a statistically
significant change in the ratings had occurred. There was found to be no significant
difference (t=1.81, df=91, p.=.074) between Round Two (M=632.58, n=50) and Round
Three (M=657.33, n=43); therefore, the Delphi study was concluded. (Had the difference
been significant, another round would have been administered.)

Phase IT: Validation

Phase II of this research project utilized a different population and involved re-ratiug
the visual literacy concepts idertified by the Delphi population. There were two goals for
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this phase of the project. The first was to validate the Delphi study by asking another group
to rate the items on the instrument. The second goal was to provide a nieasure of importance
of the items which were acc. pted as constructs of visual literacy during the Delphi study.

Population. Since a major goal of Phase II was to validate the results of the Delphi study,
it was important that the subjects invoived in this phase be both concerned with and informed
about visual literacy. Therefore, the members of IVLA (as of October. 1989) who had not
participated in the Delphi study were used as the population. Questionaires were sent to
one hundred eighty people.

Instrumentation and data collection. The list of statements which vvas used in the Delphi
study was used as the instrument for this phase of the study. Because one of the goals of
Phase II was to validate the Delphi study, the items which had been rejected by the Delphi
participants (those with a mean of less than 3.0 on Round Three) were included in this phase.
The statements were still accompanied by a four point Likert-type scale, but this time the
respondents were asked to rate each item as to how important they felt each item to be.

Data analysis methods. The responses to the instrument during the validation phase
were compared with the final responses to the Delphi study to determine if there was a
significant difference in the ratings of the items. A t-test was performed oi. .he summed
means of the responses to all the items to determine whether there was a significant
ditference in the responses to the instrument as a whole. In addition, a r-test was performed
on each individual item, comparing the mean response of the Delphi participants with the
mean response from the validation group.

An F-ratio was computed to determine if the variance in the responses to the instrument
during the validation phase was significantly different from the variance in the responses to
the instrument on both iterations of the Delphi study.

Results
Information Resulting from the Delphi Study

The results of the Delphi study provide two types of information for each item: 1) the
degree of consensus, and 2) the level of acceptance. These results are based on the statistical
analysis performed on the final round. The interquartile range on the final round was used as
the measure of the degree of consensus concerning whether each item identifies a construct
of visual literacy. The items may then either be ranked by degree of consensus or arranged
into groups by degree of consensus. The level of acceptance was used to determine the
inclusion or exclusion of an item in the final list of constructs which define the field of visual
literacy.

The measure of the degree of consensus on an item is the interquartile range. The
interquartile range is figured by subtracting Qp from Q3, ‘hus identifying the range of
responses among the central 50% of respondents. The smaller the interquartile range, the
greater the degree of consensus. The larger the interquartile range, the less the degree of
consensus.

The me2sure of the level of acceptance for each item is the measurement of group rating
of an item; either the median or *1e mean for each item may be used. A level at which each
item is accepted as a construct of visual literacy was established for this study. Items meeting
or exceeding that level were accepted as a construct of visual literacy. Items falling below
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that level were rejected as constructs of visual literacy. In this study, to be accepted an item
niust have achieved a mean of at least 2.98 to be accepted (an arbitrary criterion derived by
calculation of the .05 alpha level of all means of the final round). Any item with a lower
mean was considered to have been rejected by the Delphi panel.

The level of acceptance and the degree of consensus may be independent of one
another. It is possible, for instance, for there to be an extremely high degree of consensus
(interquartile range of .5) regarding an item which is rated low enough to be rejected
(M=2.97 or lower). However, the correlation between the ievel of acceptance and the
degree of consensus for this study was found to be quite Ligh (r=.908).

Statistical Analysis of the Visual Literacy Delphi Study

Changes in Degree of Consensus. In order to determine whether or not there had been a
significant convergence toward consensus as a result of the Delphi process, the variance on
Round Two was compared with the variance on Round Three. A decrease in variance on
Round Three would indicate a convergence toward consensus; such an observation could
then be tested for statistical significance by computing an F-ratio.

An F-ratio was computed to determine if the variance in the responses to Round Two
was significantly different from the variance in the responses to Round Three of the Delphi
study. The difference in the variance for the instrument as a whole (all 186 items) was found
to be statistically significant (F=2.33, df=49/42, p=.003) between Round Two (var=5868.94,
n=50) and Round Three (var=2521.04, n=43). The decrease in the variance (computed by
squaring the standard deviation) shows a significant move toward consezisus.

Non-Statistical Results of the Delphi Study

While statistical feedback on each reiteration of a Delphi study is a vital component of
the methodology, the results of such a study are not necessarily reported statistically.
Frequently the statements are grouped and identif:.d as those items upon which there exists
high, medium, and low degrees of consensus. An alternative is to rank the statements in
order of the degree of consensus.

For many researchers, the most exciting aspect of a study is the possibility of contributing
to the resolution of the question which stimulated the study. The opportunity to addrexs the
questions "What does this mean?" and "So what?" is usually confined to the discussion in ire
section of the report which presents conclusions drawn from the study. However, it is
important to keep in mind that the goal of a Delphi study is to create a statement based upon

group opinion and that such a statement is the true "result" of a Delphi study.

Arbitrarily, the authors have chosen to limit discussion of specific VL constructs to
the "top ten percent." The nineteen statements regarding visual literacy elements, concepts,
or constructs for which there was the highest level of agreement and the nineteen statements
about which there was the hichest degree of consensus arz correlated 1:1. Not only are the
statements the same, the rank orders of agreement and degree of consensus are identical.
Those nineteen statements are (in descending rank order):

1. Within the context of visual literacy, a visual which is visible may include iconic, pictorial
representations.

2. Visual literacy refers to the use of visuals for the purposes of communication.
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3. Within the context of visual literacy, a visual may be seen with the eyes (visible).

4. Within the context of visual literacy, a visual which is visible may include = man-made
objects.

5. Within the context of visual literacy, a visual which is visible may include  natural objects.
6. Within the context of visual literacy, a visual which is visible may include  events.

7. The processes humans engage in to practice visual literacy (use visuals for the above
purposes) include responding to visuals.

8. Designing visuals includes using the elements of visual design such as color, line, form,
shape, light.

9. Responding to visuals may be done mentally.

10. Using visuals in communication may provide a means of communicating other thar
verbally.

11. Using visuals in communication may enhance communication by combining visual and
verbal elements.

12. Within the context of visual literacy, a visual which is visible may include actions.

13. Designing visuals includes applying the principles of composition such as balance, rhythm,
repetition and unity.

14. Designing visuals includes using visual cues to indicate movement, passage of time,
distance.

15. Perception of visuals includes attending to the visual stimuli.
16. The influences upon meaning may lie within the interactions among these elements
[within . viewer, within the visual image, within the context of the presentation, within the

context of sociological influences}.

17. Visual literacy involves the affective domain in that attitudes and emotions can be evoked
with visuals.

18. The study of visual literacy involves the relationship among the components of research,
theory, and implementation.

19. Within the context of visual literacy, a mental visual includes pictorial images.
[Note: The complete list of accepted statements is available to other

researchers when requested directly from the authors. ]

Resuits of the Validation Phase

Rating of entire instrument. A t-test was performed on the summed means of all the items
on Round Three of the Delphi study and the summed means of all the items on the final
administration of the instrument. The difference in the mean responses was found not to be
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statistically significant (r=1.40, df=71, p=.123) between the results of the Delphi study
(M=657.33, n=43) and the final administration (M=629.37, n=30).

Rating of individual items. A t-test was performed op cach individual item to identify
those statements which were rated significantly differently by the two groups. There was
found to be a significant difference in means on 35 of the statements. No significant
difference was found in the mean rating of 151 items.

Consensus. An F-ratio was computed to determine if the variance in the responses on
each iteration of the Delphi study was significantly different from the variance in the
responses on the final administration of the instrument. The results were:

There was found to be no statistically significant difference (F=1.74, df=49/29, p=.085)
in the variance among the responses to the first iteration of the Delphi instrument
(var=5868.94,n=50) and the validation phase administration (var=10,219.59,n=30).

The differences in the variance for the instrument as a whole (all 186 items) was found
not to be statistically significant (F=4.050, df=42/29, p<.0005) between the resulis of the
final iteration of the Delphi study (var=2521.04,n=43) and the validation administration
(var=10,219.59,n=30).

Conclusions

1. The Delphi technique proved to be an appropriate methodology for identifying visual
literacy constructs. The 186 statements generated in the first round yielded 167 statements
that survived the & jreement level criterion.

2. The Delphi technique proved appropriate for bringing visual literacy experts to consensus
regarding the elements, concepts and constructs of visual literacy. Given a set of statements
from Round One, the participants significantly narrowed their degree of agreement when
rating those statements in the next two rounds.

3. The very strong correlation between the level of agreement and the degree of consensus
(r=.908) indicates that there is the most agreement on those constructs which are the most

highly accepted.

4. The set of agreed-upon statements emanating from this study can be the basis for
structuring a coherent theoretical base for visual literacy. No longer can the charge be made
that there is nc substance to visual literacy or that the emerging field of visual literacy has no
conceptual foundations. If VL appears to lack these things, it is likely a reflection of an
immature discipline rather than an unsubstantiated one. The constructs exist.

5. Notwithstanding statements to the contrary in the literature, there is a high level of
apreement on most factors associated with visual literacy. Tl majority of pariicipants
agreed, strongly or moderately, with all 186 statements generated by the first round of the
study. Moreover, 167 statements were agreed upon at a statistically significant (p=.05) level.
These exceptionally high agreement levels indicate that there is indeed much agreement
about the constructs of visual literacy -- at least among that segment of the population who
consider themselves knowledgeable about VL. The term "visual literacy" may forever be
criticized by those who treat the v “rds literally or who themselves want to impose a
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definition. However, the term is widely understood and the meaning given to it is far more
universal than the detractors imply.

The same is true regarding the makeup of visual literacy as a field. The elements,
components, and theoretical constructs are agreed upon at a remarkably high level by those
individuals recognized as visual literacy experts.

6. Phase I1 of the study generally validated the findings of Phase I. A second group of
participants, using a different criterion for rating, supported (as important) the VL constructs
identified by the Delphi group. The validation group ranked visual literacy statements
similarly to the Delphi group for 151 of 186 items.

Summary

This study was initiated to examine the issue of apparent lack of agreement
concerning what the critical components of visual literacy are. Contrary to the conclusion
that could easily be drawn from a review of the existing literature, this study shows that,
among the scholars who study visual literacy, there appears to be a great deal of agreement
regarding its basic tenets.
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Facilitating Allied Health Students' Acquisition cf Clinical Reasoning Skill
ABSTRACT

This paper discussess two methods used to clarify patients' problems and develop
treatment plans to resolve them. The traditional problem solving approach is
presented as a means to introduce students to patient evaluation and treatment
planning, while clinical reasoning is seen as a mors expert way to approach this
process. The incorporation of problem solving early in allied health curricula,
followed by instruction and practice in clinical reasoning is recommended. An
instructional model for facilitating students' acquisition of clinical reasoning
skill is presented.
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The enhancement of students' ability to "oroblem solve" has received much
attention in recent allied health literature. Concurrently, in the medical
ec Jcation literature there is a discussion of the "clinical reasoning process," a
process used to think through patients' problems and formulate treatment plans.
Both problem solving and clinical reasoning have as their goal the determination
of a patient's problem and the development of treatment plans to resoive the
groblem. The purpose of this paper ‘s to compare these two methods of resolving
patients' problems, and to suggest a method of instruction that will facilitate
students’ acquisition of more expert reasoning.

BACKGROUND

Problem Solving Approaches

The discussion of problem solving in the allied health professions has

centered around ieaching strategies to enhance students' ability in this area
(Burnett & Piersor, 1988; Olsen, 1983; May & Newman, 1980; Jerkins,
1985; Slaughter, Brown, Garner & Peritt. 1989) Aithough each of these models
for teaching problem solving vary slightly, essentially the approach provides
students with evaluation results which they analyze, synthesize into problem
lists, and develop treatment programs to address the patient's problems. If
patients were actually treated in this manner the practitioner would perform a
general evaluation on a patient notinrg all normal and abnormal findings without
judgement until the data collecticn process is complete. The practitioner wouid
then review the evaluation findings, synthesize the results, break major
problems down into subproblems, formulate goals for treatment, and finally
develop @ treatment plan. Figure 1 shows the format of this type of clinical
problem solving. Although most commonly reported in the literature on teaching

roblem solving, apparently this method of addressing patients' problems is not
utilized by expert practitioners (Norman, 1988).

Clinica! Reasoning

Norman has noed that the majority of problems that are adcressed in clinical
medicine are solved by means that do not fit this typical definition of a problem
solving model (Norman, 1988). Instead, physicians use what has become known
as a "clinical reasoning process” (CRP) in addressing their patients' problems.
Barrows described CRP as involving the use of hypotheses to guide the evaluation
process, with diagnostic questions or tests used to confirm or refute the
hypotheses (Barrows & Peltovitch, 1987).

According to Barrows the hypothesis-test method of clinical reasoning
involves generating a hypothesis (or preferably, multiple hypotheses) regarding
the patient'> problems early in the evaluation process. tarly hypotheses may be
fairly general, not strongly tied to a specific diagnosis or problem source. These
initial hypotheses are then mentally rank ordered in terms of their plausibility.
The most likely hypothesized cause is then investigated, either with further
questioning of the patient or with specific evaluative tests. As more information
is gathered through the evaluation the practitioner continually re-orders the
hypotheses in terms of their plausibility, deletes some, and graduzlly develops a
more clear understanding of the patient's problem(s). Throughout the evaluation
process the practitioner may revert to a more general evaluation format to
gather more information on proulems that should not be overlooked, eventuaily
returning to the hypothesis-test method as the process continues. Figure 2
depicts the hypothesis-test, clinical reasoning process in flow chart format.
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While Barrow's work focused on the clinical reasoning processes utilized by
physicians, evidence exisis that similar reasoning processes are used by
experienced physical therapists (Payton, 1985), and presumably other allied
health practitioners.

A comparison of clinical reasoning and problem solving shows is that there
are two schools of thought regarding how to address patients' problems. The first
(what we term "problem solving" approach) involves the collection of ail
evaluative information without judgement, followed by an analysis of the data
collected. Clinical reasoning, on the other hand, involves an analyze-as-you-go
approach. The results of each evaluative question or test is immediately
internrted and integrated with previously collected information to guide the
practitioner to the next test to be performed or question to be asked. On one level
the differences between these two approaches to patients' problems appears to be
simply a difference in the sequence of patient evaluations. Examined more
closely, clinical reasening can be seen as requiring more complex cognitive
processing of patient information which can result in a more efficient and
effective identification of the cause of the patient's problem.

Both the problem solving and clinical reascning approach to patients
problems have their advantages and disadvantages. Problem solving can be seen
as a more structured approach, utilizing routine evaluation formats to collect
informatior: on patients. This method may be essential for persons with
relatively little experience in a profession, as utilizing a structured approach
leaves one less likely to "miss” key questions or tests. However, przolem solving
can also be more time consuming than clinical reasoning, and result in
unnecessary evaluative procedures being performed. Clinical reasoning is a
more expert-like way of approaching patient problems, which involves higher
levels of cognitive processing of oatient information, and more rapid and efficient
determination of the patient's problem. One potential problem with using the
clinical reasoning process to evaluate patients is that inexperienced
practitioners (and students) may jump to conclusions about the patient's problem
and forget or simply delete as unnecessary some key evaluative tests. However,
as persons gain a more meanir ‘ul and broader understanding of pathologies and
their appropriate treatments, a " .j develop a repetoire of experience in their
chosen field, it is less likely that such errors will occur.

The models for problem solving instruction advocate introducing the model
early in the educational program (Burnett & Pierson, 1988; Qlsen, 1983; May
& Newman, 1980; Jenkins, 1985; Slaughter, Brown, Garner & Peritt, 1289).
This inital instruction provides students with the structure needed to gain
experience with patient evaluation and treatment planning. However, since one
goal of allied health education is to produce competent clinicians, and apparently
expert practitioners utilize a quite different approach to solving patient
problems than that traditionally referred to as “problem solving," incorporation
of the more complex reasoning process into existing allied heaith curricula
seems advisable (Payton, 1985). Such instruction can be sequenced late in the
educational program, after students have gained initial clinical experience using
the problem solving approach. Instruction in the performance of the clinical
reasoning process has the potential to accelerate learners' transitions from
novice o expert clincian. The following describes a method of instruction in
clinical reasoning that could be incorporated inww educational programs,
sequenced after students have gained experience with the more traditional
problem solving approach.
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INSTRUCTIONAL MODEL FOR CRP

While there have been several reports of teaching strategies for developing
oroblem solving abilities, little has been written concerning the instructional
strategies that will facilitate acquisition of clinical reasoning skill. Instruction
in the clinical reasoning process is made mnre difficult because it does not
involve a linear type of thought process, but rather uses an iterative approach to
patient evaluation. Thus, instruction on this method of addressing patients'
problems must convey the complexities of the clinical reasoning process while
providing for practice of the skill, thereby enhancing students' ability to use the
CRP in their patient care.

While the clinicai reasoning process has been described as being distinctly
different from traditional problem solving, it is not so different from the type of
reasoning used when encountering everyday un’nowns. Wright described
"diagnostic induction” as being the kind of reasoning process that is basic to
normal human functioning (Wright, 1989). This is a process by which, when
confronted with a "problem” c¢r question to which there is no blatantly apparent
answer one generates multiple hypotheses which are ordered in terms of their
relative plausability. The plausability rankings provide guidance on which
"leads” to follow when searching for other relevant information which will help
to clarify the question or problem under study.

A common example of diagnostic inductive thinking it he way one would
approach the problem of a car that won't start. Neither .. mechanic nor an
averzge car owner would try to determine the car's problem by completely
evaluating all of its systems followed by a sorting out of this evaluation's results
to identify the problem. Instead, both the expert mechanic and the average car
owner would make some guesses (or hypotheses) as to what was wrong with the
vehicle, such as the car being out of gas, the battery being dead because the lights
were left on, or some general problem with the ignition system. Based upon
these hypotheses one wouid perform some limited tests to determine v/hich one is
the real problem (looking at the gas gauge, checking the light switch, etc), and
generate some plan to fix the problem. Showing students how the CRP is similar
to the way they already think about common problems by using an example such
as this may help to orient them to the usefuiness of a hypothesis-test method of
evaluating patients.

To help students understand the differences between the CRP and problem
solving approaches it may be helpful to explicitly point out these differences.
Following this introduction to the CRP, examples of its use in clinical practice
should be provided to the learners. Since the CRP is actually performed
mentaliy, without any overt sign of the information processing which occurs,
presenting examples of it's use takes the form of the instructor "thinking aloud,”
by talking students through the steps involved in clinical reasoning. When
presenting examples of clinical reasoning, a hypothetical patient case may be
presented to the learners, with very little detail provided at the outset. The
instructor would th.en talk through the steps being used (i.e. the steps shown in
Figure 2) by generating lists of hypotheses about the patient, rank ordering the
possibilities according to their plausibility, deciding upon information needs,
selecting appiopriate tests, receiving test results, modifying hypotheses, and so
on. This method of instruction, based upon social learning thieory, is referred to
as modeling of the desired behavior.

An option to having the instructor simply talk through the reasoning process
on a hypothetical patient is to use a videotape of an actual patient evaluation, with
the instructor narrating the thought processes used to progress through the
evaluation. Interactive videos, which would allow selective branching to
different segments of an evaluation, provide an excellent, though expensive,
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medium for depicting the clinical reasoning process in action. A less expensive
alternative which still allows a greater touch of realism to this demonstration of
CRP is the use of slides which depict the various evaluation steps, again narrated
by the instructor.

In whatever medium the example is piesented fo the learners, the patient
case study should be selected carefully. It should require all of the steps involved
in CRP, yet be simple enough so as to avoid requiring a larger knowledge base
than that possessed by the learners. One of the complexities of teaching the
clinical reasoning process (or any of the problem solving approaches) is that the
success of a student's reasoning is dependant upon prior knowiedge upon which
the reasoning is based. For example, one could not expect a student to
demonstrate competent clinical reasoning when evaiuating a patient with a head
trauma if the student did not know the basics of neurology, and the necessary
evaluation techniques. Therefore it is important that the examples and practice
cases presented be based upon some clinical problem with which the learners are
familiar.

Following this initial demonstration of clinical reasoning, students should be
provided with opportunities to practice using the CRP on patient cases. Three
levels of practice that can be used to promote acquisition of clinical reasoning
skills include participative modelling, individual practice on case studies, and
practice in clinical education settings.

Participative Modelling

In participative modelling the instructor presents a group of students with
initial patient information and requests their input on potential causes of the
natient's problem, ranking of the hypothesized causes etc. Throughout this
process the instructor may prompt students with questions, cueing them toward
particular types of information that might be helpful in determining the patient's
problem. In this way the students get immediate feedback about the use of CRP in
a non-threatening, group environment. In participative modeling the instructor
provides progressively less and less assistance in performing the desired skill,
thus allowing learners to increase their competence and self-efficacy in using
the newly learned skill. This type of practice can be used effectively in the early
stages of learning a new skill.

Individual Practice

After students demonstrate an understanding of this "new" type of clinical
reasoning they can progress to the second level of practice. Here the students
should be providecd with opportunities to practice and receive feedback on their
own individual use of the process. Practice items for the clinical reasoning
process should take the form of realistic patient case studies, much like those
presented in the example. The type of case study to be used for practice of CRP
should pe designed so that practice closely parallels the use of the process in
clinical settings. Thus, all information about a patient must not be provided to
the learniar at the outset. instead, case studies should begin with a small amount
of information about the patient, such as the type of information that would be
obtained when a patient is asked "Why did you schedule an appointment?"
Additional information about the case study patient should be provided to the
learner only upon request, as this allows mimicking the question-answer format
of patient interviews and the test-results format of objective testing. Thus, if a
student fails to remember to "ask™ a key question, or "order" a vital test the
student fails to receive crucial information that may affect the
diagnostic/treatment process.
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Given the iterative format of clinical reasoning, the format of practice items
provides some challenges to the instructor. While it may seem awkward, written
case studies can be used to provide this type of practice case. For example, two
students could work together, one as the practitioner, and the other as the
patient, or information source. The practioner would receive initial information
regarding the patient, and based upon this information, would list possible causes
of the patient protlem, and rank order these causes in terms of their probability.
The student would then request additional information from the patient to confirm
or refute the most probable cause of the problem. The type of information
requested could be answers to questions, or objective test results. The second
student provides the practitioner with only the information requested, eventually
culminating in the practitioner's selection of the patient's "diagnosis” and
formulation of a treatment plan.

This method of working through case studies is certainly feasible, but is
dependant upon the ability of learners to work together in teams. Computer
programs written to provide patient information only upon request could be used
to allow individual student practice. Interactive videos programmed to provide
information to the learners in the same manner could also present an effective
and powerful method for practicing CRP, this time allowing the learners to
practice observation skills that are not afforded by the written or non-video
computer-based practice methods.

In addition to the format of practice items it is also important to consider the
sequence in which they are presented to students. Easy to difficult sequencing is
recommended so that learners may first practice on problems on which they have
a relatively high probability of successfully completing, thus allowing them to
practice a new skill in low stress situations. Easy cases might describe patients
whose problem is easily identifiable, has a fairly obvious source, or is commonly
seen in clinical settings. More difficult cases might include patients with
multiple problems, or seemingly contradictory evaluation results. The use of
divergent practice items is also recommended, to allow students to practice
applying the CRP with different types of patient problems.

During this level of practice it is essential that students receive corrective
feedback regarding the effectiveness of their clinical reasoning. Feedback from
the instructor should concentrate not only on the outcomes of the learner's use of
CRP (i.e. the identified patient problem and treatment plan), but also on the
process itself, perhaps by pointing out specific steps on which the learner needs
to focus. When using the CRP two types of errors can be made. First, students
may use the CRP itself incorrectly, referred to as a process error. For example,
when presented with initial patient information a student may "collect” data
randomly, without using hypothesized causes of the patient's problem to guide the
data cclicction process. This type of error might be identified by asking the
student why they elected to "perform™ a specific test, and what kind of
information they hoped to gain from it.

The second type of error that can occur when using the CRP is making
incorrect assumptions about the meaning of test results, or the symptoms
exhibited by a patient with a certain problem. These errors can be classified as
knowledge errors. Students working with this type of error might appear to be
randomly collecting data on a patient, but actually be working with a deficient
knowledge base, and thus be generating implausible hypotheses. This type of
error requires identification of the student's incorrect assumptions, and perhaps
referral to text books or other references for remedial work.

When providing feedback about students’ clinical reasoning skill, it is
important to remember that no two individuals can be expected to take the same
paths through the reasoning process on any given patient. The CRP is
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individualistic in that many of the steps require judgements based upon prior
knowledge and experience. For example, when presented with a paiient with low
back pain, ons physical therapist may rank as the most probable hypothssized
cause of the pain as being a generated from a disc. An equaily competent therapist
with different prior experiences may believe that the most probable cause is a
muscle sprain, and still another might hypothesize facet involvement. From
these diverse starting points each therapist will progress by asking questions and
performing tests to confirm their own hypothesis, and eventually revising their
hypothesis to keep it in line with the information gathered from the evaluation.

Since one can not expect two experts to follow the same paths in thinking
through a patient’s problem it is important that one does not expect all students
to perform the reasoning in exactly the same manner. The important point is
that students do not make critical errors in their clinical judgement, such as
forgetting key tests thai might differentiate one type of patient problem from
another. To help students recognize how important it is both to consider all
possible causes of a patient's problem, and to not jump to conclusions abeut the
problem source early in the evaluation process, contrasting patient cases should
be included in the practice of CRP. This involves the development of cases in
which the patients have similar presenting symptoms which result from
different causes. A physical therapy example of these type of cases would be to
present students with a case of a patient with shoulder bursitis, and one with a
cervical radiculopathy. Both patients could have similar (though not identical)
histories of the onset of the problem, identical pain distributions, and very
similar range of motion and muscle strength. However, a few key tests could oe
performed on such patients to differentiate between the two problems. Failing to
perform the tests might result in the incorrect identification of the patient
problem, and development of an inappropriate treatment plan.

Climcal Education Practice

The final level of practice of the clinical reasoning process should occur in
the most realistic setting possible. Clinical education experiences are ideal
forums for practice of clinical reasoning, for it is in the clinic that the process
takes on real meaning for the students and their patients. Under the supervision
of clinical preceptors students can further refine their clinical reasoning skills,
and experience first hand the results of their reasoning. Following a student
conducted patient evaluation the clinical preceptor can use in depth questioning of
the student to determine why certain tests were or were not performed. This
will assist the preceptor in understanding the student's clinical reasoning, and
will help to identify weaknesses in process or knowledge that might lead to
ineffective determination of the patient's problem. The preceptor might then
suggest potential causes of the patient's problem ihat the student did not consider,

and correct any faulty assumptions that the student might have made during the
evaluation.

DISCUSSION

The reasoning process utilized by health professionals is a complex one,
which requires integration of information from numerous sources. The clinical
reasoning process presented here can be seen as distinctly different from
iraditional problem solving models. The model presented for CRP instruction is
intended to clarify the clinical reasoning process itself, and to identify
instructicnal strategies to assist students in acquiring this critical skill. Figure
3 depicts the steps described for instruction on clinical reasoning.

While practical for implementation in most allied health educational
programs, this method for teaching the clinicai reasoning process has not been
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subjected to testing with students to determine it's effectiveness in achieving the
goal of acquisition of more expert-like CRP skills. One difficulty in testing any
instructionai meihod for ciinicai reasoning is the difiicully in measuring
performance outcomes. The authors know of no tool which allows for assessment
of students' ability to reason in clinical settings, save clinical preceptor's
subjective assessment of student performance. A recent effort to determine the
effectiveness of a clinical problem solving model through the use of a standard
critical thinking scale was unsuccessful, perhaps not so much because of the
ineffectiveness of the model, but because the testing instrument used might not be
an effective measure of the problem solving used in allied health practice.5 The
identification of an effective evaluative instrument for measuring learners’
clinical reasoning skill would be of great assistance in determining the value of
any clinical reasoning instructional model.

As mentioned previously, the use of the clinical reasoning process is
dependant upon the student's prior knowledge, and their abiiity to recall and
integrate information from prior coursework that might assist in the CRP.
Current work in instructional design related to schema theory may help to
identify ways {o design instruction so that this information is more easily
retreivable for use in the clinical setting. One problem that we havc observed in
students beginning to evaluate patients in clinica! settings is their inability to
distinguish between relevant and irrelevant evaluation findings. Using the
clinical reasoning process may help to reduce the amount of irrelevant
information that students obtain from patient evaluations, as each test or
question is related to their hypothesis regarding the cause of the patient's
problem. Again, instructional strategies that will facilitate identification of
relevant c11es would be of assistance in preparing students for competent clinical
practice.

Additional research into the area of clinical reasoning may be directed toward
the identification of criticai characteristics of case studies to be used in the
practice of CRP. Investigation into the attributes of media through which CRP
practice is provided may also provide guidance in the design of effective learning
experiences in this area.

Another area of interest is the issue of sequencing clinical reasoning
instruction. We have recommended introduction of “problem solving” early in
the health care professionals' curricula as a means of providing learner
motivation and initial structuring of knowledge for use in health care settings.
This initial instruction would be foilowed by later instruction in the hypothesis-
test method of CRP. The question of whether it is necessary or advisable to teach
problem solving before hypothesis-test has not been tested empirically. Some
learners may be able to generate sufficient numbers of hypotheses regarding
patient problems early in the curriculum so that simple problems may be
addressed through this more expert-like method. On the other hand, other
learners may not be able to utilize the hypothesis-test method until they have
compieted extensive clinical experience in their chosen fields, and may not use
this method until they have completed their formal schooling. Studies of
individual differences in ability to generate and test hypotheses may provide
insight into the optimal sequencing of CRP instruction (i.e. problem solving
prior to the CRP; focusing solely on CRP, or using some other method not yet
addressed) for individual learners.
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Figure 1. The problem-solving process. Problem solving is presented
as a linear process.
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CEREBRAL LATERALITY
IN
COLOR INFORMATION PROCESSING

Louis H. Berry
Instructional Design and Technology
University of Pittsburgh

During the past several years, extensive research has addressed the
interaction between hemispheric specialization and the processing of visual
information. Studies suggest that visual material may be stored in memory
in different locations or forms depending upon how meaningful the visual
cues are in relation to the information presented. Other researchers have
explored the degree of processing of visual information in the right and left
cerebral hemispheres. Little research however, has investigated the specific
interaction between how color information is processed and the relationship
of that processing to hemispheric specialization.

The purpose, therefore, of this study was to investigate the interaction
between hemispheric specialization and pictorial recognition memory for
pictures presented in three different color modes: realistic color, non-realistic
color and monochrome (black and white). A secondary purpose was to
further confirm the efficacy of applying signal detection analysis to color
recognition memory data as a means of obtaining a more accurate assessment
of the role of color in visual information processing.

BACKGROUND RESEARCH

Substantial research has focused on the role of color in visualized
instruction (Dwyer, 1972, 1978; Berry, 1974; Winn, 1976; Chute, 1979;
Lamberski, 1980). This research represents one aspect of the larger theoretical
debate which continues regarding visual complexity and human information
processing. It has long been contended that the mere addition of visual cues
will increase the ability of the viewer to store and retrieve visual
information.. This orientation, termed "realism theory" by Dwyer (1967), has
strong theoretical foundations (Dale, 1946; Morris, 1946; Carpenter, 1953 and
Gibson, 1954) and is indeed the major premise of cue summation theory
(Severin, 1967). Other researchers (Broadbent, 1958, 1965; and Travers, 1964)
have, however, taken strong opposition to this theoretic base on the grounds
that the human information processing system is of limited capacity and that,
in times of rapid information reception, irrelevant cues may block the
processing of cther, relevant information. Studies (Kanner, 1968; Katzman

056
68




and Nyenhuis, 1972; Dwyer, 1972, 1979) have investigated this apparent
contradiction with conflicting results.

The inclusion or absence of color information can be regarded as one
dimension of visual complexity. Color can function in a dual role when used
in visual displays. First, it can serve primarily a coding function, providing
additional information but not providing any realistic description of the
display. In this case, the effectiveness of color can be predicted by cue
summation theory, but not by the realism hypothesis. Alternately . color can
be used to present a mcre realistic version of the visual display. In this
instance, in addition to providing a greater aumber of overall cues, it
provides the viewer with more realistic attributes or "handles” with which to
store and retrieve information. When color is used in this fashion, its value
could be predicted by the realism theories as well as by cue summation theory.

Much past research investigating the differences between color and
monochrome visuals f iled to take into account the fact that realistic color
visuals contain intrinsically more information and consequently require
more time for processing. In an attempt to resolve this methodological
inconsistency as well as to more accurately assess the role of color in huma=
information processing, Berry (1974) compared realistic and non-realistic
color versions of the instructional materials on the human heart developed
by Dwyer (1967). Data suggested that, in those learning tasks where visual
materials contributed significantly to the improvement of instruction,
realistic color materials were most effective. Later research (Berry, 1977, 1982,
1983) which investigated the color realism/complexity question relative to
pictorial recognition memory found both realistic and non-realistic color
materials superior to monochrome visuals. These findings suggest that cue
summation theory may provide an accurate description of how color
functions in basic information processing tasks such as picture recognition.

Other research by Berry (1984), in which the role of the cognitive style
of field dependence identified by Witkin et al (1971) was investigated in
relation to color information processing, suggested that field dependent
individuals experience greater processing and storage difficulties. In this
study, it was concluded that such difficulties may represent less efficient
organization of the material in memory.

Studies by Craik and Lockhart (1972) and Craik and Tulving (1975)
strongly suggest that a continuum of levels of information processing exists
and that more meaningful information is processed more deeply and thereby
is more effectively stored in memory. Such a theory would imply that
realistic color materials, due to their greater number of meaningful cues
would be more deeply processed and therefore more effectively stored. Paivio
(1971, 1975) hypothesized a dual coding theory in which one system, the
imagery system processes information related to concrete objects and events,
while the second, verbal system processes language-based ir.formation. This
theory may imply that more realistic information which might be easily
described verbally could be processed separately from that which has fewer
verbal/realistic labels. Much of this research suggests that visual information
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may indeed be processed in a variety of ways or in more than one memory
location.

Extensive research during the past thirty years has addressed the
concept of cerebral laterality and hemispheric specialization as another means
of explaining variations in the processing of information. In summarizing
this mass of research findings, Hellige (1980) presents the common
conclusion that the right hemisphere of the brain specializes primarily in
visuospatial processing and the left hemisphere focuses on verbal/linguistic
tasks. While it would be abs.ardly simplistic to attribute the processing of
specific types of information to one or the other hemispheres of the brain, it
would not be unreasonable to expect visual information to be processed
somewhat differently in the different locations. Although it is generally held
that visual information is processed first in the right hemisphere, it is not
clear how or where color information is processed. Beauvois and Saillant
(1985) however, found significant data which indic: ied that color is
represented in two separate memory systenis, one verbal and one visual.
When color is used in a realistic manner, it can: supply additional,
meaningful verbal or linguistic labels, while the use of color simply as a
coding technique (non-realistic) may not be processed in the left hemisphere.
Research by Meyer (1975), Daehler et al (1976) and Lamberski and Dwyer (1583)
support the coding concept of color.

Research conducted on brain damaged subjects by De Renzi and
Spinnler (1967) fcund that subjects with right hemisphere damage had
significantly more probleras in color naming and identification tasks while
subjects with left hemisphere lesions did not demonstrate significant
impairment. These results were further confirmed in studies by Scotti and
Spinnler (1970), and Capitani, Scotti and Spinnler (1978). A study conducted
by Davidoff (1576) with normally functioning subjects reported a right
hemisphere advantage in sensitivity t. perception of color stimuli. These
findings were confirmed in a later study (Davidoff, 1977). Malone and
Hannay (1978) however, investigated color memory relative to hemispheric
asymmetry in normal subjects. Results indicated a significant main effect for
color in the right visual field, implying a left hemisphere advantage. These
results were, however, attributed to the use of verbalization in the
performance task. Jorgenson,Davis, Opella & Angersiein (1980, 1981) found a
right hemisphere advantage for color and a left hemisphere advantage for
color/verbal responses.

From the preceding review, it is appareni that the means by which
color information is processed is still, as Otto and Askov (1968) concluded,
essentially unclear. It was the purpose therefore, of this study to investigate
differences in the processing of color information within the two
hemispheres of the brain. Since it is a well established fact that the two
hemispheres do not function independently, it would be inappropriate to
attribute specific modes of processing to one or the other discreet
hemispheres. Consequently, in this study, comparisons were made between
the processing attributable to the integrated functioning of both hemispheres
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as is normally the case_ with processing accomplished by the right hemisphere
independent of the left. To achieve this condition, it was necessary to occupy
the left hemisphere with a complex verbal masking task, thereby effectively
preventing it from effectively processing the presented visua! information.
Such a technique has become a commonly accepted means of localizing
processing to the right hemisphere.

METHOD

The stimulus materials used in the study were similar to those used by
Berry (1977, 1982, 1983, 1984) and Ei Gazzar (1984). These consisted of 120
stimulus slides and 60 distractor slides. All slides were obtained from a pool
of geographic scenery slides taken by semi-professional and professional
photographers in various locations of the United States and Canada. In
selection of the materials, care was exercised to exclude all recognizable
humar. figures, verbal materials or unique objects. The entire collection of
materials was randomly divided into thirds. One third was retained as a
realistic color group, a second third was recopied onto black and white slides
and the remaining third was altered by photographic reversal to produce a
non-realistic color group. By means of the photographic reversal process, the
overall number of color cues could be held constant, while the degree of color
realism could be manipulated.

The sample for the study consisted of twenty six graduate students
drawn from academic areas of education, health professions and library
science. All subjects were consenting volunteers.

The list learning procedure was employed, in which all subjects were
first shown the set of 120 stimulus slides, individually for 500 ms each. On a
random basis, subjects were instructed to perform a masking task while
viewing either the first sixty slides or the second sixty slides. The remaining,
alternate sixty slides were viewed without the performance of the masking
task. The task employed required each subject to begin counting backward by
threes from the number 488 as quickly as possible, while viewing the specified
group of stimulus slides. In this way, right hemisphere processing could be
localized by inhibiting left hemisphere processing. Subjects were subsequently
presented with a random distribution of all slides (stimulus and distractor)
for five seconds each. During that time, subjects responded on a checklist
either "old" (stimulus slide - seen before) or "new" (distractor slide - never
seen).

The design of the study was a two-way repeated measures type with
three levels of the color factor (realistic, non-realistic, monochrome) and two
levels of the cerebral localization factor (right specialized, integrated).




ANALYSIS

Analysis of the daia oblained was conducted via the method of Signal
Detection Analysis. This approach has been frequently applied to the analysis
of recognition data in the past as a means whereby both recognition rate and
error rate are taken into account.

Signal Detection Theory has been accepted as a reliable technique for
assessing a subject's ability to describe the occurrence of discrete binary events.
The basic model of SDT was described by Swets (1964) and has been used
extensively to study the ability of individuals to distinguish the presence of a
signal when that signal was mixed with noise. More recently, Grasha (1970)
has suggested the use of SDT parameters in the study of memory processes.
Signal Detection Theory has been applied specifically to recognition memory
experiments involving pictorial material in research conducted by Snodgrass,
Volvovitz and Walfish (1972), Loftus and Kallman (1979), Loftus, Greene and
Smith (1980), Berry (1982, 1983, 1984) and El Gazzor (1984).

The mean probability of hits and the mean error rates for each
treatment and level were calculated as well as the measure of sensitivity, d',
which was determined from tables developed by Elliot (1964). To facilitate
analysis, the d' statistic was uniformly transformed to eliminate negative
values (d' adjusted). These data a: presented in table 1.

TABLE 1
Means and standard deviations for hit and false alarm probabilities,

error rates and d' by treatments and cerebral localization
(N = 26)

P(H) P(FA) ERRORS d' ADJUSTED

__TREATMENT Mean s.d. Mean s.d. Mean s.d. Mean s.d.
Right localized
Realistic Color 480 163 519 134 16.56 2.98 2.918 431

Nonrealistic Color  .565 .193 419 176 13.07 3.34 3.427 487
Black & White 479 .184 492 136 14.12 332 2909 411

Integrated

Realistic Color 617 174 519 134 13.87 324 3.283 486
Nonrealistic Color 533 181 419 176 13.75 2.90 3.236 555
Black & White .546 ..203 492 136 12.77 3.73 3.143 .579

Analysis of variance procedures for two factor repeated measures were
conducted on the probability of hits (recognition scores), total error scores and
on the adjusted SDT measure of sensitivity, d' adjusted.

With respect to the analysis of the hit probability data, a significant F
value for the interaction, F (2,50) = 5.90, p = .0050 and a significant F value for
the main effect of lateral localization, F (1,25) = 8.95, p = .0062 were obtained.
The main effect for color was not significant F (2,50) =.62, p = .5422. Since a
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significant interaction was found, the Scheffe procedure for pairwise
comparisons was applied. The results of that analysis is shown in table 2.

TABLE 2
Summary of pair-wise comparisons for hit probabilities,
error rates and d' adjusted

HIT PROBABILITY ERROR RATE d' ADJUSTED

Real/Integrated > B &W/Right Real/Right >Non-real/Right Non-real/Right >Real/Right
Real/Integrated > Real/Right Real /Right > Non-real/Integrated ~ Non-real/Right > B & W/Right

Real/Right > B &W/Integrated

Analysis of the error rates produced a significant interaction, F (2,50) =
5.84, p = 0053; a significant main effect for lateral localization, F (1,25) =8.51),
p = .0074; and a significant main effect for color, F (2,50) = 3.80 p = .0291.
Results of the pairwise comparisons are shown in table 2.

Analysis of the adjusted d' scores produced a significant interaction,
F (2,50) = 8.18, p = .0008; a significant main effect for lateral localization, F
(1,25) =4.55, p = .0428; and a significant main effect for color, F (2,50) =3.38, p =
.0419. The results of the Scheffe procedure are summarized in table 2.

Since, in all cases, the interactions were sigruficant, no further analyses
of the main effects data were warranted. Each of the interactions is illustrated
respectively in figures 1 through 3.

DISCUSSION

Examination of the hit probabilities indicate that under the right
localized treatment, both the realistic and black & white treatments scored
significantly lower than did the non-realistic color treatment. Additionally,
the non-realistic group did not differ significantly from ary of the treatment
groups under the integrated treatment. This finding would suggest that the
masking task inhibited recognition under the realistic and black & white
treatments, but did not do so under the non-realistic treatment. An
examination of the error rates confirms tkds, since both the realistic and black
& white error rates are high, with the realistic color rate significantly so. It is
because of this relationship beiween hit rates and error rates that the measure
of recognition sensitivity, d' was derived. The statistic, d' accounts for both
hit and false alarm rates and is therefore a more precise index of the true
recognition rate.

Analysis of the d’ scores also indicate that the non-realistic color group
achieved significantly higher than did either of the other two color
treatments under the right localized treatment. Additionally, the non-
realistic color /right localized group did not differ significantly from any of
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the integrated treatments, although the mean d' value for the non-
realistic/right localized group was somewhat higher
(see figure 3).

Reasons for these findings can be drawn from the literature on cerebral
asymmetry as well as from research on memory and information processing.
The left cerebral hemisphere is generally attributed with processing verbal
and linguistic information, while the right hemisphere tends to specialize in
visuospatial processing. In the case of the images presented in this study, it
could be concluded that the recognition prccess incorporates both types of
processing, as research generally suggests. The right half processes the
visuospatial comporent which includes color information, while the left
hemisphere processes verbal or labeling information i.e. tree, lake, rocks etc.
It is this combination which constitutes "realism”, the visual image plus the
verbal labels describing previously encountered concepts. In the case of the
right localized groups, the verbal label component was inhibited by the verbal
masking task, reducing the effectiveness of that form of processing. In the
case of the non-realistic treatment, the additional color cues, which did not
have any verbal or "realistic" associations were used purely as unique cues for
storage and retrieval of the information. Since there were no realistic verbal
cues, these were not used in the processing of the images. In the case of the
integrated treatments, the findings of previous studies (Berry; 1977, 1982,
1983,1984) were upheld, in that realistic color materials are generally found to
be superior to other color formats.

These conclusions are supported by the now classic work of Craik and
Lockhart (1972) and Craik and Tulving (1975) which contends that more
meaningful material is processed more deeply. In the case of visual material,
the combination of imagery {(color and structure) and semantic description
(verbal labels) contribute to more complete or deeper processing. When part
of this information is inhibited, the remaining information is processed less
deeply. The lack of labels in the non-real group is replaced by more unique
color codes which serve to process the information more deeply.

Research related to cerebral asymmetry also supports this finding.
Beauvois and Saillant (1985) suggest that color information is stored
separately, in both hemispheres. This would imply that if the left
hemisphere processing of color information is inhibited, the processing
would continue in the right. Research ty Jorgenson, Davis, Opella and
Angerstein (1980, 1981) also suggest left hemisphere color /verbal processing
and right hemisphere color processing. This study inhibited the left
hemisphere processing but permitted right hemisphere color processing to
proceed. Realistic color, which is generally considered "color” in most
research is the type of color information processed in the left half, since
realism implies semantic or verbal labels. Right hemisphere color processing
is non-verbal and thereby represents the type of processing done with non-
realistic color

The primary conclusion of this study, therefore, is that color processing
is bi-locational, with realistic/verbal image processing being done in the left
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hemisphere and pure color processing being done in the right hemisphere.
In terms of color realism, it can be concluded that visual realisin probably
constitutes a combination of information, some being imaginal ¢nd some
being verbai in nature.

A word of caution should however be attached to the interpretation of
these findings. This study utilized a verbal (arithmetic) masking task to
occupy and therefore inhibit left hemisphere processing in the right localized
{reatment group. It cannot be completely assured that this task compietely
engaged the processing of the left half, but rathe only interfered with such
processing. It is the suggestion of this researcher that further research address
these questions using perceptual rather than verbal means of localizing
processing to either half of the brain to assure more complete localization of
processing. Such presentation formats would present different stimulus
materials, simultanecusly to each individual visual field (left, right).




REFERENCES

Beauvois, M. & Saillant, B. (1985). Optic aphasia for colours and colour
agnosia: A distinction between visual and visuoverbal impairments in
the processing of colours. Cognitive Neuropsychology. 2, 1-48.

Berry, L.H. (1974). An exploratory study of the relative effectiveness of realistic
and non-realistic color in visual instructional materials. (Doctoral
dissertation, the Pennsylvania State University). Dissertation
Abstracts International, 35, 7717a.

Berry, L.H. (1977). The effects of color realism on pictorial
recognition memory. Paper presented at the annual convention
of the Association for Educational Communications and
Technology, Miami Beach, FL.

Berry, L.H. (1982). Signal detection analysis of color realism data.
Instructional Communications and Technology Research
Reports. 13,

Berry, L. H. (1983). The effect of cross cultural variations and color
redlismon pictorial recognition memory. Paper presented at the
annual convention of the Association for Educational
Communications and Technology, New Orleans, LA.

Berry, L. H. (1984). The role of cognitive Style in processing color
information: A signal detection analysis. Paper presented at the
annual convention of the Association for Educational
Communications and Technology, Dallas, TX.

Broadbent, D.E. (1958). Perception and Communication. New York:
Pergamon Press.

Broadbent, D.E. (1965). Information processing in the nervous
system.Science. 35, 457-462.

Capitani, E., Scotti,G. & Spinnler, H. (1978). Colour imperception in
focal excisions of the cerebral hemispheres. Neuropsychologia.
16, 491-496.

Carpenter, C.R. (1953). A theoretical orientation for instructional film
research. AV Communication Review, I, 38-52.




Chute, A.G. (1979). Analysis of the insi-uctional functions of color and
monochrome cueing in media presentations. Educationai
Communications and Technology Journal. 27, 251-263.

Craik, F.I.M. & Lockhart, R.S. (1972). Levels of processing: A
framework for memory research. Journal of Verbal Learning
and Verbal Processes. 11, 671-684.

Craik, F.I.M. & Tulving, E. (1975). Depth of processing and the
retention of words in episodic memory. Journal of Experimental
Psychology: General. 104, 288-294.

Daehler, M., Bukatko, D., Benson K. & Myers, N. (1976). The effects of
size of color cues on the delayed response of very young
children. Bulletin of the Psychonomic Society. 7, 65-68.

Dale, E. (1946). Audio-visual methods in Teaching. New York: Dryden
Press.

Davidoff, J. (1976). Hemispheric sensitivity differences in the
perception of colour. Quarterly Journal of Experimental
Psychology. 28, 387-394.

Davideff, J. (1977). Hemispheric differences in dot detection. Cortex.
13, 434-444,

De Renzi, E. & Spinnler, H. (1967). Impaired performance on color
tasks in patients with hemisphere damage. Cortex. 3, 194-217.

Dwyer, F.M. (1967). Adapting visual illustrations for effective
learning. Harvard Educational Review,.37, 250-263.

Dwyer, F.M. (1972). A guide for improving visualized instruction..
State College, PA: Learning Services.

Dwyer, F.M. (1978). Strategies for improving visual learning. State College,
PA: Learning Services.

El Gazzar, A. L. (1984) A comparative study of the interactive effects of
digitized and photographic image modes and color realism in a

pictorial recognition task (Doctoral dissertation, the University of
Pittsburgh). Pittsburgh, PA.

065
77

10



11

Elliot, P.B. (1964). Tables of d'. in J.A. Swets, (Ed), Signal detection and
recognition by human observers. New York: John Wiley & Sons.

Gibson, ].J. (1954). A theory of pictorial perception. A V' Communications
Review. 2, 2-23.

Grasha, A.F. (1970). Detection theory and memory processes: Are they
compatible? Perceptual and Motor Skills. 30, 123-135.

Hellige, J.B. (1980). Cerebral hemisphere asymmetry: methods, issues
and implications. Educational Communications and Technology
Journal. 28, 83-98.

Jorgenson, C., Davis, J., Opella, J. & Angerstein, G. (1980). Hemispheric
asymmetry in the processing of Stroop stimuli: An examination
of age ard gender differences. International Journal of
Neuroscience. 13, 113-116.

Jorgenson, C., Davis, J., Opella, J. & Angerstein, G. (1981). Hemispheric
asymmetry in the processing of Stroop stimuli: An examination
of gender, hand-preference and language differences.
International Journal of Neuroscience. 11, 165-169.

Kanner, J.H. (1969). The instructional effectiveness of color in
television: A review of the evidence. Palo Alto, CA: Starford
University.

Katzman, H. & Nyenhuis, J. (1970). Color vs black and white effects on
learning, opinion and attention. AV Communicaiion Review. 20,

16-28.

Lamberski, R.J. (1980). A comprehensive and critical review of the
methodology and findings in color investigations. Paper
presented at the annual convention of the Association for
Educational Communications and Technology, Denver, CO.

Lamberski, R.J. & Dwyer, F.M. (1983). The instructional effect of
coding (color and black and white) on information acquisition
and retrieval. Educational Communications and Technology
Journal, 1, 9-21.

066




12

Loftus, E.G., Greene, E. & Smith, K.H. (1980). How deep is the meaning
of life?. Bulletin of the Psychonomic Society. 15, 282-284.

Loftus, G.R., & Kallman, H.J. (1979). Encoding and use of detailed
information in picture recognition. Journal of Experimental
Psychology: Human Learning and Memory. 5, 197-211.

Malone, D.R. & Hannay, H.J. (1978). Hemispheric dominance and
normal color memory. Neuropsychologia. 16, 51-59.

Meyer, N. (1975). A psychophysical investigation of human cortical
color coding neural units. Dissertation Abstracts International,
36, 5310b. (University Microfilms No. 76-09089).

Morris, C.W. (1946). Signs, language and behavior. New York: Prentice-Hall.

Otto, W. & Askov, E. (1968). The role of color in learning and instruction.
Journal of Special Education. 2, 155-165.

Paivio, A. (1971). A dual coding approach to perception and cognition. In Pick
& Saltzman, Modes of perceiving and processing information. New
York: John Wiley & Sons.

Paivio, A. (1975). Perceptual comparisons through the mind's eye. Memory
and Cognition. 3, 635-647.

Scotti, G. & Spinnler, H. (1970). Color imperception in unilateral hemisphere-
damaged patients. Journal of Neurology, Neurosurgery and Psychiatry.
33, 22-28.

Severin, W. (1967). Another look at cue summation. AV Communication
Review. 15, 233-245.

Snodgrass, J.G., Volvovitz, R. & Walfish, E.R. (1972). Recognition memory for
words, pictures, and words+pictures. Psychonomic Science. 27, 345-347.

Swets, J.A. (Ed.) (1964) Siznal detection and recognition by human observers:
Contemporary readii.5s. New York: John Wiley & Sons.

Swets, J.A., Tanner, W.P. & Pirdsall, T.G. (1964). Decision processes in
perception. In J.A. Swets (Ed.), Signal detection and recognition by

human observers: Contemporary readings. New York: John Wiley &
Sons.

067
79




-

Travers, RM.G. (1964). The transmission of information to human receivers.
AV  Communication Review. 12, 373-385.

Winn, W.D. (1976). The structure of multiple free associations towards black
and white pictures and color pictures. AV Communications Review.
24,273-293.

Witkin, H. A., Moore, C.A. Goodenough, D. R. & Cox,P.W. (1977). Field
dependent and field independent cognitive st=vles and their educadonal
implications. Review of Educational Research. 47, 1-64.

068

80




0.7 o REAL
| —*— NON-REAL
—&— BLACK & WHITE
0.6
P(H}
0.5 4
0.4 T \ T
RIGHT INTEGRATED
CEREBRAL LOCALIZATION

FIGURE 1

Hit probability - by - cerebral localization interaction for color treatments

177 -—a— REAL
—eo— NON-REAL

16 - -—a— BLACK & WHITE
ERROR 151
RATE .

- >

13 -

12 T v T

RIGHT INTEGRATED
CEREBRAL LOCALIZATION
FIGURE 2.

Error rate - by - cerebral localization interaction for color treatments

069
81




~——a— REAL

3.57
. ——  NON-REAL
3.4 - ——u—— BLACK & WHITE
3.3
d' )
ADJ. %%
51
3.0 -
2.9 . :
RIGHT INTEGRATED
CEREBRAL LOCALIZATION
FIGURE 3.
d' adjusted - by - cerebral localization interaction for color
treatments

070
82




Title:

Discretion vs. Valor:
The Development and Evaluation of a Simulation
Game about Being a Believer in the Soviet Union

Author:

Barbara Blackstone

071




DISCRETION VS. VALOR:
The Development and Evaluation of a Simulation Game
about Being a Believer in the Soviet Union

Barbara Blackstone
Slippery Rock University of Pennsylvania

Abstract

Lenin's 1918 decree on "Separation of Church »nd State",
upd~ted in 1975, reaffirms atheism as the only official
stance for Christians in the USSR. This is in spite of
the 1000-1500 year histories of some of the established
churches, and the registration as believers (Christians)
of at least a fourth of its people. DISCRETION VS, VALUR
gives players a chance to: identify with "believers" in
the USSR in order to get new images of these persons;
gain sympathethic understanding (empathy) for Christians
in the dilemmas posed as they exercise their faith; be
active participants in decision-making in a family group
context. The 24 dilemmas reguiring choices from players
come from research in the USSR, from stories of recent
emi_res and freguent USSR travelers, and from American
and British institutes which monitor the many legai and
extra-legal discriminatory practlces faced by believers.
The game prototype was tested, evalvated and revised
during ten field tests in 1987. During 1988 celebrations
of the millennial year of Rassian Orthodoxy, 72 North
American Christians played the revised game in fifteen
“family" groups, returning self-report evaluations which
included 78 :claims of "iderntification"” with at least one
of the game's characters. Reporits of the game's greater-
than-average influence upon their cognitive learning
("5" or above on a 7-point scale; came from 76% of the
players, while 60% of all playsrs reported that the game
experience produced changes in their attitudinal affect.
However, comparison of nre-and pcst-game measures of
brshavioral intention for six common religious practices
showed 95% of playvers with altered "commitment levels™
after play. Future tests of "identification theorv" ana
"rcle empathy” are suggested by this study.
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Introduction

In 1990, it is difficult for Americans to remember
the "bad old days of the cold war" with the rapid changes
that have taken place in Eastern Europe during the past
year. Mass demonstrations, calls for independence within
the Soviet Union itself, free exercise of election rights
and the promise of multiple party elections from Snviet
President Gorbachev testify to glasnost and perestroika
in the political arena. There are even some signs of
increased religious openness in tnis offically atheistic
nation although church leaders are cauticus in their pro-
nouncements. London's Xeston College and the American-
bzsed Institute for Religion and Democracy, watchdougs on
all matters of religious freedom, report release of large
numbers of previously held "prisoners of conscience®. The
return to the parishes of several hundred "non-working"
Russian Orthodox churches, previously designated museums
or public buildings, seems to demonstrate acknowledgment
by the Councils on Religious A“fairs that insistence on
atheism as the only official beiief has not succeeded in
stamping out the latent faith of Soviet "believers" ({(the
name used for all Christian groups in the USSR). January
8 media coverage of thousands of Russian Orthodox parish
members openly celebrating Christmas, many for the first
time since Lenin's 1918 decrees, gave credibility to a
possible new era in church-state relations. Even the long
fight by Ukranian Cathelice for recognition as a separate
denomination is given some hope for dialogue by Gorbachev
(February 1, New York Times). Actual legal enactments are
still l3<king, so it remains to be seen if both legal and
extra-legal long-standing societal discrimination will
continue to be exerted against believers. S$till, Arerican

This was not the case in 1986 when the present study
was begun. Americans still had very limited information,
and hence a curtailed view of persons and conditions in
countries behind the "Iron Curtain”. When the Fellowship
on Reconciliation undertoock to promote more understanding
about ordinary Russian people, they entitled their photc
series, "Forbidden Faces.' Media coverage about persons
in the Soviet Union, rather than helping &mericans to
form sympathetic or ever accurate images, added to their
misconceptions, when it pictured Russians as uifriendly
enemies. The pre~summit characterization of che Soviet
"evil empire” by the American President did little to
alleviaie natural antipathy caused by lack of information
or even jintentional build-up of distrust by the media.

Misconceptions were even stronger for American church
members with the specter of atheism added to the overall
negative attitudes. Soviet publications usually portrayed
religious coamunities as being enfeebled and dominated by
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"old, superstitious babushki", suggesting the death of
the church when these Russian grandmothers wsre gone.

The more frequent criticism was that Russian Christians
had so compromised the falth that it's authenticity was
gor.e. Both American and Canadian press releases were
critical of Soviet church representatives at Vancouver's
1983 World Council of Churches Assembly for neglecting to
use the occasion to chastise their government's position
on religion and human rights.

The former discrimination faced by Soviet Jewry and
refusniks was harshest of all, but this subject received
much more m=dia attention and public outrage on this’
centinenc. Bv contrast, North American Christians, even
those who might have been disposed to be sympathetic to
their USSR counterparts, had little information about
those persons whom the 3Soviet state branded as believers.
Vague knowledqge about Lenin's post-revolution decrees
about atheism as the only officially endorsed position
produced more prejudice than sympathetic understanding.

DISCRETION VS. VALOR was developed to address this
need by supplementing other publications produced by the
National Council of Churches! Friendship Press for its
1988 study of Peoples and Churche:s of the Soviet Union.
In this year of the millennium of the Russian Orthodox
Church, a stated goal called for a change in attitudes.

to bring about a recognition of our prejudices,
fears and distorted images, so that we (North
American Christians) may be open to fresh
insights about people and churches in the USSR.

A goal of "being open to fresh insights" suggested
that some learning objectives for the 1988 Soviet study
would involve attitudinal change. Designers and users of
simulation games claim that this more experiential
learning r~thcd makes gaming particularly effective in
producing changes in attitudes. Four advantages claimed
for simulation gaming include: potential for attitudinal
change; the realism that comes from group interaction in
decision-making; possible "identification" with persons
whose roles are played (Williams, 1985) and role empathy
(Livingston et. al., The Hopkins Games Program, 1973) or
sympthetic understanding about those who zsre portrayed.

The purpose of this study was to develop and
evaluate a simulation game involving participants’
identification with and sympathetic understanding of
those persons who are called "believers" (Christians) in
the Soviet Union. Three learning objectives would guide
the formative evaluation process; criterion-referenced
summative evaluation would be conducted after revisions.

074
86 !




Methods of development and formative evaluation

In 1386, the author composed seven character roles
and 28 decisions, called "commitment level” in the game,
wihtich typified Soviet believers' actions. 1In spring of
1987, a research grant provided opportunities to travel
for several weeks to the USSR to interview believers in
a variety of settings. Following these interviews, six
characters were retained, roles were reviged, playing
rules were developed, and sets of cards were constructed
to portray four levels of COMMITMENT and RISK chat each
of the Soviet characters might experience under present
discriminatory regulations, both legal and extra-legal.

The research trip to the Soviet Union also afforded
opportunities to secure visuals to supplement the game.
A 42-slide set, Picture Yourself, A Soviet Believer,

accompanies the game and acquaints the players with each
other's decision choices.

Content review of game rules, cards, and roles by
subject matter experts was done by five frequent Soviet
travelers, defined as those whose work within agencies in
the USA caused them to travel repeatedly to the USSR and
to have extensive contacts with Soviet Christians.
Included were Pittsburgh's Cultural Affairs Chairman of
Peace Links, the !iead of the Chicago-based Institute for
the Study of Marxism and Christianity, and the lone U.S.
Protestant representat.ve from the National Council of
Churches to the USSR, in residence there from 1983-1986.
The initial design review was done by Bailey and Tarasar

(1987), the authors of the Friendship Press guidebook for
this ecumenical study.

Throughout June and July of 1987, Field Trials of the
game were conducted with populations of prospective
teachers who were pr:paring to provide leadership for the
1988 millennial study. Two university classes, one in
Games and Simulations and another in Intercultural
Communication, participated in Field Trails of the game
and provided suggestions for eight revisions of the game.
A total of eleven Field Trails were conducted, involwving
228 players on campuses in four eastern states.

(Figure 1: Flowchart of Phase 2 & 3 Evaluation Processes)

Use of several types of assessment forms provided
bases for evaluvation of these instruments during the
field tests. Two specialists, one in evaluation
and one in test design, provided expert ieview of the
instruments judged to have the greatest usefulness in
formative evaluation. (See current forms in Appendix. )
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Summative evaluation of sipulation game's objectives

By 1988, the year of the Russian Orthodox Church's
millennium and the year of the ecumenical study by North
American Christians, the game was ready for use in eight
additional Field Tests. In five settings the 75 players
were members of Christian derominations and data from the
revised evaluation instruments were analyzed in summative
evaluation about the game's effectiveness in meeting its
criterion-referenced obi- ztives.

The current Decision Predictor (Appendix A) is
designed to demonstrate changes in sympathetic under-
standing for Soviet Christians who are faced with daily
dilemmas as they practice their faith. The participant
is asked to respond as-if s/he were seeking to exercise
some religious practice in the Sovet Union. Attitude
change is measured on an agreement scale of [+3 to -3],
a shift in the direction or strength of a self-report of
one's own predicted be.avior. Comparisons of responses
on this Decision Predictor, hoth before and after play,
are also useful in producing discussion during the game
debriefing time.

The Kevised Evaluation Form {Appendix B) elicits
information to measure the game's criterion-referenced
objectives. It also serves as a means of continued
evaluation and revision of the game. Some unexpected
patterns in results frcm earlier evaluations indicated
that participants might be experiencing role empathy or
jdentification with the Soviet citizens whom they play in
the simulation. "Identification” is measured by a self
report, the ability of a person to see similarities
between himself an2 another. "Role empathy" is defined
as the process of "Ifeeling into" another person with
"sympathetic (affective domain) understanding (cognitive
elements) .

Table 1 shows the data which measure results for
Objective 1 from the game: "to cause identification with
Soviet believers" by North American Christian plavyers.
Responses from 75 players yielded 78 reports cof identi-
fication with one or more characters in the game. A1l1l
but ten players reported identification with at least
one character. Table 1 also shows a response pattern in
these reports of identification: the greatest percentage
of claims came from players who played that specific role
during the game, supporting Williams' identification
titeory (1986). Game players' reports of identification
met the 75% criterion for game Objective 1.
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Tatle 1

Response by 75 North American Cnristians to Question g
"Check any character with whom you could identify."

#, % of Characters Claimed in Identification
father Mother Daughter Son G.mother Priest

Character N

Father 10
Mother 23
Daughter 13
Son 14
Gr .Mother 12
Priest 3

Total 78

Tables 2 and 3 show analysis of data in assessing
how well Objective 2 for the game was met: "to i'icrease
sympathetic understanding about Soviet believers who
experience dilemmas in the practice of their faith".

Twc of the self-report guestions on the Evaluation
Form (Appendix B) provide data in assessing affective as
well as cognitive reactions after playing the game.
Cuestion 5 asks about the usefulness of the simulation
exXperience in learning new information with 76% of the
players reporting a rating of "5" or above on a 7-point
scale. Only 60% of players report such high ratings on
Question 6 about the game's usefulness in attitude
change, faliing short of the 75% criterion.

However, when the raw data from the Decision
Predictor are examined, all but four players reported
some change in their predicted behavioral response to at
least one of the six dilemmas presented during the game.
For purposes of this study, there is no right or wrong
answer, and a change in either direction can be counted
as a sign of some shift in attitude after play. Table 2
shows such shifts for 20 players at Test Site #15. Table
3 then summarizes data from all five test sites.
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Table 2

Site #15. Extent of each plaver's chande on six dilemmas

Amount of change per question Total change
per plavyer,
either way

Plavyer #1 #2 #3 #4 #5 #6
1 2 3 0 0 2 2 9
2 2 2 1 1 1 3 10
3 1 4 2 2 0 3 12
4 0 0 0 0 0 0 0
5 0 0 0 0 0 0 0
6 0 0 1 0 0 0 1
7 2 1 3 3 4 0 13
8 2 2 0 0 0 2 6
] 0 0 0 1 0 1 2
10 1 2 0 2 0 0 5
11 1 1 0 0 3 0 5
12 1 1 3 1 1 1 6
13 2 4 3 0 3 0 12
i 0 1 z 1 2 0 6
15 3 0 0 1 1 0 3
16 1 2 3 0 3 3 12
17 0 1 1 0 4 2 8
18 3 3 3 3 3 3 i8
19 2 2 4 4 4 4 20
20 1 1 2 3 1 3 11
20 22 30 26 22 32 27 159
Average shift per plaver for all six dilemmas = 7.95
Table 3

Average change for all plavers using Decision Predictor

Field Tests, & n. A. Christian groups

Category #14 #15 #16 #17 #1383 Total
Question #1 25 22 12 17 16 92
Question #2 15 30 7 22 20 34
Question #3 23 26 13 23 18 103
Question #4 22 22 22 24 12 102
Question #5 43 32 27 17 4 123
Question #6 15 217 10 1 6 65
Total spaces shifted 143 159 91 110 76 579
Total ¥ of players 17 20 12 15 8 12
Average change 8.41 7.95 7.50 7.33 9.5 8.04
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The extent of shift on post-game guestionnaires of
intended behavioral response shows an average change
on this [+3 to -3] empathy scale that varies from 7.33
spaces for Test Site 17 to 9.5 spaces shift for Site 18.
So far then, summative evaluation suggests that the game
provides greater cognitive information than attitudinal
shifts on players' self reports. However, responses of
intended behavior in either direction on empathy scales
show changes in players' ratings and support for the
game's abjectuve of greater sympathetic understanding for
Soviet believers and the dilemmas which they face.

The third objective of the game is "to create a
setting in which the influence of the group can be
brought to bear upon decision making." This objective is
measured by Questions 7 and 8 on the Evalution Form.

Only one third of the plavyers report that the influence
on them from other players was "stronger than average".
On the second guestion, only 28% of the players report
"greater than average" success in influencirg others'
decisions during the game. As presently us:d the game
does not meet the predicted criterion level for influence
from the group discussion context.

Summary

Use of the Decision Predictor and Evaluation Form
proved useful in formative evaluation of the simulation
game, DISCRETION VS. VALOR, through eight 1987 revisions
These measures also proved valuable during 1988 field
tests by 75 North American Christians playing the revised
DISCRETION VS. VALOR in five different settings. Data
were gathered about how well the simulation game met its
objectives and how well the criterion-referenced research
nypotheses were supported. Results support Williams'
"identification" theory and suggest further study. Use
of a empathy scale provided data on behavioral intention
to supplement players' self-reports of affective changes.

References

Bailey, E. and Tarasar, C. (1987). Evyes to See, Ears to
Hear. New York: Friendship Press.

Livingston, Samuel, Fennessey, Gail M., Coleman, James S.
Edwards, Keith, and Kidder, Steven. (1973) The Hopkins
Games Program: Final Report on Seven Years of Research
#155. Baltimore, MD: The Johns Hopkins University.

Williams, Robert, McCandless, Peter, Hobb, Dennis, and
Williams, Sharon A. {1986). Changing Attitudes with
"identification theory. Simulation and Games, 17 (1),
25-43.

081
33




REVISED APPENDIX A
DISCRETION VS. VALOUR: A Simulation by Barbara Blacxstone

DECISION PREDICTOR Before playing the games _ After playing

Pretend that you have to make each of these decisions in the USSR.
Circle the one that best decribes what you would do in this situation.

Definitely Probebly Maybe Maybe Probak.ly Definitely
Yes +3 Yes +2 Yes +1 Not -1 Not -2 Not -3

1. If I had a Bible and access to some study gqguides, I would invite
other Baptists to my home to read/study the Bible together. +3+2+1=-1-2-3

2. 1If 1 had some musical ability, I would give practice in learning
hymns to my son and two of his Baptist friends in our home. +3+2+l1-1-2-3

3. If I were a 17-year-old in need of Soviet university education, 1'd
give up open worship & try to be a good Komsomol member. +3+4241-1-2=3

4. If I were an ll-year-old with athletic aspirations, I1'd join the
Young Pioneers even it meant that I couldn‘'t wear my cross. +3+2+1=1-2~3

5. As a grandmother on a pension in Moscow, I'd probably write letters to
the newspapers if I felt human rights were being violated. +34+2+1-1-2-3

6. If my Orthodox priest friend were in prison for his outspokenness, I
would visit him and attempt to smuggle in a Bible to him. +34 L+1-1-2-3

DECISION PREDICTOR Before playing the game; After playing

Pretend that you have to make each of these decisions in *he USSR.
Circle the one that best decribes what you would do in this situation.

Definitely Probably Maybe Maybe Probably Definitely
Yes +3 Yes +2 Yes +1 Not -1 Not -2 Not =3

1. If I had a Bible and access to some study guides, I would invite
other Baptists to my home to read/study the Bible together. +3+2+1-1-2-3

2. If 1 had sume musical ability, I would give practice in learning
hymns to my son and two of his Baptist friends in our home. +3+2+1-1-2-3

3. If I were a l7-year-nld in need of Soviet university education, I1'd
give up open worship & try to be a good Komsomol member. +3+2+1-1-2-3

4. If I were an ll-year-old with athletic aspirations, 1'd join the
Young Pioneers even it meant that I couldn't wear my cross. +3+7+1-1-2-3

5. As a grandmother on a pension in Moscow, 1'd probably write letters to
the newspapers if I felt human rights were being violated. +3+2+1-1-2-3

6. If my Orthodox priest friend were in prison for his outspokenness, I
would visit him and attempt to smuggle in a Bible to him. +3+2+41-1~2-3

Circle the role you played: father-mother-daughter-son-grandmother-priest
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REVISED-APDPENDIY 8
GAME EVALUATION PORM for DISCRETXCAH Vs. VALOR:
Please circle one number and return to Bribara Blackstone. Date:
1. How much did You enjoy playing the game?
1 2 3 4 5 6 7

Very 1ittle ] Very much
2. How easy was it to follow the instructions and rules of the game?
! 2 3 4 5 6 7

Very difficult Vary easy

3. How comfortable were You with the length of time that it took to play?

1 2 3 4 5 6 7
Very uncomfortable o Very comfortable

4. IP you were uncomfortable, was it tco short?

or tco long?
5. How helpful to you was *his experience in learning new information
about Soviet believer:
1 6 7
- No help received Very helpful

6. To what extent did this experiunce caus@ you to change your opinions
about Soviet believers? .

o 2 3 4 5 6 7
No change

A great deal

7. To what extent did other individuals hel

P YOU make wiser decisions
during the rounds of play?
1 2 - 3 4 5 6 7
No InFluence '

Strong Influence
8. Hew successful did you feel that you were in influencing other
family members' decisions during the diecussion before each round?
1 2 3 4 5 6 7
No Influence Very successful

9. Check any character with whom you felt You could identify (sze
Yourself somewhat similar to them):

father? mother? son? daughter? _ priest? grandmother?

Then circle the character that you played during the game.

13. what changes would You recommend in the

game that would improve your
understanding of Soviet Christians?

(Use the back of this sheet.)
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A Model for the Motivational Instruction of Adults

This paper provides educators with a model for the
instructional motivation of adults. Adult learning theory has
been integrated into John Keller’s instructional motivation
model to develop motivational needs-assessment survey
instruments. Results of research eliciting adults’ perceptions of
their motivational needs were analyzed. Results show that: (a)
instructional motivation has components of instructional
appeal and learner effort and (b) specific instructional
strategies are important for the motivation of adult learners.

A model for the instructional motivation of adult learners is
presented. This model provides an important step in the
integration of adult learning theory into the design of
motivational instruction for adult learners.

Introduction

Demographics suggest that during the next several years, the primary growth
areas in U. S. education will be in adult and continuing education. By 1992, half
of all college students will be over 25 and 25% will be over 35 (Hodgkinson,
1985). In addition, our American culturs encourages adults to enroll in schooling.
Recently, a group of experts presented a report to President George Bush in which
they stated that Americans will increasingly change not just their jobs but their
occupations, and will need regular retraining to learn new skills -- a life time of
learning (American Agenda, 1988). This need for continuing education is
increasingly being addressed by institutions of higher education, business and
industry, and community agencies. We need to identify instructional strategies that
best facilitate the continuing motivation of adult learners.

The purpose of this paper is to provide educators with a model for the
motivating instruction of adult learners. This has been accomplished by linking
significant adult learning theory with motivational instructional design; adapting
survey needs assessment instruments from Keller and Subhiyah (1987); administering
these instruments to adult learners; analvizing the needs-assessment responses; and
outlining a model for the instructional motivation of adult learners.

Theoretical Framework

The underlying theory base for instruction of adults comes from two diverse
arenas -- adult learning theory, and instructional design for motivation. John Keller
(1983) supplies a framework for the design of motivational instruction for learners
of all ages. Keller’s ARCS model is based upon inductive analyses of the actual
teaching practices of highly motivating instructors and deductive analyses of current
learning and motivation theories (such as the work of such theorists as Gagne,
Bruner, Bandura, Weiner, and Malone). Keller’'s ARCS model integrates a great
amount of what we know about motivating learners, and supplies an organization for
thecry and practical applications.
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Motivational Instructional Design. Instructional motivation attracts learners
toward the instruction and increases their effort in relation to the subject (Keller,
1983). This means that instructional motivation has two components, appeai and
effort generation. Motivational instruction, therefore, has appeal for the learner and
stimulates learner effort.

Keller and Suzuki (1988) and Keller and Kopp (1987) also identify four
categories of motivational "conditions" in learning situations: attention, relevance,
confidence, and satisfaction. For facilitation of continuing motivation, these four
conditions or stages should be addressed. Although these “conditions” (such as
expectancy for success) interact with instructional methods to cause learner
behaviors or attitudes, the "conditions" cannot be manipulated directly by the
instructor. It is, instead, the msthods or strategies of instruction that are under the
instructor’s control which produce various instructional consequences. The
instructor, therefore, promotes motivation by using appropriate strategies.

The consequences, which result from the interaction of the methods with the
learner’s conditions, are termed "outcomes." Keller’s model, therefore, is designed
to provide effective instructional "methods" under particular "conditions” to yield
desirable motivational "outcomes." The model, therefore, contains specific methods
or strategies, that are aimed at producing motivational cutcomes, when learners are
lacking sufficient conditions, such as interest or motives. The initials of these four
categories -- attention, relevance, confidence, and satisfaction--give Keller’s model
the acronym ARCS.

The first requirement for motivating instruction is to gain and maintain the
attention of the learner. This can be achieved through several procedures aimed at
increasing his/her curiosity or arousal, through humor, paradoxes, inquiry, etc.

Once attention is aroused, the learner evaluates the relevance of the
environment before becoming highly motivated. The learner must also perceive that
significant personal needs are being met by the instruction. This can be facilitated
by matching jnstruction to learners’ goals, using metaphors, cooperative atmosphere,
etc.

Confidence is related to the learner’s attitude toward success or failure. This
attitude influences his/her actual effort and performance. Confidence can be
cultivated by cleari indicating the requirements for success, allcwing learner
control, using learn ag organizers, etc.

Lastly, indivi iual satisfaction is important for sustaining motivation. Learners
must perceive the ewards gained as appropriate and consistent with their
expectations. Learner satisfaction can be addressed through providing appropriate
recognition for success, giving informative and corrective feedback, supporting
intrinsic motivation, etc.

It is expected that the motivational factor of instructional appeal (how
interesting and attractive the learner views the instruction) is more closely related to
the categories of attention and relevance. The motivational factor of learner effort
(the amount of effort a learner decides to give toward learning) is more closely
related to the categories of confidence. Learner satisfaction is expected to be
related to both interest and effort. These predicted relationships were investigated in
this study.




Adult Leamning Theory. Literature in adult education cites many strategies
which are generalizable across levels of instruction. Authors such as Knowles
(1980), Cross (1981), and Zemke and Zemke (1981), however, feei that aduit
learners have different instructional needs than younger students. These authors
suggest strategies they feel to be particularly important for the instructional
motivation of adults.

In order for adults to learn, they must be interested in an issue or subject, and
it must grab their attention (Knowles, 1980). Adult learners usually are prepared to
take responsibility for making choices about their own learning. Each adult student
needs to be able to negotiate an individual course of study that is relevant to his or
her own needs (Hull, 1981). Adults seck out learning because they have use for the
knowledge or skill being taught (Zemke & Zemke, 1981). Learning is a means to
an end, not an end in itself.

Adults must feel competent, exhibit confidence during learning, and should
feel at ease in the learning environment (Knowles, 1980). Knowles states that
confidence is built through self-evaluation, by comparing performance skills before
and after the learning experience. This results in the re-diagnosis of leamning needs.
Further, expectations of the teacher are merged with those of the learner. Tough
(1978) explains reasons adults choose their own way of learning by desiring to: (1)
set their own learning pace, (2) use their own style of learning, (3) keep the
learning flexible and easy to change, and (4) put their own structure On the learning
project. Zemke and Zemke (1981) report that when adult learners are asked to risk
new behavior in front of peers and cohorts, their self-esteem and ¢go are on the
line. They must feel confident before they can perform in these situations.

According to Manteuffel (1982) satisfied learners are described as involved,
challenged, self-directed, rewarded, and safe (i.e., feel comfortable to ask "stupid"
questions). Zemke and Zemke (1981) state that an adult seeks to increase or
maintain his/her sense of self-esteem and pleasure, which results in a feeling of
satisfaction.

It has been suggested that some instructional strawgies are more important for
adult learners than for younger students. The integration of adult learning theory
and the ARCS model provides a framework for a potential adult motivation model.
This integration was analyzed through a needs-assessment instrument based upon the
literature in both theory bases.

Methodology

This study surveyed adults in a variety of settings to determine their
perceptions of their motivational needs. The subjects for the present study were 307
adult participants in Continuing Education at a major midwestern university from a
variety of different classes and workshops, both credit and non-credit. While the
majority of subjects were teachers and administrators of grades K-12, other
occupations were also represented. Involvement in the study was voluntay and the
sample included both men and women whose average age was approximately 39
years. Subjects were given a survey instrument during a course or workshop in
order to deterriine their perceptions concerning their generalized personal motivation
needs.

088
33




Instruments. The needs assessment instruments were developed through a
revision of the Course Interest Survey (CIS) by Keller and Subhiyah (1987).
Because the CIS was developed to evaluate a specific course, the survey was
revised by the authors for better application to general instructional strategies. This
was accomplished by a series of refinements from an earlisr version of the
instrument (Viechnicki, Bohlin, & Milheim, 1989). The statements were reworded
in two ways, they were changed: (a) from past tense to present tense and (b) to
refer more directly to instructional methods. Two statements that applied
specifically to the quality of materials were omitted. Seven statements comprised of
strategies suggested by the literature but not included in the CIS were then added.
The Likert-type choices were changed from statements about actual instructor use o
statements about the general effect of such strategies on either: (1) appeal of the
instruction - Course Interest Survey, Revised (CISR); or (2) effort of the learner --
Course Effort Survey, Revised (CESR). The resulting two instruments are 42-item
five point Likert-type scales assessing learners perceptions of the effects of given
instructor strategies on their interest and effor* in instructional settings (see Table 1).

The Course Interest Survey Revised (CISR) and the Course Effort Survey
Revised (CESR), therefore, include items drawn from the integration of adult
learning and general motivational factors also relevant to adult leamers. The
instruments are designed to measure respordents’ perceptions of their instructional
needs related to instructional appeal (CISR) and learner effort (CESR). Typical
demographic questions have also been added to both instruments.

Each of the statements was rated by all subjects on a five-point scale as to
the expected effect with the number 5 indicating a very positive effect, and 1 a very
negative effect. The test-retest reliabilities of the instruments over a two-week
period were found to be .69 {CISR) and .71 (CESR).

Procedure. The administration of the instrument was carried out over a four
month period in a number of different classes and workshops. The classes and
workshops were selected to give a balanced stratified sampling that reflected a
general graduate and continuing education population. After receiving instiactions,
all subjects worked through the survey form and recorded tkeir answers to each
item on a machinc-scorable answer sheet. Each administration of this survey
required approximately fifteen minutes of class time.

Data analyses were carried out on an IBM 4381 using SPSS-X. In addition to
item frequencies across all subjects and subgroups for both surveys, the analyses
also included t-tests to determine whether any numerical differences for items and
for sutscales across the two surveys were significant for this group.

Results

Most of the items were rated by the respondents as having at least a slightly
positive effect on their interest and effort (see Tablcs 2 and 3). The very high
ratings of many of the items suggests a possible ceiling effect. The results,
however, can be used to analyze certain trends.

Responses differed on the two instruments in several ways. Ratings were
higher for interest than for effort on 41 of the 42 items. T-tests showed the ratings
on the CISR to be significantly higher (p < .05) for 18 of the items, and for all
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four subscales.

The 42 items were also ranked by mean response on each instrument (see
Table 4). As expected, there were differences in the rankings of many items on the
two instruments. Large differences in rankings between the two instruments were
defined as those ordinal differences in rankings above the third quartile (ordinal
differences of 6 or more for this data). These large differences in the rankings
between the instruments were also identified (see Table 4) and analyzed.

Using this criteria, four items in the confidence subscale had large differences
in rankings and all four strongly favored perceived effort. This seems to supports
the contention that confidence is more closely related to effort than to interest. The
relevance and satisfaction subscales each had two items with large differences
favoring interest and one item with a large difference favering effort. The attention
subscale showed no large differences in rankings.

Conclusions

These results suggest that instructional strategies can have a positive effect on
the interest and effort of adult learners. Differences in the mean responses and in
the rankings of the items also support the definition of instructional motivation as
including both instructional appeal and learner effort. The results further suggest
that many instructor’s motivational methods are perceived to have a stronger
positive effect on adult learners’ interest than on adult leamers’ effort in learning.
It is easier to stimulate arousal and interest than to impact on the effort of adult
students. Confidence building strategies were found to be much more strongly
linked to perceived effort of learners than to instructional appeal. Attention,
relevance and satisfaction promoting strategies were not clearly linked more strongly
to interest or to effort.

Based upon instructional motivation theory, adult learning theory, and these
results, an adult-learner/instruction interaction motivation model has been developed
(see Figure 1). This model, based in part on Keller’s (1983) work, shows the
suggested interaction of methods, conditions, and outcomes for the motivational
instruction of adults. Methods are organized as to the suggested effects on appeal,
effort, and satisfaction.

This model is a beginning step in the developnient of prescriptions for the
instructional motivation of adult learners and for the organization of research in
adult motivation. Because this study only looked at adult learners in graduate level
classes and continuing education workshops, these results may not be generalizable
to other adult learners. Further research is, therefore, needed to investigate the
perceptions of adult learners in other tynes of instructional settings. Research to
investigate the actual effects (as opposed to perceived eff:cts) of instructional
strategies on the interest, effort, and performance of adult leamners is also indicated.

The motivation of adult learners was investigated in relation to interest and
effort. Research looking at further affective outcomes of these strategies is
suggested. Other important outcomes which should be investigated would include
learners’ attitudes, feelings, values, and emotions.

Research across all age groups is needed to investigate any differences in the
instructional motivation needs of learners of different ages. While the literature
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suggests that adult learners have different needs than other leamners, there appears to
be little research to support those contentions. To the extent that this data is
generalizable to other aduits, this model can be used by designers of instruciion for
adult learners. Specific strategies can be used during the instructional process to
enhance the motivational elements of instruction.
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Table 1

Paraphrased Needs Assessment Items Broken Down by Subscaie

Attention

Relevance

Confidence

Satisfaction

Item
Item
Item
Item
Item
Item
Item
Item
Item
Item
Item
Item
Item
Item
Itein
Item
Item
Item
Item
Item
Item
Item
Item
Item
Item
Item
Item
Item
Ttem
Item
Item
Item
Item
Item
1tem
Item
Item
Item
Item
Item
Item

Item 1

WOoO~JTAWN H WH rst 201\ W AWM -

10
11
12

AN BV~ IEEOW-TNU A LN —

8
9
0

Instructor makes me feel enthusiastic about subject
Class captures my attention

Instructor uses humor

Instructor makes me feel curious about subject matter
Instructor does unusual or surprising things

I get a chance to actively participate

Interesting variety of teaching techniques are used
Curiosity is stimalated by questions and problems
Learning will be useful to me

Instructor makes subject seem important

I can see how content is related to what I already know
I can sei and achieve high standards of excellence
Positive role models are presented

Izstructor is flexible to meet my needs

Personal benefits are made clear

The challenge level is not too easy or too hard
Amount of work is appropriate

I have input in content and assignments

I get a chance to work with other people

Content relates to my expectations and goals
Instructor helps me feel confident

Instructor helps feel success isn’t linked to luck
Instruction doesn’t threaten my self-esteem
Whether or not I succeed is up to me

Instructor creates relaxcd atmosphere

Instructor allows for practical applications
Requirements for success are made clear to me
There are frequent opportunities to succezd
Instructor links success to my goals

Instructor helps me feel I can succeed with effort
Instructor models and demonstrates proper skills
The instruction is non-threatening

The class gives me a lot of satisfaction

The recognition I receive is fair compared to others
I will benefit from the knowledge acquired

My instructor’s evaluations match my perceptions
I am not disappointed with the course

I get enough recognition from the instructor for my work
I feel satisfied with what I leam

I get enough timely feedback to know my progress
I benefit from this class

Instruction is designed so everyone can succeed
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Means and Standard Deviations of Responses

Table 2

to Each Item in Course Interest Survey (CISR) Subscales

3 = no effect

2 = slightly negative effect

4 = slightly positive effect

5 = very positive effect

Attention Relevance Confidence Satisfaction
Item 4.81 (.40) 4.84 (.40) 4.47 (.62) 4.61 (.58)
Item 2 4.12 (1.08) 4.39 (.64) 4.30 (.92) 4.24 (.80)
Item 3 3.70 (.96) 4.05 (.94) 4.48 (.79) 4.75 (.45)
Item 4 4.47 (.60) 4.55 (.58) 3.87 (1.01) 4.39 (.66)
Item 5 421 (72) 4.10 (74) 4.43 (.65) 4.32 (.88)
Item 6 401 (.84) 4.32 (.69) 4.41 (.71) 4.21 (.72)
Item 7 4.32 (17) 4.26 (.72) 4.56 (.59) 4.33 (.70)
Item 8 4.51 (.64) 4.17 (.82) 4.38 (.63) 4.59 (.58)
Item 9 4.40 (.68) 3.28 (1.02) 4.52 (.7%)
Item 10 4.02 (.81) 4.20 (.76) 3.77 (1.04)
Item 11 3.78 (.86) 4.37 (.69)
Item 12 4.48 (.62) 4.47 (.73)
Key: 1 = very negative effect n = 161




Table 3

Means and Standard Deviations of Responses

to Each Item in Course Effort Survey (CESR) Subscales

Attention Relevance Confidence Satisfaction

Item i 4.69 (.80) 4.71 (.68) 4.41 (.79) 4.58 (.85)
Item 2 4.08 (.96) 4.10 (.78) 4.19 (.G4) 4.08 (.83)
Item 3 3.63 (.89) 3.98 (.93) 4.34 (.87) 4.55 (.68)
Item 4 4.29 (.67) 4.41 (.76) 4.06 (.90) 4.25 (.72)
Item 5 4.02 (.74) 3.84 (.73) 4.22 (.69) 4.18 (91)
Item 6 3.87 (.83) 4.13 (.74) 4.36 (.7€) 3.9+ (.70)
Item 7 4.15 (.78) 4.06 (.76) 4.30 (.84) 4.29 (.76)
Item 8 4.36 (.69) 4.12 (.90) 4.13 (.82) 4.27 (.69)
Item 9 4.18 (.75) 3.19 (.92) 441 (.83)
Item 10 3.86 (.87) 4.05 (.76) 3.63 (1.00)
Itemm i1 3.44 (.86) 4.12 (.73)
Item 12 4.17 (.72) 4.24 (97)

1 = very negative effect n =126

2 = slightly negative effect

3 = no effect

4 = slightly positive effect

5 = very positive effect
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Table 4

Rankings of Effort and Interest Needs Assessment Items

Rankings Rankings
Category Item Effort Interest Category Item Effort Interest
Attention 1 2 2 Confidence 1* 4t 12t
2 28t 33 2% 18 26
3 39t 42 3 10 10t
4 12t 12t 4* 30t 38
5 33 29t 5 17 15
6 36 37 6* 8t 16
7 22 23t 7 11 6
8 8t 9 8 23t 20
9 42 41
Relevance 1 1 1 10 32 31
2% 27 18t 11 25t 21
3 34 35 12 16 12t
4 4t 7
5 38 34 Satisfaction 1 7 4
6 23t 23t 2 28t 28
7 30 27 3 3 3
8* 25t 32 4 15 18t
9 19t 17 5 19t 23t
10 37 36 6* 35 29t
11 41 39 7* 12t 22
12¢ 21 10t g* 14 5
9 4t 8
10 39t 41
t = tied rankings
* =

large differerice in ranking (above third quartile)
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NAVAL TECHNICAL TRAINING SYSTEM

1. The U. S. Navy is constantly engaged in technical training as technology is
applied to ships at sea and warfare in general. The entrance into the Navy by
young people each year requires basic technical training followed by advanced
technical training as these sailors move up the ranks in their career,

2. Training requirements are derived from the need for people with particular
skills in the Fleet. Skill requirements are maintained by the Chief of Naval
Operations (CNO) OP-N1 in the Enlisted Billet File, which lists the ratings
and their associated Naval Enlisted Classification (NEC) Code. Formal courses
are taught in each skill area unless enough people with that skill are already
in the trained inventory or it is decided that skill may be obtained most cost
effectively rhrough on-the-job training (0JT).

3. The Navy currently provides mos: initial skill training via formal courses
and almost all NEC training is provided by formal Class C courses. O0ld courses
are deleted when the skill requirements become obsolete, usually through the

process of introducing new technology. New courses are introduced to meet the
new skill requirements resulting from the purchase of new systems or equipment.

4. The Navy Training Plan (NTP) process is the current mechanism for the intro-
duction of new courses. This formal process is as follows: First, someone
(usually a systems command) determines the need for training. They define the
skills that are required to operate or maintain a new system or piece of equip-
ment; secona, this need is followed by technical program data on the system or
piece of equipment in question; third, the CNO convenes a Navy Training Plan
Conference attended by fleet rerresentatives, the concerned warfare desk,
OP-01, representatives of the training community and other comncerned buresus

or commands; fourth, the NTP is reviewed, validated, approved and distributed;
and finally, the NTP is implemented. NTPs are supposed to be developed and
approved at least three years before the introduction of new equipment into the
fleet.

5. The Chief of Naval Fducation and Training (CNET) is responsible for provid-
irg policy, direction and overall management for initial recruit and most
advanced specialized training. There are within CNET three functional commands
with operational responsibility for different spheres of recruit and specialized
training. The Chief of Naval Technical Training (CNTFCHTRA) in Memphis manages
all recruit training, most initial skill and skill progression training and

some functional training. The Commander, Training Command Atlantic (COMTRALANT)
and Commander, Training Command Pacific (COMTRAPAC) manage a few initial skill
and skill progression courses but are primarily concerned with courses of short
duration which are usually operational in nature.
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6. Technical t¢raining in the Navy is a responsibility of the Chief of Naval
Technical Training (CNTECHTRA) located at Naval Air Station, Memphis, Tennessee.
CNTECHTRA Training Program Coordinators (TPC) are recponsible for all training
for specific ratings or groups of ratings. They compare the desired input

with the training capacity of various training facilities and identify resource
problems (other than manpower) i.e., equipment or space constraints.

7. Training Facilities (TF) under CNTECHTRA teach existing formal courses as
listed in the Catalog of Naval Training Courses (CANTRAC). The trainees come
to the school from a variety of sources and include officers, enlisted and
civilian personnel of the Navy and other military services, including those
from other nations. These facilities are shown on the map below.

£ 88 ACTIVITIES AT 27 LOCATIONS 33571, |

CHIEE OF. NAVALTECHNICALTRATMING @;’)\

ni¢ Y .
teceses o AN s
: . { - PR
L waviRagta . g -5 @
$ PEASYPPACT ~, 3 e
i .{ IDAND FALLS TRANNITPEASY -, /\ ‘

$  smavimawsuereCcOL navABWING cay @ ., =

NAYNUPWRTSAY swe . INOIANHEAD LAKEHURST
“\S wiviceteon | e ) e
[ 4

Ny
— {"noAFOLK
((Pf RUENEME e \ EE... ;
(i' srvicoicicors o .f’.'..".:ff. . R ]
: v L] L L] E.-—-———— .. N H
:.-' I “A".J.H_UL‘LL'/ "’ l naAYQUSCOL

<1 SAN DIEGO
* [wre nas
stavecoLcow nattg navecocoL

MAVCAWITAACOM

‘ surmacay [V L N Y v
MAvYIOASTA PtaguPPACT . --"_NAR ESTON
sveTaarace vatse te A IO
UNOSCOLPAC )

‘\._\_— cIv a0e

[CmemIDIAN
MAVIECNTAACS
At

{ TOALANDG ]
:’l:::ncouon

2 [mavcrwitascov
NAYTAASTA
S\ HavnuPwASCOL

———enge 0%

-——-—‘—-—— *
YT tne(i‘ PENSAGQLA “,
MAVIECNTRACEN .

EAHQMA.QWV |
MAYEIYESALYTRACEN l

@ﬂ'" PEARL HARBOR
WAVAVOTRACENPAC




CURRICULUM DEVELOPMENT SYSTEM FOR NAVY TECHNICAL TRAINING
Naval Technical Training System Page 3 of 3 Pages

LONG RANGE DNEVELOPMENT PROCESS

1. Introduction: The curriculum development process for Navy Technical Train-
ing begins about three years before the instruction of the course is scheduled
to begin. The process is diagramed below to show the normal flow of development
which may be changed to meet changing conditions in equipment or systems
delivery to the Navy.

ACTION Needs PPP Table TPS Training
REQUIRFD :Assess- Development {Development - Materials
ment Development
System
ACTION Funding TASK JOR Stages 1-3 Stages 4-5
TAKEN and ANALYSIS ANALYSIS PLANNING, VALIDATION,
Billets DEVELOPMENT IMPLEMENTATION
PRODUCT |NAVY PPP Table TLA Training Materials Compileted
PRODUCED |TRAINING |[Completed Completed - Instructor Guide
PLAN=-3yrs - Trainee Guide/Test Materials
previous = Instructional Media Materials

2. The Training Materials Development System (TMDS) consists of five stages
as shown below. Each stage is completed by the Materials Production Activity
(MPA) which may be a Training Facility (TF) producing the materials on an
in-house basis or utilizing a contract with an outside contracting production
organization. The second stage, developing sample materials, is often

waived when the TF or contractor has had previous satisfactory materials
development experience.

FIVE STAGES OF THF. TRATNING MATERIALS DFVFLOPMENT SYSTEM(TMDS)
Stage 1: Plan, schedule, outline training materials
Stage 2: Develon sample training materials unless waived

Stage 3: Complete draft development of all training materials

Stage 4: Hold a pilot course for validation of training materials

Stage 5: Promulgate, distribute materials and begin surveillance
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TRAINING MATERIALS DEVELOPMENT SYSTEM OUTLINE

1. Introduction. The Training Materials Development System (TMDS) is a five
stage process by which curriculum developers operate, within current regulations
and instructions, to provide materials for Navy training.

2. Methods of training materials development.,
a. Factory training development
b. Contracting-out development
¢. In-house development

3. Documents utilized.
a, Military Standard: Contract Training Programs MIL-STD-1379C (NAVY)
b. Military Handbook: Training Materials Development DOD-HDBK 292
c. Training Materials Acquisition and Management Plan NAVEDTRA 38004A
d. Development, Review and Approval of New or Modified Training
Curricula OPNAVINST 1550.8B
e. Testing and the Measurement of Trainee Achievement CNTECHTRAINST 1540.38B

4, Management Participants
a. Curriculum Control Authority (CCA)
b. Course Curriculum Model Manager (CCMM)
¢. Training Facility (TF)
d. Material Preparing Activity (MPA)
e. Training Program Coordinator (TPC)
£, Materials Change Activity (MCA)
g. Materials Support Activity (MSA)

5. Establishment of need for course
a. Navy Training Plan (NTP) - Factory training curriculum
b. Training Project Plan (TPP) - Existing equipment/system

6. Process of curriculum development - five stages.

a. Pre-development management documents — NETPMSA See page 6
(1) Personnel Performance Profile (PPP) tables See page 7
(2) Training Path System (TPS) components See page 8

b. Stage l: Scheduling and planning - deliverables Ser page 9

(1) Topical Cutline (TO) with Course Learning Objective (Cuu)

(2) Topic Learning Objectives (TLO)

(3) Testing procedures

(4) Preliminary Master Materials List (ML)

(5) Preliminary PPP-item-to-topic objective Assignment Chart (OAC)
(6) Curriculum materials status and development schedule

(7) Flow chart diagram of Stage 1 See page 10
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Outline (continued)

6. Process of curriculum development - five stages (continued)

c. Stage 2: Cross sectional sample of curriculum materials
(1) Section of Instructor Guide (IG)
(2) Section of Trainers Guide (TG)
(3) Sample of Instruc-ional Media Materials (IMM)
(4) Sample Test
Note: this stage is usually waived for in-house development

d. Stage 2: Complete draft-development of curriculum - deliverables
(1) 1Instructor Guide (IG)
(2) Trainee Guide (TG) or seperate Instruction Sheets See page 12
(3) 1Instruction Media Materials (IMM) masters See pages 13-16
(4) Proctor Guides and Testing Plan
(5) Preliminary Master Schedule
(6) Flow chart diagram for Stage 3 See page 17

d. Stage 4: Pilot cours validation of curriculum - components
(1, Purpose of Conducting a Pilot Course
(2) Preparing for Pilot Course Convening
\3) Pre-pilot Conference Agenda
(4) Pilot course Monitoring Team Responsibilities
(5) Conducting the Pilot Course
(6) Pilot course Final Report

(7) Flow chart diagram for Stage 4 : See page 19
e. Stage 5: Authorized Curriculum Managed and Modified See page 20

(1) Promulgation, production and distribution of materials

(2) Course implementation at Training Facilities See page 20

(3) Nzvy training appraisal system See page 21

(4) Curriculum materials modification system See page 22

Note: The process of curriculum modification follows some of these
same steps, particularly when a "Revision" of the curriculum
is required.
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Training Materials Development System
PRE-DEVELOPMENT MANAGEMENT DOCUMENTS REQUIRED

A. INTRODUGTION. This is a summary of the documents required as the basis to
begin stage one of the Training Materials Development System (TMDS). The
references utilized to develop these pre—-development documents are also listed.

B. REFERENCES,
I. NAVEDTRA 38004 REV A
2. Military Standard 1379C (NAVY) with Data Item Descriptors (DID)
3. DOD Handbook 292, Parts 1 and 2
4, NETPSMA Ouarterly Report

C. INFORMATION. Usually there is a Navy Training Plan. Two additional major
documents are required in order to effectively develop course materials.

1. Personnel Performance Profile Tables (PPP)

a., The Personal Performance Profile is a behavior-oriented tabular
listing of skills and knowledge to support a subject. A PPP table consists of
a series of PPP items derived from job and task analysis.

b. Five types of PPP tables are used for the following purposes:

(1) System (made up of several sub-systems)

(2) Sub-system (made up of several related items of equipment)
(3) Equipment (including related accessory items)

(4) Task/Function (dealing with one task «r function)

(5) BRackground (generalized academic infurmation)

2. Training Path System (TPS)
a. The Training Path System is used by management to determine which
PPP items were selected by the Subject Matter Expert (SME) to form the basis of
a course and determine at what "level" of training the PPP items will be taught.
Also, the relationship of the new course to all other relatea courses for a
particular Navy FEnlisted Classification (NEC) or oificer training program.
b. The Training Path System consists of the following components:
(1) Training Objective Statements (TOS) which modify PPP items
to indicate the level of training for each of three "task sets" representing
three types of Navy personnel. Codes used indicate levels to instructors.
(2) Training Level Assigruent (TLA) is a matrix showing the TOS
levels selected for each PPP item previously selected.
(3) Training Path Chart (TPC) comprising three "tables":
(a) Table Assignment Matrix (TAM)
(b) Table index of PPP tables
(¢c) Table Assignment Chart (TAC)

3. In the event that these docunents are not provided by the Curriculum
Control Authority (CCA) and are not available from NETPSMA, guidance from the
Training Program Coordinator at the Chief of Naval Technical Training.
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4., PPP tables are developed from job analysis and task analysis efforts.

“he definition of Personnel Performance Profiles (PPP) tables is
as follows:
A list of knowledge and skill requirements for:

1. the operation and maintenance of a:
a. system
b. sub-system
c. item of equipment,
. performance of a t. or function, or
. generalized academic background information

w N

5. PPP tahles are used in curriculum development as the basis for:

1. the design, development and management of training, and
2. the development of these curriculum development docuirents:
a. Training Path System (TPS)
(to show how the course fits into total training)
o. Topic Outline (TO)
(to provide an overview of the course scope and secuence)
c. Topic Learning Objectives (TLO)
(to show the specific knowledge and skills to be learned)
d. Test Items
(to indicate methods of trainee assessment )
e. Instructional Media Materials (IMM)
(to provide the instructor and trairee with learning aids)

6. PPP tahles for equipment, subsystems and systems are organized according
to the following outline:
1 NOWLEDGE (THFORY, Describing the equipment, system, sub-system.
1 General Desciption
-2 Physical Description
? Functional Description
4 Interface Description
5  OPFRATIONAL DESCRIPTION (directly related to skills)
6 MAINTENANCE DESCRIPTION (directly related to skills)
-7

- K
1-
1-
1-
1-
1-
1-
1- Documentation Description

2 - SKILLS (PERFORMANCE) Listing the performance to be accomplished.
2-1 OPERATION
2-2 MAINTENANCE
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7. The Training Path System (TPS) components can be diagramed as follows:

TRAINING PATH SYSTEM (TPS) COMPONENTS

TPS
T ! !
TOS TPC TLA
Training Training Training
Objective Path Level
Statements Chart Assignment
by the by the
Task Set—-—-—---—- - ——————— e Task Set
l or TOS TO
l ! !
TAM PPP TAC
Tatle Table Table
Assignment Index Assignment
Matrix Chart

8. The three Task Sets are Coordinate, Direct and Perform and each deal with
different Navy personnel. These task sets are diagramed below, using TOS codes.

COORDINATE TASK SET (TOS Codes) DIRECT TASK SET (TOS Codes)
(Commanding/Executive Officers) (Officers except CO/X0)

Tor T (Skill) [or [ Jo2f M|

(Xnowledge)

[F[ JT10] ] Tlo] [F1 Tmo[ Tmol IT2[ IT2n]

PERFORM TASK SET (TOS Codes)
(Technicans)

(Ski11) o] ol IFI Tol L[]

(Rnowledge) | F | [ 10 [ [ Tlo] Tt20o] ToT2p] [T2c] [ T3c|

Training Objective Statements (TOS) differ for each of three Task Sets.
Thus the Tlo (Theory level 1 for Operation) training objective statements for
the Coordinate, Direct and Perform Task Sets will each be different statements.

-8-
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Training Materials Development System
STAGE ONE CURRICULUM DELIVERARLES

A, INTRODUCTION. This is a summary of the materials required for stage one
deliverables and provides the document references for each item.

B. REFERENCES.

. NAVEDTRA 38004 REV A

. Military Standards 1379C (NAVY) with Data Item Descriptors (DID)
. DOD Handbook 292, Part 2

. CNTECHTRAINMST 1540.38B

£ W N —

C. INFORMATION. The basic list of stage one requirements is found in
NAVEDTRA 38C04 REV A, Chapter 4, paragraph 4-3.2 a through g.

l. Course Learning Objective (CLO) (included in Topical Outline)
This multiple-statement objective indicates what the trainee will be able to
describe and perform when the course has been successfully completed.

2. Topical Outline (by part, section and topic)

Sequencing of the total course into sections and topics to identify the scope
and flow of the material. A statement of rationale is included for each
section and topic to support inclusion into the course.

3. Topic Learning Objectives (TLO)
A series of statements forming the "backbone" of the course which indicate
what the trainee will describe and perform upon completion of the topic.
Topic Learning Objectives are composed for three parts:

(a) Behavior - from the PPP lire item

(b) Condition - from the TOS training level phrase

(c) Standard - either stated or implied to be 100%

4, Preliminary PPP-Ttem—tu-Topic Objective Assignment Chart (OAC)

A matrix format to relate each PPP line item to the Part-Section-Topic of the
Instructor Guide (IG), the Topic Learning Objectives of the topic, and the
individual test items which are used to evauate each topic learning objective.

5. Tests and testing procedures
A draft of the procedures to be used in trainee evaluation during the course.
May include some sample knowledge test items and performance checklists.

6. Preliminary Master Material List (MML)
A draft list of all the publications, materials, equipment, tools, expendabhles,
etc. that are required to teach the course.

7. Curriculum Materials Status and Development Schedule
A schedule to show the start and completion of each stage of curriculum develop-—
ment by year, month and day as it is planned by the curriculum developer.

-9-
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Page | of 1 Pages

FLOW DIAGRAM FOR CURRICULUM DEVELOPMENT - STAGE ONE

TRAINING AGENCY (TA)
or

CURRICULUM CONTROL

AUTHORITY (CCA)

+Initiate Tasking
Letter to TF to
assign as MPA

+Forward PPP/TPS
to MPA

+Assign target date
for delivery of
Stage One materials

++Review and approve
development schedule

++Review Stage One materials

++Coordinate comments and
recommendations from TFs
and TYCOMs

++Direct MPA to incorporate
modifications in Stage 2
oE Stage Three materials

-A

TRAINING Review
FACILITIES (TF) %’_Stage One
Materials

MATERIALS PREPARING
ACTIVITY (MPA)
(assigned TF/CCMM)

+Develop Stage One
materials

+Provide copy of
Stage One materials

¥
++Modify Stage

One materials
to reflect
approved

to TFs, TA/CCA and
TYCOM.

changes

.
TO STAGE THREE

TYPE COMMANDER
(TYCOM)

+Review {tage One
curriculum materials

+Forward comments and
recommendations to TA/CCA

_IO_
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Training Materials Development Ssystem
STAGE THREE CURRICULUM DELIVERABLES

A. INTRODUCTION. This is a summary of stare three materials to be delivered
to the Training Agency and provides the referencer, utilized to develop each item.

B. REFERENCES.
1. NAVEDTRA 38004 REV A
2. Military Standard 1379C (NAVY) with Data Item Descriptors (DID)
3. DOD Handbook 292, Part 2
4, CNTECHTRAINST 1540.38B
5. CNTECHTRAINST 1540.8C

C. INFORMATION., The stage three requirements as shown below are in their
completed final draft form in preparation for course validation in stage four.

1. Instructor Guide (IG) components
(a) Front Matter: table of contents, how to use, etc.
(b) Parts: sections, topics, discussion~demonstration-activity pages
(¢) References: master materials list, objective assignment chart, etc.

2, Trainee Guide (TG) components
(a) Front Matter: hazard awareiess, list of effective pages, etc.
(b) Instruction Sheets: six types 1or different uses

3. Instructional Media Materials (IMM)
(a) Used to supplement and aid in learning and teaching
(b) Six categories from audiovisual to team training

4, Testing plan components
(a) What examinations will be given at which times during the course
(b) Written examinations
(¢) Performance examinations and laboratory work
(d) Testing constraints and weighting criteria for computing grades

5. Test item types and tests
(a) Ttem types: True-False, Multiple-Choice, Completion, Matching,
Essay
(b) Test types: Knowledge and Performance, Within-course and End-of-
Course

6. Preliminary Master Schedule
Represents "best guess'" of curriculum developer as tc number of hours
needed for each topic of classroom, lab and testing activities. This will be
checked during the Stage Four pilot course validation activity.

-11-
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Stage Three Trainee Materials Development

l.

TRAINEE

INSTRUCTION SHEET MATRILX

Page 1 of 1 page

Trainez instruction sheets are provided to assist the trainee in the

study of the topic under consideration. The concepts of saving trainee time,

supplementing training manuals under revision, providing guidance during class
notetaking, etc. are aimed at helping the trainee learn as much as possible.

TYPE INSTRUCIIONAL PURPOSE ELEMENTS INCLUDE: ADVANTAGES 4
. Simplify trainee Title describes content 1. Saves trainee
Assignment {search for relevant area; TLO from the IG; home study time.
data needed. Study assignment with 2. Provides
"homework" |2. Direct trainee appropriate documentation;|initial experience
efforts to complete Study questions to test in use of refer-
an assignment. application of information|ence materials.
1. Cover inadequacies| Title describes content Provides trainee
Information !in technical manuals.!area; Introduction explains| with current
2. Aid trainees purpose & benefit; Refer- accurate supple-
"supplement" |comprehension of ences list sources used; mentary data to
subject matter. Information i< material at| update training
level understood by trainee| manual material.
1. Present trainees Title describes problem Permits trouble-—
with practical content area; Format: shooting problem
Problem problems to emphasize| l. Clear statement of the soluation without
the fundamentals of problem to be solved. requiring use of
"applicationjlogical thinking. 2. Conditions with any equipment to
practice" |2. Give practice in parameters involved. suppilement the
knowledge application{ 3. Directions and regular laboratory
to problem solving. procedures for soluation. exercises.
Direct trainees to Title describes content Provides trainees
Job utilize documentation| area of job; Introduction | with practice in
as the basis for a explains purpose concisely;| performance of a
"performance|step-by-step Equipment list; Reference | job as they will
evaluation"|performance of a materials; Job Steps:gives| do in their
practical job in step—by-step procedures ultimate job
operating or main- with self-test questions. assignment.
taining equipment.
Provide trainees with| Title describes subject l. Saves time in
course material with-{ matter involved; the classroom.
Diagram out the need to copy Format: varies, such as: 2. Assures that
the chalkboard or . Foldout schematics trainees tave
"yisualized"|overhead transparency| 2. Block diagrams accurate infor-
material which the 3. Illustrations mation to work
instructor deems with.
important to use.
Outline Provide trainees with|[Title identical with topic;| l. Cuides trainee
outline of major Format: in note-taking.
"overview" |teaching points of a | l. Introduction,eg.TLO's 2. Provides an

topic.

2. Outline in key words

overview of topic

-12-
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CURRICULUM DEVELOPMENT SYSTEM FOR NAvY TECHNICAL TRAINING
Stage Three Instructional Media Materials Page 1 of 4 pages
INSTRUCTIONAL MEDIA MATERIALS MATRIX
TYPE DESCRIPTION EQUIPMENT ROOM ADVANTAGES
REQUIRED LIGHTING
AUDIO-VISUAL PRESENTATION CATEGORY
1, Chalk- | Slate / painted|{ Chalkboard Normal 1. Always ready for use
poard cr {wood or metal to| or VAP hung room during preser ation.
Visual- [accent chalk o1 on the wall.| lighting | 2. Easily erased when
Aid special VAP May be finished with material.
Panel markers. magnetized. 3. Can be prepared prior
(VAP) to class and covered.

2. Trans—- | Transparent Overhead Room can 1. Instructor faces the

parency acetate or projector remain class. Good eye contact
plastic film and screen lighted 2. Flexible sequencing.
with opaque 3. Instructor may add
printing on it to transparency during

presentation.

3. Films | 8mm or 16mm 8mm or 16mm | Room 1. Shows intricate
motion picture | motion darkened | operations in a clear,
film picture simple manner.

projector 2, Special visual
and screen effects may be used.

4, Video | 1/2-inch or Videotape Room can | 1. Records skills and

tapes | 3/4-inch reel player and remain real life situations for
or cassette video or TV lighted. playback and review.
video tapes monitor 2. Can be used for
immediate feedback.

5. Slides| 35mm film Slide Room 1. Inexpensive to
mounted in projector darkened produce and reproduce.
2x2-inch and screen. 2. Flexible sequencing.
cardbeard Audio player 3. Instructor controls
mounts unit with pace of presentation.

synchronizer 4, May be synced to an
if required. audio accompaniment.

6. Film— | 35mm film in a | Filmstrip Room 1. Fixed sequence of

strips continous projector darkened presentation.,
strip and screen. 2. Economical produc-
Audioplayer tion and reproduction
if filmstrip 4, May be synced to an
has sound. audiotape player.
7. Audio- | Coated plastic | Audiotape Room can 1. Econowical sound
tapes ribbon on reel recorder/ remain recoriing and playback.
or in cassette | player lighted 2, Easily changed.




CURRICULUM DEVELOPMENT SYSTEM FOR NAVY TECHNICAL TRAINING

Stage I'nree Instructional Media Materials

Page 2 of 4 pages

TYPE DESCRIPTION EQUIPMENT ROOM ADVANTAGES
REQUIRED LIGHTING
AUDIC-VISUAL PRESENTATION CATEGORY
8. Display|Easel with pad A supply of Normal 1. Completed neweprint
presentat-{of newsprint for| markers and room sheets can be displayed
ion easel.|use with markers| chalk. lighting | on the room walls.
May be coated to| Magnets if 2. No time required to
accept chalk and{ magnetized. erase completed sheets.
magnetized., 3. Can be completed
prior to class & covered.
TRAINING GRAPHICS CATEGORY
9, Charts !Printed material} Opaque Room 1. Easy to construct.
which gives projector completely| 2. Inexpensive.
information in | and screen |darkened 3. Can be drawn on
tabular format | when it is |wicon the chalkboard or VAP
10. Graphs|[Symbolic drawing| desirable tojopaque boards when projected.
showing project the [projector | 4. Easily duplicated
relationship or| graphic for |is used. for trainee handouts.
comparisons the entire Room can 5. Large classroom
il.Diagram|Printed material! class. remain visuals are often
showing chrono- | Otherwise, lighte. produced ~n heavy paper
logical changes,| no equipment;at other or cloth.
distribution, needed. times.
components and
flow.
TRAINING DEVICES CATEGORY
12, Models{ Copy of the
real object: Usually no Usually l. Clearly shows
enlarged or equipment the room relationships among
reduced size. is required is kept objects and parts.
13.Mockups| Three- other than well 2. Can eliminate
diamensional the device lighted non-essential elements
specialized itself. to aid in| for learning.
working model. seeing 3. Appeals to multiple
14. Cut-a-| Object which the senses to aid learning.
way has been device. 4, Interest the trainee
sectioned to to develop greater
reveal internal depth of understanding.
structure. 5. Saves instructional
15. Actual| Use of item of Actual item time.
device equipment or of equipment
tool.

-14
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CURRICULUM DEVELOPMENT SYSTEM FOR NAVY TECHNICAL TRAINING

Stage Three Instructional Media Materials

Page 3 of 4 pages

TYPE DESCRIPTION EQUIPMENT ROOM ADVANTAGES
REQUIRED LIGHTING
PROGRAMMED MATERIALS CATEGORY
16, l. Individualized self-
Programmed| Printec text in None Normal study permits self-
Text book one of several room pacing to meet the
(P1} programmed lighting | individual trainee's
formats. learning style & pace.
F17. 2, Immediate feedback on
Computer— |Trainee-operated; Computer responses provides the
Assisted computer- terminal with trainee with knowledge
Instruct— | controlled "main frame" of errors due to
ion (CAI) random—access computer or misinformation.
print-based microcomputer 3. Branching capability
instruction. permits both remediation
18. and advancement within
Inter- Trainee- Video-disc the ccurse & saves time.
active operated player, 4, Use of computer disc
Video computer- interface and video disc provides
Disk controlled unit, micro- rapid random acess to
(IVD) random—access computer & course data.
video~based color monitor
instruction
SELF-PACED MATERIALS CATEGORY
19.
Self-study! Printed work- Actual item | Normal Permits training of
workbook book with of equipment; lighting | one trainee without the
(SSWB) information or system physical presence of an
tests, etc. being instructor, eg. on-board
for self-study { studied. deployed ships or for
by trainee background remediation.
20. Instructor Self-paced instruction
On-the-job]| volume for held on-board to learn
Training supervisor. tasks which cannot be
Handbook Trainee volume learned in the formal
(0JT) to supplement classroom situation.
manuals, etc.
21.
Technical Trainee train- Self-paced instruction
Hands-on ing packet for on equipment, sub—
Training self-study. system o svstem used
System Instructor outside of formal class-
Packet guide packet. room situation.

_15_
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CURRICULUM DEVELOPMENT SYSTEM FOR NAVY 3 CHNICAL TRAINING

Stage Three Instructional Media Materials

Page 4 of 4 pages

TYPE DESCRIPTION EQUIPMENT ROOM ADVANTAGES
REQUIRED LIGHTING
TEAM TRAINING MATERIALS CATEGORY
2 1. Provides instructor
Exercise Printed guide As needed to| Appropr— | with multiple exercises
Controller} for instructor perform the iate to for team training.
Guide to use in specific the 2. Permits revision of
(ECG) controlling an | exercise equipment| or adding new exercises
exercise, eg. utilized.| without the need to
Attack Center revise the IG for the
software.
23, Printed guide
Instructor| to specific 1. Provides instructors
Utiliza- simulation with "user-friendly"
tion equipment for guide to operation of
Handbook instructors simulation equipment
(IUH) and training needed in thelr course
officers being of instructiomn.
used in a 2. Provides students
designated with a guide to their
course., activities in the
1 course.
24, Printed guide 1. Provides system
Simulator for simulation operatcrs with "user-
Software system friendly" descriptions
Utiliza- operators to and explanations of
tion Hand-| test, evaluate, software construction
bnok(SSUH)! and correct and usage.

deficiencies
in simulator

FIVE STAGES OF INSTRUCTIONAL MEDIA MATERIALS

1.
2.
3.
4.

(IMM) DEVELOPMENT

(Reference: NAVEDTRA 38004A, Chapter 5, p. 25)

Cross--section of IMM to be developed.
Complete development of all IMM in final draft form for review.

Validate IMM during "Pilot" course along with other curriculum materials.
Deliver master copies of IMM to the Course Curriculum Model Manager (ccMM).

Listing of IMM to be developed for the course for review by CCA.

(This stage may be waived)

-16-
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CURRICULUM DEVELOPMENT SYSTEM FOR NAVY TECHNICAL TRAINING
Flow Diagram for Curriculum Development - Stage Three Page 1 of 1 Pages

FLOW DIAGRAM FOR CURRICULUM DEVELOPMENT - STAGE THREE

++Assign a TF to conduct
the Pilot Course

TRAINING AGENCY (TA) ____*+Review Stage Three materials
or ++Coordinate comments and

CURRICULUM CONTROL recommendations from TFs

AUTHORITY (CCA) ++Assign TFs to monitor Pilot

++Direct MPA to incorporate
approved modifications into
materials for Pilot Course

TRAINING Review

FACILITIES (TF) Stage Three

(other than MPA) Mateﬁials

+Complete development ++Modify valiiated
MATERIALS PREPARING of draft materials materials to reflect
ACTIVITY (i1PA) +Provide copy of approved changes.
(assigned TF/CCMM draft materials to " ++Reproduce and
TFs and TA/CCA. distribute

materials.

TO STAGE FOUR

TYPE COMMANDER
(TYCOM)

-17-
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CURRICULUM DEVELOPMENT SYSTEM FOR NAVY TECHNICAL TRAINING

Stage Four Tilot Course Validation Page 1 of 2 Pages

50

STAGE FOUR PILOT COURSE VALIDATION OUTLINE

NAVEDTRA 38004A
Purpose of Conducting a Pilot Course. Appendlix A

a. Assure the Curriculum Control Authority that the course
"will work" through the process of validation

b. Instruct other site instructors who will return to their
training facilities to teach the course

c, Gain input from other site instructors who also serve as
subject matter experts

d. Produce teachable "red line" edition of materials so that
imnlementation can begin before final publication

Conducting the Pilot Course.

a. Internal review of materials by all those present during
the pilot course

5. Instructor responsibilities include personalization of
the course outlined in the instructor guide

c. Trainee participation is observed by the monitors to see
that the materials actual meet the learning objectives

d. Monitor activities include:

(1) Attendance at the pre-pilot conference
(2) Be present for all lecture/lab sessions
(3) Comment, as appropriate, on curriculum
(4) Attend post-pilot conference

Pilot Course Final Report.

a. Ouatline of the final report.
(1) Administration, ie. time allocation
(2) Curriculum Validation, ie. adequate materials
(3) Technical Validation, ie. support of TLO
(4) Redlined (annotated) copy of all materials
(5) Minority report provisions.

b. Report signed and sent to Curriculum Control Authority for
approval/disapproval

c. The Curriculum Control Authority either approves or disapproves
the report as submitted




CURRICULUM DEVELOPMENT SYSTEM FOR NAVY TECHNICAL TRAINING
Flow Diagram for Curriculum Development - Stage Four Page 2 of 2 Pages

FLOW DIAGRAM FOR CURRICULUM DEVELOPMENT - STAGE FOUR

TRAINING AGENCY (TA) Coordinate TO STAGE FIVE
. — P~
or Pilot
CURRICULUM CONTROL Course Receive the _
AUTHORITY (CCA) Pilot Course '
Report
J Monitor Hold _ Prepare Pilot
TRAINING Pilot Course Post- lCourse Report
Pilot —-——-
FACILITIES (TF) "%+Conduct Conference| ‘Endorse and Forward
Pilot Course Pilot Course Report

MATERIALS PREPARING
ACTIVITY (MPA) o
(assigned TF/CCMM)

TYPE COMMANDER
(TYCOM)




£/
,

CURRICULUM DEVELOPMENT SYSTEM FOR NAVY TECHNICAL TRAINING

Stage Five Course Management Materials Page | of 1 Page

COURSE MANAGEMENT MATERIALS INFORMATION

l. There are two computer based management tools utilized by all Navy training
commands for the purpose of information storage, retrieval and dissemination:

a. Catalog of Navy Training Courses (CANTRAC)

(1) A NAVEDTRA publication distribuced on microfiche (Vol. II) and
in hardcopy (Vols. I and III)

(2) A single alphabetic character in the first position of the‘Course
Identification Yumber (CIN) identifies the command having Curriculum Control
Authority, i.e., "A" = Chief of Naval Technical Training.

(3) The Cource Curriculum Model Manager (CCMM) is assigned responsi-

bility for maintaining specified courses for such items as budgeting for the
distribution of curriculum materials and conducting curriculum reviews.

b. Navy Integrated Training Resources and Administration System (NITRAS)

(1) Computer reports (files) are used to manage and support courses.
(2) NITRAS contains the following files:

(a) Master Course Reference File (MCRF) which contains the course
schedules, trainee statistics and class utilization data.

(b) Student Master File (SMF) which contains information on all
personnel undergoing Navy training of 13 or more days.

(¢) Training Summary File (TSF) which contains data on the number
of trainees under Navy instruction and the "average on board" at each Navy
training facility.

(d) Active Support File (ASF) which contains data on manpower
authority and staff personnel assigned to each Navy training facility.

2. A third management tool is used by those Navy training facilities which
utilize the NAVEDTRA 110A system of training.

a. Instructional Management Plan (IMP) which defines the procedures
for administration and management of instruction. The following elements
make up the IMP: Cover page, table of contents, forward, introduction, course
management data, student flow management data, student flow diagram and the
instructor qualification plan.




|
[
|
|
|

CURRICULUM DEVELOPMENT SYSTEM FOR NAVY TECHNICAL TRAINING

Stage Five Course Surveillance

NAVY TRAINING APPRAISAL SYSTEM

Page 1

of 1 Pages

i+ Training commands are tasked to provide properly trained personnel to the

fleet.

To moritor this task the Chief of Naval Technical Training (CNTECHTRA)

has established a Training Appraisal Program in order to assess the quality of

training and assist in iden

fying and correcting any training deficiencies.

2. Navy training appraisal includes both the process of training and the

product (course graduates) of training.

Some parts of the program examine one

of these two aspects while other parts include examination of both parts of

the program.

the specific parts of the program.

(both Process and Product}

The diagram below defines three levels of appraisal and most of

Level 3 — CNET/OPNAV/FLEET CINCS/TYCOMS

Fleet Training Appraisal Program (FLETAP) - Surveillance

Level 2 - CNTECHTRA

Internal Training Appraisal Program (ITAP)

Surveillance

NAVSEA/ |Triennal
SPAWAR Command CNTECHTRA
Technical{Inspections evel 1 - Training Facility Level II |Training
Training Question-{Appraisal
Audits Training CISO QA Program naires Survey
Mission Team
Assistance Annual
(TMA) Team | Course Trainee
Reviews Test
Analysis Trainee
Curriculum Irstructor Pipeline
Development | Evaluations Feedback Manage~
(CD)Team from Newly ment
Trainee Assigned Reports
Training Course Instructors
Program Critiques
Coordinator
Staff
(process = curriculum/instruction/eval.) (product = course graduates)

-21~
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CURRICULUM DEVELOPMENT SYSTEM FOR NAVY TECHNICAL TRAINING

Stage Five Curriculum Modification

CURRICULUM MODIFICATION MATRIX

Page 1 of 1 Page

Modifications
may include...

Pen & Ink notes
Technical error
corrections

Urgent safety

Characteristics Three levels of curriculum modification

of Modifications| Interim Changes Changes Revisinns
Recommended by: Instructor CCMM or TF CO CCMM CO
Initiated by: TF CO CCMM CO CCA

TLO add/substract

Change of sequence
or instrl. method.
Remove/insert pgs.

Change CLO,TLO &/
or course length
Contents 507% +

Limitations on

No CLO, TLO or

No CLO changes

Authority....
Formateeseosss

TF CO
specified form

Notification &
Distribution
Requirements

TF reports to
CCMM in 5 days
CCMM reports to
all TFs within
10 days

modifications: added resources No additional
No addition to resources or
course ler~th course length
Incorporates none All interim -
these previous changes since
actions: the last change
Alpha/Numeric Numeric: Numeric:
Identification 2-1, 2-2, ete 1, 2, 3, etc
Approval:

CCMM CO
specified form

No limitations
Usually requires
PILOT or other
validation action

All changes
since the last
revision

Alpha:
A, B, C, etc.

CCA
letter of
promulgation

CCMM distributes
modified material
to teaching TFs

CCMM distributes
modified material
to teaching TFs

CURRICULUM CHANGE PACKAGE:

l.

2.

Change identification - Numeric, eg.

Change 1,

Note: Technical Changes type of modification not included in the matrix.

Change 2, etc.

used in sequence until next revision, eg. REV B CH-4
Change notice — specified format of letter giving instructions
for incorporating changes, eg. remove/replace, delete, add

pages.

Includes justification.

Change pages - all modified pages of the curriculum that hzave been
provided to replace existing pages or to be added.

Change materials - IMM (slides, transparencies, etc.) that have
been modified or added to the course materials (also new
MML pages, as needed)
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DISTANCE LEARNING DIQ SATELLITE
BEGINS WITH

ANRLYSIS OF THE USERS

BY
Dr. LARRY BUNTING
SCOTTSDAL E COMMUNITY COLLEGE

For years, education has been grasping at new technologies for
the ideal educational tool. Many forms of instructional technology
have come and gone in the last fifteen years. Some were acquired
on the recor-.endation of equipment vendors. Others were purchased
with the hope of being on the lead ng edge and, if successful,
would mean a feather in the cap ot the individual who thought of
it. There are problems with acquiring instructional technology in
this manner. The first example is almost always sold by a vendor
who is usually biased with the opinion of his own product. 1In the
second example, the individual has good intentions but there is
invariably a good chance for failure.

Education via an educational satellite system is not exempt
from these problems. This is why the first step in considering the
adoption of this technology as an educational delivery system
should be to better understand the individual groups (students,
faculty, and administration) that will be using and served by such
a system. The administration must be considered because of their
problems with obtaining financial backing, curriculum adoption, and
class scheduling. The faculty must be considered because they are
the individuals that have to work with the technology and see that
the system operates effectively. The students are the most
affected since they are the recipients of the information and are
the reason for the existence of the educational process.

In order to consider these three groups and their problems,
research was conducted using a group of nineteen community
colleges. The study looked at these three groups in order to get a
better understanding of their attitudes, perceptions, and styles of
teaching in regard to technology, facilities, and level of
knowledge in var‘ous areas that were applied to distance learning
via satellite.

In order to get a complete picture of the three groups, a
determination was made as to what information should be gleaned
from the participants that would give the appropriate information
required for making decisions ror a distance learning system.

Along with demographic information, the following were
investigated and the results are reported.
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1. lLearning Styles: Students and faculty were not in total
agreement as to what style was most commonly used at their
institutions. Both indicated that the lecture method was the most
dominant but faculty felt that the use of media materials was in
greater usage than did the students. The majority of faculty had
never tried teaching styles other than lecture with the use of
media materials.

2. levels of Knowledge: Administrators and faculty were
questioned as to their knowledge in the areas cf institutional
facilities, alternative delivery systems, and satellite
communications. In all instances, the administrators were the most
knowledgeable. However, when it came to identifying various kinds
of satellite terminology, neither the faculty nor administrators
were very knowledgeable.

3. How the Participants Felt About Educational Technology:
According to the three groups, ecducaticnal technology is of great
value in education and should continue to be steadily emphasized.
Of the three groups surveyed, the administrators showed the
greatest support for educational technclogy.

4. How Individuals Felt About the Use of Educational
Satellites: Using satellites for distance learning was looked
upon *favorably by all thrze groups, but none were over-zealous
about the idea. Of the three groups, the administrators were the
most supportive.

When considering the use of satellites for international
¢ ducation, the administrators had mixed feelings regarding the
tuture of satellites in international education.

5. The Level of Administrative Support: Administrators were

very willing to support educational technology in general but were
found to be spending very little for alternative forms of delivery.
Even though some admirnistrators were not budgeting any funds for
alternative delivery systems, they still felt very strongly about
its value for education.

6. How Faculty Felt Toward Educational Technology in

Relation to Their Teaching Styles: Lecturing and using media
materials was the dominant style of teaching. Those faculty whose
teaching style was using lecture only were consistently less
convinced of the benefits of technology in education.

Faculty who taught by using lecture and discussion or media
believed that faculty should be doing more experimenting with
educational technology.

All groups, even those that taught mainly by computer, felt
that at times technology is moving too rapidly in our educational
system.

7. How Faculty Felt Toward Educational Technolegy in

Relation to Their Curriculum: Two groups of faculty that stood
out were those in the Math-Science field and those teaching in the
Social Science curriculum.
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The Math-Science faculty were the most positive in regard to
the use of technology in education, while the Social Science

faculty did not see it as beneficial for education as did faculty
in the other curriculums.

8. How Students Felt Toward Educational Technology in

Relation to Their Major Curriculums: Two groups of students

that stood out were those in the Math-Science field and those with
a major in the Social Science curriculum.

The Math-Science students were the most positive in regard to
the use of technology in education whereas the Social Science
students did not see it as reneficial for education as did students
in the other curriculums.

9. How Faculty Felt Toward Educational Satellite

Communications in Relation to Their Disciplina: All faculty
represented in each of the various disciplines were very supportive
of satellite education. Faculty teaching Technology courses showed
the most favorable attitude toward education by satellite. Faculty
who teach in the Health Science field were the least receptive to
some of the ideas about what satellites are doing for education but
over 80% felt that teaching with satellites is an exciting concept.

10. How Students Felt About Educational Satellite

Communications in Relation to Their Major Curriculum:

Students were middle-of-the-road when it came to indicating they
would take a course via satellite. Technology students showed a
very positive opinion relative to the use of satellites whereas
Sonial Science students had the least favorable opinions.
Math-Science students showed the least resistance in taking a
course via satellite whereas the Communications students showed the
most opposition.

Recommendations Based on the Results of the Study

Once the information was gathered for the above statements, a
total picture of the students, faculty, and administrators became
clear and the following recommendations were then proposed.

1. Purchase Satellite Dish -~ By doing this, it will be

possible to demonstrate to the individuals involved as to what
information is presently being sent from satellites at no expense
to the downlink sites. This will help with individuals who
expressed negative feelings toward the technology and at the same
time take care of some of the hardware requirements for interactive
instriuction by satellite.

2. Public Relations - If the schools involved should decide to
use catellites as a distance learning system, one of the first
steps to be taken is that of informing the users. This
informational program should include the viewing of existing
satellite programming and an explanation of how interaction occurs.
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The administrators, faculty, and students should be able to talk
with individuals, using a satellite system, in order to obtain
information which is not always covered in large group meetings or
through informational literature.

3. Budget - Many schools did not report a budget for alternative
delivery systems. A sharing of information should be undertaken
with schools that are presently using satellites for curriculum
support in order to discover all areas requiring funding and the
possible hidden cost that might exist.

4, Curriculum Selection - As stated earlier, some curriculums
will lend themselves more readily to satellite technology than will
others. Each school should conduct an investigation to find out
what these curriculums might be and then begin the use of satellite
technology with the ones that show the least resistance. To not do
this could prove to be counter-productive,

5. Technology Integration - If institucions decide to use an
interactive satellite system, they should begin instructing faculty
in the best ways of integrating the technology within their daily
teaching. Doing this would help to decrease the possible
apprehension experienced by those faculty that would be using
satellites as part of their teaching. Too many times faculty are
given the hardware and material for utilizing technology but are
not instruct 4 in how it is to be used.

6. Services Available - It was determined that many of the
faculty were not aware of facilities and services related to
educational technology that presently existed at their school. An
on-going program to inform faculty about what is available should
begin as soon as possible even though the actual use of satellites
may not occur in the near future.

YURTHER STUDRX

As stated earlier, this study was looking at a specific group
of community colleges and the information applies specifically to
them. Even though the findings apply to this group of colleges,
the findings can be generalized for any educational setting.

The recommendations were drawn from the information gathered in
this particular study. Other possible recommendations could have
been made, however those listed are the ones believed to be the
most crucial for identifying procedures for adopting anrd using an
educational satellite system as a distance learning tool. Further
study might be of value for identifying additional procedures to
enhance the adoption and use of satellite technology.

One major concept that has been drawn from the study is to not
let hardware determine the way courses will be taught. Involvement
of the users from the initial investigative stages is essential
when considering an educational satellite system as a form of
instruction.

- 129
134




Title:

Can Interactive Video Overcome the
"Couch Potato" Syndrome?

Authors:
Katherine S. Cennamo

Willhelmina C. Savenye
Patricia L. Smith

127

135




Can Interactive Video Overcome the "Couch Potato™ Syndrome?

Current liteature abounds with the promises of inteactive video for
revolutionaizing the instructional process. Although DeBloois (1982) contended
that interactive video is an entirely new medium with characteristics quite
unlike those of computers and video, recommendations for design and
implementation of interactive video are often based on past televsion and
computer research (see for example: Hannafin, Garhart, Rieber, &
Phillips,1985).

Salomon (1983; 1984; Salomon & Leigh, 1984) conducted several
influential studies on learning from television, and references to his findings are
prevalent in the literature on interactive video. In the most frequently cited
study, Salomon (1984) measured learners' preconceptions of the ease v
difficulty of print and television, then the learners received either a print-based
or video-based lesson. Upon completion of the lesson, learners completed a
questionnaire on their perceptions of the amount of mental effort that they
invested in ine learning task, and were then given an achievement test. Salomon
found tha( students perceived television as easier than print. Learners in the
print condition reported investing more mental effort and had higher
achievement scores than students who received the video lesson. Salomori
concluded that the learners' preconception of television as a easy medium
resulted in a decreased investment of mental effort and, consequently, lower
achievement scores.

Several authors (Dalton,1386; Hannafin, et al, 1985; Schaffer ana
Hannafin,1986) have suggested that the active response required by interactive
video lessons may overcome leamers' preconceptions of television as a easy,
passive medium, and result in increased mental effort and achievement. But
although the results of Salomon's studies with linear video have been freely
generalized to interactive video research and design, there is little research that
has explicitly examined learners' preconceptions of interactive video.

A review of cognitive and motivational theory indicates that learners’
scripts (Schank & Abieson, 1977), schemata, attrioutions (Weiner, 1979) and
curiosity (Berlyne 1960) may influence their preconceptions of a medium.
Further examination of the literature suggests that learners' preconceptions may
be influenced by their past expariences (Schank & Ableson, 1977), their
perceptions of the learning task (Krendl & Watkins, 1983; Salomon & Leigh,
1984; Weiner, 1979), and the characteristics of the medium (Berlyne, 1960).

The characteristics of the medium can be manipulated easily in order tn
alter the learner's preconceptions of a mediated lesson and increase the mental
effort that learners invest in processing the lesson. Several researchers (see
for example: Dalton & Hannifin, 1987; Heestand, 1980; Lietke & Gall, 1985)
have included practice questions in video-based materials and found that actively
responding to embedded questions resulted in greater achievement scores than
viewing a video-tape without practice questions. Anderson and Biddle (1975)
reviewed the literature on practice questions in film, lecture, and text and
concluded that practice questions seemed to faciliate the accquisition of both
practiced and incidental information.

Although no researchers have included practice questions in video-based
materials and examined the effects on students' perceptions of mental effort,
several researchers (Britton, Piha, Davis, & Wehausen, 1978; Burton, Niles &
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Lalik, 1986; Reynolds & Anderson, 1982) have includsd practice questions in
text materials and found that practice questions may have increased the amount of
mental effort used in processing the lesscn.

Purpose of the Study

The purpose of this presentation is to summarize the results of a study
that (a) investigated learners' preconceptions of I' “>-active video (IV),
instructional television (ITV), and television (TV), anu. (b) compared three
treatment groups on learners' perceptions of invested mental effort and
achievement on a test of recall and inference. The three treatments consisted of
an IV lesson that included practice questions requiring an active response, an ITV
lesson that included practice questions requiring a covert response, and a TV
lesson that did not include practice questions. The relationship between learners'
preconceptions and perceived mental effort was also investigated.

Research Hypotheses

The primary assumptions of tne current study were based upon Salomon's
(1983; 1984; Salomon & Leigh, 1984) findings that (a) television is perceived
as easy, (b) there is a negative correlation between preconceptions of the ease of
a medium and the amount of perceived mental effort, and (c) perceived mental
effort is positively correlated with achievement on a test of inference items.

These primary assumptions were furiher developed hased on a review of
the related literature and the following expectations were generated: (a)
Learners would perceive IV to be more difficult than ITV and TV, and learners
would perceive ITV to be more difficult than TV; (b) learners would report
expending greater mentai effort in processing an IV lesson th=n in processing an
ITV lesson or a TV lesson, and learners would report expending greater mental
effort in processing an ITV lesson than in processing a TV lesson; (c) there would
be a significant positive correlation between the perceived difficulty level of the
video treatments and learners’ self-reports of the amount of mental effort
invested in processing the lesson using that medium; (d) learners who received
the 1V iesson would have higher scores on a posttest of inferences than learners
who received the ITV lesson and the TV lesson, and learnars who received the ITV
lesson would have higher scores on a posttest of inferences than learners who
received the TV lesson; (e) there would be no significant difference in the recall
scores of learners who received an IV lesson, an ITV lessen, or a TV lesson; (f)
there would be a sigraicant positive correlation between learners' estimates of
mental effort and achievement scores on a test of inference items.

Method

A posttest-only control group design was used for this study. The
independent variable consisted of the video-based instructional materials with
three levels (IV vs ITV vs TV). The students who received the IV treatment were
provided with active practice, the students who received the ITV treatment were
provided with covert practice, and the students who received the TV treatment
were provided with no practice.

The dependent variables consisted of studerit ratings of perceived menial
effort, recal scores, and inference scores. Information on student
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preconceptions of the difficulty of learning from IV, ITV, and TV was also
collected for descriptive and correlational purposes.

It was assumed that random assignment controlled for differences in
prior knowledge; however, a pretest was administered to a cohort group. The
pretest confirmed that the target population did not have extensive prior
knowicdge of the content of the less;on: The mean score on a combined test of
recall and inference items was 4.Z points out of a possible 60 points.

Participants

Seventy-eight undergraduate students were randomly selected and
assigned to the three treatments; however, the final sample consisted of 23
students in the IV group, 25 students in the ITV group, and 23 students in the TV
group due to attrition.

Instructional Materials

The instructional materials consisted of a TV lesson, an ITV lesson, and an
IV lesson of approximately 20 minutes in length. Segments from an existing
interactive video science unit on the topic of fission and fusion were modified for
use in this study. The instructional strategy followed the events of instruction
outlined by Gagné and Biiggs (1979) and was similar for each treatment.

The manner in which the events of practice and feedback were presented
in the three lessons constituted the primary difference among the three
treatments. Conventional television programs typically do not provide practice
and feedback on the concept presented in the progran (Smith & Andrews, 1985);
therefore, the TV treatment did not contain any form of practice and feedback.
Although both the IV lesson and the ITV treatment included practice and feedback,
learners were required to overtly respond to practice questions in the IV lesson,
but were only given the opportunity to covertly respond to the practice questions
‘n the ITV lesson.

Following the presentation of information for each objactive (verbal
information: recal1 and inference), the learners in the IV and ITV treatments
were presented with a text screen that asked them to idertify all statements that
were true about the topic previous!y piesented. In the IV treatment, students
were required to touch all of the correct phrases and their responses were
followed by "knowledge of response” feedback. In the ITV treatment, practice
questions were followed by an extended pause and the students were expected to
respond covertly. In both the iV and ITV treatments, each text screen that
contained & practice question was followed by a text screen that provided the
correct answers. The feedback in the IV lesson remained on the screen until the
learners touched the screen to continue the presentation; the feedback in the 1TV
lesson was followed by an extended pause.

Collected Data

Preconceptions of difficulty. A preconceptions questionnaire was
administered immediately prior to the lesson to assess students' preconceptions
of the difficulty of IV, ITV, and TV. The questions were identical to those used by
Salomon (1984) to measure student preconceptions of print and television
except for the subsitution of the words "interactive video", "instructional
television”, and "television" in place of "television" and "a book". To ensure that
each of the participants interpreted the terms “interactive video", “instructional

130
138




television”, and "television” in the same manner, the terms were operationally
defined.

Students were asked to rate their responses to questions such as " How
easy would it be for you to leam to solve a math problem from interactive
video?" on a 5-point Likert scale. One represented "very easy" and five
represented "very difficult”. There were three questions for each medium, and
in accordance with Salomon's methodology, the scores on the three items for each
medium were added together to result in an overall score for TV. an overall score
for ITV, and an overall score for IV.

Although Salomon reported a Cronbach's alpha of .89 for his
questionnaire, in the current study, the Cronbach's alpha was .75. However, the
questionnaire was assumed to have an acceptable degree of internal consistency
for the purposes of this study.

Mental effort. After completing the instructional materials, students
were given a brief questionnaire which asked them to estimate the amount of
mental effort that they had invested in processing the lesson. The questionnaire
consisted of six questions that were derived by combining the questions that
Salomon used in two studies (1983; 1984). Students were asked to rate their
responses to questions such as "How hard did you concentrate while watching the
lesson?". Students responded on a five point scale of effort with 1 representing
"low" and 5 representing "high". Responses to each item were added together to
provide a total score for each student. An analysis of the internal consistency of
the instrument used in this study resulted in a Cronbach's alpha of .55.

Achievement measures. Cued recall and cued inference questions wore
included in the achievement measure. The questions required constructed
responses that ranged in length from one sentence to several paragraphs. Student
responses were scored as to the number of correct facts or ideas that they
generated in response to the questions.

The recall items consisted of eight cued recall questions pertaining to
explici’iv presented verbal information. The test of inferences consisted of seven
open-ended questions. Responses to the inference questions could include
information that was expiicitly stated in the lesson as well as inferences that
connected ideas that were explicitly presented in the lesson. Responses that
restated information that was explicitly presented in the lesson were coded as
"recall"; responses that connected ideas that were stated in the lesson were coded
as "inferences". Each student received a recall score that reflected the total
number of facts that were correctly recalled in response to the recall and
inference questions (maximum possible recall score = 45) and an inference
score that reflected the total number of inferences generated in response to the
inference questions (maximum possible inference score = 18).

Using the scoring key, an acceptable interrater reliability of .95 was
achieved among the researcher and three graduate students in instructional
technology.

Additional data collected. In addition to collecting data that was essential to
the measurement of the dependent variables, students were asked o record the
time when they began the lesson and when they completed the lesson. The time at
which the student began the lesson was subtracted from the time at which the
student ended the lesson to result in a lesson time score.
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Procedutes
Upon reporting to the research site, students were expected to complete
the treatment independently and with a minimum of supervision. The
experimental packet contained general instructions on how to proceed through the
lesson. instructions on the operation of the equipment, and all treatment
materials. First, the participants completed the preconceptions questionnaire,
then they received instructions to proceed to the IV table, the ITV table or the TV
table, depending on the student's assigned treatment. After students completed the
lesson, they were instructed to complete the questionnaire on mental effort.
After completing this questionnaire, the students were asked to complete the
posttest of recall and inference items.

Results

The data were analyzed using several statistical tests of significance.
Analysis of variance (ANOVA) was used to analyze the d2ta among groupus on
perceived mental effort ratings, recall scores, and inference scores. A repeated
measures ANOVA was used to determine if there were significant differences
among leamers' preconceptions ratings for IV, ITV, and TV. This test was used to
analyze the preconceptions data because ratings for each of the three media were
obtained from each participant, thus the ratings were highly correlated.
Following a finding of a significant E, Tukey's Honestly Significant Difference
(HSD) test was used to determine the significant differences among individual
group means. Correlations among scores on the measurement instruments were
tested using a {’earson's [ test of correlation.

P . { Difficul

Out of a maximum possible difficulty rating of 15 for each medium, the
mean :ating for IV was 5.47, the mean rating for ITV was 6.21, and the mean
rating for TV was 7.90.

A repeated measures ANOVA indicated that there was a significant
difference in the learners' preconceptions of the difficulty of IV, ITV, and TV,
E{2,140) = 48.43, p < .01. A Tukey's HSD post-hoc analysis (p < .05) of the
data indicated that learners felt that it was significantly easier to learn from IV
than from ITV and TV, and significantly easier to learn from ITV than from TV.

Perceived Mental Effort

Out of a maximum possible perceived mental effort rating of 30, the mean
rating for IV was 20.56, the mean rating for ITV was 21.04, and the mean rating
for TV was 20.00. ANOVA results indicated there were no significant differences
in the learners' perceived mental effort ratings between treatments, E(2,68) =
.69, p = .51.

Preconceptions of Difficulty and Perceived Mental Effort

Pearson's 1 test for correlation indicated that the correlation between the

mean preconceptions ratings and mean perceived mental effort ratings did not
reach significance for IV, = -.31, ITV, L= -.13, 0or TV, = -.07.




Inference Scores

The maximum possible inferene score was 18 and the mean score for IV
was 5.04, the mean score for ITV was 4.60, and the mean score for TV was 4.47.
ANOVA results indicated that there were no significant differences between the
mean inference scores of the three groups, £(2,68)= .27, p = .76; however the
mean inference scores were in the predicted order (IV > ITV > TV).

Recall Scores

The maximum possible resall score was 45 and the mean score for IV was
20.4, the mean score for ITV was 18.6, and the mean score for TV was 15.5.
ANOVA results indicated that there were significant differences between the mean
recall scores of the three groups, F(2,68) = 4.53, p = .01. Tukey's HSD test
for post-hoc analysis indicated that the leamers who received the 1V lesson
recalled significantly more information from the lesson than learners who
received the TV lesson. There was no significant difference between the mean
recall scores of the leamers who received the ITV iesson and the mean recall
scores of the other two groups.

Mental Effort and Inference Scores
The Pearson's [ test for correlation indicated there was a significant

correlation between the mean perceived mental effort ratings and mean inference
scores, [=.27, p =.012.

Post-hoc Analyses

Several post-hoc analyses were conducted in order to explore possible
explanations for the results of the primary analyses.

Perceived mental effort ratings and recall scores. The results of the
Pearson's [ test of correlation revealed that there was a significant correlation
between the learners' perceived mental effort ratings and their recall scores, [
=33, p = .01.

Lesson time. The data on lesson time were analyzed to determine if there
were significant differences among treatment groups and to determine if there
was a significant correlation between lesson time and inference scores or recall
scores. ANOVA results indicated a significant difference between the three
treatment groups in the amount of time that was required to complete the lesson,
E(2,68) = 8.66, p=.0004. Further analysis using Tukey's test revealed that the
IV (M = 25.3 minutes) and ITV (M = 23.2 minutes) groups took significantly
longer to complete the lesson than the TV group (M = 18.5 minutes). However,
thera was not a significant correlation between reported lesson times and
learners' recall scores, r = .16, or inference scor3s, [ = -0.02.

Discussion
The purpose of this study was to investigate learners' preconceptions of
the difficulty of interactive video (IV), instructional television (ITV), and
television (TV) and to examine the effects of responding actively or covertly to

practice questions embedded in video-based materials on perceived mental effort
and achievement on a test of recall and inference items.
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p i f Difficult

This study was based on the premise that preconceptions of a medium
influence the amount of mental effort that learners invest in processing a
mediated lesson. The present study assessed learners' preconceptions of the
difficulty of IV, ITV, and TV.

Although it was predicted that adult learners would perceive IV as more
difficult than ITV and TV, and ITV as more difficult than TV, the results were in
the opposite order. The learners perceived that it was significantly easier to
learn from IV than from ITV and TV, and significantly easier to learn from ITV
than from TV.

The differences between these findings and the results of Krendl's (1986)
and Salomon's (1983, 1984° Salomon & Leigh, 1984) studies upon which the
predictions were based may be due to the differences in the samples examined by
the researchers. Salomon's samples consisted of public school students in grade
six and Krendl's sample consisted of public school students in grades three
through ten; however, the participants in the current study were undergraduate
education majors from a select institution with stringent admission
requirements. Due to the past academic successes of the learners in the sample
examined in the current study, it is probable that they had more well-developed
schemata relative to the learning process than the majority of students who are
enrolled in public elementary or secondary schools.

Although the learners who participated in the current study perceived
that it was easier to learn from interactive video than from television, this
finding does not necessarily mean that the learners perceived interactive video as
“easy”. College students such as the ones included in this sample may be aware
that an "easy" lessan is not necessarily easy {o “learn from",

The pattern of means on the inference and recall test tended to support the
learners' preconceptions of the difficulty of learning from the media utilized in
this study: Although the differences among groups was not significant, the recall
and inference scores tended to be higher for IV than for ITV and TV, and higher for
ITV than for TV. In general, the more difficult it was perceived to be to learn
from a medium, the lower the inference and recall scores of the learners who
received a lesson using that medium.

These findings were opposite from the results reported by Salomon
(1983; 1984; Salomon & Leigh, 1984): Salomon found that learners scored
higher on a test of inference when leaning from a medium that was perceived as
difficult {print) than from a medium that was perceived as easy (television).

Although information as to why the learners perceived one medium as
easier or more difficult than another was not collected, the results indicate that
the learners did perceive IV, ITV, and TV as very different in their ability to
facilitate learning. Future research that examines the learners’ rationale for
rating one medium as easier or more difficult than another may provide
information on the extent to which learners are aware of their own cognitive
strategies for learning. In addition, studies that are similar to the current study
should be conducted with other age groups and apfitude levels to dstermine to
what extent preconceptions are a function of the age and aptitude of the learners.

Relationship of P " { Difficulty to Mental Effort
It was predicted that there would be a significant positive correlation
between learners' preconceptions of .e difficulty of a medium and their
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perceived mental effort ratings when learning from that medium; however, the
predicated correlation did not occur.

The lack of a significant correlation between preconceptions of difficulty
and perceived mental effort may have been due to the limitations of the
measurement instruments. In particular, the low reliability of the perceived
mental effort questionnaire may have masked potential results.

The lack of the predicted correlation also may have been due to the
learners' interpretation of the questions on tha two questionsiaires. Whereas the
preconceptions questionnaire was designed to assess the learners' general
preconceftions of the difficulty of learning from a medium, the mental effort
questionnaire was designed to assess the amount of mental effort that the learners
perceived that they had invested in learning their specific assigned lesson. The
preconceptions questionnaire required the learners to rate the difficulty of
learning several tasks from each medium; the mental effort questionnaire
required the learners to rate how hard they tried to understand the lesson, how
hard they concentrated, how hard the lesson was to understand, how much the
lesson made them think, how much they thought they could remember, and how
much effort they used in comprehending the lesson. It is possible the amount of
perceived effort required to understand, concentrate, think, and comprehend
were not major factors that learners considered as they reported their
preconceptions of the difficulty of learning from a medium.

Future researchers should use mental effort questionnaires and
preconceptions questionnaires that are closely aligned in wording in order to
provide insight on the role of preconceptions in the amount of mental effoit
invested in processing a lesson. For example, the perceived mentai efior
questionnaire used in this study asked the learners "How hard did you try to
understand the lesson?"; a preconceptions questionnaire could be designed to
access a similar construct by asking "How hard do you usually try to understand a
television lesson?".

Perceived Mental Effort, Recall, and Inference

it was expected that altering the typical characteristics of video-based
materials through the addition of practice questions requiring an overt (IV) or
covent (ITV) response would overcome learners' preconcepticns of TV as a
passive medium requiring little mental effort; therefore, they would engage in
actively processing the content, perceive that they were investing a large amount
of mental effort, and achieve high scores on a iest of inference items.

Although the manipulation of the characteristics of the medium did not
affect the learners' perceived mental effort ratings or inference scores, it had a
significant effect on the learners’ recall scores. The data analyses indicated that
the learners who received the IV lesson that required an active response recalled
significantly more information from the lesson on a test of recali than learners
who received the TV lesson that did not require a response. Actively responding
to the practice questions in the IV lesson did not result in significantly greater
recall scores than covertly responding to the questions in the ITV lesson, and
covertly responding to the practice questions in the ITV lesson did not result in
significantly greater recall scores than viewing the TV lesson without practice
questions.

These results were not consistent with the predictions, but upon closer
examination of the learning task, the results de not seem surprising. In the
current study, the learners received practice questions at the verbal recall
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level, hence they were provided with direct practice toward the recall posttest.
The practice questions were designed to ensure that the leamers possessed the
factual knowledqe that was necessary for the generation of inferences. The
learners were expected to connect the individual facts to create new inferences;
however, they did not receive practice in the connection of the facts.

Several researchers (Heestand, 1985; Lietke & Gall, 1985) have found
that factual postquestions facilitated the recall of the practiced information, but
had no significant effect on the recall of information that was not practiced.
Other researchers (Dalton & Hannafin, 1987; Lietke & Gall, 1985) have
suggested that it is difficult to teach higher-level cognitive skills through the use
of lower-level questioning strategies. It is possible that the recall practice
questions may have caused the leamers to focus on the rehearsal of the verbal
information rather than on the elaboration of the content.

The fact that learners in the IV group reported significantly longer lesson
times than the learners in the TV group may be offered as an alternative
hypothesis to explain the results. But although there was a significant difference
among the three treatments in the time spent on the lesson, there was not a
significant correlation between reported lesson-time and recall scores. These
results suggest that the differences in the recall scores of the IV group and the TV
group were not entirely due to the greater amount of time spent on the lesson by
the learners in the IV group.

The results of this study indicate that learners who are required to
actively respond to practice questions that are embedded in a video-based lesson
recall significantly more information from a video-based lesson than learners
who are not provided with practice questions. The results also indicate that the
inclusion of practice questions at the verbal recall level may not result in
significant increases in the inferences generated in response to a video-based
lesson.

However, the compressed range of the inference scores may have masked
potential differences among the treatment groups. Out of 18 possible inferences,
the mean of the IV group was 5.04, the mean of the ITV group was 4.60, and the
mean of the TV group was 4.47. The type of practice question utilized in this
study may havz inhibited the generation of inferences, however, the compressed
range of scores may also have been due to the difficulty of the scientific content
for the non-science majors that participated in the current study.

Future researchers should continue to investigate the effects of practice
questions with other types of practice questions, other types of objectives, and
other groups of learners. Research that incorporates recall test items that are
not directly matched to the practice questions may provide valuable insight as to
whether increased recall scores are influenced by the direct rehearsal of the
information that is included on the posttest or by a general review of the
information that precedes the question. The effect of practice questions at
higher-levels of cognitive processing seems tc be an especially promising area
for further research. It is possible that providing learners with practice
questions at the inference level would resuit in the generation of a larger number
of inferences than was observed in the current study. The effect of practice
questions on the achievement of higher levels of iearning ouicomes such as
intellectual skills or applications also seems to be a promising area for further
research. Research with learners of different ages, aptitudes, and motivational
levels than were used in the current study may strengthen the findings and
increase the generalizability of the results.
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Consistent with the predictions, a modest significant correlation was
found between the learners' mean inference scores and mean perceived mental
effort ratings. The post-hoc analyses indicated there was also a mgcdest
significant correlation between the learners' perceived mental effort ratings and
their recall scores. As learners' perceived mental effort increased, their recall
and inference scores also increased.

But although it was predicted that learners would perceive that they
invested more mental effort in processing the IV lesson thun in processing the ITV
lesson and TV lesson, and that learners woukd perceive that they invested more
mental effort in processing an ITV lesson than in processing a TV lesson, there
was no significant difference between the three groups.

The prediction was based on t»e results of research studies (Britton,
Piha, Davis, & Wehausen, 1978; Burton, Niles & Lalik, 1986; Reynolds &
Anderson, 1982) that found the amount of cognitive capacity usage, as measured
by a secondary task technique, increased when practice questions were embedded
in text-based lessons. Although cognitive capacity usage and mental effort have
been operationally defined in a similar manner by Salomon (1981), it is
possible that the self-report measure used in the current study was not as
sensitive to increases in mental processing as the secondary task measures that
were used in the text-based studies, and in fact, may not have actually assessed
the same cognitive processes.

The low reliability of the perceived mental effort questionnaire
(Cronbach's alpha = .55) indicates that future researchers should use a different
method of assessing perceived mental effort. The use of secondary task technique
to assess cognitive capacity usage when learning from video-based materials may
heip determine if the inclusion of practice questions affects the amount of mental
effort invested in processing video-based instruction and text-based instruction
in a similar manner.

Conclusions

The conclusions of this study support the current practice of including
practice ¢i:estions requiring an active response in the design of interactive video
instructional materials. The results suggest that responding actively to practice
questions at the verbal recall level will increase the amount of information
recalled from a video-based lesson that is designed to teach factual information at
the verbal recall level. However, it appears that responding actively to practice
questions at the verbal recall level will not increase the number of inferences
generated in response to a video-based lesson. These findings suggest that video-
based lessons designed to teach more than simple recall may need to include
higher-level practice questions in order to increase the amount of information
learned from the lesson. The results suggest that additional research is needed on
the effects of actively and covertly responding to practice questions in video-
based lessons.

Additional research also is needed on ways that different media are
perceived. It has been suggested that preconceptions of media may vary depending
in the age and aptitude of the learner.

Further research that examines learners' preconceptions of media and the
ways that preconceptions can be altered to result in increased mental effort may
be abie to provide valuable information that may result in more effectively
designed video-based lessons.
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Fourth Generation Instructional Design Model:

An Elaboration on Authoring Activities

Instructional Design

Instruction is a process that involves both the planning of an environment where
learning can take place and the delivery of information to the learner. How to
improve learning in a planned environment has been a major concern of
educaticnal psychologists since the first formal research on classroom learning by
Edward L. Thorndike (1969). Since Thorndike, learning in the classroom (or
training) environment has been a focus of educational psychologists who, unlike
experimental psychologists who have limited their study of learning to the
laboratory, consider the complexity of factors that influence the effectiveness and

efficiency of classroom instruction on improving learring.

Factors that contribute to the divergence in student learning include cognitive and
affective variables, student knowledge, stimulus properties, delivery system (e.g.,
lecture, computer, video, etc.), management procedures (e.g., program control,

learner control), instructional strategies, and evaluation raethods.

Although educational psychologists, as well as other ecucators, have long dealt with
these factors, it has only been in the past decade that they have investigated variables
and conditions directly related to the planning of a total learning environment; that
is, recognizing the interaction of multiple factors that go into designing and
impiementing instruction. Instructional systems design (ISD) is the term applied to

this planning effort; it includes the processes of development, evaluation, and
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management. The I5D concept of development uses a scientific process that
involves both the planning of an environment where learning can take place and

the delivery of information to the learner.

Growth of this approach to instructional design has been facilitated by rr.2; r inputs
from fields of inquiry outside of education, such as computer science, management
information sciences, and psychology; and within the field especially from
instructional technology. Whenever possible, research and theory from these areas
have been applied to appropriate phases in the updated ID model. Of these areas,
computer science has had a major impact with such contributions as system design
strategy variables (e.g., system architecture and software developments), structure of
information (both as external information and internal representations), efficiency

of design concepts (e.g., heuristic methods), and alternative learner control methods.

In the updated ID model the emphasize is on the basic principles of design using an
iterative approach to development rather than a coniventional algorithmic process
model in which the output of one step becomes the input for the next. This is done
for two reascns. First, the complexity of the ID process is a result of aiternatives
available for solving domain- specific learning problems. Thus, within phases the
author has numerous options to be organized to fit the given situation. Second, the
authoring activities can be :1dependent of the decision making. Thus, in the design
of an expert instructional desig system, the knowledge base can be separate from an

executive strategy system.
The principles of design in the updated ID model are based primarily upon learning

and instructional research and theory and, just as importantly, upon applied

development experience. It is one thing to talk and write about the instructional
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design process, and quite another to have actually done it. As a design science field,
much like engineering, instructional design relies upon field experience for much of
the "how to do it" components of its system. In this regard, the conglomerated
authoring activities exhibit different degrees of theory-base and empirical base. For
example, the analysis draws heavily on learning theory to set the conditions of
learning and evaluation. in contrast, the development draws on field experience to

define activities.

Another important trend toward a scientific approach to instructional design is the
increased emphasis placed on the use of evaluation (Tennyson, 1978; also Tennyson
paper AECT 1990). Although evaluation has always been part of the instructional
design plan, it traditionally was relegated to the last step in the process. Even the
most recent models (e.g., Merrill, 1983; Reigeluth, 1983) have only a minimal
consideration of evaluation. The impetus for increased use of evaluation in
developmer:* is part of a larger societal mogggent towards accountability in
education and training. Following the guidelines presented by Ter.nyson's theory-
based model (Tennyson, 1990), evaluation has become an integral part of the design

system.

The various facets and combinations of the updated ID process (4th generation)--
Analysis, Analysis-Design, Analysis-Maintenance, Design, Design-Developmient,
Design-Development-.mplement, Development-Implement, Development-
Implement-Maintenance, Implement, Implement-Maintenancc and Maintenance
will be presented in terms of the authorirg activities associated with each facet of the
updated ID model. Figure one presents the updated ID model (fourth generation) as
a dynamic processing model in referenr= to the elaboration of authoring activities

(for further detail on updated ID model see Tennyson's presentation and paper).

3
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Situational
Evaluation
(Diagnosis)

DEVELOPMENT

/IMPLE-
MENTATION

implementation System

Define Learning Variables
¥ Define Learning Environment
Speclity Goals/Objectives
Define Management
Define Specifications of Inst.

Analyze Information (Meczo) Ny ‘ Figure 1. 4th Generation ISD Mode!.

N\ ANALYSIS _/

© 1830 Tennyson & Christensen (1930)
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Analysis

Define philosophy and theory
of learning conditions

Analyze target population

Feasibility evaluation

Analyze document

Analysis-Design

Define learning variables

Define the learning environment

Authoring Activities

These conditions influence each

step in the ID process Thus,
the generic steps are adjusted
to account for the defined

Determine learner
characteristics:
geographic location,
age,

ability,

need for motivation,
present skill levels,
number of students
Determine learner differences:
cognitive style,
aptitude,

learning style,
personality factors,
motivation,
perception

Validate the analysis process

Establish conditions of the
learning environment
conditions

Identify specific information to be

learned

Establish scope and constraints of

the ID process
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Analysis-Design Authoring Activities

Specify goals
State abstract descriptions of what
knowledge is to be acquired (levels of
knowledge—declarative, conceptual,
and procedural)

Specify learning objectives
State objectives for learning program,
specifying:
desired conditions of learning (e.g.
verbal information, intellectual
skills, cognitive strategies, motor
skills, attitudes)

Define management and delivery

system
Establish role of computer in
mar- gement of the learning
environment Identify basic goals for
computer delivery of instruction (and
identify other alternative systems;
e.g., interactive video)

Define specifications of instruction

Document conditions and
specifications of program:
length,

structure,

proportion presented by
allowable media,

target population description,
definition of constraints,
goals and information to be
covered,

levels of program intelligence
within management and
instructional system
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Analysis-Design Authoring Activities

Plan design and development

effort
Consider whether to:
buy and use existing materials,
modify an existing course, develop a
new course, or discontinue
development effort Estimate costs
and resource requirements for each
alternative

Analyze information (micro)
Knowledge engineering activities:
Identify organization of information
Establish knowledge base
Determine schematic structure from
knowledge base (referenced to
conditions of learning) Determine
schematic structure from semantic
structure Determine semantic
structure for content attribute
characteristics

Analysis-Maintenance

Analyze learning needs and/

or problem
Identify discrepancies between
desired and actual learning and
performance Determine
consequences of learning and
performance discrepancies

Define constraints restricting

resolution of learning and

performance discrepancies.
Identify the scope of the
need/problem (i.e., curriculum,
course, module and/or lesson)

Maintenance Evaluation
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Design
Define entry knowledge

Define organization and
sequence of information

Specify formative evaluation

system

Prepare design document
Design-Development

Specify instructional system

Specify meta-instructional
strategies

157

Authoring Activities

Identify and determine
learner entry knowledge and
behaviors Determine
learner (student) model:
background knov:ledge,
associative knowledge,
prerequisite knowledge,
prior knowledge

Determine sequence of
information through:
a) course,

b) module,

¢) lesson

Outline strategy for
validating learning materials

Document all design
decisions to guide
cevelopment of prototype
learning materials

State Meta-instructional
strategy

Specify use of meta-
instructional strategy
variables:

drill variables, placement of
items, display time, label
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Design-Development Authoring Activities

definition, context, best
examples, expository
examples, interrogatory
examples, strategy operation,
attribute elaboration

Specify mode of interaction
State level of system
interaction:
program initiative, mixed
initiative

Specify screen management
Determine screen layout,
positioning, sizing, etc.

Specify presentation modes
Select input/output modes:
keyboard, positional, speech

Specify computer-based

enhancements
Select computer-based
enhancements:
worked examples,
display time,
format of examples,
amount of information,
sequence,
embedded refreshment &
remediation

Specify methods of management
Design method of
management per selected
level of intelligence:
flowchart, algorithmic,
heuristic

Specify message design

Select display characteristics
(e.g., graphics, text, color)
Design screen layout




Design-Development

Specify human factors

Review/select existing materials

Define situational variables

Design-Development- Implement

Define conditions of learner
assessment/evaluation

Specify learner evaluation system

1d 59

Authoring Activities

Design:

menus, function key
prompts, special helps
glossaries Idcniify hardware
configurations

Select porticns of existing
materials appropriate for
inclusion

Identify existing materials,
compare them with
needs/problem Identify
source manuals, subject
matter experts, and resource
people

Determine the method(s) for
assessing and evaluating
learner knowledge
acquisition (e.g., methods of
diagnosis, error detection,
error analysis)

Determine on-task learning
assessment and level of
diagnosis (e.g. preventive,
overlay, reactive,
advisement, coaching)
Determine use to be made of
pretests, progress checks, and
posttests Determine how
assessments are to be
administered (i.e., by
computer or by paper)
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Development

Prepare content narratives

Prepare learning activity

designs

Develop learning activities

Development-Implement

Editing of learning program

Formative evaluation

Documentation
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Authoring Activities

Acquire and document
subject matter content (i.e.,
knowledge base and
schematic structure)

Review learning activity
designs and associated
content for adherence to
design and for accuracy and
completeness

Employ strengths of
medium Implement
instructional strategies

Establish format and
composition requirements
Review all materials for
grammar, style and
consistency

Conduct one-on-one tryout
of prototype materials
Revise on the basis of one-
on-one result Conduct
simulation tryout Refine on
the basis of simulation test
Edit and produce Perform
technical and mechanical
review
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Design Implement-Maintenance

Develop assessment instrument

Reviews

Implement

Implement-Maintenance

Summative Evaluation

161
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Authoring Activities

Develop items appropriate
for each objective and
learning activity Develop
items consistent with
designed assessment system

Subject matter experts
review material for accuracy
and completeness Designers
review material to
determine whether it meets
requirements established in
analysis and development
phases

Reproduce materials
Establish/modify support
services

Distribute materials
Deliver instruction
Collect data on learner
performance and learner
attitude

Analyze data

Distribute report and
recommendations
Determine whether to make
major revision (go to
Analysis) or minor
maintenance (go to
Maintenance)
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Maintenance Authoring Activities

Perform maintenance on
learning activities and test
items.
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In recent years, researchers in our field have been engrossed in ongoing
arguments about the value of research with media, research on media, and
research on learning from media. Richard Clark, for example, has expended
untold hours explaining the effects created by the gap between descriptive
theory and applied research (Clark & Snow, 1975). Among other claims
(Clark, 1983), Clark has concluded that ". .. media attributes are
interchangeable and make no necessary psychological contribution to
learning" (Clark, 1987). Based upon the available evidence, this, of course, is
true. However, what Richard Clark did not tell us is that media attributes
may make a sociological and/or physiological contribution to learning. He
did not tell us this because, for many reasons, we did not ask the question. As
a result, one is led to the conclusion that our narrowly focused questions may
be a cause for concern (Clark, 1988).

Last year, Clark (1989) concluded that ". . . research quantity indicators do not
support quality judgments.” He went on to say that two major changes need
to occur in the way that research is conducted in the future. First, ". .. more
effort needs to be spent at the 'front end' or conceptualization stage of
studies" and second, ". . . our studies need to stop emphasizing descriptive
research and instead focus on prescriptive research designs and questions."

My purpose is threefold. One is to reiterate the distinctions between
disciplines and applied fields of study and suggest that these distinctions
should be evident in the descriptive/prescriptive research reports generated
from each. A second is to impart my belief that replicating the theoretical and
inquiry strategies of descriptive research may be debilitating applied research.
A third is to discuss instruction in reality and the implications of a holistic
research paradigm to study learning from instruction (The paradigm even
includes the teacher/designer as an essential variable).
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Extrapolating, page 2 of 6

DISCIPLINES AND APPLIED FIELDS

Education is an applied field of study. Therefore, if education is an applied
field of study, like medicine and law (not a discipline, like mathematics an ¢
chemistry), then so are the knowledge components that comprise it:
instruction, curriculum, counseling, evaluation, and administration
(Beauchamp, 1968).

In the classical sense, a discipline of knowledge includes research based upon
mature theories that will encompass and/or correspond with both existing
and new microtheories and m-crotheories; the general concern is with
delineating mature theories that must specify the dynamic causal
relationships that exist within, between, and among all of the elements
comprising the domain. Traditionally, the goal of basic research have been to
generate new descriptive knowledge, if, for no other reason, the sake of
knowing.

Generally, an applied field of study includes research based upon knowledge
gleaned from one or more disciplines; the concern is with identifying eclectic
systems, networks, paradigms, et cetera, to infer the ideal structure of
functional, reality ladened, knowledge. The goal of applied research, in most
cases, has been to generate new knowledge about designing, developing,
implementing, managing, and/or evaluating the effective (natural science)
and/or affective (social science) elements within the universe.

Therefore, the task of researchers and other professionals within an applied
field of study is to translate and transform the "knowing what" descriptive
knowledge generated in the disciplines to the "knowing how" prescriptive
knowledge so necessary in an applied field of study. One must remember that
the major difference between basic descriptive research and applied
prescriptive research is reality. I mention the distinction only because it is so
easy to lose sight of our purpose.

THE PROBLEM OF PURPOSE

It is my belief that at least part of the "purpose" problem, if it is generally
conceived to be a problem, stems from the fact that many of the graduate
programs of education (an applied field of study) have mirrored the
theoretical and methodological inquiry strategies and techniques of science (a
discipline). It follows, then, that our orientations about the theoretical
constructs of research, in general, and methodology, in particular, have
reflected and evolved from the "laboratory setting," where conditions and
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methods can usually be controlled, through statistics and/or randomization,
to ignore potential dynamic causal relationships that exist within the domain
of reality, but outside the domain of immediate concern or interest to the
researcher. In reality, I am not implying that this model or the descriptive
data that result from research conducted ir a laboratory setting are good or
bad; that question cannot be answered until we have incorporated and
evaluated these data in our own applied research, in reality. Some would
argue that this is an extension of the controversy between reductionists and
naturalists (Guba, 1981; Magoon, 1977), while others will see it as a distinction
between the professional research activities of those in a discipline and those
in an applied field of study.

To summarize, the task of synthesizing descriptive data {rom the "root social
sciences" (Clark, 1989) to form a usable paradigm for applied research is quite
different than the task of employing, verbatim, the theoretical and
methodological corstructs of those same sciences. Certainly learner
competence is a gool or end product that applied fields concerned with
instructional theory hoid in common with the root social sciences concerned
with learning/cognitive thecry, but the means of arriving at the end product
is, or should be, different.

In the past, our commitment to the constructs imposed by a particular
discipline has failed to produce the consistency, generality, and commonality
needed for the development of a comprehensive paradigm for applied
research on learning from instruction. Frustrat.on with the limited yields
from past research has prompted calls for new research directions. However,
research without a theoretical domain may provide new directions which are
no more beneficiat as a guide to studying learning from instruction than the
paths of the past. In the future, the relationship between learning/cognitive
theory research and learning from instruction research must be reciprocal;
each should serve, in part, to strengthen the other. Without some
acknoiviedgement of the effective and affective processes involved in
learning from instructior, applied research efforts will continue to produce
extremely limited observations. Learning from instruction should be based,
in part, upon the constructs of learning/cognitive theory, but instructional
theory should not be confused with learning/cognitive theory.

INSTRUCTION IN REALITY
Perhaps the most pervasive problem with research on learning from

instruction has been the lack of inclusiveness; our inattention to the totality
of the instructional environment. Separately, we have covered several
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variables, usually more than one at a time, including learners, teachers,
treatment characteristics, environmental or situational conditions, intrinsic
and extrinsic motivation, media characteristics, and factors related to the
instructional message or task. Research has been conducted from the
individual researcher's conception of fundamental combinations of pertinent
variables. Based upon what we have learned from our past research, it seems
that one of the shortcomings has been our failure to consider certain variables
and relationships that have been treated and evaluated by our colleagues in
the disciplines and other applied fields. To illustrate, the learning/cognitive
theorist does not focus on the specific elements of one essential component
within a learning/cognitive model at the expense of the others. For, by
themselves, the essential components are not theory: even though the
within component elements play an integral part in defining a theoretical
domain, in the final analysis, they often become subordinate to the
relationships between and among component elements. This should also be
the case with paradigms to study learning from instruction.

A PARADIGM TO STUDY LEARNING FROM INSTRUCTION

Although the paradigm described here has implications for instructional
design, it is neither an instructional design paradigm nor a paradigm of
instruction; rather, it is a research paradigm to study learning from
instruction. The paradigm is based upon the presumption that there is both
theoretical and intuitive commonality among the researchers and
practitioners interested in learning from instruction. Therefore, for such a
paradigm to be of value to all researchers within our applied field of study, it
must be eclectic. It must be broad enough to include our psychological,
sociological, and physiological experimental and naturalistic research
interests, and dynamic enough to allow for the inclusion of various theories
pertaining to how, when, where, and why learners become competent.

The clinical paradigm proposed here to study learning from instruction is
based upon five essential variables of instruction: the learner, the
teacher/designer, the task, the resources, and the instructional environment.
It follows, then, that if learner competence is the ultimate product of the
instructional environment, then an effective and affective instructional
environment is the product of the interactions from within, between, and
among the teacher/designer, the learner, the task, and the resources. The
psychological, sociological, and physiological dimensions of the variables of
instruction are used to further describe the distinctiveness of the static and
dynamic attributes innately existing within, or designed into, each of the
essential variables. Even though the proposed dimensions may not be
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mutually exclusive, this deficiency is minimized by viewing learning from
instruction as a dynamic process. However, this should not be construed to
mean that the dynamic and static attributes existing within, or designed into,
the psychological, sociological, and physiological dimensions of the essential
variables of instruction are not important indicators of potential interactions.
They are, in fact, of great import to our efforts in diagnosing and prescribing
the between and among relationships of the identified attributes associated
with each of the variables of instruction.

On the one hand, learner competence is contingent upon the ability of the
motivated learner to select, amplify, and/or manipulate the attributes of the
other variables of instruction to form an environment that is qualitatively
distinct. On the other hand, learner competence is contingent upon the
ability of the teacher/designer to select, amplify, and/or manipulate the
atnhutes of the other variables of instruction to form an environment that is
quantitatively distinct. The implication of such within, between, and among
dependence of the learner and the te cher/designer is that causal
relationships within the instructional environment result from the abilities
of the learner to integrate the functional relationships between and among
the other variables in a schema that will result in a theoretically predictable
performance. Functional relationships of the dynamic and static attributes
within each variable and causal relationships between and among the
variables of instruction and learner competence are best predicted from
knowledge about the iniermediary processes that occur within the learner as
well as the potential effective and/or affective relationships that occur
between and among all of the other variables of instruction. Hence, the
objective form and subjective meaning of the lcarning task must yield both
functional and causal distinctions in terms of the cognitive, affective, and/or
psychomotor requirements of the learner.

Research proceeding from this conceptual level requires not only the
examination of the essential variables of instructicn (teacher/designer,
learner, task, resources, and the instructional environment) and their
attributes (psychological, scciological, and physiological), but of the essential
intermediary processes (functional and causal relationships) as well.
Together, these essential variables can serve as common denominators for a
variety of research interests in applied fields such as instructional technology.
Moreover, thecretical integrity would be established and/or advanced if these
components were either implicit or explicit features of most, if not ali,
research paradigms.
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ABSTRACT

In the past century, much research has addressed the legibility
of text in print. Sanford (1888), Griffing and Franz (1896) and
Tinker (1963) have contributed to this body of knowledge. Studies
were performed to determine the best length of line, color, and

line spacing, etc. More recently, researchers have found that
reading rate is adversely affected by the 1legibility of the
electronic screen text. Most legibility studies used adult
subjects.

The only reading from a computer screen studies involving junior
high school students were by Feldmann and Fish (1987, 1988). The
major focus of the study, was to determine if reading from the
computer screen affected junior high school students'
comprehension. Additionally, the study questioned whether reading
rates were affected by the legibility of electronic screen text.

The present study investigated differences in reading rate and
comprehension scores of eighth grade students on a cloze reading
exercise involving the reading of a cloze passage from ten
different modes text of presentation. The study was designed to
compare reading rate and comprehension scores of junior high
students reading from paper copy or computer screen. In addition,
the studv was designed to determine optimal electronic screen text
presentation modes, involving 1line 1length, background ard
foreground color, and contrast ratio.

Two one-way ANCOVAs were used to analyze the data. One ANCOVA
analyzed reading rate while the other analyzed the comprehension
scores. The ANCOVA results indicated that there were no
statistically significant differences in reading rate or
comprehension score for any of the ten groups.

The findings of no differences in reading speed from electronic
screens to paper conflicts with most of the findings on adult
reading rate research (Gould & Grischkowsky, 1984, 1986; Hathaway,

1984). Reasons accounting for the difference in findings may be:
(a) the reading of the adult subjects was superior to the eighth
grade students; (b) the nature of the reading materials,

proofreading as opposed to a cloze passage; and (c) the focus on
groups of students rather than the individualized treatment of
adults. This would suggest that reading level might be a factor
affecting reading rate from electronic screens or paper.

The finding of no difference in comprehension was consistent
with previous studies. Thus, the ability of adults or eighth grade
students, to comprehend text does not appear to be impaired by the
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decreased legibility of computer screens. Although the reading
rate of adults seems to be effected by the legibility of computer
screens, eighth grade students’ reading rates do not appear to be
adversely affected.
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Paper Versus CRT - Are Reading Rate and
Comprehension Affected?

Computers and electronic screens have become integral parts

of American society. Office workers, engineers, scientists,
designers, writers, accountants, and many others spend long hours
in front of electronic screens. Often, the amount of text

presented on the screen is considerable.

Student computer usage in schools has increased rapidly.
There are approximatzly 52 thousand computers, for instructional
purposes, in approximately 48 percent of the public school
districts (Becker, 1986:; Niman, 1987). Many states now require
students to take computer literacy classes. Because of the great
influx of computers into schools, the time has come to assess the
impact of the electronic screen on reading perfcrmance in a school
setting.

Reading Performance

There is considerable evidence that electronic screens
negatively impact reading performance when presenting text. Adults
read more slowly from electronic screens (Gould, Alfaro, Barnes,
Finn, Grischkowsky, & Minuto, 1987; Gould, Alfaro, Finn, Haupt, &
Minuto, iv87; Gould & Grischkowsky, 1984, 1986; Hansen, Doring, &
Whitlock, 1978; Hathaway, 1984:; Kruk & Muter, 1984; Muter,
Latremouille, Treurniet, & Beam, 1982). A few studies (Gould &
Grischkousky, 1984, 1986; Muter et al., 1982) have indicated that
reading rate decreased by as much as 20 to 30 percent when the
computer-based electronic screen was the mode of text presentation.

Text Legibility

Text legibility research defines those features that affect
electronic screen text legibility. According to Tinker (1963), a
foremost scholar in printed text legibility, reading speed is
critically dependent upon text legibility. Legibility, according
to Tinker (1963, p. 8),

...deals with the coordination of those typographical

factors inherent in letters and other symbols, words, and

connected textual material which affect ease and speed

of reading.

The factors associated with legibility include: the size of the
print, the shape of the font, the illunination of the reading
environment, the color and quality of the paper, and the distance
between letters and between lines of print. Daniel (1985, p. 4)
in referring to electronic screens stated, "the term 'legibility’
denotes how specific physical characteristics of a display effect

1
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[sic] visual fatigue, reading speed, and ultimately comprehension”.

Studies of printed text legibility date back to Sanford (1888)
and Griffing and Franz (1896). Huey (1968) summarized many text
legibility studies and made recommendations about the optimum text
presentation. The conclusions from Huey (1968) included: (a}
the type should be no smaller than 1.5 mm or 6 points, (b) the
optimal line length should be between 90 and 100 mm or about 60
characters per line, (c) the best color paper is white, and (d) the
use of double spaced text or additional leading, that is more space
between lines of print improves legibility. Tinker (1963) also
found that the curvature of printed material, like that found in
+2oks with narrow "gutters", reduced reading speed.

Finally, Tinker (1963) investigated color combinaticns of
print and paper. Tinker (1963) observed that black print on a
white background, "yielded the most rapid reading" (p. 146). But,
other color combinations were almost as effective: green on white,
blue on white, and black on yellow. All other color combinations
retarded speed of reading considerably.

Computer Screen Legibility

During the 1970s and 1980s, researchers 1investigated
electronic screen legibility. Hoover (1977) compared reading
performance with single and double spaced computer text. No
statistically significant differences were found in reading rate
although the subjects indicated that they had more trouble reading
single spaced text (Hoover, 1977).

Kruk and Muter (1984) performed a series of three experiments
to determine if it was feasible to read continuous text from an
electronic screen. They concluded that it was feasible, but that
reading speed was slowed by approximately 25 percent. They later
concluded that this speed deficit could be decreased to 10.9
percent through the use of double spacing.

Other studies investigated reading rate using printed text and
computer screen text. Hansen et al. (1978) had college students
take a reading test on computer-based electronic screens and on

paper. They found that students read more slowly on computer
screens. Kak (1981) performed a similar study with a
standardized, timed reading test. Kak's results indicated no

statistically significant differences in reading scores when only
completed parts of the test were graded. However, a four percent
slower reading speed was reported for students taking the test on
computer. Kak (1981) concluded "that legibility criteria may be
excessively strict when applied to tasks involving reading of
connected prose text" (p. 139).
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Switchenko (1984) conducted a study involving adult subjects
in a comprehension reading task. Subjects read two short articles
which differed in degree of difficulty. Subject then answered
comprehension Questions. Switchenko found no significant
differences in reading speed or comprehension scores from computer
or _paper. Switchenko (1984) argued that studies which found a
difference in reading speed did not have adequate and proper
experimental controls. Gould et al. (1987) concluded that adults
could read as fast from a computer screen as they could read from
paper. In the experiment, the fonts appeared similar in the twc
media. An extremely high resolution computer displays with black
font on a white background was used. Thus, there is some
controversy whether or not reading speed is decreased on a computex
screen. An important note that needs to be made is that all of
these studies used adults. To this point, there are only two
studies (Feldmann & Fish, 1987a, 1987b) involving school aded
children assessing reading rate and comprehension differences with
paper and computer screens.

statement of the Problem

A survey of available literature on electronic screen

ility uncovered only one related study involving junior high
¢ students (Feldmann & Fish, 1987b). The students in the study
\ - high ability eighth grade students and no statistically
s..ynificant difference in reading comprehension was found between
paper and computer-based electronic screen media. Other electronic
screen legibility studies were generally conducted in the workplace
with small samples of convenient adult subjects.

-

Other questions also need to be addressed. If indeed, junior
high students do read more slowly from electronic screens as adults
seem to, are there easily controlled factors which might improve
the legibility of print on electronic screens?

The present study investigated if there were differences in
reading rate scores of eighth grade junior high students on a cloze
reading comprehension task involving the reading of text from
several different modes of presentation. The following modes of
presentation were studies:

1. An electronic screen with white text on black background
utilizing a line length of 60 characters.
2. An electronic screen with white text on a black background
utilizing a line length of £0 characters.
3. An electronic screen with black text on white background
utilizing a line length of 60 characters.
4. An electronic screen with black text on white background
utilizing a line length of 80 characters.
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5. An electronic screen with black text on a light blue
background utilizing a line length of 60 characters.

6. An electronic screen with black text on a light blue
background utilizing a line length of 80 characters.

7. An electronic -~creen with white text on a light blue
background utilizing a line length of 60 characters.

8. An electronic screen with white text on a light blue
background utiliizing a line length of 80 chavacters.

9. White paper with black IBM PC Junior matching font printed
on a dot matrix printer with a line length of 60 charac.ters.
10. White paper with black Courier 10 font printed on a laser
printer with a line length of 60 characters.

The two research questions addressed in this study were:

1. Is there a difference in eighth grade students' reading
rate on a reading comprehension task among groups performing the
cask using several different modes of presentation?

2. Is there a difference in eighth grade student's
conprehension score on the reading comprehension task among groups
performing the task using several different modes of presentation?

Method

Three hundred junior high schoeol students in computer literacy
classes, in seven schools from a large suburban school system, were
involved in this study. The subjects were randomly placed into one
of 10 treatment groups. The subjects completed a cloze reading
passage. The first and last sentences of the passage were left
intact, but every fifth word in the main body of the passage was
deleted. The passage had fifty missing words. The students read
the passage, decided which words were missing, and wrote these
words on an answer sheet. The time, in minutes and seconds, taken
to complete the exercise was measured by the investigator using a
stop watch. The time to complete the passage was used as the
subject's reading rate. The passages were subsequently scored, and
this score was used as the subject's comprehension measure.
Subjects all read the same passage, but the passage was presented
<11 one of the 10 different text presentation modes. This design
allowed comparisons to be made among the means of the various
treatment groups.

In order to allow the subjects to become familiar with the
cloze procedure, subjects participated in a 20 minute practice
session one day before the data collection. The practice session
also enabled the subjects to practice using the arrow keys on the
computer to scroll text forward and backward on the screen. Actual
collection of data took one class period. Administration of the
cloze passage took approximately 30 to 35 minutes. Collection of
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materiesls took approximately 5 minutes with no more than 45 to 50
minutes was needed to collect the data. Class periods in the
schools participating in the study were 55 minutes in length.

The students were told that their reading would be timed, but
that reading time was not as important as being accurate. Students
were asked to rrise their hand when they completed the exercise.
A stop wal.c-h was used to measure the time it took students to
complete the cloze passage. When all students had completed the
exercise, all mater:als were collected.

Instrumentation

The De Santi Cloze Reading Inventory was used as the dependent
variable. The clcze procedure may be used to determine if students
are able to comprehend certain material. Three levels are used ip
traditional measures of comprehension for cloze passages:
independent, instructional, and frustration. Fifty responses are
possible in the passage and the number of correct responses is
multipiied by .02 to derive a percentage.

"The inventory was field tested 3,456 times with a total of
864 students drawn from two school systems (De Santi, Casbergue,
& Sullivan, 1986, p. 131). The correlated concurrent and
predictive validity for eighth grade cloze passages with CTBS total
reading scores was found to be statistically significant at the
.001 level.

The inventory has single-rater and inter-rater reliability.
De Santi and Sullivan (1985) determined single-rater reliability;
the mean reliability of the Traditional Comprehension
interpretation value was determined to be .96. This was also the
.2an value for the inter-rater reliability (De Santi & Sullivan,
1985) .

For the purposes of this study, The De Santi Cloze Reading
Inventory was converted to the eight different computer
presentation modes. Additionally, two different paper
presentations modes were created. The first paper version (group
9) was created using the ChiW.iter (1988) software package to
create a font simila~ to the rfont used on the IBM PC Junior
computer screen. The second paper version (group 10) was printed
on a laser printer with Courier 10 font. These modifications were
made to place better controls on the presentation modes.




Ragultg
The results of the two research questions are presented.

1. 1Is there a difference in eighth grade students' reading
rate on a reading comprehension task among groups performing the
task using several different modes of presentation?

To test this first hypotheses, a balanced one way Analysis of
Covariance (ANCOVA) statistical procedure was performed using
SPS3PC. The reading rate of subjects on the cloze reading task was
the dependent variable while the covariate was the normal curve
equivalence (NCE) score on the Total Reading subtest of the CTBS.
Table 1 presents a summary of descriptive statistics for the CTBS
covariatr scores. The highest score for the sample test was 99 and
the lcwest score was 3.

INSERT TABLE 1 ABOUT HERE

Subjects were randomly assigned by the use of a random number
table to 10 text presentation groups. The mean reading rate for
each group was determined. Table 2 presents the mean and standard
deviation for the reading rate of the 10 groups.

INSER™ TABLE 2 ABOUT HERE

No statistically significant differences were found at the .05
level in the omnibus hypothesis among the means. Additionally, the
effect size was low (4.5%), thus the results were also not
educationally significant. Table 3 presents the ANCOVA summary
table for reading rate. The null hypothesis was not rejected;
therefore, no post hoc tests were performed. This £-.nding
contradicts most research studies (Granaas, McKay, Laham, Hurt, &
Juola, 1984; Heppner, Anderson, Farstrup, & Weiderman, 1985).

INSERT TABLE 3 ABOUT HERE

When performing a cloze reading exercise, the reading rate of
eighth grade students was not statistically or educationally
significant when reading from paper or computer. Although no
statistical differences were found with the ANCOVAs, students with
inuependent level reading ability did read 27 percent slower from
electronic screens than paper.
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2. Is there a 4difference in eighth grade student's
comprehension score on the reading comprehension task among groups
performing the task using several different modes of presr itation?

To test the second null hypothesis, a balanced one way ANCOVA
statistical procedure was performed using the comprehension of
subjects on the cloze reading task as the dependent variable. The
covariate was the normal curve equivalence score (NCE) on the Total
Reading subtest of the CTBS. A mean comprehension score was
determined for each dgroup. Table 2 presents the descriptive
statistics for the comprehension scores.

No statistically sigiificant differences were found among the
means on the omnibus hypothesis. Table 4 presents the ANCOVA
summary table for comprehension scores. The null hypothesis was
not rejected and thus, no post hoc tests were performed.

Students' comprehension scores did not appear to differ for
any of the groups tested. This finding was in agreement with the
vast majority of previous studies which tested comprehension in
various text modes (Feldmann & Fish, 1987a, 1987b, 1988; Gould et
al., 1987; Gould & Grischkowsky, 1984, 1986; Kruk & Muter, 19847
Xak, 1981; Switchenko, 1984).

INSERT TABLE 4 ABOUT HERE

Conclusions

The findings of nc differences in reading speed from
electronic screens to paper conflicts with most of the findings 'n
adult resading rate research (Could et al., 1987; Gould et al.,
1987; Gould & Grischkowsky, 1984, 1986; Hansen et al., 1978;
Hathaway, 1984; Kruk & Muter, 1984). Reasons accounting for the
difference in findings may be: (a) the reeding o»of the wiult
subjects was superior to the eighth grade students; (b) the nature
of the reading materials, proofreading as opposed to a cloze
passage; and (c) the focus on groups of students rather than the
individualized treatment of the adults. This would suggest that
reading level might be a factor affecting reading rate from
electronic screens or paper.

The finding of no difference in comprehension was consistent
with previous studies. Thus, the ability to comprehend text is not
necessarily a 1i1unction of legibility but reading level. The
reading rate is affected by legibility. Thur, a reader would
reduce his reading rate in order to maintain comprehension.
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summary

There was no statistically significant difference in eighth
grade students reading from electronic screen or paper. The length
of lines or the medium seemed to make no difference. Thus, for a
30 minute reading task, the medium did not make a marked difference
in either the reading rate or comprehension.

More research needs to be performed with school aged children
to better identify if different ability groups of students are more
or less affected by the presentation mode of text. Research should
also be performed to investigate if the reading rate and/or
c-mprehension would deteriorate given longer reading spans.
Finally, other computers besides the IBM PC Junior should be used
to determine if particular computers, and the generated font,
affects reading rate and/or comprehension.
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Table 1

Means and Standard Deviations for CTBS
Total Reading NCEs by Group

Group Mean SD

1 45.62 19.70
2 56.93 21.46
3 55.03 17.73
4 52.40 17.3¢
5 55.13 23.88
6 55.77 19.10
7 57.50 22.33
8 52.23 21.99
9 49.7¢C 18.68
10 51.47 23.1¢
Total 54.08 20.48

Note. Each group contained an N of 30.

Table 2

Descriptive Statistics by Group on
Reading Rate and Comprehension

Reading Rate Comprehension

Group Mean SD Mean sSD
1 12.28 3.84 49.80 9.00
2 14.10 5.57 50.40 8.43
3 13.36 4.34 50.87 8.55
4 13.13 3.30 45,53 7.25
5 12.90 3.66 50.73 7.17
6 12.16 4.03 48.53 9.67
7 13.835 5.30 48.47 9.77
8 13.02 3.68 46.80 12.29
9 11.96 4.05 50.13 8.40
10 12.78 6.05 42.13 10.53
Totail 12.96 4.45 48.94 9.28

Note. Reading rate was measured in minutes.

Note. Each group contained an N of 30.
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Table 3

ANCOVA Summary Table for the Effect of Text Mode
Presentation on Reading Rate

Source SS af MS F r?
Covariate
NCE 1154.78 1l 1154.78 72.96 .195
Main Effect
Group 205.31 9 22.81 1.44 .035
Residual 4574.2% 289 15.83
Table 4

ANCOVA Summary Table for the Effect of Text Mode
Presentation on Comprehension

Source SSs af MS F r?
Covariate
NCE 10441.34 1 10441.34 207.37 .416
Main Effect
Group 78.10 9 8.68 .17 .003
Residual 145%1..49 289 50.35
Mi
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Unthinking Educational Technology
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Feminist scholarsbip and feminist activisem proceed not through a
sterife, p/anar dialectic of thests, avalysis, syathesis, but through a
dyvnamic process of uathinking, retéinking, energizing and
traasforming. At its best, fominism creatss new life forms outof
experiences as common 8s seawatsr and (asights as eloctrilying as
lightening. (Bush, 1953 p. 152)

The purpose of this paper is to begin a feminist unthinking-
rethinking-energizing-transforming of the project (phenomenon, activitiy,
effects, etc.) we call “educational technology.” As Corlann Gee (Corky) Bush
indicates in the statement above. the activily of unthinking requires that we
resist the traditional, habitual, and for many of us almost automatic,
tendency to begin an examination of “educational technology” (the thesis) by
breaking it into constituent parts, “education” and “technology”, analyzing
these separately, and raticnalizing their synthesis. An unthinking of
Educationai Technology requires that we uathink this procedure which is
inherent, not only in our instructional design models, but also in maay of our
critigues (e.g., Nunan, 1983}, and in those studies * 7hich attempt to relate
specific technologies 1o educationa!l goals. Every analysis based upon the
independent listing and correlation of objectives with media and methods
has the effects of reifying scme set of educational goals or objectives and of
validating some set of media, materials, ang hardware or sofiware
technofogies as the logical completion of the reified goals.

Such an analysis fragments the domain of discourse, changing its focus
from educational technology per se to a set of concerns about the elements
identified in the analysis. Many of these are relevant to the interesis of
women; for example, the questin of whether computers are less 2ppealing
and effective for yemales than ror males is of some img " tance to women
seeking equal opportunities to learn specific content, but it begs the guestion
of what we mean by “effective.” Moreover, each analysis invites further
analysis and further fragmentation; having identified a specific medium or
category of materials, we can ask more specific questions: how is sexism
replicated in that medium? how might the sexist elements identified be
eliminated?

The point is that in this type of examination we are deeply engaged in
thinking edocationa! technology; at each step of the analytic procedure,
the previous, more inclusive, construct is accepted and implicitly valorized.
The higher order construct shapes the ways in which we think about its
paris and the questions which we form. Therefore, if we wish to unthisg
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educational technology {and I do), we must resist the tendency to break it
into parts. This "first unthinking” reveals that not only does educational
technology (through ISD models) force upon us a fragmented view of the
educational process and of the content or topics of education, but also the
field tends to split itself apart for purposes both of research and of self-
analvsis. If we are to unthink educational technology we must struggle to
deal with it as a coherent whole.
A holistic view of educational technology

The problem of describing what educational technology is has been
addressed by AECT, resulting in a lengthy definition:

“Educational Technology” is a complex, integrated process involving people,
procedures, ideas, devices, and organization for analyzing problems, and
devising, implementing, evaluating, and managing sofutions to these probiems,
involved in all aspects of human learning. In educational technology, the
sofutions to problems take the form of all "Learning Resources” that are
designed and/or selected as Mossages, People, Materials, Devices, Techniques,
and Settings. The processes for analyzing problems and devising,
implementing, and evaluating solutions are identified by the “Education-
Development Functions” of Research-Theory, Design, Production, Evaluation,
Selection, Logistics, and Utilization. The processes of directing or coordinating
cne or more of these functions are identified by the "Educational Management
Functions” of Organization Mansgement and Personne! Management,
Fducational Technology: Definition saad Glosskry of Terms, 1977

Implicit in this definition, although it is not explicitly recognized, is the idea
of systems:;

... Systems can be defined as deliberately designed synthetic organisms,
comprised of interriiated and interacting components which are employed to
functien in an integrated fashion to attain some predetermined purpose,
Thereforg, u)xe best way to identify a system is to reveal its purpose. (Banathy,
1968, pp.2-3

Taken together, these definitions confirm the essential character of
educational technology as having to do, not with existing holistic phenomena,
but rather with a multitude of ideas, agencies, procedures, and artifacts
which are brought together and integrated to create “solutions to problems.”
Although the source and nature of the problems is unspecified, the means of
dealing with them and of evaluating their solutions are listed (somewhat
cryptically, using terms which are separately defined in the AECT glossary).
The problems to be solved through educational technology must, then, be
those problems which lend themselves to potential solution and solution
assessment through integration of the listed mechanisms into "deliberately
designed synthetic organisms.” The ABCT definition specifies no particular
purpose for the systems created; the purpose must be assumed to arise
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from the context in which educational technology exists, that is, from
patriarchy. By its own definition, then Educational Technology is
reminiscent of the new hammer in the hands of the young kid who suddenly
sees everything as "needing hammering.”

While the definition of educational technology specifies little about
purpose, it provides a wealth of information about elements to be used in
the desigu and development of applications of the tools and techniques of
the technologv. Beginning with the statement that Educational Technology is
a process, the definition specifies the elements of the process, the forms of
the problem solutions, and the assignment of tasks to the constituent parts
or practitioners of the field. Analogously to the ways in which science is
defined by “the scientific method(s),” educational technology is defined by
its process(es). And, analogous to the claim of science to seek an
understanding of our universe in all its aspects is the definitional claim of
educational technology to deal with problems “involved in all aspects of
human learning.” Continuing with this analogy, feminist unthinking
uncovers ways in which the feminist critique of science can inform a
rethinking of educational technology.

Speaking from diverse feminist perspectives, a number of feminists
have addressed the questions of whether there can be a feminist science
and, if so, now it would be characterized. Among these thinkers/unthinkers,
epistemologist Sandra Harding (1986, 1987) has not only critiqued
malestream science from several perspectives, but has also identified three
essential characteristics of a feminist approach to science: (1) the theorizing
of gender as a variable of consequence, (2) the valuing of women's
experience as a scienific resource, and (3) the positioning of the researcher
in the same critical plane as the researched. Analogues to Harding's
observations make visible three areas for feminist rethinking of educational
technology. Attention of the field is directed by its definition to “all aspects
of Auman learning” rather than toward learning by real live people who
differ in ways (including gender) which are consequential. Moreover,
peopie are among the Learning Resources that can be "designed and/or
selected;” the specifically human, specifically gendered, and specifically
personal is ignored if not suppressed in educational technology. Secondly,
educational technology clearly ignores or rejects the experiences of women
as the majority of teachers and as the fifty-or-so percent of learners who
have experienced "human learning” in educational settings. (I shall return to
these points later.) Thirdly, educational technology is clearly a "top-down”
activity; the definition of the field indicates that the Learning Resources, |
Education- Develooment Functions, and Educational Manage ment Functions |
which comprise the process of educational technology exist independently
and apart from any specific learner or group of learners. In sum, the
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feminist epistemological critique of science suggests several important
avenues for the unthinking of educational techaology.

The ecofeminist critique of malertream science brings feminist
unthinking to science and technolnogy, not from the perspective of
epistemology, but from that of women concerned about the environment.
Carolyn Merchant (1980), one of the "mothers” of ecofeminism frames her
historical analysis of science and techsnology in the set of concerns common
to environmentalists and feminists, stating "we must reexamine ine
formation of a world view and a science that, by reconceptualizing reality as
a machine rather than a living organism, sanctioned the domination of both
nature and woman (p. xvii)." Not only have ecofeminists continued to be
engaged in the unthinking which Merchant began, but they are also engaged
in rethinking and transforming science and technology. As Irene Diamond
and Lee Quinby (1988) put it, "In place of current scientific theories and
practices imbued with questionable notions of certainty, objectivity, and
domination, ecofe minist discourse emphasizes indeterminacy,
interconnectedness, and aurturance {p. 203)." Ecofeminist considerations
invite us to consider whether educational technology perceives the reality of
“all aspects of human learning” as more like a free-standing machine than a
living social organism, and to unthink this perception. How are educational
technology practices of "ayalyzing problems and devising, implementing,
evaluating, and managing solutions” rooted in more general notions of
certainty, objectivity, and domination? How do these practices sanction the
domination of both nature and women (and men)? Can we rethink
educational technology in ways that emphasize indeterminacy and the
uncertainty of all "human learning,” interconnectedness of (school) learning
and lived experience, and nurturance of "the learnar” as a real live gendered
individual person?

Thus, feminist epistemologies and ecofeminism (together with other
feminist theorizing) provide vocabularies, analogies, insights, and energy for
the unthinking of educational technology as a process for the design and
development of educational interventions, learner deficit models, negative
reinforcement strategies, and other "Learning Resources” many of whose
very names invite us to continue feminist unthinking of the definition and
components of educational technology. Despite the importance of these
issues, they do not encompass feminist concerns with regard to educational
technology, for these issues all reside within the narrow view of educational
technology as an isolated endeavor which might be improved, if not
perfect>d, in and of itself. More important issues arise from the examination
of educational techniology in other contexts and from other perspectives. In
the remainder of this paper I shall turn to one of these contexts, that of the
user.
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Educationai Technology and its Users.

Feminist critiques of technologies have contributed subsiantially to
the technological literature through their examination of the effects of
innovations nn the practices and the lives of technology users, particularly
when those users are women. [t is instructive to the unthinking of
educational technology to consider an example of this work which has been
especially effective in unthinking the media "hype” which promotes
household technoicgies with promises of “less work for mother.” Feminist
unthinking of the notion that the automatic washing machine is purely and
simply a boon to women has uncovered numerous effects on the lives of
women in addition to the obvious fact that washing any given load of clothes
is a lot easier than it was (Cowan, 1983). As a direct result of the new
technology, the activity of washing clothes is no longer a scheduled activity
restricted to a particular day, but takes place “as needed.” Generally
speaking, people have more clothes in need of washing and in need of special
attention as they are faundered. Standards for laundering have changed,
requiring “colors brighter and whites whiter than white " Clothes washing
today is a sofitary activity, rather than the peer group or mother-children
activity it was in the past. Thus, the automatic washing machine has
changed substantialy the daily lives of women, imposing new standards,
schedules, and structures on them; at the same time, the "social credit” for
laundering has been denied women by the notion that the automatic washer,
not the woman who operates it, takes care of the wash.

Educational Technology invites and requires unthinking from the point
of view of the user analogous to the unthinking that feminists have applied
to household and office teciinologies. Such unthinking might begin with the
examination of both the purported benefits of the technology for the user
and the changes which the technology imposes on the users with respect to
standards, schedules, social structures, and social credit . As we begin this
examination, however, a prior question arises: Who are the primary users of
educational technology? Several categories of users are appareni: school
systems and their administrators, teachers, children in classrooms,
independent students, military trainers, job applicants, trainees in business
and industry, and a host of others who are engaged, in one way or another,
in seeing to it that some (particular) "human learning" takes place. While
recognizing that this diversity of users does affect the nature of the
technology, I shall consider only the effects of educational technology on
users in schools.

Within the context of schools th.ere are three clearly separated
categories of major users of educational technology: school administrators,
teachers, and students. Administrators (superintendents, curriculum
supervisors, principals) use educational technology as means of
imple menting focal, state, and national educational policies, of standardizing
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instruction and evaluation, of realizing certain measurable eificiencies, and
of meeting parental and community demands that schools be “modern” and
"effective.” Teachers use educational technology partly as a result of
adminisirative mandates and partly through the selection of instructional
media and materials for particular goals and topics of the curricuium.
Students are the "end users” of educational technology and use it most often
as directed by teachers. Thus, school administrators (primarily male) impose
educational technology on teachers (primariiy female); in turn, teachers
impose educational technology on studeats of both sexes. Although there is
a need to uathink the idea that administrators are "free agents” in this
hierarchy of use, I wilf focus on the teacher and stujent as users of
educational technolog™

Teachers as users of educational technology. A feminist unthinking of the
effects of educational technology on teachers must begin with the
observation that currently and historically the overwhelming majority of
U.S. public school teachers of kindergarten through 12th grade are femaies.
Indeed, school teaching has been closely identified with women since
Catherine Beecher's 1846 identification of ieaching as “woman's true
profession;” untii the current wave of fe.ninism, the occupational choices
available to women were three: secretary, nurse, and teacher. In this
statistical and historical context, current criticism of school teachers, whether
it come from the Holmes Group's (1986) arguments for reform of teacher
education or from Heinich's {1988) arguments for replacing teachers with
educational technology, must be viewed at least in part, as suppression of
whatever unique qualities and values women currently bring to the activity
of teaching. Exactly what qualities these are is not fully known, although
nurturance and "the continuation of mothering” are among them (Grumet,
1988; O'Brien, 1989; Laird, 1988). Further feminist study is needed, for
amidst the growing literature on feminist pedagogy at the post-secondary
level (e.g., Bunch and Pollack, 1983; Culley and Portuges, 1985), there is a
curious and serious shortage of feminist studies of teaching of the K-12
grades. Major exceptions are the books of Grumet (1988) and Weiler (1988),
both of which highlight the importance of the individual teacher listening to
the voices of individual students as she practices the art, not oniy the
science, of teaching.

Like many other technologies, educational technology has been
developed largely outside ine domain of the user, in this case the teacher,
and without the benefit of her wisdom as to how technological advance
might help in the pursuit of her art. Instead, the products and processes of
educational technology are delivered in fully developed form, sometimes
with mandates for their use and sometimes simply as materials which might
be useful. Altkough teachers and teacher magazises complain of it, I am
unaware of studies of how this lack of communication effects the classroom
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usability of these products. However, feminist studies of comparable
practices in relation to office computerization clearly indicate that, had the
women workers been consulted during the design of the specific systems
they are required to use, the result would have been systems which were
more appropriate both for the it mediate user and for achieving the goals of
ihe implementation (Suchman and Jordan, 1988; Zuboff, 1988). An
unthinker needs to ask why teachers are not major actors in the
specification, design, and development of educational technology. Is their
exclusion simply an example of what Mary O'Brien (1989) sees as the
continued exploitation of teachers by the establishment because they are
women? Is it an extension of Barbara Garson's (1988) observation that “The
underlying premise of moderr. automation is a profound distrust of thinking
human beings” (p.261)? Or is it that the goals of educational technology are
so discrete from the goals of teachers that the experiences of ieachers are
ircelevant to the design of educational technology?

If the design process of educational technology denies the value of the
experiences of the teacher as an information resource, the implementation
processes effect the structures, standards, and schedules by which she plans
and performs her work. Computer managed instruction and competency
based testing elevate the importance of some types of learning while limiting
the teachers' choices and invoivement within the instructional process; thus,
they deny the vaiue of any wisdom or insight she may have gained from her
years of teaching. The possibilities for flexible planning of activities which
are finished only when students reach some sort of closure on the topic are
diminished by the need to use computer !abs, broadcast teievision, or scarce
hardware on an often fragmented schedule 1ot of her making; chaos and the
feeling that nothing is ever completed is introduced into the teachers' life.
The inability to preview materials as students will experience them, either
because of their prior unavailability or because complex branching precludes
any examiniation of the full range of possibilities, renders the teacher less
knowledgable with respect to students' actual experiences and at a loss for
helping students who experience difficuity making connections or who
encounter any sort of software failure.

In short, the structures, standards, and schedule of the teacher's
school day become out of her control. The delivery of information, and the
modelling of the use of this information, are increasingly removed from her;
often the information provided to her students is not even readily available
to her. Research on the effectiveness of educational technology denies the
importance of her work, "meta-analyzing” her contributions out of the
picture. As many writers on the future of schooling have observed, the
teacher is increasingly a manager and facilitator. Her position becomes very
much like that of the woman-as-laundress of our exampfe. As schedules of
instruction become more complex, as the standards for student acquisition of
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“competencies” increase in number, and as expert systems, ICAl, interactive
video, and other new technoiogies decrease the teacher's famiiiarity with ine
topics of instruction, apparentty she will still be charged with the
management of "human learning activities;" that is, she will be responsible
for seeing that "human learning” takes place. Will she receive sociai credit
for teaching when students learn? Or, will “educational technology” take
care of that?

Students as users of educational technojogy. In thinking/unthinking about
students as users of educational technology, I shall focus my attention on
female students. However, a few general comments are important. The
fanguage of educational technology tends to deny the essence of the real live
person who is the "end-user” of the technology. No longer a student {(who
studies), this person is positioned within educational technology as “the
learner.” (Taylor, 1987). The generic learner does not behave but exhibits
behaviors, is not able but has capabilities, does not look at things obut is
presented with stimulus material, does not perform but meets criteria, anc
so on: in short, "the learner” is positioned as non-autonomous and passive by
the language, attitude and rigors of educational technology. Similar positions
are held by army recruits enduring the rigors of boot camp and by fraternity
pledges undergoing hazing; it is a male position. Sally Hacker (1989), in her
feminist examination of the commonalities of military training and
engineering education, theorizes the importance of such positioning to the
continuance and reproduction of patriarchy. Further unthinking which
extends Hacker's work to an examination of school education and of
educational technology is needed; however, in the meantime, we should rot
lose sight of the influence of the field of military training on the forms and
functions of educational technology.

Beyond this positioning, educational technology reproduces patriarchy
because it inherits and reproduces all the gender biases of its root fields and
of the fields of “human learning” to which it is applied. Biases inherent in
learning psychology, in the various technologies of media and materials, in
educational measurement, and in the gendered subjects of school instruction
interact multiplicatively as they are brought together in educational
products for student users. A brief recap of some of these biases and their
effects can infor m our unthinking. Uncovering the ways in which the bodies
of content of subject matter instruction are gendered has been the major
project of the field of Women's Studies. Although the gender biases inherent
in the canons of literature and the study of history have been examined
most fully, the work of Sandra Harding (cited above) and of many other
feminists who study science and/or philosophy has uncovered serious bias in
the sciences: no field of study is immune to the presence of clearly gendered
content, if not in the major concepts and underlying principles of the field,
then in its illustrative examples, its canonized exemplars, or its applications.
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The effects of gendered content upon female students can be numerous: the
undervaluing of female potential, cognitive dissonance, and the confounding
of cognitive and affective learning. Consider, for example, the plight of the
pubertal young woman fearning in biology class that females are "unfinished
maies.”

The gendering of psychology merits special consideration because
educational technology derives principles from psychological learning theory
and implements practices based upon psychological measurement. The
gendering of psychology is especially pernicious because one stated intent of
the field is to study and understand sex differences. As early as 1903 (when
psychology was still a very young field), the female psychologist Helen
Thompson Woolley argued that the discipline was plagued with sex bias,
especially in the area of sex differences research. Since that time, numerous
scientists have expanded on Woolley's observations. Recent feminist
writings on the topic include Corinne Squires’ (1989) analysis which reveals
that feminist psychologists have found psychology to be non- egalitarian at
all levels. Not only are the researchers primarily male, and the subjects
(who are the objects) of study historically male, but also the methods and
theories are biased in gender specific ways. For example, the standard
methods of psychological investigation vary with the {prior or presumed)
gender correlates of a trait under study; characteristics which are
considered to be male are studied using high status, active experimental
methods, while those considered to be female are studied using lower status,
passive methods such as questionnaires and observation. Thus at the level
of investigation, methods and gender are confounded. Margrit Eichler (1988)
n:s identified four primary problems of sexism which characterize
psvchological (and educational) research: androcentricity, overgeneralization,
gerder insensitivity, and double standards. As .hown in her analysis, these
problems manifest themselves in all stages of the research process,
begir.ning with the choice of value laden topics for study and culminating in
the “exist choice of interpretations and languages used in the reporting of
rest.its. Eichler observes that the use of the null hypothesis, and the
labelling of results as "significant” only when the hypothesis is rejected,
creates a literature of difference. As a consequence of this research practice,
all "significant” results in the psychological study of gender must point away
from samenesses of the sexes. As Allison Jaggar (1987) and other feminists
have argued, the overall effect of sex differences research {(and the publicity
surrounding it) is to rationalize and reproduce inequality.

Procedures and practices of Educational Technology tend to play a
considerable role in the reproduction of inequality. The educational research
on which educational technology relies is saturated with studies of sex
differences, so much so that when studies reveal no sex differences the
researcher is almost obliged to follow up with some sort of ATI study which
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will uncover a variable whose interaction with sex can “clarify” and "deepen”
our understanding of how gender operates in relation to the original
question. Such studies form the starting point for most research on
instruction and the development of instructional procedures, and are also
used in relation to research related to cognitive psychology and expert
systems. After a difference in the measured performance of two groups is
identified, representatives of the groups are studied in more detail with the
object of determining characteristics which are present among the high
performers and absent 2mong the low performers. These characteristics are
valorized through their naming and their designation as new instructional
objectives. Instruction is then designed to help the low achievers reach
these new objectives. The process is recursive in that it can be repeated
with new objectives, thus dividing the instruction into smaller and smailer
bites. Whenever the high achievers are predominantly male (as they are in
math and science, especially) one effect of the process is to program females
to behave like males. Another noteworthy effect of the procedure is that,
because instruction is modelied on the spontaneous behavior of the
achieving male, he is in no danger of losing his status as an achiever; if
anything, his status is increased with the number of objectives that he can
meet effortlessly. The implications for the female are entirely different;
already caught in the recursive refinement of maie objectives, her responses
to a "learning situation" go unnoticed; they are neither categorized and
named, nor reified as objectives. Whatever her reasons for so responding,
and whatever the process of responding may have contributed to her
perscnal learning (building her cognitive structure, if you will) remain hers
alone, to be supplemented with the new "more appropriate” learning.

In summary, educational technology as used by students is thorougiiy
saturated with the biases of its root disciplines and curricular contexts.
Gendered subject matter has different meanings for females than for males,
and, therefore, is likely to elicit different responses and different strategies
for dealing with it. When these differences result in measured differences in
performance with respect to standards which are derived from the male
definition of appropriate learning, the process of educational technology
intervenes with products designed to instruct females on the details of male
behavior in response to the topic. Initial interpretations and learning by
females go unrecognized in the educational technology system (although
they remain with the female). These gender biases and effects permeate all
of education; however, by eliminating "noise" such as indeterminacy,
anmbiguity, and inefficiency from the instructional process, educational
technology has the potential to perpetuate these biases in their purest form.

In diferent ways the contributions of the teacher user and the female
student user to the teaching-learning process are denied by the increasing
use of educational iechnology. For the teacher this denial takes the form of
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simultaneously decreasing her authority with regard to the content of
instruction, increasing the level of ambiguity in her day-to-day activity, and
depriving her of social credit for the increasingly complex job which she
performs. For the female student, denial is more subtle. Although the
learning resourc s that she uses may be free of overt sexism, the deeply
gendered characteristics of the learning environment and of her daily
experience work together to deny her cognitive autoaomy.

This unthinking of the effects of educational technology on its student
and teacher users is but one beginning; a different unthinking or afurther
unthinking might bring to bear feminist research on women's ways of
knowing (Belenkey et al, 1986) which posits a new and female-grounded
stage theory of learning; it might spring from a feminist analysis of the the
politics of education, or from a feminist deconstruction of educational equity.
Additional contextual studies of educational technology should examine
effects on other users, as well as the positioning and meaning of educational
technology in social, cultural, historical, environmental, and other contexts.
Analyses similar to the user analysis of this study should consider users
from different races and classes within our society. In short, the paragraphs
above comprise but one of the many ways in which it is both possible and
essential for feminists to unthink educational technology.

ReThinking, Energizing, Tracsforming

Feminist unthinking, like post-modern deconstruction, shatters myths
of value neutrality and frees us from the tyrrany of absolutism; it allows the
rethinking and reconstruction of texts and technologies from new value
bases. Feminist unthinking is not a form of Luddism, but begins with the
premise that technologies are neither whoiiy good nor wiolly bad.
Technologies are products of the societies from which they emerge, and our
society is patriarchal; it is no surprise, therefore, that feminist unthinking
begins to unravel ways in which educational technology is deeply gendered
and massively sexist. The question for feminist educators is whether
unthinking its myths reveals educational technology to be so heavily
valenced toward the masculine that it can have no piace in a feminist
society; or, on the other hand, does the unthinking suggest ways in which it
can be rethought as a more feminist technology.

The unthinking of the previous pages evokes several questions which
might guide feminist rethinking of 2ducational technology, among them the
following: Can the monolithic hierarchical structure of "educational
technology" be rethought as a group of diverse “technologies of education”?
What technologies of education would teachers invent? And how would they
use them? How can we re-invent a techriology of education based upon
some of the new feminist research on the psychology of women? How can
the power and flexibility of the computer be used to mal:e the experiences,
writings, and products of women (as well as men) available to students as
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valuabie learning resources? How can muitiple technologies be used in the
education of students with multiple interpretations of texts, experiences, and
reality? How can educational technology foster students’ understanding of
the interrelatedness of perceptions and phenomena, and of indeter minacy?
What is the place of technology in a nurturing educational environment?
How can technologies be used in ways that do not deny the realities and
needs of the individuals using them? To take these questions seriously is to
find energy and to begin to transform educational technology.
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Effects of Studeats' Pricc Knowledge and Presentation Mode
on Achievement (Visual/Verbal Testing) of
Different Educational Objectives

Abstract

The purposes of this study were to determine (a) the effectiveness with which
different types of rehearsal strategies complementing visualized instruction facilitates
student achievement, (b) the effect of different instructional treatment on students'
processing different prior knowledge levels and (c) whether verbal and visual tests are
equally effective in retrieving information acquired from visualized instruction. One
hundred twenty students enrolled at The Pennsylvania State University were randomly
assigned to four ireatment groups which determined both the method of instruction and
testing mode they received. Students received their respective instructional presentations
and criterion tests in one session. Analyses indicated that: (a) students possessing different
entry ievels of prior knowledge profit differcntially from the different treatments; (b)
differences in achievement potential among students with prior knowledge levels can be
reduced in terms of information acquisition by providing treatments with elaborate
rehearsal activity; (c) identical treatments are not equally effective in promoting student
achievermnent for different types of educational objectives and (d) visual testing is a viable
strategy for retrieving information acquired by students receiving visualized instruction.

Introduction

Rehearsal

Considerable research (Paivo, 1971, Tulving, 1976, Dwyer, 1973, 1987) has indicated that
visualized instruction alone does not always maximize student learning. Gagne (1977)
indicated that learning is a highly idiosyncratic event, and depends very much on the nature
of the learner - particularly on his prior learning. In order for learning to be effective at
any level, the learners must be aciive (Bork, 1979; Bransford, 1979; Travers, 1970). In this
regard, Murray and Mosberg (1982) have indicated that the longer an individual can be in
rehearsal type activities with the content material, the greater the probability that learning
will occur and be retained. Mental activity on the part of learners is essential for learning
to occur. This activity includes the selection and perception of stimuli; encoding of new
stimuli, and the retrieval of prior knowledge for use in combination with the new stimuli for
imaging, comparison, analysis, synthesis, and problem-solving. Varied forms of rehearsal,
while focusing attention, allow time for incoming information to remain in short-term
memory long enough to be elaborated upon and encoded for long-term memory (Anderson,
1980; Dushkin, 1970; Lindsay & Norman, 1972; Murray & Mesberg, 1382). Lindsay and Norman
(1972) have argued that the longer an item is maintained in short-term memory by rehearsal,

the greater the probability that it will be transmitted into long-term memory and be
retained,

In general, rehearsal can be considered to be any mathemagenic activity that can
serve the learner in several ways including motivating and promoting appropriate mental
activity.,  Additionally, different rehearsal strategies differ in intensity of learner
involvement and, thus, may have differential effects on specific learning outcomes. It may
be that the effectiveness inherent in rehearsal is that it allows the learner to process
information simultaneously on several levels. If this is the case, then it may also follow that
optimum intensity of rehearsal activity (actual overt interaction with the content material)
may be directly related to the level of learning to be achieved--the more complex learning

194
159




requiring the most intense or involved type of rehearsal activity. For example, covert
rehearsa! generally requires minimal information processing activity on the part of the
learner. Examples of covert rehearsal include reading prose passages, reading summary
statements, reading questions and answering them mentally before checking with a given
answer, and following mentally the completed solution of a problem. Researchers have
found that reading correct statements or correct answers does not always provide for a level
of menta! processing that results in increased understanding (Anderson, Goldberg, & Hiddle,
1971; Bransford, 1979). Overt rehearsal, by providing physical activity in which the learner is
required to interact with the content material, ensures that he/she attends to the
information and spends more time interacting with and encoding the information.

Visual Testing

The transmittal and retrieval of information are primary concerns In any
instructional/training environment. In considering factors that might enhance information
acquisition and retrieval, Tulving and Thomson (197 3) have proposed the encoding specificity
principle--that recognition memory is better if the cues used in the original
instructional/acquisition environment are used in the testing retrieval environment.
Similarly, Battig (1979) and Nitsch 1977), in adhering to the ercoding specificity principle,
have indicated that any change in the retrieval environment from that which occurred in the
original learning environment produces marked decrements in learner performance.

Support for the use of vicual test items that employ visuals of the same type as those
employed in the instructional has surfaced regulariy in the research literature in the form of
hypotheses and theories; for example, the sign-similarity hypotheses (Carpenter, 1953), cue
summation theory (Severin, 1967), stimulus-generation theory (Hartman, 196l), encoding
specificity principle (Tulving and Thomson, 1973), and transfer-appropriate processing
principle (Morris, Bransford, and Franks, 1977). In this regard Lindsay and Norman (1977, p.
337) have stated that in the teaching-learning environment, "the problem in learning new
information is not getting the information into memory; it is making sure that it will be
found later when it is needed." Bransford (1979), Tulving (1979), and Tulving and Osler (1963)
have indicated that the accuracy with which information is retrieved is related to the
degree of elaborateness of the encoding which occurred during the rehearsal activity.
Similacly, Tulving and Thompson (1973), in discussing the retrieval of encoded information,
maintain that memory is better if the cues used in the original information activity are
employed in the retrieval situation.

Consequently, information retention level is assumed to be a direct function of the
encoding occurring at the presentation stage and the degree to which the retrieval
environment recapitulates this encoding (Battig, 1979; Tulving, 1979). The implications of
this position would imply that in instructional situations where visualization was utilized in
the encoding process and was not used in the retrieval (decoding) process, learner
performance measures would yield gross underestimates, if not distortions, with respect to
what and how much information had been originally acquired. This conceptualization
suggests that information retrieval is a very specific process, easily disrupted. Since the
features of the original learning cues are processed during a test, any rcduction in the
individual distinctiveness of the cues themselves should produce concomitant reductions in
recall (Nelson, 1979).

Problem Statement

The purpose of this study was to investigate the instructional effectiveness of
integrating rehearsal activity into visually complemented prose instruction. Within this
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context the instructioral effectiveness of both overt and covert rehearsal activity was
examined. Additionally, the study examined the students' lev:l of prior knowledge on
learning and the effect of visual/verbal testing. Specifically, the purpose of this study was
to determine whether (a) students possessing different prior knowledge levels profit
differentially from different instructional treatments, and (b) visual testing is a viable
strategy for retrieving information acquired by siudents receiving visualized instruction.

Verbal and Visual Tests (Criterion Measures)

Students in each instructional group participated in their respective treatments
followed immediately by a drawing test. Each student then took three sej.arate 20-item
multiple-choice criterion tests, either in the verbal format or visual format. Scores in these
three individual criterion tests (identification, terminology, and comprehension) were
combined into a 60-item composite test score.

The three multiple-choice tests (verbal tormat) used in this investigation were
developed by Dwyer (1972). Additional revisions were made to selected multiple-choice
questions to further eliminate the ambiguity of specific distractors and to attempt to
prevent a specific question and its distractors from clueing another answer (Dwyer, 1985-
1986). The format of each of the 60 multiple-choice items consisted of a typical verbrl stem
and verbal response options. The following description of the criterion tests, adapted from
Dwyer (1978, pp. 45-47) illustrates the kinds of educational objectives assessed in this study.

Drawing Test The objective of the drawing test was to eve'date student ability to construct
and/or reproduce items in their appropriate context. The drawi'g test (20 items) provided
the students with a numbered list of terms corresponding to the parts of the heart discussed
in the instructional presentation. The students were required to draw a representative
diagram of the heart and place the numbers of the listed parts in their respective positions.
For this test the emphasis was on the correct positioning of the verbal symbols with respect
to one another and in respect to their concrete referents.

Identification Test (Verbal and Visual Format) The objective of the identification test was
to evaluate student ability to identify parts or positions of an object. This multiple-choice
test (20 items) required students to identify the numbered parts on a detailed drawing of a
heart. Each part of the heart, which had been discussed in the presentation was numbered
on a drawing. The objective of this test was to measure the ability of the student to use
visual cues to discriminate one structure of the heart from another and to associate specific
parts of the heart with their proger names.

Terminology Test This test consisted of 20 multiple-choice items designed to measure
knowledge of specific facts, terms, and definitions. The objectives measured by this type of
test are appropriate to all content areas that have an understanding of the basic elements as
a prerequisite to the learning of concepts, rules, and principles.

Comprehension Test The comprehension test consisted of 20 multiple-choice items. Given

the location of certain parts of the heart at a particular moment of its functicning, the
student was asked to determine the position of other specific parts of the heart at the same
time. This test required that the students have a thorough understanding of the heart, its
parts, its internal functioning, and the simultaneous processes occurring during the systolic
and diastolic phases. The comprehension test was designed to measure a type of
understanding in which the individual can use the information being received to explain some
other phenomenon.




Composite Test Score The items contained in three of the four individual criterion tests
(identification, terminology, and comprehension) were combined into a 60-item composite
test score. The purpose was to measure the total achievement of the varied levels of
objectives presented in the instructional unit.

In designing the visual test tormats for each criterion test, the visual tests developed
by De Melo (1980) were used as a guide. De Melo's visual tests utilized four or five drawings
as distractors for each question. The revised version of the visual form of the criterion
tests utilized only one drawing with four or five letter labels in ali items in which it was
possible to do so while maintaining clarity and correspondence to the verbai test items (see
Figure 1), However, two items in the terminology test and all items in the comprehension
test required four drawings. The item stems of both the verbal and visual test questions
were verbal and asked the same questicn. In addition, the visual distractors in the visual
tests corresponded to the verbal distractorc in the verbal tests ' c!osely as was reasonable.
The description of the verbal tests given previously also descrives i~ visual tests.

Figure | About Here

Instructional Treatments

Each of the four instructional treatments in this study contained the same
instructional script, visuals, terminology labels, and arrows. The tr_atments differed only in
the degree of rehearsal employed (covert or overt) and the type of testing employed (verbal
or visual). Figure 2 (Plate 1) illustrates a sample frame received by students in Treatments !
(Reading Summaries - Verbal Test) and Treatment 2 (Reading Summarie. - Visual Test).
Students ir. both treatments received the same instruction; however, students in Treatment |
received verbal tests while students in Treatment 2 received visual tests. The summary
statements at the end of each page required a minimai amount of covert rehearsal on the
part of the students and did not review all the information in the instructional script. The
summary statements were designed to provide the students with the opportunity for raental
review of the instructional content.

Students in Treatments 3 (Overt Visual Rehearsal-Verbal Test) and Treatment 4 (Overt
Visual Rehearsal-Visual Test) received identical instruction (Figure 2, Plate 2); however,
students in Treatment 3 received verbal tests while students in Treatment 4 received visual
tests. These treatments required that students shade with colored pencils the specified
parts and functions of the heart. The parts and functions to be shaded corresponded to, as
closely as possible, the information summarized in Treatments | and 2. The colors used were
selected to avoid a sense of color coding: black, green, yellow and red. Red was used in two
circumstances in which four colors were required on a page; asscciation of the red color
with oxygen-rich biood was avoided.

Instruction was presented to students in bocklet format and students were permitted

to spend as much time as they needed to interact with the instructional content and to
complete the criterion tests.

Figure 2 About Here
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Design and Analyses

One hundred twenty undergraduate students enrolled at The Pennsylvania State
University participated in this study. A pretest consisting of 36 items on general content in
physiology (Dwyer, 1972) was utilized in this study. The pretest was used to determine
students' prior knowledge level regarding human physiology. Scores on the pretest were
arranged in decending order from highest to lowest. The top 40 scores represented high
prior knowledge (M=27.3), the next 40 medium prior knowledge (M=21.8) and the bottom 40
low orior knowledge (M=17.1). The Formula 2l reliability of the physiology pretest was .34
and its correlation with the total composite tests was .56. Students in each of the three
prior knowledge levels were ‘hen randomly assigned into one of the prior treatmeant groups.
The independent variables manipulated were levels of pricr knowledge, level of rehearsal
strategy (covert/overt) and test mode (verbal/visual). The dependent variables were (a)
performance on the visual and verbal versions of the individual criterion tests--terminology,
identification, and comprehension, (b) performance on the composite test, and (c)
performance on the drawing test.

Alpha was set at the .05 level for each analysis of variance. Where significance was
found to exist Tuhey's Wholly Significant Difference (WSD) for comparison among the means
was utilized.

Results

Table | presents the means, variances and reliability coefficients on the criterion
tests. Analyses of variance indicated that significance differences existed on the drawing
(F=9.62, d,=3/108, p. <.05), identification (F=19.86, d.=3/1C8, p. <.05), terminology (F=22.63,
d.=3/108, . <.05), comprehension (F=34.15, df=3/108f, p. < .05) and composite tests (F=31.06,

d§-=3.108, p. <.05). Figure 3 illustrates the comparison of mean achievement

Table | About Here

Figure 3 About Here

scores for each prior knowledge level on each of the criterion measures. These comparisons
generally indicate that Treatment 4, the shading on pictures (overt rehearsal): visual
testing, was the most effective in facilitating information acquisition. Table 2 shows where
significant differences occurred in achievement among students possessing diffcrent prior
knowledge levels (High, Medium, Low) as the five criterion measures. The blank areas
indicate where significant differences in achievement did not occur. These results illustrate
the fact that the low prior knowledge group is the group which is most positively influenced
by the different instructional strategies. Additionally, Treatment 4 was the instructionai

format which was most instrumental in reducing the effect of differences among students in
the prior knowledge levels.
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Table 3 illustrates the results of comparing student performance receiving similar
instruction but receiving tests in the different evalution modes. Insignificant differences
were found to exist between students who received the reading summaries treaiment which
were evaluated by both visual and verbal tests. However, in evaluating the differences
between Treatments 3 and 4, Treatment 4 the Shading on Drawing (Overt Rehearsal) Visual
Test was tound to be significantly more effective than Treatment 3 on all the criterion
measures.

Table 3 About Here

Discussion

Cunsiderable research on the design and use of visuals has shown that visualization can
significantly improve students' lcarning from prose instruction (De Melo, 1980; Dwyer, 1978;
Dwyer & Parkhurst, 1982; Levie & Levie, 1975, 1971). The review of literature for this study
indicated that rehearsal strategies and the visual test mode are important
instructionalvariables. The present study went one step beyond merely establishing the
importance of visualization but attempted to determine (a) the effect of different rehearsal
strategies used to complete visualized prose instruction, (b) the effect visual testing in
retrieving information and (c) the etfect that different instructional strategies have on
students possessing different prior knowledge levels.

Results of this study indicate that all types of rehearsal strategies are not equaliy
effective in facilitating student achievement of different educational objectives (Figure 3).
The general trend also seems to indicate that overt rehearsal is more effective than covert
rehearsal in facilitating student achievement. Additionally, it was found that within the
overt rehearsal treatments when significant differences were found to exist students who
received the visual test mode achieved significantly higher scores than did students who
received the verbal tests. The higher scores on the visual tests by students in Treatment &4
may be explained by the encoding specificity principle (Battig, 1979; Nitsch, 1977; Tulving,
1979) since the visual test situation in this study closely matched the learning situation; the
visuals employed in the test situation provided the critical cues needed by students to
retrieve the encoded information (Bransford, 1979). These results are also congruent with
the sign-similarity hypothesis (Carpenter, 1953), the stimulus-generalization hypothetis
(Hartman, 196l), the cue summation theory (Severin, 1967), and the transfer-appropriate
principle (Morris, Bransford, & Franks, 1977).

In comparing the results oi the verbal-visual mode of testing on the different criterion
measures (Table 3) insignificant differences were found to exist between students in
Treatments | and 2. Two possible explanations may be proposed for this finding: (a) the
reading summaries treatments (covert rehearsal) apparently did not provide enough
maintenance rehearsal to allow for additional elaborative rehearsal that would encode more
information from short-term memory into long-term memory, and (b) performance on the
visual test may have been influenced by the fact that visual tests are rather unfamiliar to
most students and their performance on thern suffered accordingly.
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In examining the effect of the verbal-visual testing mode (Treatment | vs. Treatment 2
and Treatment 3 vs. Treatment 4: Table 3) insignificant differences were founi to exist
between Treatments | and 2 on all criterion measures; however, Treatment 4, the visual test
format was found to be significantly more effective than its counterpart the verbal testing
format on all criterion measures. Apparently, the visual rehearsal which required that
students overtly interact with the instructional ccntent by requiring them to color and draw
on the visuals functioned to provide appropriate conditions for encoding; thus, it was
possible for students to retrieve more information on the visual criterion tests. This finding
seems to support the encoding specificity principle (Tulving and Thomas, 1973) which
contends that recognition memory is better 1f the cues used in the original
instructional/acquisition environment are used in the testing/retrieval environment.
Additional related research tends to support this position (Nitsch, 1977; Battig, 1979; Morris,
Bransford & Franks, 1977; Dwyer & De Melo, 1984; Dwyer & Dwyer, 1985).

In examining the effect of the different treatments on students possessing different
levels of prior knowledge (Table 2), the results indicated that Treatments | and 2 had
moderate effects in reducing prior knowledge differences on the criterion tests and when
they did occur differences between the medium and low prior knowledge levels were
effected. Treatment 3 was eifective in reducing all differences between the low and
medium prior knowledge levels. On three criterion measures differences between the low
and medium prior knowledge levels were reduced. Treatment 4, shading on pictures, visual
test, influenced student performance in all the criterion tests dramatically by reducing
performance differences attributed to levels of prior knowledge. The success of this
treatment may be an indication of the dual coding which occurred (Paivio, 197!)--verbal
encoding from the interaction with the verbal text and visval encoding from the repeated
interaction with the visualized content. This repeated interaction resulted in a greater
amount of information being encoded relative to the functions of tie heart a.d the
relationships between the parts of the heart. It may be that students by their sustained and
repeated interaction with the visuals in Treatment 4 maintained more information in short-
term memory for longer periods of time which allowed for more elaboration (by students of
all levels) and storage in long-term memory (Craik & Watkins, 1973). This is consistent with
Travers' (1982) statement that short-term memory is where information is organized and
prepared for long-term memory. The achievement of higher scores did require a higher
level of processing, more elaborations, more "links," more reflection, etc. In this regard,
the data indicated that more information was encoded in the visual rehearsal situation as
tested by the visual criterion tests.

Summary

The results of this study reveal that all types of rehearsal strategies used to
complement visualized instruction are not equally effective in facilitating student
achievement of different educational objectives and that visual testing is an important
instructional variable for facilitating the retrieval of optimum amounts of acquired
information. The finding that is is possible to develop an instructional-evaluation strategy
(i.e. Treatment 4) which can reduce differences attributed to prior knowledge levels is
significant for future instructional design and development activities. However, it is
important that these findings be reflected with larger and more varied audiences before
these findings are generalized too broadly.
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Aruitoxt provided by Eic:

Plate 1—Sample questions from the ideatiflcation tet (visual format).

aortic valve feft auricle

Plate 2—Sampie questions from the terminotogy test {visual format).

The chamber of the heart that The pari(s) of the heart that

pumps oxygenated blood to control(s) its contraction and
all parts of the body: relaxation:

Plate 3. Sample questions from the comprehension test (visual format).

The parts of the heart though which blood s being forced
during the second contracuon of the systolic phase:

ERIC

Flgure 1—Sample questions from the tests in the visual format.
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Figure 2. Samples of the Rehearsal Strategies

Plate 1. Sample page from Treatment 1 (Reading Summaries: covert rehearsal)

Tendous

Returning from the {ungs, the bloed enters the heart
through four pulmonary veins and collects in the left auricle;
these vein openings, like the vena cava, have no valves. The
left auncle contracts when it is full, s$queening blood through
the mitral vaive into the left ventncle.

The mitral valve, located between the left auricle and the
K left ventnicle, is similar in construction to the tricuspid valve.
As the left ventnicle contracts simultancously with its mate,
the nght ventncle, it forces blood behind the flaps of the
vaive, thereby closing the passageway back to the left aun-
cle. Like the tncuspid valve, the ends of the mutral valve
have flaps that are anchored o the floor of the left ventricle
by slender tendons.

(10) As the biood returns to the heart from the lungs, it
enters the heart through pulmonary veins and is
deposited in the left auncle.

(11) The mitral valve is located between the '+ auricle and
the left ventncle.

Plate 2. Sample page from Treatment 3  (Shading on Drawing: overt rehearsal)

Puimonsry
veins

Terdons

Returming from the lungs, the blood enters the heart
through four pulmonary veins and coilects in the left auricle:
these vein openings, like the vena cava, have no valves, The
left auricle contracts when it is full, squeezing blood through
the mutral valve i ‘o the left ventncle.

The mutral valve, located hetween the left auricle and the
|
|
|
|

left ventricle, is similar in cunstruction to the tricuspid valve.
As the left ventncle contracts simultaneously with its mate,
the right ventricle, it forces blood behind the flaps of the
valve, thereby closing the passageway back to the left auri-
cle. Like the tricuspid valve, the ends of the mitral valve
have flaps that are anchored to the floor of the left ventncle
by slender tendons.

(15) Color the puimonary veins black.

(16) Color the left auncle green.

(17) Color the mitrai valve yellow.

ERIC o9 204

Aruitoxt provided by Eic:




20.60

18.00

16.00

achieve- 14.00
ment

12.00

10.00

8.00

20.00
18.00
16.00
achieve- 14.00

ment
12.00

10.00

8.00

60.00
55.00
Mean 50.00¢
achieve- 45.00
meat  40.00
35.00
30.00

Plate 1, Terminology Test

Treatments

Plate 3. Identification Test

Treatments

Figure 3. Comparison of Mean Achievement on the Criterion Tests

Plate 2. Drawing Test

20.00
18.00
16.00
Mean
achieve- 14.00
ment
12.00
10.00
8.00
1 2 3 4
Treatments
Plate 4. Comprehension Test
20.00
18.00
Mean 16.00
achieve- 14.00
ment 12,00
10.00
8.00
1 2 3 4
Treatments
Legend
<#~- High prior knowledge level
{3 Medium prior knowledge level
-m- L ow prior knowledge level
Treatments
1. Reading summaries (covert rehearsal): verbal tests
2. Reading summaries (covert rehearsal: visual tests
3. Shading on pictures (overt rehearsat): verbal tests
4, Shading on pictures (overt rehearsal): visual tests
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Table I. Means, Variance Estimates and Reliability Coefficients on the Criteria Tests

TREATMENTS

Treatment |. Reading
Summons (Covert Re-
hearsal: Verbal Test

Trezatment 2. Reading
Summons (Covert Re-
hearsal: Visual Test

Treatment 3. Shading on
Pictures (Overt Re-
hearsal): Verbal Test

Treatment 4. Shading on
Pictures (Overt Re-
hearsal): Visual Test

Items

Mean
Variance
K-R 2]

Mean
Variance
K-R 21

Mean
Variance
K-R 21

Mean
Variance
K-R 21

Criterion Tests

Termin- Identi- Compre-
Drawing ology fication hension Composite
(20) (20) (20) {20) (60)
13.97 13.40 14.30 10.60 38.30
11.60 7.82 7.18 9.36  56.8
79 71 3 J4 37
i4.47 12.20 14.63 12.30 39.13
11.60 7.32 7.18 9.36  56.18
3l .63 77 .67 72
15.93 15.57 16.93 14.13 46.60
11.60 7.82 7.18 9.36 56.18
77 23 73 .79 83
18.27 17.70 18.97 18.20 54.80
11.60 7.82 7.18 9.36 56.18
83 80 .79 69 78
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Table 2: Effect of Instructional Treatment on Prior Knowledge Level on

Each Criterion Test

Instructional Treatments

Criterion Tests Treatment 1: Treatment 2: Treatment 3: Treatment &:
Reading Reading Shading on Shading on
Summaries Summaries Pictures Pictures
(Covert (Covert (Overt (Overt
Rehearsal): Rehearsal: Rehearsal): Rehearsal):
Verbal Test Visual Test Verbal Test Visual Test
Pretest 1>2 1>2 1>2 1>2
1>3 1>3 1>3 1>3
2>3 23 2>3 2>3
Drawing Test 1>2 1>2 1>2
1>3 1>3 1>3
Identification 1>2 1>2 1>2
Test 3 1>3
2>3 23
Terminology 1>2 1>2
Test 1>3 1>3 1>2
Comprehension 1>2 1>2 L>2
Test 1>3 1>3 1>3
2>3
Composite Test 1>2 1>2 1>2
1>3 1>3
23
1 = High prior knowledge level
2 = Medium prior knowledge level
3 = Low prior knowledge level
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Table 3: Comparison of Visual-Verbal Testing on the Criterion Measures

- o < i o = R

Drawing Terminology Identification Comprehension Composite
Test Test Test Test Test

1=2 1=2 1=2 1=2

4>3 63 4>3 A>3

.05 Level

Treatment 1. Reading Summaries (Covert Rehearsal): Verbal Test
Treatment 2. Reading Summaries (Covert Rehearsal): Visual Test
Treatment 3. Shading on Drawings (Overt Rehearsal): Verbal Test
Treatment 4: Shading on Drawings (QOvert Rehearsal): Visual Test
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Table 2: Effect of Instructional Treatment on Prior Knowledge Level on
Each Criterion Test

Instructional Treatments

Criterion Tests Treatment 1: Treatment 2: Treatment 3: Treatment &:
Reading Reading Shading on Shading on
Summaries Summari 2s Pictures Pictures
(Covert (Coverc (Overt (Overt
Rehearsal): Rehearsal: Rehearsal): Rehearsal):
Verbal Test Visual Test Verbal Test Visual Test
Pretest 1>2 1>2 1>2 1>2
1>2 1>3 1>3 1>3
2>3 2>3 2>3 2>3
Drawing Test 1>2 1>2 1>2
1>3 1>3 1>3
Identification 1>2 1>2 1>2
Test 1>3 1>3
2>3 1>3
Terminology 1>2 1>2
Test 1>3 1>3 1>2
Comprehension 1>2 1>2 1>2 1>2
Test 1>3 1>3 1>3
253
Composite Test 1>2 1>2 1>2
1>3 1>3
253

1 = High prior knowledge level
= Medium prior knowledge level
3 = Low prior knowledge level

[ 3]
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ABSTRACT

This study investigated student preferences for either
teacher-written or computer-generated marking of written
compositions. Ninety-seven high school students typed assigned
compositions on a word processor. Three skills pre-selected by
the teacher were checked on each composition. Students wece
randomly assigned to treatments so that, on the first
composition, one-half were marked by the teacher and the other
half by a computer proofing program. On the second
assignment, the teacher/computer groups were switched to the
opposite type of marking. On a third assignment, students
chose either teacher or computer marking. Results showed
that, after experiencing both types of marking, 87% of the
students selected teacher marking over computer marking. The
most common reasons for selecting the teacher were the more
personalized marking, ease of understanding, additional areas
marked, and the fact that the teacher is the ultimate grader.
Students reported that they liked using word processors (86%)
and that word processors made writing easier (93%).
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Diagnostic Evaluatior
of Composition Skills: Student Choice

The introduction of computers into language arts classes
has lagged behind their earlier use in such traditionally strong
computer areas as mathematics, science, and business. Perhaps
because of the wide use of computers for word processing in
business classes, the first uses of computers in language arts
were primarily as word processing devices. At times attention
has focused on the impact of the computer itself (Frase, 1987)
in the writing process. When computers became more widely
accepted and less intimidating, educators observed differential
effects with various users and began to investigate (Baer, 1988;
Powell, 1984). Emphasis has shifted from hardware and its
effects on students to writing and how computers interact in
this complex process (Auten, 1984; Dees, 1985; Wheeler, 1985).

In addition to question: regarding the impact of both
hardware and software on the pedagogy of writing, other
questions arose. Student attitudes concerning computer use
(Johnson, 1988; Le, 1989; MacArthur, 1988) were studied. The
effect of computers on student motivation has been studied by
Lepper (1985) and by Seymour (1986). Studies by Daly (1978)
and Faigley, Daly, and Witte (1981) dealt with student
apprehension during the writing process. However, there is
evidence that indeed a place exists for computers in teaching in
general and in teaching writing specifically (Marcus, 1987a:
Marcus, 1987b).

Revision has been identified as a desirable writing skill
(Bean, 1983; Collier, 1983; Kurth, 1987; Monahan, 1984;
Murray, 1978). The present study was the outgrowth of several
informal projects with various teachers which explored ways of
motivating students in writing classes to do more revision.
Previously, students were reluctant to re-write papers that had
been handwritten. The time and effort of re-writing was often
beleaguered by new mistakes introduced during the re-writing
process. Even when the students were provided with specific
items to be corrected and when offered a higher grade upon
correction and re-submission, students elected not to re-write,
instead accepting a lower grade. Case studies demonstrated
student willingness to re-write when provided with opportunity
and facilities such as a word processing lab. These outcomes are
similar to those described by Watt (1984). Microcomputers have
been shown to be effective instruments of revision (Levin, &
Boruta, 1984; Levin, Boruta, & Vasconcellos, 1983). In addition,
computers have been shown to play a positive role in continuing
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motivation of students (Seymour, Sullivan, Story, & Mosley,
1987). In general, students like computers (McGarvey, 1986).

The purpose of the present study was to determine
whether students preferred tc have their compositions marked
by their teachers or by a computer. After having a composition
scored by a computer and another by their teachers, students
werc given a choice between the computer and teacher to score
their third composition. Data were collected and analyzed on
their choice, the reasons for it, and their attitudes toward tue
use of word processors. Pre-project and post-project
questionnaires were used to assess student preferences and
attitudes toward these variables.

Student choice of evaluation method was considered to be
important because a diagnostic writing lab had been proposed
for the English Department in the school in which the study
was conducted, Students made their choice of evaluation
method on the post-project questionnaire. Studies of continuing
motivation (Herndon, 1987) have revealed that forced choice of
a method of instruction or evaluation is a reliable indicator of
future student preferences. A diagnostic computer program,
MacProof®, was chosen from among those that were available.
The MacProof® 2.0 program was used to evaluate student
papers and to provide written feedback to the students,

Method
Subjects

Subjects were 97 (36 male and 61 female) juniors and
seniors, enrolled in four classes at a suburban high school in
Arizona. One of the classes was for college-bound seniors, the
other three were made up of average ability students. The Fifty-
nine of thc subjects (61%) reported their out of school use of
computers to be zero hou.. per week, 14 (14%) less than one
hour per week, 16 (17%) between one and 4 hours, and six
(6%) more than four hours. The classes of two male instructors
were chosen because of the instructors prior exposure to
computer usage for writing and their positive orientations
toward students.

Materials

Networked Apple Ile computers running AppleWorks®
word processing software were used as work stations. For each
assignment three writing skills were checked. These skills
corresponded to a recently taught skill, a previously taught skill
(more than three weeks prior). and a universal skill such as
spelling,
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On exercise one the three areas of concentration were
vague terms, forms of the “be” verb, and spelling. On exercise
two the three areas of concentration were, punctuation,
confused terms, and spelling.

The computer took each of the files that the students had
entered and printed it double spaced. The files for the
computer marked compositions were further processed with
MacProof®. By selecting each of the three skills to be checked
from a menu of twenty-one possible areas and having the
computer print out a list of errors. Depending on the type of
check selected, the printout would correspond to one of the
following: a list of misspelled words, or a questioned item, such
as a vague term, highlighted by boldfacing within a sentence
fragment, coupled with a short 3-5 line explanation of why the
word is vague, along with suggestions on how to improve the
sentence, If there were no mistakes for a given skill, there was
no page printed. Separate printouts were provided for each skill
checked and stapled to the corresponding composition printout.

Teachers wrote directly on the student printouts from the
teacher marked group using checkmarks and comments
normally used by that teacher. In addition to the three
designated skills the teachers often marked other areas and
added personalized comments.

Procedures

Before starting the project, students were familiarized
with the operation of the computer and AppleWorks® word
processing program, including data entry and simple editing
procedures, and with the procedures for saving and retrieving
files on a network. An existing microcomputer lab in the
Mathematics Department was used with a separate off-line
process to evaluate the student papers. Prior to the first writing
assignment, the teacher administered a pre-project
questionnaire dealing with prior computer experience and
attitudes toward computer usage to all students. The mechanics
of saving and retrieving files from a network was also reviewed.

Upon completion of the pre-project questionnaire, the
students were told that they would be part of a study on the use
of writing labs and that the project would consist of three
exercises, with one-half of the papers randomly assigned to
either teacher-marked or computer-marked treatments on
exercise one. On the second exercise the two groups would be
switched so that all students experienced both methods of
evaluation,
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For each of the three exercises the topic was presented to
the students three days before going to the computer lab. The
compositions were to be approximately 250-350 words in length
and composed at the terminal, although students were
encouraged to plan out their writing ahead of time, using pre-
writing activities such as outlining and organizing as practiced in
the usual class activities. On the designated day, the whole class
was taken to the lab to enter their compositions into the word
processor. On the first exercise students did not know which
marking method would be used on their papers. Student files
were saved to a central storage device from which copies of the
files were ported to a Macintosh computer for analysis using the
MacProof= program. Marked copies were returned to students
for each assignment within two class days. The three exercises
were spaced approximately 8-10 school days apart, depending
on lab availability and class readiness.

Students selected either the teacher or the computer as
the evaluator of their draft copy on the third written
composition. The selection tock place after the students
entered their composition into the computer. The instructor
noted which method each student wished to have applied to the
material, and the papers were marked accordingly.

Criterion Measures

The criterion measure was a four-item questioruiaire
administered to all students at the conclusion of the study. The
four questionnaire items asked students (1) Which evaluation
method did you chose on cycle three? (2) Word processors
make writing easier - (Yes or No)? (3) If a writing lab were
available would you use a computerized style, grammar, and
spelling checker for assignments? and, (4) What made you
choose cither the computer or teacher evaluation for the third
cycle?

Post-Project Questionnaire responses to “What made you
choose e*'her the computer or teacher evaluation™ were
classified by the experimenter as pro or con teacher and pro or
con computer.

A five-item Pre-Project Questionnaire was also
administered to all students. The Pre-Project Questionnaire
dealt with student attitudes toward computers and student use
of and experience with computers and word processing, as well
as with student attitudes toward teacher grading of papers and a
student self-ranking of writing ability.

Data analysis
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All questionnaire responses were analyzed using Chi-
square.

Results
Eighty-four of the 97 students (87%) chose to have the
teacher mark their third composition and 13 students (13%)
chose to have the computer mark it. Chi-square analysis
revealed that this preference for teacher over computer

evaluation was statistically significant, v (1, N=97) = 51.97,

p<.001.

Student responses to the question “What made you choose
either the computer or teacher evaluation for the third cycle
[exercise]?” were classified into common categories for ease of
understanding and reporting.

Students wrote a total of 70 pro-teacher statements and
18 pro-computer statements. Students also wrote 16 negative
statements about the computer, but none about the teachers.
The frequency of each type of response is shown in Table 1. It
can be seen from the table that the most frequent pro-teacher

PLEASE INSERT TABLE 1 ABOUT HERE

responses were personal help (24 responses) and ease of
understasding (23 responses). Other frequent pro-teacher
responses were that the teachcr checked additional areas (15
responses) and that the teacher is the ultimate grader (12
responses). The most frequent pro-computer response (7
students or 7%) was that it catches more mistakes than the
teacher, and the most common con-computer response was that
it catches too many mistakes (8 responses). There were no con-
teacher responses.

Responses to several other questions on the Pre-Project
Questionnaire and Post-Project Questionnaire are summarized in
‘l'able 2. On the Pre-Project Questionnaire 83 of the 97 students

PLEASE INSERT TABLE 2 ABOUT HERE

(86%) reported that the liked using word processors and 14
(14%) reported that they did not. Seventy-one students (73%)
responded that they thought typed papers received higher
grades than handwritten ones, whereas 26 (27%) indicated they
did not think so. The difference between teachers on this item
was not statistically significant.
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Table 1

Studen for Choice of T h m

Pro Teacher Number
Personal help 24
Easier to understand 23
Additional areas checked (style etc.) 15
Ultimate grader of end product 12
Specific, in place comments 7
Alive/human grader 4

Pro Computer

Thorough - catches more mistakes than teacher 7

Lists mistakes 5

Efficient 5

Easy 4
Con Computer

Too many mistakes (non-mistakes listed) 8

Too confusing 5

Con Teacher
None
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Table 2
nt Atti
Question Yes No
Pre-3 Like using word-processors 83 14
(86%) (14%)
Pre-4 Higher grades - typed papers 71 26
(73%) (27%)
Post-2 Word processors make writing easier 90 7
(93%) (7%)
Post-3 Use lab (w/more features) if available 76 21
(78%) (22%)
Male 25 11
(69%) (31%)
Female 51 10
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On the Post-Project Questionnaire, 90 students (93%)
responded that they thought word processors make writing
easier, whereas only seven students thought they did not.
Seventy-six students (78%) repoited that they would use a
writing lab if or.. were available, and 21 students (22%)
reported that they would not. A significantly higher number of
girls (84%) than boys (69%) reported that they would use the
writing lab, ¥* (1, N=97) = 16.7, p<.005.

Discussion

The primary result of this study strongly favored teacher
marking of student compositions over computer marking.
Students liked the more personal nature of the feedback from
the teachers. They also preferred teacher marking because it
was easier to understand, perhaps because the nature of the
process enables the teacher to provide more specific comments
at the relevant points in the manuscript whereas the computer
feedback is more general and on a separate page. Many students
also liked the fact that the teachers checked additional areas
than those emphasized for the particular composition or
preferred teacher marking because the teacher was their
“writing audience” - - the ultimate grader. Several students
liked the computer for its thoroughness in catching mistakes:;
whereas several others thought it was too thorough, catching too
many mistakes or some non-mistakes.

Although students preferred teacher marking over
computer marking, data from the study indicate very positive
student attitudes toward the use of computers for preparing
their compositions. Ninety-three percent of the students
thought that word processors made writing easier.

Seventy-three percent of the students indicated that they
thought typed papers would receive higher grades over
handwritten papers. During the study all of the student papers
were mechanically reproduced as a result of using word
processors, and the instructors commented that mechanical
printing made the papers easier and faster to read.

Overall, 78% of the students responded that they would
use a writing lab if cne were available. Since the completion of
this project, a twenty-one station Mz.cintosh equipped writing
lab has been installed at the school. Personal observation and
network server logs indicate that the lab is busy before, during,
and after school. There was a difference by sex on using a
writing lab with 84% of the females indicating that they would
use a lab while 69% of the males favoring use of a lab.
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Personal help was the reason given most frequently by
students for choosing teacher marking. Examination of teacher-
marked papers revealed that both teachers often used students’
first names when writing comments on the papers. The
teachers often included references to other personal matters or
events, and may thereby have increased students’ feelings of
personalization. Of course, just the more personal nature of
marking by a human being rather than a computer may also
contribute to those feelings.

Personalization of instruction can have an important effect
on student learning (Anand, & Ross, 1987; Ross, & Anand,
1687). Other researchers (Lépez, 1989) have generated
personalized instructional programs by computer that produced
better student achievement and/or attitudes than non-
personalized programs. Personalization in these studies was
accomplished by having each student complete an inventory of
interests, including the names of friends, which were then
incorporated into individualized learning materials for each
student. Although these studies were conducted in the areas of
math and logic, similar effects may have occurred with the two
teachers in this study when they used the students’ first names
and personalized events when adding comments to the marked
papers.

Personalization of feedback by computer on complex tasks
may be more difficult to accomplish efficiently than
personalization of initial instruction. Merely inserting the
student’s name, form letter style, into the computer analysis of
the composition would probably not have the same effect as the
teacher's personalized comments written directly on the
students’ papers. Despite advances in computer systems, it
would seem that when dealing with student writing the teacher
can react more appropriately to student needs, pinpointing
problems and suggesting specific remedies, while maintaining
rapport with the student.

The teachers were free to provide other types of feedback
to the students on topics such as overall style. The students
noted this in their questionnaire responses. In post-project
interviews students commented that they were writing to the
teacher’s requirements. The teacher was the grader of the
paper, and that if the teacher pointed out areas that needed
additional work, this was all that needed fixing. Papers would
receive a higher grade if the student fixed what the teacher
marked. These facts should diminish any fears that when
students use computers with proofing aids in language arts
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classes “. . . there won't be anything left to correct” (C. Crowe,
personal ¢ mmunication, 1985).

Students also liked the way that the teacher comments
were placed directly on their papers, very near the problem.
Students commented that they liked the grader to be alive
and/or human. Other students commented that they thought
teachers stopped checking after four or five mistakes. Some
noted that the computer was exhaustive in finding all mistakes.

Several style-checker programs are currently available.
Most are specific to a particular type of computer. MacProof'v
2.0, the checker program used in this study, was compatible
within the family of classroom computers available at the school.

The two teachers selected to participate in the study were
young (24-26 years) male teachers recognized for their ability to
work well with students, The popularity of these two teachers,
familiarity with students, and the use of personalized remarks on
papers may have influenced the selection made by students.

The teachers liked having the computer provide
rudimentary analyses of the student papers in basic skills such as
spelling, punctuation, vague terms and other areas, which freed
up the teacher to work with students on “idea/creative” areas of
the assignments.

In her chapter on Writing, Ellen Gagné (1985) points out
that unskilled writers spend much of their time trying to avoid
mechanical mistakes. Proofing programs allow writers to
concentrate more on communicating well, leaving mechanics to
be checked prior tc the final draft. Wlen the students are
working at the computer, entering the composition, the
teachers were able to circulate amongst the students, providing
individual attention. Butler (1985) would see this as highly
supportive of many of the features listed by Hairston (1982) as
characteristics of the new composition paradigm.

One observation from the study was that teacher-marking
¢ ad computer-checking in combination may be the most
effective way to mark compositions. Based on the student
selection of the teacher as grader and the teacher acceptance of
the time saving/error catching capabilities of the computer
program an effective combination would have both the teacher
and the computer available to students. The computer serving
the student as a tool in the writing, editing, and revising cycle,
while the teacher provides overall instruction and personalized
marking of papers. Version 3.2 of the MacProof® program
operates as an interactive desk accessory. Students would be
encouraged to pre-check their own papers with the help of the
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computer to eliminate grammatical mistakes, allowing teachers
to spend more time helping the students write better.

Additional research is needed to test the effectiveress of
combining teacher personalization of feedback with the analytic
capabilities of existing computer software. Combinations of
direct student access of composition mechanics coupled with
degrees of teacher involvement during the revision process
could yield guidelines on how students can best be served by the
availability of writing laboratories and computers.
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Purpose of This Study

The Educational Resources Information Center (ERIC) attempts %o generate
syntheses of the literature of various academic disciplines and other areas
that contribute to the field of Education. The purpose of this publication
is to provide some indication as to where the field of educational
technology is going. The identification of emerging trends and issues is &
first step in this endeavor.

The ERIC Clearinghouse on Information Resources specializes in the areas of
educational technology and library/information science. One objective of
this study is to provide an indication of the emerging trends and issues in
the field of educational technology. A parallel study of trends and issu 53
in library and information science was conducted at the same time using ' 2
same methodology. Findings from that study are reported in IR No. 81,
Trends and Issues in Librarv and Information Science 1988, which is
available from the ERIC Clearinghouse on Information Resources. Because the
sample of the literature that was included in this study was drawn from a
single-year period (October 1987-September 1988), the ability to verify
trends is scmewhat limited. Another objective of this particular study,
then, is to develop a database that will serve as a reference point for
trends in the area of education technology to facilitate their
identification and analysis in the future. A third objective is to develop
a methodology for the identification of emerging trends that would allew a
large number of documents to be reviewed in a reasonably short period of
time without relying too heavily on purely quantitative forms of analysis.

Content Analysis: Some Background

Content analysis was used to determine the emerging trends and issues
relevant to educational technology. A trend is considered to be a
cumulative indicator of activities or products that shows direction. An
issue is considered to be a problem or a question for which there are
multiple points of view. It is important to note that a trend may be
considered by some to be an issue. As a problem or question develops within
an academic field, it may be considered an issue. The distinction between
these two concepts is not as clear as one might like it to be.

Content analysis is intended to be a method for the objective and systematic
collection of pre-specified data for the purpose of identifying the special
characteristics of those data (Carney, 1972). It is a broad concept that
can be used in any attempt to practice research or science. Whenever
symbolic action or communication is the subject of investigation, tne
analysis of content is involved (Janowitz, 1976).

Not all content cnalysis is the same: there are both quantitative and
qualitative strains of content analysis. A common form of the qualitative
type of content analysis is conceptual analysis, i.e., the investigation of
the use and meaning of particular words. A common type of quantitative
content analysis is the measurement of the length of articles that deal with
a predetermined topic. A tabulation of the results of either of these forms
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of content analysis is required in order to make any inferences about
trends. Examples of the use of content analysis as a methodology have
appeared in both the popular and the academic press. John Naisbett's
Hegatrends (1982) identified 10 trends that he thinks will become
influential in our lives.

Morris Janowitz (1976) outlines the application of content analysis to
Jdetermine socio-political trends from a sampling of our nation's newspapers.

Reviews of the advantages, limitations, and features of content analysis can
be found in Janowitz (1976), Carney (1972), and Hosti (1969).

Content Analysis in This Study

The professional literature of a field indicates the concerns, jnquiries,
and rescarch that are important to that field. Such is the case with the
literacure of educational technology. It was decided that a review of the
professional literature of educational technology would reveal the ideas
that were of importance to the field. Through this piocess it was hoped
that indications could be der.ved about the direction (emerging trends and
issues) of the field. The basic idea behind this study was that if one
could classify and tabulate pre-selected writings based on interpretations
of the authors' purpose it would be possible to indicate current directions
in the field.

in order to achieve this end, it was determined that a substantial number of
source items would have to be reviewed. Because this study was primarily
concerned with the number of times that a topic was discussed (as opposed to
the length of the discussion or the particular use of the concepts involved
in the discussion), and given the resource constraints (limited time and
manpower), it was decided that a content analysis would be the appropriate
data collection technique, but that a "hybrid" form of content analysis
would have to be developed for the purpose of this study.

It was imperative that the data collection teams be able to review and
classify sources efficiently and effectively, while avoiding the pitfall of
playing "fast and loose" with the data. The development of this "hybrid"
form of content analysis can be outlined as follows:

® The conceptualization of the recording units and categories.
® The determination of the sources to be reviewed.
. The specification of the data collection procedures.

o The analysis of the data.

It is reasonable to state that the vast majority of content analyses that
are concerned with determining trends must somehow address these steps.
However, these particular tasks do not always occur in the order in which
they were performed in this study. A reordering of tasks can be the
difference between inductive and deductive studies. In this study we use a
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Jdeduct ive methodoleogy.  Because of the nature of the content that 1s
specific to each freld in trends rescarch, there is r one right way to do
content trends analvsis.  Hence, by necessity, it is brid methodology.
it is important to acknowledge that each type of cort. analysis has its

own advantages.
Conceptual Categories into Operational De.. “tions

The gerwral content categories that were used in this study were based on
the concept of the functions performed by media personnel that were
discussed by Chishoim and Ely in 1976. This conceptual scheme reflects the
definition of educational technology put forth by the Association for
Educational Communications and Technology (1977). These general areas were
thought to be indicative of the field of educational technology: Personnel,
Management, The Field, Instructional Processes, Information Se.vices,
Technical Developments, and I search and Theory. The content categories
were determined before the study began rather than during the review of the
data sources. In this sense the categories were "imposed" upon the study
rather than generated in a more inductive fashion. This conscious decision
was based on the need for efficiency in the data collection process. After
the general content categories had been identified, subcategories were
specified. Some were added later during the data coilection process. The
specification of these components was based on a thorough knowledge of the
literature and extensive experience in professional practice.

An example of one of the conceptual categories is the function of
"management." The broad concept of management was operationalized by
specifying the following tasks: planning, budgeting, diffusion and
implementation, logistics, operations, and facilities.

Two instruments had to be created for this study. The primary instrument
allowed reviewers to record both the source 2f the data and the category
into which the source had been classified. The second instrument served as
a tally and comment sheet for each item collected and classified on the
primary instrument.

Content Source Units

Journal articles, dissertztion abstracts, ERIC documents, and professional
conference programs were chosen as the content units because they provide a
current record of issues and topics that leaders in the field of educational
technology have acknowledged as important.

The analysis cf the content in professional journal articles and
dissertation abstracts is not new to research in the area Qf educational

technology.

Torkelson (1978) reviewed 25 years of the Audiovisual Communications Review
(AVCR) as part of an investigation to determine which issues had had the
strongest impact on the development of educational technology as a
professional field. His article cov.rs his AVCR findings as well as trends
and areas identified for further study.
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ttayo (1976) analyzed AVCR journals published in a 20-ycar period between
1953 and 1972 for a doctoral dissertation. The study showed several treads
withia the context of the journals. These included an increase in the
sophistication of research design, the methcdology, 'nd the statistical
analysis.

Lard (1979) reviewed two journals, Audiovisual Communications Review (AVCR)
and Audiovisual Instruction (AVI), the official journals of the AECT. The
scope of her study also included the abstracts of dissertations from five
universities with major doctoral programs in the field of educational
technology. This study revealed that there were three distinct paradigms
operating in the field of educational technology during the 21-year period
covered by the study: the media movement, systems theory, and behavicral

technology.

The journals selected for analysis in this study were those that had been
identified as five of the "most influential" professional journals by Moore
in 1981 and Moore and Braden in 1987: The Journal of Instructional
Development, The Educational Communications and Technology Journal (formerly
AVCR), Educational Technology, TechTrends, ~nd The British Journal of
Educational Technology.

The dissertations that were included in this study were produced at the
universities that were identified by Moore in 1981 and Moore and Braden in
1988 as being the "most prestigious institutions" in the field of
instructional technology: Arizona State University, Florida State
University, Indiana University, Syracuse University, and the University of
Southern California.

Conference programs and ERIC documents were added to this particular study
in order to broaden the scope of the content to be analyzed. It appeared
that conference programs would reveal the latest developments in the field
of educational technology because conference presentations usually discuss
the most recent findings of current research and development efforts. Three
professional conference programs, the Association for Educational
Communications and Technology (AECT), the National Society for Performance
and Instruction (NSPI), and the Educational Technology International
Conference (ETIC) were included in the database for this study. The AECT
and NSPI programs were included here because these two organizations are
considered to be the two most prestigious organizations in the area of
educational technology in the United States. The AECT conference is
considered to be the one for those interested in the academic aspects of the
field of educational technology, while the NSPI conference is considered to
be the one that is attended by practitioners of educational technology. The
ETIC conference program was included in this study to ensure a more global
outlook on the emerging trends and issues in the field.

FRIC documents were included in the scope of this inquiry since the
materials entered in the ERIC database represent a cross-section of the
contemporary literature of educational technology. Following the basic
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promise of Webb (1966), the research team believed that a multiple
operational approach should be emulated.

The research team felt that it could have an increased level of confidence
in its analysis if it increased tlie scope and breadth of the data included
in the study.

Data Collection Procedures

The Jata classification and tabulation instrumencs were tested for their
functionality. This was done by asking prospective data collectors to use
the instrument to review the same three articles from one professional
journal. Particular attention was paid to the conceptual clarity of the
content areas, and efforts were made to identify ambiguities and confusing
elements within the instruments that might mislead the data collectors into
generating erroneous classifications. The graphic design of the instruments
was checked to insure the efficiency and the effectiveness of the data
recording precess.

A training session was held for the data collectors, who were all graduate
students at Syracuse University. This session was designed to teach them
how to:

o Identify the purpose of an article by reading the introduction,
abstract and concluding statement.

° use the data source and classification instrument.
@ Use the tabulation and comment instrument.
® locate the data sources.

The ability of the data collectors to meet these four objectives were
demonstrated by a test for inter-rater reliability.

After a period of one week the data collectors met and compared the results
of their interpretations of the articles from three different professional
journals. The Pearson Correlation Coefficient (r) that had been calculated
for the pairs of data generated by the collectors slightly exceeded r=0.8.
To insure further reliability, it was decided that each data collector would
designate two possible categories for each of the journal articles, a
primary choice and a secondary choice. The employment of this technique
virtually eliminated cases of non-agreement among the data collectors.
Inter-rater reliability was virtually assured as data collectors discussed
those cases where they had disagreed until an agreement could be reached.

At the conclusion of the data source recording and classification phase of
the study, the data collectors tabulated the results. Thney reported the
results of all of the dissertations on one tabulation instrument for
analysis. Each of the five professional journals and each of the three
conference programs that were review.d was reported separately, as were
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monthly entries in the ERIC index, Resources in Education fRIE). This style

of reporting allowed for cross-source analysis.

Major reports and position papers published within the time period of the
study and personal observations frem professional participation in national
and international events were also used to provide further input and
clarification.

Limitations to the Study

There are a number of limitations to this study. First, as a form of
content analysis, the study is a "hybrid." It does not enjoy the advantages
of conceptual analysis, i.e., the inquiry into the use and meaning of
particular terms that have a bearing on the field of educational technology.
Second, it has no quantitative base other than that of tabulation. The
methodclogy did not reveal the depth of the particular content that was used
or analyzed in the sources. Third, the decision to use sources that have no
precedent in content analysis (e.g., conference programs) raises questions
about the data sources that were used in the study. Fourth, there is the
possibility that certain items that were reviewed as source data were
“specialty items.' Special issues of a particular jouvrnal or a conference
dedicated to a particular theme could "skew" the results of a study. Fifth,
it is difficu.t to make statements about trends based on the data gathered
in a single year since there is no earlier referent. Finally, the attempt
to emulate the multiple operational model of analysis was not a true one.
Since multiple operatioralism is an attempt to bring several different
riethodologies to vear on a particular question or concern, this study could
be considered as a cross-methodological, meta-analysis. Although attention
was given to increasing and varying the amount and types of data sources
used to analyze trends and issues in the field of educational technology,
the study used a single methodology.

Recomnendations for the Future

It is more than an exercise in humility to acknowledge the limitations of a
particular study: it is intellectual honesty. Three goals were set forth at
the beginning of this study. The first was to provide an indication of the
emerging trends and issues in the field of educational technology. The
difficulty of recognizing trends based on data gathered from a relatively
short time span has already been mentioned. But certainly the number and
variety of sources utilized make the analysis provided here more than an
“educated guess." The second goal of this study was to develop a data source
that will serve as a baseline so that trends in the field of educational
technology can be more easily recognized in the future. It is much easier
to have confidence in having met this second goal. The data that have been
gathered during the course of this study will presumably be used by future
analysts, as they provide a tabulation of the professional discussions about
what comprised te field of educational technology in 1987-88. Thne third
goal of this study was to develop a methodology that will allow an expedient
review of the professional literature of the field of educational
technology. Here, too, it is easy to feel confident about having met the
goal; however, there is still much to be done in this regard. The
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instruments require some refinement. Data sources must be reconsidered.
Integration of other types of trend and issue analysis into this methodology
should be addressed. Webb, Campbell, Schwart., and Sechrest recommended the
technigue of multiple operationalism, asserting that "once an idea has been
confirmed by two or more in dependent measuring processes the uncertainty of
its interpretation will have been greatly reduced" (1966, p.3). TResourze
and time constraints precluded the use of other data-gathering techniques
and contribute to limitations of this study. The decision to broaden the
scope and number of content sources sampled, however, increases the level of
confidence that can be placed in the data. These are questions that must be
faced at the beginning of any such trend analysis. Surely more such
questions will emerge. Upon the completion of this phase of this infinite
enterprise one can only think that long journeys start with small steps.

Major Trends Identified by the Study

Design, development, and evaluation of instructional waterials and
procedures is a primary concern among practitioners in the field of
educational technology.

A large portion of the educational technology literature is about the
design, development, and evaluation of instructional materials. Issues in
Jdesign include the application of cognitive psychology, such as in helping
learners to conceptualize unfamiliar content; semiotics and the efrects of
message configuration characteristics, such as text design, text density,
visual design, and use of symbol systems; and the effects of media use on
motivation, including iearner interest, achievement, and attitude
development. Development inciudes such activities as needs assessment,
course development, and product development. Finally, evaluation is
concerned with measures and procedures for determining program
effectiveness. Related to this is a call for better procedures for
evaluating computer-assisted instruction software and software evaluation
databases that are accessible to individuals.

Professional education for teachers in the use of educational technology
principles and practices is seen as a basic need for present and future

professional service.

Literature in this area is directed both at professional specialists within
the field of educational technology and at individuals who teach.

Currently, the emphasis appears to be on the teacher/instructor. The basic
question is, "What competencies do teachers/instructors need to use
technology effectively with their learners?" The assumption is that all
classroom presenters should be using media and technology but are not, or
that they are using it in less than optimal ways. Much of the literature
discusses the use of computers and microcomputers by classroom teachers, and
it emphasizes the need for teacher training in the area of information
technology rather than educational technology or library instruction. This
subtle difference is indicative of the gradual blending of educaticnal media
and technology with library and information science in the elementary and
secondary schools,

o 234
ERIC 237

Aruitoxt provided by Eic:




Distance education is becoming a significant instructional delivery system
that uses technological means to reach its goals.

Ianterest in distance education is stimulated in part by concerns over equity
of access in the face of shortages of qualified eiementary and secondary
school teachers. Distance learning protocols have developed in direct
response to real teaching/learning problems. Distance education offers
practicable solutions to shortages of resources and teaching personnel. To
prepare material fo>» delivery requires a systematic approach to
instructional design and a concern for the individual student rather than
for group teaching. iHuch of the literature about distance education refers
to the use of various telecommunications systems to provide optimum
participation by the learners (National Governors' Association, 1988).

The computer is the dominant medium in the field of educational technology.

Statistics show tremendous growth iu school use of computers in re.esnt years
(Quality Education Data, 1988). It is no longer just the computer-
established secondary schools that lead the field; now more than half of
U.S. elementary schools have enough computers to provide at least one for
every two classrooms. Elementary schools use their micros primarily to
supplement lessons with basic skills exercises and opportunities for drill
and practice. I1 secondary schools, the micros are used primarily for
teaching formal computer literacy (Talmis, 1988). Teachers express interest
in having publishers develop software that teaches problem-solving skills
and higher order thinking skills. While the literature reflects the growing
enthusiasm for school computer use, it also shows continuing criticism of
software quality.

After computers, telecommunications and video are emerging as major media
delivery systems.

The apparent preoccupation of educators with computers often overshadows the
increasing interest in telecommunications and video. While schools continue
to use the traditional audiovisual equipment such as films, filmstrips,
slides, audiotape recordings, and overhead transparencies in a more-or-less
routine fashion, new development seems to be with video in the classroom for
large group instruction, and telecommunications for individuals and small
groups within the school and in distance education programs. The Quality
Education Data study (1988) notes that over 90% of the schools in the u.s.
are using videocassette recorders, while in 1983 only 30% of the schools
used VCRs.

The role of the educational technologist is unclear and varies from locatinon
to location.

There are very few professional, who actually hold the title of "educational
technologist." They are usually represented by such titles as: media
specialist, media coordinator, or library media specialist; sometimes they
are the director, supervisor, or coordinator of educational media,
instructional media, or communications. Newer and more spetific titles are
emerging, including microcomputer coordinator, instructional computer
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teacher, or specialist in educational computing. Although it is now likely
that most large schools and school districts have one or more persons who
are responsible for the administrative, logistic, and instructional aspects
of instructional media (or, in some cases, just computers), these
professionals are assuming such roles from a variety of previous positions
and with varying types of education and experience. The question that seems
to underlie all of the ambiguity is, "What competencies are required of
individuals who are designated to be the educational technologists?"

Case studies serve as models to follow in the implementation of educational
technology applications.

reople who study the adoption of educational innovations know that one of
the most powerful factors affecting adoption is evidence that an innovation
has warked in a situation similar to the one where it is being considered.
Although they do not carry much information in the way of theory, research,
or development, case studies serve as "lighthouses" or "pilots" for other
institutions or organizations. The value of case studies in the
organization and management of educational technology is demonstrated in the
Office of Technology Assessment report, Power On! (1988). Spread throughout
this document are 29 comprehensive case studies of technology use in
schools. Such reports as New York State Teacher Resource Centers and
Electronic Networking, Writing by Hand/Writing with a Wordprocessor, and
Software Evaluation in California help educational practitioners see how
others have successfully used technology to solve specific problems of
teaching and learning.

The field of educational technology is concecned about its status as a
profession.

Much of the journal literature is about educational technology as a
profession, discussing such issues as status, ethics, legal aspects,
history, and future developments of the field. It is obvious that
practitioners of educational technology are concerned about their
professional development and identity. They are attempting to understand
who they are, what they should be doing, and how others view them. Such
concerns are typical among individuals who feel that they are in an emerging
profession without the tradition of an established discipline. It is a
generally healthy trend which will probably be evident for many years to
come.

Educational technology prirnciples, products, and practices are just
beginning to be integrated into courses and curricula.

The history of media in education is one of enrichment or enhancement. Not
surprisingly, some of the literature examines the ways in which educational
technology and media specialists provide support to teachers/instructors to
improve their effecriveness. There is, however, increasing interest in
media specialists ¢ curriculum consultants. Komoski (1987) argues that
schools must take tne initiative an¢ begin designing curricula that will
provide teachers and students with a variety of options and strategies for
achieving curriculum goals. To this end, he describes the Integrated
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Instructional Information Resource, a group of broadly accessible,
electronically searchable, and interrelatable databases that are designed to
assist educators in developing "opened-out" curricula. Information Power
(AASL & AECT, 1988) states that the library media specialist must develop a
new, multi-faceted role as information specialist, teacher, and
instructional consultant, and offers guidance for assuming these roles.
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A Hypermedia Lesson about 1875~ 1885 Costume: Cognitive Style,
Perceptual Modes, Anxiety, Attitude, and Achievement

Cegnitive Styls

Cognitive style is the person's characteristic manner of recetving, processing,
storing, and retrieving information (Messick, 1969). Cognitive styles are consistent
individual differences in mentally organizing and processing both information and
exper ience.

One of the problams associated with the teaching-learning process is related to
determining how each learner acquires, stores, and recalls information effectively.
Knowing an individual's 1sarning style can be useful if teachers and studsnts are aware
of a student's weaknesses and strengths. Through training, 8 student’s cognitive style
can become modified and adapted (Keefe, 1985). Instruction can help individuals
augment their use of percaptual modes. Perceptual alternatives such as visual images,
audible ~tatements, and verbal text may affect learners’ abilities to assimilate, retain,
and use information.

Cognitive style studies have historically been thought to have little practical
importance for instructional designers and teachers. This is primarily because the
teacher is faced with the need to design individual instruction.

Individual instruction is feasible with the uss of technology. The use of
hypermedia has the potential to meet individual learning style needs within one
program. Hypercard Macintosh programming allows information to be presented in
various forms as text, graphics, motion, animation, voice, and sti1l frames.

Learning Style Instruments

Researchers have attempted to measure students’ information-procsssing habits
by using learning style tests. Generaily, these instruments have besn quite limited in
their ability to measure these complex behaviors. For instance, the Group Embedded
Figures Test (GEFT), developed by Witkin ( 1950) has been widely used to assess one
cognitive dimension: fisld independence vs. dependsnce (Keefe, 1987). One-dimensional
learning style instruments led to the development of multi-dimensional learning style
tests, providing a more comprshensive assessment of learning style. A multi-
dimensional test, the National Association of Secondary School Principals’ (NASSP)
Learning Style Profile (LSP) includes twenty-three independent constructs within
three areas: cognitive styls, affective style, and physiological style (Keefe and Mon"
1988). Within the cognitive component, nine genersi iniormation-processing
dimensions are included: analytic, spatia!, discrtnination, categorization, sequential,
memory skills, visual perception, auditory perception, 2nd emotive responss.

Hypercard and Videodisc

Instruction can be designed to accommodate individual differences. The
interactive videodisc and computer system possesses some distinct characteristics that
permit multiple modes of delivering information. The videodisc and computer lesson is
able tc deliver information in random order, at a variable pace, with multiple sensory
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learning.

Instruction via videodisc and computer allows students to gather information
from various modes (visual, verbal, audible). Hypercard programs enable learners to
control a lesson giving the students the powsr to choose the sequence, pace, perceptual
mode, and the content of the lesson. Hypercard has a feature called buttons which are
sensitive areas on the page units of the computer screen. When the Macintosh mouse is
clicked on a button, a predetermined action is performed, such as showing a videoadisc
image, or playing a pre-recorded narration. Since computers can accurately count a=ch
selection chosen by a learner, computers are a viable wey to investigate individuals’
information-processing habits.

An interactive videodisc-Hypercard computer lesson, A Look Backward: An
Encounter with Late Victorian Fashion was designed to allow students to choose from
three modes of recsiving information: seeing, hearing, and reading. The computer
screen shows the text and the commands that aliow the learner to gain access to
information. A second screen, a TV monitor, displays a video image.

The current research attempted to discover which perceptual modes students used
to recefve new information. Written words, visual images, and spoken words are
included in the study.

Computer Attitude

Keefe ( 1979) defined affective styles as motivational processes that are the
learners' typical modes of directing and sustaining behavior. A computer attitude test,
Beliefs About Computers Scale (BACS), was developed by Ellsworth and Bowman
(1982). Computer attitude referred toa person's feelings about societal use and
individual use of computers. The test consisted of 17 statements which are ratedon a
Likert scale of one to six.

Computsr Anxisty

Computer anxiety is defined as the fear or apprehension felt by an individual
when using computers, or when considering the possibilities of using a computer
(Simonson, et. al., 1987). A Computer Anxiety Index (CAIN) was designed to identify
students who had computer-reiated anxieties, so that steps could be taken to reduce
anxiety and improve achievement.

Maurer and Simonson ( 1984) reported that an individual with high anxiety
would avoid computers, use computers with great caution, and talk negatively about
computers and computing. According to Simes and Sirky ( 1985), some people
experience stress during an interactive lesson. Anxiety affects performance in cognitive
processes.

Purpose

The purpose of this study was to obtain students’ cognitive style profiles and
obtain a record of students’ use of thres information modes during a hypermedia lesson.
This study examined relationships among 1) nine dimensions of cognitive style as

measured by a standarized learning style test, 2 students’ use of three information
modes { visual images, written text, and audible descriptione. during a hypermedia
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lesson, 3) computer attitude, 4) computer anxiety, ang 5) achievement.
Research Questions

1. What are the dom1inant dimensions of cognitive 1earning style for the total
sample and two subgroups: coliege students in teacher education classes and
textiles and clothing classes?

2. What are the relationships among these variables:
1) cognitive learning style, 2) use of informaticn modes in & hypermedia
program, 3) computer anxiety, 4) computer attitude, 5) prior knowledge,
and 6) achievement?

Research Design

A descriptive and correlational design was used for the study. Fifteen variables
were examined, including cognitive style dimensions, prior knowledge and echievement
of 1875- 1885 costume, computer anxiety and computer attitude ( both before and efter
the lesson).

Subjects were seventy-nine undergraduate students enrolled in junior vear
classes: textiles and clothing, and teacher education. Forty-two students were in the
textiles and clothing class and thirty-seven students were in the teacher education class.

Five instruments were used to collect data: 1) NASSP Learning Style Profile, 2)
A Look Backward: Victorian Fashions, a hypsrmedia program, 3) CAIN, 4) BACS, and S)
achievement tests. Validand retiable measures were used.

Students completed the NASSP Learning Style Profile test which was used to
assess cognitive and perceptual dimensions of learning. These dimensions diagnosed
strengths and weakness of each individual's general approach to processing information.
The test consisted of cognitive tasks to complete rather than Likert scale ratings. The
performance on the NASSP Learning Style Profile was compared tu their performance in
the hypaermedia program.

The parceptual responss subscales: visual, auditory, and emotive measurs
students’ initial reactions to a list of 20 words by mentally “seeing" a picture ( visual);
by mentally "hearing” the word (auditory); or by s3nsing an emotive (emotive). The
emotional response may involve a physical reaction, such as taking notes, or an initial
positive or negative attitude toward the word. The relationship between cognition and
emotion is being examined by ressarchers since the “meaningfulness” of learning inay be
connected with affective and psychological aspects.

Each subject scheduled a one-hour session to use the hypermedia lesson, A Look
Backward: Victorian Fashions. The Hypercard computer and videcdisc lesson enabled the
subjects to choose among three information modes: visual, verbal, and auditory
information. Visual images were available in both line drawings and detailed
1Mustrations from avideodisc. Verbal descriptions about each costume were written anc
read on the computer scresn. Audible descriptions of each costume could be heard
through the speakers o1 the Macintosh computer. Objectives wers given and the students
chose modes of information to accomplish them.

An important feature of the hynermedia lesson was its ability to track students’
progress. Hypercard counted tne students’ choices made during the pregram, 1) visual
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imenes, 2) text descriptions, and 3) audio descriptions.

Students completed tests: 1) the Computer Anxiety Index ( CAIN), Beliefs About
Computer Scale { BACS), and 3) achisvement tests. These tests were given before and
after the students used the hypermedia program. The CAIN test was selected to measure
computer anxiety. The twenty-six item survey is reliable and valid (Simonson st &l.,
1987). Normative data was available, the average score was 60.23 (Simonson &t al.,
1987)

The computer attitude test, BACS, (Elisworth & Bowman, 1982) was used alsc.
It had a reliability of 0.77.

Results

Descriptive statistics, t-tests, and correlaticns were calculated. T-tests were
nsed to compare the differences betwesn students enrolled in the two classes. The
Pearson's product moment correlation was usec to identify relationships between
variabies.

Results and Inter pretation Related to Research Question #1

Students' received a score for each of the nine cognitive style dimensions as
measured by the NASSP Learning Style Profile (ses Table 1). The subjects average
scores showed analytic, spatial, and cetegorization skills as the strongest, The weakest
skills were audio response and discrimination skills. Nine t-tests were calculated to
determine differences between the teacher 6d:ication and textiles and clothing ciasses’
scores. Significant differences were found for two dimensions: sequential processing
and emotive. The teschor education class had stronger sequential processing skills than
the textiles and clothing class. However, the textiles and clothing class had stronger
emotive responses than the teacher educat ion.

Pearson correlation coefficients were calculated for each of the nine cognitive
dimensions (ses Table 2) and the results did not indicate that these dimensions
cuplicated one another. The results signify that the nine dimensions are independent
constructs.

Results and Interpretation Related to Research Quastion #¥2

Descriptive Statistics
|nformation modes  Sturents chose amnrig three modss ( visual images, auditory

statements, and written descriptions) in order to receive information while using the
hypermedia program. . he computer counted the students’ choices of each of these
information modes. The frequency counts were changed to percentages. The results of
Jit T choices are given in the following paragraphs.
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Usgof Yisugl Images  Stetistical results showed thet students’ average
percentage for choosing visual images was 55.89 % of the time. Visual images were
chosen more often than either text or audio modes. The teacher education class used
significantly (p<.03) more visual images than the textiles and clothing class (see table
3).

Useof Text  Statistical results showed that students chose written descriptions
in the hypermedia program on an average of 29.44% of the total selections. No
significant differences were found betwesn the teacher education and textiles and
clothing students' use of text in the lesson.

Use of Audio  Students used audio the least of the three information modes.
Audio was used 14.67 % of the time. No significant differences occurred between the
two groups of subjects.

Computer Anxiety The results of the CAIN were an average score of 60.25 for the first
test and 59.53 for the re-test. The analysis indicated significant stadistical differences
(p<.0003) between the teacher education and textiles and clothing classes’ level of
anxiety. Little change occurred between the first and second administration of the test.
The first test averages were S1.86 and 67.47 for teacher education and textiles and
clothing, respectively. A higher score indicated a higher level of computer anxiety.
These scores were compared to the norim score 62.33 ( Simonson et al., 1987). The
textiles and clothing class seemed to experience more computer anxiety than the norm
group and the teacher education class.

Computer Attitude  The computer attitude test, BACS (Ellsworthand Bowman, 1982),
was given before and after the hypermedia program. The time lapse between the tests
was lass than two weeks. No significant change occurred between test scores. There
-test average score #as 41.51. A low score indicated a more positive attitude toward
computers than did a high score. The possible range of scores was from 17 to 102.

A stauistically significant difference (p<.01) was found between the groups
(average scores of 38.57 and 44.17 respectively for teacher education and textiles and
clothing) Textiles and clothing students had the higher averags score, indicating that
they had a less favorable attitude toward computers.

Achievement  Achievement was considered secondary in impor tance to the choices of
information modes oxamined in this study. The progsss of learning was of greater
Interest to this study than the achievement. The achievement test measured learning
that occurred within 20 minutes. The time was limited because of administrative
reasons and also to encourage students to be efficient in learning (choosing most
effective informational modes for their learning style). Within this limited time,
students increased their scores from 47% to 63% even though more time was probably
needed for highe. levels of learning tooccur. No significant differences were found
between the students from the two groups' average scores on the pretest or the posttest

Correlation Analysis

Pearson correlation coefficients were calculated for each of the tests.
Correlation coefficients were computed to determine whether a irelationship existed
bstween scores for each variable.

Results of the correlation an 'ysis showed significant positive correlations that
had p-value of .0 ! or less (refer to Table 4). Probably the two most important
statistically significant correiations are as follows. The analytic skill (measured by the
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NASSP Learning Styls Profile) and text mods scores ( measured by hypermedia
program) correlated (r= 33, p<.01). Also, analvtic skill correlated with achisvement
(r=.42, p<.01).

This means that a slight relationship betwesn students with stronger analytic
skills and their use of text during a hypermedia lssson. In an analysis of variance test
1t was found that students with strong analytic skills wers more likely to use text than
the students with aver-age analytic skills.

In general, the higher the analytic score, tha higher the achisvement score. An
analysis of variance was conducted on achievements scores for three groups of analytic
skill (strong, average, weak ). There was a significant interaction between the scores.
Students with strong analytic scores were more likely to have higher achievament
scores than students with average analytic scores.

Conclusions

These findings have implications that are especially important in educational
settings. The data demonstrate that students had individual cognitive styles and
preferences for progressing through a lesson. The leck of more sigmificant relationships
between variables signifies tnat there is much variability in the way su» ents learn.
Text1les and clothing students had fewer significant correlations than teacher education
This means that their pattern of learning is harder to dstect. Perhaps this supports
nstructional design that allows students to choose from many types of information
modes.

Identifying learning styles is important in order to provide for the needs of @
diverse student popuiation. To identify students' learning styles, select relfable and
valid learning style instruments. The NASSP Learning Style Profile seemed to be valid
for college students, although normative data was available only for college freshman and
not for junior and senfor year stuc s. Included in the nine cognitive dimensions were
thres perceptual modes (visual response, audio response, and emotive). The NASSP
Learning Style Profile derived its perceptual mode test from a more indepth
instrument, the ELSIE test (Reinert, 1976). In the future | would suggest using the
ELSIE test for adults. It is areliable and valid test for measuring how language is
learned and conceptualized. Since this test more be more thorough in assessing the
students' perceptual responses, perhaps a significant correlation would occur between
the use of information modes that they use in a lesson.

In this study, three information modes ( visual images, text descriptions, and
audio statements) were available to students as they worked through a hypsrmedia
lesson These information modes were a measure of what type of for mat was used most
often in learning about historic costume. This performance measure was used to
examine lsarning style consistency. The visual mode assessment apneared to be
consistent between two scores: 1)the visual response score of the NASSP Learning Style
Profile and 2) the percentage of visuals used in the hypermedia lesson. in the NASSP
Learning Style Profile, students visual response score was the highest average of the
three modes. Similarly, students' used visual images most often while using the
hypermedia lesson. However, in the correlation analysis, the two measures did not
correlate significantly . In fact, no significant relationships were found for the
correlations of the three perceptual modes (v . al, audio, and emotive response) as
meastired by the NASSP Learning Style Profile and the three process variables as
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measured by the hypermedia lesson.

Possible reasons for the lack of significant relationships between the
performance in the hypermedia lesson and the performance of three dimensions in the
NASSP Learning Style Profile were as follows: 1) the exploratory nature that students
may have used to approach the hypermedia 1esson, 2) the lack of credit toward a course
grade, 3) the diagnostic level rather than indepth level instrument of the NASSP
Learning Styie Profile to measure visual, audio, and emotive response, and 4) students’
perceptual response scores on the NASSP Learning style profile were “average”,
although the visual response score was a “"strong-average” and the audio response score
was “weak-average".

Students' profile of nine cognitive iearning skills showed “averags" ratings for
all nine dimensions, although some skills were “weak-average"”, “mid-average”, and
“strong-average". Further research can investigate the interaction of individual's
cognitive scores and students’ choice of information modes, attitudes, and achievement.
The sample should be stratified sample consisting of an equal number of students in
three groups ( “weak ", "average”, and “strong”) for each of tha nine cognitive skills.
Statistical tests could analyze the difference between the grc ') means (weak, average,
strong) and indicute if there is an interaction between the de,.endent and indep *ndent
variable.

246
249




o

8
REFERENCES
Briggs, L. (1968). Learner variables and educational media. Revlew of Educational

Research, 38(2), 160-176.

Dunn, R., Beaudry, J. S., & Klavas, A. (1989). Survey of research on learning styles.
Educational Leadership, 46(6), S0-58.

Dwyer, F. (1985). Visual literacy'setdown first dimension: Cognitive information
acquisition. Journal of Visual Yerbal Languaging, S, 7-15.

Ellsworth, R., & Bowman, B. E. (1982). A "beliefs about computers” scale based on
Ahlsquestlonnalre items. The Computing Teacher, 10(4), 32-34.

Hooker , E. (1981, August). The perceptual domain: A taxonomy for allied health
educators. Journal of Atlied Health, 10,(3), 198-206.

Joyce, B R. (1987). Learning how to learn. Theory into Practice, 26 {Special Issue},
416-428

Kean, R C., Mehlnoff, C., & Sorensen, R. (1988). Using the Myers-Briggs Type

lndlcator to assess student needs. Clothing and Textiies Research Journal, 6(2),
37-42.

Keefe, J. W. (1987). Learning Style Theory and Practice. Reston, YA: National
Association of Secondary Schoot Principals.

keefe, J. W. (1985). Assessment of learning style variables: The NASSP task force
mode]. Theory into Practice, 24(2), 138-141.

Keefe, J. W. (1979). Learning style: An overview. In Student Learning Styles:

Diagnosing and Prescribing Programs. Reston, VA: National Association of
Secondary School Principals.

Keefe, J. W., & Monk, J. S. (1988). Learning Stvie Profile Technical Manual. Reston,
YA: National Association of Secondary School Principals.

reefe, J. W., & Monk, J. S. (1987). National Assgciation of Secondary School
Principals Learning Style Profile Examiner's Manual. Reston, YA: National
Association of Secondary School F rrincipals.

Kissick, B., & Grob, D. H. (1988). Analysis of learning styles: Academic and vocational
students. International Journal of Instructional Media, 15(2), 151-162.

247

o,

o\




Letteri, C. A. (1982). Cognitive Profiles: Relationship to achievement and
development. In Student learning styles and brain behavior: Programs,
instruments, ressarch (pp. 68-70). Reston, YA: National Assoc. of Secondary
School Principals.

Mauer, M. (1983). Devslopment and validation of a measure of computer anxiety.

Unpublished Master's thesis. 1owa State University, Ames, lowa.

Maurer, M., & Simonson, M. R. (1984). Computer Opinion Survey Yersion AZ Rey.
fowa State Research Foundation, Inc., Ames, |A.

Messick, S. (1969). TheCriterion Problem in the Evaluation of Instruction.
Princeton, N.J.: Educational Testing Service. Also in Messick, S. (1970). Ihe

Evaluation of Instruction: |ssues and Problems, Edited by M. Wittrock and D.
Wiley. New York: Holt, Rinehart and Winston.

Miltheim, W. D. (1989, February). Perceived attitudinal effects of various types of
learner control in an interactive video lesson. In M. R Simonson & D. Frey (Eds.),

11th Annual Pr P nta the 1
Annual Convention of the Association for Educational Communimtmns and

Technology (pp. 302-313). Dallas: Omnipress.

Moore, M. R. (1970). Sensory percsption and disgnostic performancs in the trades and
technologies. Journal of Industrial Teacher Education, 7, 21-28.

Reinert, H. (1976). One picture is worth a thousand words? Not necessarily! The
Modern Language Journal, 60(4), 160-168.

Savage, H. L. (1983). Field dependence-independence as a factor in the academic and
career evolution of women majors in the broad-gauge discipline of home

economics. Research in Higher Education, 19( 1), 109-123.
Simes, D , & Sirky, P. (1985). Human factors: An exploration of the psychology of

human-computer dialogues. In H.R. Hartson (Ed.), Advances in Human-Computer
Interaction, Yol. 1. Norwood, New Jersey: Ablex.

Simonson, M. R. (1980). Media and attitudes: A bibliography-Part 2. Educatiopal
Communication and Technology Journal, 28(1), 47-61.

Simonson, M. R. (1979). Attitude measurement: Why and how. Educational
Technology, 19(9), 34-38.

Simonson, M. R., Maurer, M., Mcntag-Torardi, M., & Whitaker, M. (1987).

Development ofa standardized test of computer literacy and a computer anxiety
index. Journal of Educational Computing Research, 3(2), 231-247.

248
251




Simonson,M R., Thies, P., & Burch, G. {( 1979). Media and attitudes: A bibliography
-Part 1. ggmnm_mmmmgﬁmmwumﬂl 27,217-236.

watkin, H. A. (1950). Perception of the upright when the direction of the force acting
on the body is changed. Journal of Exper imental Psychology, 40, 93-106.




Title:

Learner Control: When Does it Work?

Author:

Nancy Higginbotham-Wheat




Learner Control
2

Abstract

Research in the field of computer-based
instruction has led to conflicting evidence of the
efficacy of learner control over instruction.
Typical implementations of learner control in CBI
allow learners to proceed at their own pace,

control the sequence of instruction, choose the
amount of practice, or decide the level of

difficulty attempted. Benefits of learner control
have been reported, primarily in the affective
domain. Results have been mixed, however, in
achievement when the learner is allowed control
over the amount and sequence of instruction.
Recent research studies allowing the learner to
manipulate contextual variables such as text
density have demonstrated learner control to be a
viable option in CBI. The implication arises that
those variables which do not manipulate the amount
of content support are those over which the
learner should be allowed control. This paper
discusses five learner control variables and
suggests recommendations for implementing these
variables in CBI software and research.

Thirty-one references are included.
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Russian scientists successfully launched an
artificial satelli.e in 1957 which they named
Sputnik, galvanizing Western society into a
unified effort to surpass the Soviets. Our
relatively tardy entrance into the race for space
was attributed to a dearth of qualified personnel
in our laboratories and classrooms, and this lack

was in turn attributed to some fau’t in the
education of our youth. New methous were tried

and discarded. Every aspect of education
underwent scrutiny in our efforts to improve the
quality of our schools. Since 1957, educators
have been subjected to continued pressure not only
to improve the quality of our schools but also to
educate a broader segment of society. One response
to this pressure was the development of systems
for individual instruction based on Skinner’s
theory of behaviorism (1938) and Bloom’s (1971)
theory of mastery learning. Instructiocnal systems
from Programmed Instruction to computer-based
instruction have been designed to individualize
instruction.

Carrier (1984) observes that no other
delivery system except the teacher equals the
computer in its potential ability to accommodate

the needs of individual learners. The use of
computers in education has finally made
individualization a feasible goal. In designing

individual instruction the question has become to
what extent learners control their own instruction
rather than submit to computer control. This paper
identifies five classes of learner control
variables, discusses the effectiveness of each,
proposes guidelines for application of each
variable, and suggests directions for future
research.

Learner control. Before we can categorize
research in learner control we must have a working
definition of the term itself. There has been
considerable debate over what constitutes control,
from allowing the student to make decisions over a
single aspect of instruction to almost complete
control over a whole course of study (Merrill,
1984). Sasscer and Moore (1984) state that "the
research literature related to learner control of
instruction is characterized by reports of
contradictory findings and equivocal terminology"
(p.28). According to McCann (1981) the issue has
been reduced to an "all or none" proposition. He
points out, however, that education itself
progresses from the kindergarten with scarcely any
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learner control to graduate school where learner
control of study predominates. In the broadest
sense, therefore, we can define learner control as
student decision-making. Student decision-making
in strategy, fe-uence, pace, amount of practice,
and level of difficulty have all been
investigated.

Sequence. Judd, Bunderson, and Bessent
(1970) studied the effects of four levels of
learner control in a remedial mathematics course
for college students: (1) computer control;

(2) learner control over sequence; (3) student
control over amount of practice; and (4) complete
learner control. They found that students who had
done poorly on pretests performed worse under
learner control. They also noted that when
students were allowed control of sequence some
topics were omitted which might have been crucial
to understanding. Further, students did more
poorly with complete control over their own
instruction than those who were under complete
computer control. In utilizing the TICCIT systemn,
which allows student control of course flow,
Bunderson (1976) found that there was no
difference in overall achievement between these
students and those in regular clessrooms. He
pointed out, however, that some students make poor
strategy choices when left with no instructional
advice. TICCIT is reported as a learner control
system, with program mechanisms to allow the
student to select and sequence content. One of
TICCIT’s designers stated (Merrill,1979) that if
he were designing a second version he would
inclade more help for the student to know how to
proceed. Laurillard (1384) found that students do
make use of instructional suggestions and like
being given advice on what to do next in terms of
sequence and strategy. Using the PLATO system,
Lahey, Crawford, and Hurlock (1975) also found
that there was no significant difference in
performance between students who had control over
flow and those who did not, although the learner
control group spent more time on task than the
autonomous group even though both groups were
self-paced. Seidel, Wagner, Rosenblatt,
Hillelsohn, and Stelzer (1978) found that not all
students used good learning strategies when given
control of sequencing in a programming course in
Cobol. Jacobson und Thompson (1875) interpreted
learner control as student self-teaching, and as
such proposed a sort of "teacher training"” for
students in order to maximize their strategy
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decisions. Derry (1984) also investigated
strategies training in preparing students for
control of instruction. She concluded that no
single instructional device is known that will
greatly enhance learning effectiveness, with the
possible exceptions of what she termed "forced
practice" and feedback.

Pacing. Another aspect of investigation in
learner control has been the pace of presentation
of material. Even in this area there has not becn
clear consensus. Gay (1986) found that high
aptitude students performed better than iow
aptitude students when given control over peace.
Goetzfried and Hannafin (1985), however, found no
differences in achievement among students in
treatments: (1) adaptive control (external based
on accuracy of response); (2) learmer control with
advisement; and (3) linear control (no control
except over pace). The conclusion then would be
that if there is no difference in achievement the
treatment of choice would be that which took less
time, the linear control treatment. One area of
interest in research on pace of instruction is
student procrastination. Reiser (1984) studied
the effects of three pacing procedures: (1)
rewards for completing on time; (2) penalty for
tardy completion; and (3) learner control of
pacing. He found that there was no difference in
achievement among the groups, but that the learner
control group only met 22.2% of deadlines compared
to 61.6% met by the penalty group and 43.8% by the
reward group. There was no significant difference
in attitudes concerning the course or in
withdrawal rate.

instructional support. If we can find no
consensus for sequencing or pacing, there is some
agreement over student control of number of
examples. Again, studies show no significant
differences in achievement among groups who have
varying amounts of control over examples given
(Gay, 1986; Axtell, 1978; Wilcox, Richards,
Merrill, Christensen, & Rosenvall, 1878). Wilcox
et al. (1978) assigned college students learning
logarithms using the TIC’IT system to either a
learner control group, with choice in the number
of examples, or to a "yoked" group. Students
assigned to this group were randomly paired with
students in the learner control group and required
to study the same number of examples as their
counterparts in that group. Since there “ere no
differences in posttest performance of the two
groups Wilcox maintained that there was no

255257




Learner Control 6

evidence that learner control of number of
examples would accommodate individual differences.
Carrier, Davidson, and Williams (1985, however,
found that high ability students did better with
options for the number of examples than did low
ability students. Amount of practice was another
variable studied along with number of examples.
Judd (1981) found that learmner control resulted in

subjects studying fewer practice modules, but that
posttest scores did not differ from those students

who had no such control. Learner control of the
number of practice examples was found to be an
ineffective strategy by Ross and Rakow (1981) when
compared to subjects who had adaptive program
control of instruction. Montanelli and Steinberg
(cited in Steinberg, 1977) founcd that students in
a computer science lesson followed practice
suggestions on easy problems but ignored practice
suggestions with problems on more difficult
concepts.

A premise of much of the research on learner
control! has been that students in control of their
own learning are better motivated than their
counterparts with no such control. ©No differences
in attitude were found among treatment groups by
Lahey (1978). Students responding to informal
questioning by Ross and Rakow (1981), however,
reported positive attitude responses to learuner
control. Hazen (1985) states that leairner control
over CAI choices along with positive feedback
could keep learners motivated when working through
CAI programs. Salomon (1985) contends that
learning depends on the learner’s "mindfulness",
which in turn depends on expectations,
perceptions, attitudes, and goals. Mindfulness
then is a volitional matter, the importance of
which increases the more control over the learning
process students are given.

Because of the lack of consensus on nany of
the aspects of learner control research and
contradictory results found in various studies it
is not possible to pronounce judgement oa the
entire concept of learner control of imstruction.
Several trends, however, can be deduced.
Originally, designers of instruction interpreted
learner control as the opportunity for students to
sequence content in a particular course of
instruction and to control pace. Increase in time
on task was considered a price one paid for
positive effects in the affective domain. Later
research has emphasized learner control of
strategies of instruction, but many researchers
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are hypothesizing that students do not have the
metacognitive skills to utilize the most effective
strategies. Indeed, the entire concept of
advisement (Johansen and Tennyson,1983; Mullen,
1984) is predicated on the idea that students need
help in devising learning strategies. Results
that indicate better results from high ability
students (Carrier et al., 1985) suggests that
these same students have the necessary
metacognitive skills already in place and that
their superior performance is a result of this
acquisition of skills rather than control of
instruction. As an alternative approach in
reczarch, therefore, it is suggested that
variables less sensitive to lack of metacognitive
strategies be investigated.

Context. One such area with potential for
research would be iearner control over the context
in which examples are presented. Anand and Ross
(1987) studied the use of personalized word
problems in mathematics for fifth- and sixth-grade
children. Problem contexts were varied by
altering the referents and background themes of
example problems while keeping the numerical
values and mcasurement units constant.
Personalized contexts used pcersonally familiar
items obtained from biographical questionnaires.
Findings indicate the personalized materials to be
beneficial across a variety of learning outcoues
as well &s for attitudes toward the task. Based
on the idea that older students eppear tc have
strong individual preferences for general themes
,e.g. education, nursing, business, {Ross,
McCormack, & Krisack, 1986), a study allowing
college students control of background theme in a
statistics lesson (Ross, Morrison, and O‘Deil,
1988) indicated that students pick a variety of
themes instead of remaining with only one theme
throughout the lesson. They reported most
subjects varied their selections across lessons,
suggesting some attempt by subjects to adjust
strategies as perceived needs changed.

Another contextual variable of CBI over which
the learner could exercise control is the text
density level of the material presented.

Morrison, Ross, and 0’'Dell (1988) presented the
narrative text of a statistics leeson containing
low-density (concise) text, high-density
(conventional) text, or learner-controlled density
level. Each version contained the same
information, but the low-density version
eliminated details and nonessential words,
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resulting in an approximately 50X reduction in
both number of words and screen area required.
Findings imply adaptive uses of learner control
ard, as such, "...reinforce the idea that learner
control is not a unitary concept, but ratner a
collection of strategies that work in different
ways depending on what is being controlled by
whom" (Morrison, Ross, 0°'Dell, & Schultz, 1988,
p.73). In these ways students maintain coatrol of
contextual variables with instructional support
controlled by the program. Thus, students can
exercise control over how they want to learn, with
its accompanying affective benefits, while
following a lesson prepared by the professional
designer who maintains control over the amount of
instructional suppert the student needs.
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Summary

Early research on learner control focused on
content variables. Pacing left to learnmer control
has been found ineffective because learners tend
to procrastinate or to exit lessons prematurely.
Sequence, or countent flow, has been an ineffective
variable left under student control since
appropriate sequencing of the lesson requires
prior knowledge of content. Number of examples
and level of difficulty are also inappropriate
decisions for the learner to make because students
frequently lack metacognitive skills to make such
strategic decisions. Advisement strategies have
attempted successfully a diagnostic/ prescriptive
approach to control of content variables. Current
research, however, has focused on contextual
variables under control of the learner. Variables
such as text density level and background theme
have allowed learner control of stylistic
qualities of the lesson without sacrificing
instructional support. Future research of learner
control in CBI, therefore, should concentrate on
the continuum of contextual variables with their
accompanying affective benefits rather than
content variables with their inherent
disadvantages and implicit "all or none"
philosophy.
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