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This is the fifteenth annual report summarizing the research activities on speech per-
ception, analysis, synthesis, and recognition carried out in the Speech Research Laboratory,
Department of Psychology, Indiana University in Bloomington. As with previous reports,
our main goal has been to summarize various research activities over the past year and make
them readily available to granting agencies, sponsors Ind interested colleagues in the field.
Some of the papers contained in this report are extended manuscripts that have been pre-
pared for formal publication as journal articles or book chapters. Other papers are simply
short reports of research presented at professional meetings during the past year or brief
summaries of "on-going" research projects in the laboratory. From time to time, we also
have included new information on instrumentation and software support when we think this
information would be of interest or help to others. We have found the sharing of this infor-
mation to be very useful in facilitating our own research.

We are distributing reports of our research activities because of the ever increasing lag
in journal publications and the resulting delay in the dissemination of new information and
research findings in the field of speech processing. We are, of course, very interested in
following Lhe work of other colleagues who are carrying out research on speech perception,
production, analysis, synthesis, and recognition and, therefore, ne would be grateful if you
would send us copies of your own recent reprints, preprints raid progress reports as they
become available so that we can keep up with your latest findings. Please address all corre-
spondence to:

Professor David B. Pisoni
Speech Research Laboratory
Department of ?sychology
Indiana University
Bloomington, Indiana 47405
USA
(812) 855-1155, 855-1768
E-mail (BITNET) "PISONI@IUBACS"
E -mail (INTERNET) "PISONMUCSINDIANA.EDU"

Copies of this report are being sent primarily to libraries and specific research institutions
rather than individual scientists. Because of the rising costs of publication and printing, it
is not. possible to provide multiple copies of this report to people at the same institution
or issue copies to individuals. We are eager to enter into exchange agreements with other
institutions for their reports and publications. Please write to the above address.

The information contained in the report is freely available to the public and is not re-
stricted in any way. The views expressed in these research reports are those of the individual
authors and do not reflect the opinions of the granting agencies or sponsors of the specific
research.
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RESEARCH ON SPEECH PERCEPTION
Progress Report No. 15 (1989)

Indiana University

Perceptual Learning of Nonndtive Speech Contrasts:
Implications for Theories of Speech Perception

David B. Pisoni, John S. Logan and Scott E. Lively'

Speech Research Laboratory
Department of Psychology

Indiana University
Bloomington, Indiana 47405

lehapter to appear in H.C. Nusbaum and J. Goodman (Eds.). Development of Speech Perception: The
Transition from Recognizing Speech Sounds to Spoken Words. Cambridge, MIT Press, 1990 (In Press).
Preparation of this chapter was supported by NIDCD Research Grant ROI DC00111-13 to Indiana University
in Bloomington. We thank Daniel Dinnsen, Judith Gierut and Robert Nosofsky for suggestions and advice
at various stages of this work.
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Perceptual Learning of Nonnative Speech Contrasts:
Implications for Theories of Speech Perception

For many years, there itas been a consensus among investigators working in the field of
speech perception that the linguistic environment exerts a very profound and often quite
permanent effect on an individual's ability to identify and discriminate speech sounds. The
first report of categorical perception by Liberman and his colleagues at Haskins Laboratories
(Liberman, Harris, Hoffman & Griffith, 1957) and the subsequent cross-language studies of
voicing by Lisker and Abramson (1964, 1967) provided very convincing evidence for the
important role of perceptual learning in speech perception. These initial studies, and many
others since then, have demonstrated that the effects of perceptual learning are long-lasting
and often produce permanent and seemingly non-reversible changes in the speech perception
abilities of adults. Indeed, most attempts to selectively modify speech perception abilities
using short-term laboratory training techniques have been generally unsuccessful (Strange
& Jenkins, 1978; Strange & Dittman, 1984). The failure of these earlier training studies to
produce robust changes in speech perceptior has been interpreted by some researchers as
strong support for the proposal that during development the underlying neural mechanisms
used in speech perception become very finely tuned to only the distinctive sound contrasts
used in the linguistic environment, and they cannot be selectively modified or "retuned" very
easily in mature adults in a short period of time (Strange & Jenkins, 1978; Eimas, 1975,
1978).

The present chapter is concerned with several general issues surrounding perceptual learn-
ing in speech perception. While our major interest will be focused primarily on learning of
nonnative speech contrasts in mature adults, much of what we have to say here will also be
relevant to several other issues dealing with current theoretical accounts of speech percep-
tion, perceptual development and units of perceptual analysis. Central to our discussion is a
concern for the nature of thc.. changes that take place when the sound system of a language
is acquired in development. In particular, we are interested in what happens to a listener's
perceptual abilities when bejshe acquires a native language. What happens to a listener's
ability to identify and discriminate speech contrasts that are not present in the language-
learning environment? Are the listener's perceptual abilities permanently "lost" because the
neural mechanisms have atrophied due to lack of stimulation during development, or are
they simply realigned and only temporarily modified due to changes in selective attention?
Despite the existence of several recent studies in the published literature demonstrating that
under certain experimental conditions listeners can be trained to perceive and discriminate
very fine phonetic details, many researchers continue to maintain and proliferate the view
that the effects of linguistic experience on speech perception are difficult, if not impossible,
to overcome and modify in a short period of time. The quotations below should give the
reader sufficient evidence of the pervasiveness of these views in the literature:
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Thus, for adults learning a foreign language, modification of phonetic perception
appears to be slow and effortful, and is characterized by considerable variability
among individuals. (Strange R Dittman, 1984, p. 132)

These difficulties with non-native speech contrasts may indicate that certain dis-
tinctions are extremely difficult for adults to learn, or even that adults can-
not learn to make certain distinctions in a linguistically meaningful manner.
(Jamieson & Morosan, 1986, p. 206)

An English-speaking adult, for example, has difficulty perceiving the difference
between the two /p/ phones that are used in Thai (Lisker & Abrarnson, 1970). So
too, a Jepanese-speaking adult initially cannot distinguish between the English
ira/ and /la /, because Japanese uses a single phoneme intermediate between the
two English phonemes. (Werker, 1989, pp. 54-55)

The language environment modifies the speech perception abilities found in early
development. In particular, adults have difficulty perceiving many phonetic con-
trasts that young infants discriminate. (Best, McRoberts, & Sithole, 1988, p.345)

The extreme difficulty that Japanese adults demonstrate in learning to differenti-
ate these phonemes illustrates the profound effect that first language learning has
in modifying what may be innate discriminative processes. (Sheldon & Strange,
1982, p. 254)

As noted previously, in the absence of early experience with F. language in which
/1/ and /r/ are contrastive, many native speakers of Japanese are unable to
distinguish utterances which contain English /1/ and /r/ in either labeling or
discrimination tasks which focus on the /1/-/r/ distinction. (Mann, 1986, p.
174)

Everyone knows, of course, that native speakers of Japanese have trouble pro-
nouncing tr/ and /1/. What is not so well known s that native speakers of
Japanese do not hear the difference between /r/ and /1/ either. That is, when a
speaker of American English says rock or lock, the Japanese cannot tell you which
one was said; in fact, they may not be able to tell the syllables were different
from each other. (Jenkins, 1989, p. 481)
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Role of Early Experience in Perceptual Development

Most current theories of speech perception are vague and it has often been difficult
to generate specific, testable experimental hypotheses (see Pisoni, 1978; Pisoni & Luce,1986). A detailed examination of these theories will reveal that none of them currently
incorporate mechanisms or procedures to deal with development., change or the effectsof the linguistic environment on speech perception. All contemporary theories of speechperception are concerned with the mature adult listener who is presumably in the end-stateof development. We believe this is an unfortunate state of affairs because theories of speechperception should not only characterize the perceptual abilities of the mature listener butalso should provide some principled account of how these abilities developed over time andhow they come to be modified selectively by the linguistic environment. Some initial effortshave already been made by Jusczyk (1985; 1986) and Studdert-Kennedy (1986; 1987) to dealwith problems of development in speech perception in young infants, but many researcherscontinue to focus their attention and efforts exclusively on the mature adult listener with
little, if any, concern for how these abilities developed. The results we describe below mak?it very clear that current theories of speech perception will have to be modified in sever
ways to incorporate principles of developmental change to account for how mature adults
can acquire new linguistic contrasts that are not present in their native language.

To place our work in a developmental framework, we first consider some possible interac-
tions between genetic and experiential factors in perceptual development. These ideas wereinitially formulated by Aslin and Pisoni (1980) in an attempt to deal with the ontogeny of
infant speech perception. An examination of the literature on infant speech perception re-vealed a complex set of interactions among genetic and experiential factors in development.
Following observations of researchers working in visual system development and suggestions
made by Gottlieb (1981), it became clear to us that a simple dichotomy between nativist andempiricist views of development was inadequate to account for the interactions that underlie
normal perceptual development. To deal with these interactions, As lin and Pisoni (1980)
proposed an account of the possible roles that early experience can play in the developmentof speech perception. These alternatives are shown in Fignre. 1.

Insert Figure 1 about here
10}

First, a perceptual ability may be present at birth but require certain specific types of
early experience to maintain the integrity of that ability. The absence or degradation of the
prerequisite early experience can result in either a partial or complete loss of the perceptual
ability, a loss that may be irreversible despite subsequent experience at a later point in
development.
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Pisani, 1980).



Second, a perceptual ability may be only partially developed at birth and require specific
types of early experience to facilitate or attune the further development of that ability. The
absence of early experience with these critical stimuli, which may serve a facilitating function
during "sensitive periods" in development, could result either in the absence of any further
development or a loss of that ability when compared to its level at birth.

Third, a perceptual ability may be absent at birth, and its development may depend on a
process of induction based on specific early experiences of the organism in the environment.
The presence of a particular ability, then, would depend to a large extent on the presence of
a particular type of early experience. Thus, specific kinds of early experience are necessary
for the subsequent development and maintenance of a particular preference or tendency.

Finally, early experience may, of course, exert no role at all in the development of a par-
ticular perceptual ability. That is, the ability may be either present or absent at birth and it
may remain, decline or improve in the absence of any specific type of early experience. Ab-
sence of experiential effects is difficult to identify and often leads to unwarranted conclusions,
especially those that assume that an induction process might be operative. For example, it
has been common for researchers to argue that if an ability is absent at birth, the ability must
have been learned (see Eilers et al.. 1979). In terms of the conceptual framework outlined
here, this could be an instance of induction. However, it is quite possible that the ability
simply unfolded developmentally according to a genetically specified maturational schedule
- a schedule that required no particular type of early experience in the environment. This
unfolding of an ability may be thought of as adhering to the general class of maturational
theories of development.

The complexity of these numerous options maintenance, facilitation, induction, and
maturation and their possible interactions suggest that researchers should be cautious
about drawing any strong conclusions about the developmental course of specific perceptual
abilities. In the context of speech perception, we believe that several conclusions that are now
quite prominent in the literature about the role of early experience may have been premature
and possibly even unjustified given the findings described below (see Pisoni et al., 1982). In
order to clarify the roles of early experience in the development of speech perception and
to put these ideas into a somewhat broader theoretical context, we briefly consider four
general classes of theories of perceptual development. These theories are: Universal Theory,
Attunement Theory, Perceptual Learning Theory and Maturational Theory.

Universal Theory assumes that at birth infants are capable of discriminating all the pos-
sible phonetic contrasts that may be used distinctively in any natural language. According
to this view, early experience functions to maintain the ability to discriminate phonetically
relevant distinctions those distinctions actually used in the language-learning environment
of the infant. However, the absence of exposure to phonetically-irrelevant contrasts may
result in a selective loss of the abilities to discriminate those specific contrasts. The percep-
tual mechanisms responsible for this loss of sensitivity may be neural, attentional or both.

14
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Universal Theory makes several specific predictions concerning the possible reacquisition of
the lost discriminative abilities in mature adults, a topic that is relevant to the goals of the
present chapter. For example, if a child is exposed to some phonetic contrasts that are not
phonologically distinctive in the language because of allophonic variation, it may be possible
to discriminate these quite easily because the underlying perceptual mechanisms are still
operative. In contrast, lack of exposure during development may produce a permanent loss
or attenuation in the ability that cannot be overcome by training or exposure. In either case,
it becomes important to determine if the loss has a sensory-perceptual basis or if it is due
primarily to changes in selective attention.

Attunement Theory assumes that at birth all infants are capable of discriminating at
least some of the possible phonetic contrasts present in the world's languages, but that the
infant's discriminative capacities are incompletely developed, quite broadly tuned or both.
According to this view, early experience functions to "align" and/or sharpen these partially
developed discriminative abilities. Phonetically-relevant contrasts in the language-learning
environment become more finely tuned with experience and phonetically-irrelevant contrasts
either remain broadly tuned or become attenuated in the absence of specific environmental
stimulation.

In contrast with the other two views, Perceptual Learning Theory assumes that the ability
to discriminate any particular phonetic contrast is highly dependent on specific early experi-
ence with that sound contrast in the language-learning environment. The rate of development
could be very fast or very slow depending on the relative importance of the phonetic con-
trasts during early life, the relative psychophysical discriminability of the acoustic attributes
compared with other phonetic contrasts, and the attentional state of the infant. According
to this view, however, phonetically-irrelevant contrasts would initially never be discrimi-
nated better than the phonetically-relevant one3 that are present in the language-learning
environment.

Finally, Maturational Theory assumes that the ability to discriminate a particular pho-
netic contrast is independent of any specific early experience and simply "unfolds" according
to a predetermined developmental schedule. According to this view, all possible phonetic
contrasts would be discriminated equally well irrespective of the language-learning environ-
ment, although the age at which specific phonetic contrasts could be discriminated would be
dependent on the developmental level of the underlying sensory mechanisms. For example,
if young infants did not show sensitivity to high frequencies until later in development, one
would not expect them to discriminate phonetic contrasts that were differentiated on the
basis of high frequency information at birth.

These four general classes of theories make specific predictions about the developmental
course of speech perception and the underlying perceptual abilities of mature listeners. It is
important to point out here that probably no single class of theories will uniquely account fin
the development of all speech contrasts. Rather, it may be the case that some hybrid parallel
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version of the theories provides the best overall description of the perception of specific classes
of speech sounds. In fact, this view of parallel developmental processes appears to be well
supported by current research findings. Examples of Attunement Theory have been found by
Werker (1989) who has reported a series of studies showing evidence for excellent phonetic
sensitivity in young infants followed by a developmental decline of these perceptual abilities
in adulthood. For the phonetic contrasts she studied, the decline in phonetic sensitivity and
perceptual reorganization occurred between six and twelve months of age and appeared to
be a function of specific language experience. An example of Universal Theory was reported
by Best, McRoberts, and Sithole (1988) who studied the perception of Zulu clicks by English
adults and infants. In contrast to Werker's findings, they found that both infants and adults
were able to discriminate these sounds despite the lack of experience hearing clicks spoken in
their language learning environment. Considering the potential complex interactions between
genetic and experiential factors in perceptual development described above, an important
long-term goal of research in speech perception becomes the investigation of the development
of as many phonetic contrasts in language as possible in order to understand the underlying
perceptual mechanisms and the way they become selectively modified by early experience
(As lin, 1981; As lin, 1985; Werker, 1989; Best et al., 1988).

In the sections below, we consider two phonetic contrasts that have occupied the atten-
tion of speech researchers over the last few years. The first contrast is the voicing distinction
in initial stop consonants. The second contrast is the distinction between /r/ and /1/. Both
phonetic contrasts have played an important role in recent theorizing about the effects of
early experience on speech perception and both contrasts have been used in studies that
were designed to selectively modify the perceptual analysis of these sounds in mature adult
listeners. Because these two contrasts have quite different acoustic correlates and phono-
logical properties in different languages, they are ideal candidates to consider in studies of
perceptual learning.

Perception of Voicing Contrasts in Stop Consonants

Over the last twenty years numerous studies employing synthetically produced speech
stimuli have investigated the perception of voice-onset-Urn(' (VOT) in human adults, human
infants, chinchillas and monkeys. These developmental and cross-species comparisons have
been undertaken to study the potential interactions between genetic predispositions and ex-
periential factors in speech perception. The results of these diverse studies have shown the
combined influence of both factors. First, linguistic experience has been shown to have a
substantial effect on speech perception, particularly in human adults exposed to different
language-learning environments (Linker 8: Abramson, 1964). Subjects identify and discrimi-
nate speech sounds with reference to the linguistic categories of their language. Second, basic
sensory and psychophysical constraints on auditory system function seem to affect perception
of both speech and nonspeech control signals in similar ways. For example, the perception

10



of voicing in stop consonants apparently requires the analysis of a temporal relation between
laryngeal and supralaryngeal events (Pisani, 1977). Basic constraints on auditory percep-
tion appear to play an important role in defining the inventory of acoustic correlates for
distinctive features used in speech (Stevens, 1972; 1980). This inventory is then modified
and reorganized selectively by the speakers and hearers in a language-learning environment.

The results of the earliest cross-language experiments on the perception and production of
VOT by Lisker and Abramson (1964, 1967) confirmed that the linguistic environment exerts
a profound influence on the ability to produce and perceive voicing differences in initial stop
consonants. They examined the voicing and aspiration differences among stops produced by
native speakers from eleven diverse languages and were able to identify three primary modes
of voicing: (1) a lead mode in which voicing onset precedes the release from stop closure, (2) a
short-lag mode in which voicing onset is roughly simultaneous with release from stop closure,
and (3) a long-lag mode in which voicing onset occurs substantially after the release. In
addition to measurements of VOT in the production of stop contrasts, Lisker and Abramson
(1967) and Abramson and Lisker (1970) also carried out several perceptual experiments using
synthetically produced speech stimuli that differed in VOT. The results of these perceptual
experiments demonstrated that subjects from different linguistic backgrounds identify and
discriminate speech stimuli in terms of the distinctive phonological categories used in their
language.

Insert Figure 2 about here

Figure 2 shows the identification functions for native speakers of English, Thai and Span-
ish for three series of synthetic stimuli differing in VOT. The functions display perceptual
boundaries at either orac or two locations along the VOT continuum, corresponding to the
presence of two or three voicing categories. The discrimination functions which are not
shown here revealed discontinuities along the stimulus continuum with peaks.located at the
cross-over points separating perceptual categories in identification. The correspondence of
heightened discrimination at the category boundaries combined with relatively poor discrim-
ination within perceptual categories demonstrated that subjects could discriminate between
stimuli only as well as they could identify them as different on an absolute basis and suggested
that the perceptual categories are determined, in large part, by the linguistic experience of
the listener.

The subjects in these early perceptual experiments, as well as those used in more recent
studies, appeared to have a great deal of difficulty in identifying and subsequently discrim-
inating between stimuli that were not distinctive in their native language. The failure of
adults to perceive non-native distinctions in voicing has been interpreted by a number of
investigators as support for the view that linguistic experience exerts a profound and lasting

11 I'
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effect on an individual's ability to discriminate speech stimuli. Indeed, based on his work
with young infants, Eimas (1978) has even suggested that the neural mechanisms mediating
VOT perception might atrophy or degenerate if stimulation is not forthcoming during an
early period of language development. Eimas states that "The course of development of
phonetic competence is one characterized by a loss of abilitis over time if specific experience
is not forthcoming," p. 346. Thus, like the adult, if phonetic differences are not used distinc-
tively in the language-learning environment of an infant, sensitivity to the relevant acoustic
attributes of these speech sounds may be attenuated and the child may fail to develop the
specific mechanisms needed to discriminate the differences between these sounds (see Elso
Werker, 1989). Eimas (1978) has argued further thrit the lack of experience with partici!', ir
phonetic contrasts in the local environment during linguage acquisition may have the efect
of modifying the appropriate phonetic feature detectIrs by reducing their sensitivity to spe-
cific acoustic cues in the speech signal. Thus, some detectors that were originally designed to
process certain phonetic distinctions in speech may be "captured" or "subsumed" by other
detectors after exposure to particular acoustic signals in the language learning environment.
These detectors might, therefore, assume the specificity for only those attributes present in
the stimuli to which they have been exposed. As a. consequence, then, the poor discrimi-
nation observed for some phonetic contrasts might actually be due to the modification of
low-level sensory mechanisms employed in discrimination of these acoustic attributes. If this
view of development is correct, it would imply that mature adults would never be able to
reacquire a phonetic contrast that was not present in their language-learning environment
(see however, Best et al. 1988; Werker, 1989).

These conclusions concerning the role of linguistic experience in speech discrimination
have become widely accepted in the literature on speech perception despite the existence of
several studies demonstrating that subjects can discriminate small differences between speech
sounds that were identified as belonging to the same phonological category (see Pisoni, 1973;
Pisoni & Lazarus, 1974; Pisoni & Tash, 1974; Streeter, 1976a, b). When the experimental
conditions are modified to reduce uncertainty or when the subjects' attention is explicitly
directed to the acoustic differences between stimuli rather than to their phonetic qualities,
subjects can accurately discriminate very small differences in VOT (see also Carney, Widin
& Viemeister, 1977). These findings undermine the general conclusion prevalent in the
literature for over thirty years namely, that subjects cannot discriminate lytween speech
sounds unless they are used distinctively in their native language. Nevertheless, the strong
claim about the role of early experience continues to be made in the literature (see Strange
& Dittman, 1984; Werker, 1989).

In a review of the effects of linguistic experience on speech perception, Strange and
Jenkins (1978) concluded that the use of laboratory training techniques with adult subjects
was generally ineffective in promoting enhanced discrimination of phonetic contrasts that
were not employed phonemically in the subject's native language. After reading this chapter
and examining results from the training experiments carried out by Strange (1972), we
became interested in reexamining the performance of adults in identifying and discriminating
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VOT contrasts that were not phonemically distinctive in their native language (see Pisoni
et al., 1982). In particular, we wanted to know why previous attempts to use laboratory
training procedures appeared to be so uniformly unsuccessful in producing changes in the
perception of VOT. Given the previous work from our laboratory which demonstrated that
five and six-month old infants from English speaking environments could discriminate both
lead and lag contrasts from a VOT continuum (Aslin et al., 1981), we fully expected that
native English-speaking adults would be ache to discriminate these VOT contrasts as well,
unless there was a real sensory loss in their underlying perceptual abilities.

In carrying out this training study, we were also interested in determining precisely how
much training and experience would be required for adult English listeners to "reacquire" a
nondistinctive perceptual category in voicing; whether it could be accomplished easily in the
laboratory in just a few hours, or whether it would require substantially more experience and
training to produce reliable changes in both identification and discrimination performance.

Insert Figure 3 about here

The results of our first training experiment on VOT are shown in Figure 3. Two groups
of naive subjects were brought into the laboratory for two days and were required to identify
a set of synthetic stimuli varying in VOT twice. In the first condition, subjects used only two
response categories corresponding to the phonemes /b/ and fp/. In the second condition,
they were given three response alternatives corresponding to [b), [p] and [ph). The conditions
were counter-balanced across both groups over the two-day period. As expected, subjects
showed very reliable and consistent two-category identification functions for the English
voicing categories. More interestingly, both groups of subjects also were able to reliably
identify stimuli into a third perceptual category, a category with VOT values in the voicing
lead region of the continuum that are not phonologically distinctive in English. Only two
out of the twenty subjects we tested failed to use three responses at all. Although there
was some variability in the labeling data for individual subjects, there was also a surprising
amount of consistency among most of the subjects as shown in these group data.

Another experiment was also carried out with two additional groups of subjects using the
same stimuli, procedures, and methodology. However, now subjects were required to identify
and discriminate the same synthetic stimuli twice, once using two response categories and
once using three response categories. The average identification and ABX discrimination
functions from this experiment are shown in Figure 4.

Insert Figure 4 about here
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The two- and three-category identification functions shown in the left-hand panel of each
figure are quite similar to those obtained in the first experiment. Although the average
two-category data shown here are consistent and representative of individual subjects, the
average three-category data are less consistent and show greater variability in the minus
region of the VOT continuum.

Examination of the average ABX discrimination functions shown in the right-hand panels
of Figure 4 reveals the presence of two distinct peaks in discrimination regardless of prior
labeling experience. The larger peak occurs iii the voicing lag region of the continuum at
roughly 20 ms whereas a smaller peak can be observed in the voicing lead region at roughly
-20 ms. It should be emphasized here that the subjects in the two-category labeling condition
showed evidence of discriminating stimuli in the voicing lead region of the stimulus continuum
despite the fact that these stimuli were all identified as belonging to the same perceptual
category. Such a finding is not surprising given previous demonstrations of within category
discrimination in speech perception (Pisoni & Lazarus, 1974). However, it should be noted
that no special efforts were made to control or direct the subjects' attention to the differences
between stimuli in this region of the VOT continuum or to modify the discrimination task
to improve subjects'sensitivity.

Despite variability among individual subjects, the results of these two experiments in-
dicate that a large majority of naive, unselected subjects can identify and discriminate an
additional perceptual category in voicing quite easily without any special training or feed-
back. The differences in the voicing lead region are apparently discriminable, and subjects
can reliably identify these sounds if given the opportunity to do this with an additional
response category. Given the strong conclusions by Strange and Jenkins (1978), about the
difficulty of discriminating these differences in VOT, we were surprised with the results
obtained with such simple experimental manipulations.

In order to reduce intersubject variability and increase response consistency in perceptual
categorization, we carried out another experiment. To accomplish this in a relatively short
period of time, we used a discrimination training procedure with immediate feedback after
exposure to representative exemplars of the three voicing categories. The training sequences
presented only three stimuli, one representative token of each of the three voicing types,
arranged in a predictable order. After the training phase was completed, subjects who met
a predetermined performance criterion in identification were selected for subsequent testing
in which both identification and ABX discrimination data were collected. The purpose
of this experiment, therefore, was to determine if subjects who received a brief period of
training would show more robust perceptual data: that is, steeper slopes in identification
and heightened peaks in ABX discrimination at both voicing boundaries.

Of the original twelve subjects we recruited, six passed the 85 percent criterion on Day 1
and were invited back for the remaining sessions. Subjects who failed to meet this criterion
all responded to the three training stimuli at levels well above chance, although they did



not reach the required performance level. Since the previous experiment demonstrated some
variability among individual subjects in VOT identification, these results were anticipated.

Immo Figure 5 about here

The average identification functions for the six criterion subjects are shown in the left-
hand panel of Figure 5. These are the data collected on Day 2 of testing. As expected,
these six subjects showed a high level of consistency in labeling stimuli in the voicing lead
region of the continuum despite receiving only a very modest number of training trails on
the three VOT exemplars (-70, 0, +70 ms). Moreover, the very steep slopes in the group
identification function indicates the presence of three discrete and well-defined perceptual
categories. The slope in the minus VOT region is much steeper in this experiment than in
the previous experiments in which no specific training procedures were used.

The average identification and ABX discrimination data collected on Days 3 and 4 are
shown in the right-hand panel of Figure 5. As observed in the previous experiment, the ABX
discrimination functions obtained here also show peaks, corresponding to the boundaries be-
tween the voicing categories, and troughs, corresponding to the centers of well-defined per-
ceptual categories. The results of this training study also demonstrate that native English-
speaking adults can reacquire non-native contrasts in voicing and they can accomplish this
relatively easily in a short period of time using simple laboratory training techniques.

Insert Figure 6 about here

In another training study from our laboratory, McClasky, Pisoni, and Carrell (1983)
showed that knowledge about VOT perception gained from discrimination training on one
place of articulation (e.g., labial) can be transferred readily to another place of articulation
(e.g., alveolar) without any additional training on the specific test stimuli. The results of
the transfer experiment for one group of subjects are shown in Figure 6. Apparently, naive
subjects can learn very detailed and specific information about the temporal and spectral
properties of VOT that is independent of the specific stimuli used in the original training
sessions.

Taken together, the results of our training experiments on voicing perception demonstrate
quite clearly that naive English listeners can reliably perceive differences in the minus region
of the VOT continuum. The findings differ markedly from the results reported in earlier
investigations of VOT perception by Strange and Jenkins (1978) which indicated that prior
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linguistic experience substantially diminishes perceptual sensitivity to nonphonemic voicing
contrasts in adults. Our results also contradict the major conclusions of Strange and Jenk-
ins (1978) that short-term laboratory training procedures are ineffective in modifying speech
perception (see also Strange & Dittman, 1984). Given appropriate experimental procedures,
our results show that naive subjects can quite easily perceive an additional perceptual con-
trast in voicing in the laboratory after a very short training period and they can transfer
their knowledge of VOT to new stimuli with a different place of articulation that they were
never trained on before. Our findings are robust and reliable and demonstrate that the
underlying sensory-perceptual mechanisms have not been permanently modified or lost by
prior linguistic experience.

Why have previous researchers been unsuccessful in selectively modifying the perception
of VOT in adults? Is there something peculiar about the specific speech stimuli used, or might
the differences be a consequence of the particular experimental methodologies employed? To
answer these questions, let us turn first to an examination of the earliest cross-language
speech perception experiments on VOT carried out by Lisker and Abramson (1967). They
found that subjects could readily identify synthetic VOT stimuli into the phonological cat-
egories of their native language. Subjects were required to name the initial stop consonant
by identifying it with one or another words in their language. Unfortunately, as far as we
know, Lisker and Abramson never asked their subjects to identify the synthetic stimuli into
additional perceptual categories in any of their experiments.

Although subjects in the Lisker and Abramson cross-language experiments might have
been able to use additional categories by having more response choices available to them
in identification, the results of oddity discrimination tests indicated that their subjects ap-
parently could not reliably discriminate within-category differences in VOT. When discrim-
ination is measured in the "oddity" paradigm, subjects are strongly encouraged to adopt
a "context-coding" mode of response (Durlach & Braida, 1969). That is, the stimuli are
immediately recoded into a more durable phonological form for maintenance in short-term
memory in order to solve the discrimination problem (see Pisoni, 1973, 1975). Such a
"context-coding" mode of perception is also favored by the high uncertainty conditions of
the oddity discrimination task brought about by the use of a roving standard from trial to
trial which effectively mixes "easy" trials with "hard" trials. Finally, immediate feedback was
not provided during identification or discrimination testing. The absence of feedback in com-
plex discrimination tasks like the oddity procudure promotes the use of highly overlearned.
familiar phoneme labels and discourages fine discrimination of phonologically nondistinctive
information.

Under testing conditions such as these. naive listeners apparently have great difficulty
in determining precisely which acoustic attributes of the speech signal they are supposed
to attend to, and which ones they are to ignore. Thus. subjects may consistently fail to
discriminate fine phonetic differences within a perceptual category if they adopt a very lax
criterion for detecting small differences between speech sounds. Taken together, the present



results demonstrate that the poor performance in VOT discrimination in earlier studies
clearly is not due to a capacity limitation of any kind in processing the sensory input. Wesuspect that the particular combination of experimental tasks and their order of presentation
to subjects may have been the major methodological factors responsible for the observed
relations between identification and discrimination found by Lisker and Abramson in their
well-known cross-language investigations of voicing.

In an experiment specifically designed to study the learning of a new contrast in voicing,Lisker (1970) attempted to train native speakers of Russian to distinguish between voiceless
unaspirated and voiceless aspirated stops, a voicing contrast that is distinctive in English butnot in Russian. In this task, although the Russian subjects learned to identify the endpointstimuli (i.e., +10 and +60 ms VOT) slightly better than chance, their performance was notthe same for both stimuli. While the majority of Lisker's subjects could differentiate thetraining stimuli and apparently could use two discrete labeling responses, their performance
on this task was not always very consistent or reliable. Since immediate feedback for cor-rect responses in identification was also not provided after each training trail, the subjectsprobably had a great deal of difficulty in determining what specific acoustic attributes of thestimuli they were to attend to selectively.

Another attempt to modify voicing perception in adults was carried out by Strange (1972)
who tried to train a small number of college-age students to identify and discriminate differ-
ences in VOT in the lead region of the continuum where the Thai voiced/voiceless unaspirate
boundary occurs. In her first study, four subjects received training in the oddity discrimina-
tion paradigm with "right"-"wrong" feedback provided verbally by the experimenter after
each trial. When the training phase was completed. subjects carried out the oddity discrim-
ination task without feedback. In comparison t, the pretest data, all four subjects showed
slightly improved overall oddity discrimination performance on the VOT stimuli during the
posttest. However, no improvement was observed for discrimination of pairs of stimuli strad-
dling the Thai labeling boundary at -20 ms VOT. The greatest increase in discrimination
occurred for stimuli adjacent to the voicing boundary in English. Based on these results,
Strange (1972) concluded that her subjects did not "learn" to discriminate the VOT dimen-
sion as native Thai-speaking subjects typically do. Moreover, she concluded that "there is no
prepotency for adult native English speakers to discriminate differences in the region of the
Thai prevoiced-voiced boundary that can be easily realized by mere practice with feedback"
(p. 40).

In the second study, Strange (1972) trained three subjects to identify the members of a
truncated apical series of VOT stimuli (i.e., -100 to +I0 ins) into two perceptual categories.
Initial training involved presentation of the endpoint stimuli in alternation without immedi-
ate feedback. However, subjects were told the number of errors they made after each block
of trails by the experimenter. Oddity discrimination testing was carried out aftt. labelingand the results showed some evidence for a slight increase in discrimination at the bound-
ary between these two new perceptual categories. However, identification and discrimination
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tests using a labial VOT series failed to show any transfer of training from one VOT series to
another. Nevertheless, subjects in this experiment were able to reliably identify members of
the truncated apical-place series into two categories and, moreover, this labeling experience
was carried over to discrimination of the same series.

Strange (1972) also carried out a third training study using a scaling procedure. Subjects
were required to rate each stimulus along a scale between two endpoint reference stimuli.
This procedure was adopted as a way of training subjects to perceive the VOT dimension
as an acoustic continuum rather than directing their attention to discrete labeling responses
as in the identification task. After training in the scaling task, subjects also carried out
oddity discrimination. Although the results of this study were complicated by very high
subject variability in both tasks, there was some weak evidence the training with the scaling
procedure did produce effects on pereption of VOT. Posttest results for some subjects showed
a shift in the scaling responses toward more gradual or continuous functions. The oddity
discrimination results were more inconsistent. Some subjects showed an overall improvement
in discrimination whereas others did not. As in Strange's second experiment, no consistent
transfer effects from one VOT series to another were observed. Based on the outcome of
these three training experiments, Strange and Jenkins (1978) offered the following summary
conclusions about the effects of laboratory training in speech perception:

"The results of these three studies show that, in general, changing the percep-
tion of VOT dimensions by adult English speakers is not easily accomplished by
techniques that involved several hours of practice spread over several sessions.
Although performance on each of the kinds of tests did change somewhat with
experience, only the identification training task (which involved practice with
general feedback only) produced categorical results approaching those found for
native speakers of Thai." (p. 154).

When the results of our recent experiments on VOT are considered in light of these
previous findings and the conclusions of Strange and Jenkins, it is apparent that numerous
methodological factors contributed to the poor performance observed by other investigators.
Nevertheless, it has generally been assumed that the failure to "learn" to perceive a new
voicing contrast was somehow related to a permanent change of the perceptual or sensory
mechanisms of the listener. We believe that there is little snlid empirical evidence that the
underlying sensory or perceptual apparatus used in voicing perception has been "retuned"
or modified in any permanent manner as a result of selective early experience. Our results
suggest that the perceptual selectivity observed in almost. all of the previous studies on VOT
perception is a consequence of attentive processes brought about by exposure to a specific
subset of distinctive acoustic attributes used in the phonological system of the listener's
native language.

In short, mature English adults appear to be quite capable of discriminating and cate-
gorizing acoustic information that is not phonologically distinctive in their native language.
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We conclude that the underlying sensory, perceptual and cognitive mechanisms are not lost
or realigned and that the attentional strategies used in speech perception are far from being
as rigid and finely tuned as a number of investigators have assumed in the past. These
conclusions are appropriate for voicing perception in stops. However, it remains to be seen
if they apply to the perception of other speech contrasts as well. In the next section we
consider the case of /r/ and /1/ perception which differs in several important respects from
the voicing contrast.

Perception of /r/ and /1/

A great deal of research in speech perception has been concerned with the perception of
VOT in stop consonants. This was due, in part, to the availability of high-quality synthetic
stimuli which could be used quite easily to test interesting experimental hypotheses in new
paradigms using a variety of subject populations (Eimas, Siqueland, Jusczyk & Vigorito,
1971; Kuhl & Miller, 1975; Streeter, 1976a,b; Lasky, Syrdal-Lasky & Klein, 1975). More
recently, investigators have turned their attention to a wide variety of other phonetic con-
trasts in order to study the effects of early experience on perceptual development (Best et al.,
1988; Werker & Tees, 1984; Werker, 1989). One speech contrast that has been investigated
in some detail is the In versus /1/ distinction in English (Coto, 1971; Mochizuki, 1981).

In the first cross-language study of /r/ and /1/, Goto (1971) studied a group of na-
tive Japanese subjects who were fluent in English and found that they had great difficulty
discriminating /r/ and /1/ produced by native English speakers even though they could
produce the contrast reliably in their own utterances. Miyawaki, Strange, Verbrugge, Liber-
man, Jenkins, and Fujimura (1975) tested both English and Japanese listeners with a set of
synthetic speech stimuli and a set of nonspeech control stimuli containing the formant tran-
sitions appropriate for /r/ and /1/. Both groups of subjects were required to discriminate
pairs of stimuli selected from each test series using an oddity test. For the English listeners,
discrimination of the speech stimuli was nearly categorical. That is, discrimination of pairs
of stimuli that were perceived as different phonemes was very good, whereas discrimination
of pairs of stimuli that were perceived as the same phoneme was very poor. In contrast,
for the Japanese listeners, discrimination of the speech stimuli was close to chance for all
comparisons. Discrimination of the nonspeech stimuli, on the other hand, was significantly
above chance and was comparable for both the English and Japanes; listeners. The results
of this study were interpreted by Miyawaki and her colleagues as aaditional support for an
effect of linguistic experience on speech perception. Familiarity with the /r/ /1/ distinction
plays a major role in a listener's ability to correctly discriminate these stimuli. Furthermore,
the differences in discrimination between the speech and nonspeech stimuli suggested that
the effects of linguistic experience are apparently restricted to the phonetic coding of the
acoustic signals as speech and not to the sensory processing of the underlying acoustic cues
to the /r/ versus /1/ contrast. The lack of any differences in discrimination of the nonspeech
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stimuli by the two groups of listeners demonstrated that the nonspeech stimuli were pro-
cessed equivalently on an auditory basis and were not affected by prior differential linguistic
experience. This finding was obtained with the same identical acoustic cue for the /r/ versus
/1/ distinction, although it was presented in isolation in the nonspeech case.

These earlier findings on /r/ and /1/ are also consistent with other, more recent studies of
the perception of /r/ and /1/ by Japanese listeners. MacKain, Best and Strange (1981) found
that, even after several years of living in an English-speaking environment, adult Japanese
listeners still differ in several ways from native speakers of English in their identification and
discrimination of synthetic /r/ and /1/ stimuli. In addition, Sheldon and Strange (1982)
showed that Japanese listeners even have difficulty perceiving natural tokens of /r/ and /1/
produced by native speakers of English. Other studies using Japanese listeners have shown
that the perception of /r/ and /1/ is highly context dependent (Gillette, 1980; Mochizuki,
1982; Sheldon & Strange, 1982). Performance is generally lowest for perception of /r/ and /1/
in initial singleton or initial clusters and highest for /r/ and /1/ in final position. While there
are no obvious phonological reasons for these context effects, acoustic analyses of /r/ and
/1/ in several different phonetic environments have revealed large and systematic differences
in the durations of the formant transitions (Dissosway-Huff, Port & Pisoni, 1982).

In a more recent study, Strange and Dittman (1984) attempted to modify the perception
of /r/ and /1/ in Japanese listeners using several laboratory training procedures. Although
Strange and Dittman (1984) were primarily concerned in their study with assessing gen-
eralization of the training procedures to naturally produced English words, they did raise
several important criticisms of the earlier training studies of VOT carried out by Pisoni and
his colleagues. Their criticisms of our training experiments and many of the previous studies
of VOT perception are well motivated in our view and will be summarized below because
they played an important role in the design of Strange and Dittman's study and in our own
work reported below.

First, Strange and Dittman note that earlier training studies used highly controlled syn-
thetic stimuli instead of tokens of natural speech. When synthetic speech stimuli are used
in perceptual experiments subjects are exposed to highly improverished stimuli that con-
tain only the minimal acoustic cues that are necessary to distinguish a particular phonetic
contrast (Liberman, Cooper, Shankweiler & Studdert-Kennedy, 1967). In contrast, natural
speech is extremely redundant. Each phonetic contrast has multiple acoustic cues encoded
in the speech signal which maintain intelligibility under very adverse conditions. When syn-
thetic speech stimuli are used in training experiments, it is very likely that listeners will
focus their attention only on the cues that are present in the signal and fail to generalize
to other stimuli containing multiple redundant cues to the same phonetic contrast. In this
connection, it is interesting to note that Mochizuki (1981) actually found very high levels of
performance for naturally produced tokens of iri. and /1/ although only the results from her
synthetic speech conditions appear to be cited in the literature (MacKain, Best & Strange,
1981; Strange & Dittman, 1984).
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Second, Strange and Dittman point out that all of the previous training studies used
nonsense syllables rather than real English words. The use of nonsense syllables as stimuli in
training experiments is problematic for several reasons. First, nonsense syllables remove any
lexical contributions to recognition and consequently focus the listener's attention on only
the individual phonemes that distinguish the test syllables. Second, in most of the previous
training studies that used nonsense syllables as stimuli, the range of phonetic environments
was very small. Thus, subjects received very little stimulus variability during learning. The
lack of stimulus variability may prevent the development of robust perceptual categories that
would be helpful in later tests of generalization with real words where there is typically a
great deal of variability across different phonetic environments.

Third, Strange and Dittman argue that there are important differences in the phonetic
and phonological distributional properties of voicing in stop consonants compared with the
distributional properties of /r/ and /1 /. In particular, the voicing contrasts that were used
in the previous training studies on VOT perception were allophonic in English. Listeners
were, in fact, exposed to these sounds in their environment even though the contrasts are
not used distinctively. In contrast, as Strange and Dittman point out, this is not true for the
phonemes In and /I/ which do not occur as allophones in Japanese. Thus, native speakers
of Japanese are never exposed to these contrasts during language acquisition (Werker, 1989).

Finally, Strange and Dittman (1984) note that the acoustic cues underlying the voicing
distinction in stops are markedly different from the complex temporal and spectral changes
that are used to distinguish the phonemes /r/ and /1/ in various phonetic environments.
Their argument here is that voicing may somehow be psychophysically more distinctive or
((robust" and therefore much more discriminable to listeners than the acoustic cues that
underlie other speech contrasts (see Burnham, 1986). Because the acoustic correlates of
phonetic contrasts differ widely and, therefore, have quite different psychological spaces, it
is often difficult to equate the underlying sensory scales (Lane, 1965). However, if a phonetic
contrast is discriminable on a psychophysical basis (i.e., differences are above threshold) then
the relative differences in perception between various speech contrasts must be considered
within the domain of selective attention, rather than viewed simply as a basic limitation on
sensory processing of the stimulus input (see Nosofsky, 1986, 1987). The distinction between
a "true" sensory loss and a loss due to selective attention has not been widely recognized
in the speech perception literature and is often treated as having the same underlying basis
(see Burnham, 1986).

Given these criticisms of the earlier training studies on VOT, Strange and Dittman
(1984) attempted to modify Japanese listeners' perception of /r/ and /1/ in a set of naturally
produced real English words. A pretest-posttest design was used with the same set of
natural speech tokens to assess the effects of discrimination training with a synthetic "rock-
lock" continuum. Subjects were required to identify a member of a minimal pair using a
two-alternative forced-choice identification test. The effectiveness of the training procedures
was assessed by comparing the initial levels of performance with naturally produced words
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to performance after discrimination training with the synthetic speech.

Strange and Dittman (1984) found that, although discrimination performance improved
gradually for all subjects over the training sessions with the synthetic speech series, the effects
of discrimination training apparently did not generalize at all to the naturally produced real
English words used in the posttest. Comparisons of pretraining and posttraining categorical
perception tests using the synthetic "rock-lock" training stimuli did show some changes
in performance for seven of the eight subjects. And, five of the seven subjects evidently
also showed improvement and more categorical-like perception in identification and oddity
discrimination tests on an acoustically dissimilar "rake-lake" synthetic test series. However,
transfer of training did not generalize to identifying minimal pairs of naturally produced
English words that contrasted /r/ and /1/. Based on these results, Strange and Dittman
(1984) concluded that "modification of perception of some phonetic contrasts in adulthood
is slow and effortful" and "required intensive instruction and considerable time and effort at
least for some types of phonetic contrasts."

As in the studies of voicing perception described earlier, we believe that a number of
factors may have been responsible for Strange and Dittman's failure to find improvement
in the perception on /r/ and /1/ in naturally produced words after discrimination training.
Some of these factors are primarily methodological in nature and are easy to modify but
others are more conceptual in scope and reflect deep theoretical biases. A close examination
of the design of Strange and Dittman's study reveals a number of important theoretical
assumptions that were made about what listeners are actually learning in laboratory training
experiments of this kind. An examination of these assumptions provides some insight into
what Strange and Dittman's subjects were learning in their training experiment and why
they failed to show any evidence of generalization to naturally produced English words.

First, let us consider the AX discrimination training procedure that Strange and Dittman
used. Based on earlier successful work of Carney et al. (1977), this procedure was employed
to improve listeners' perception of within category acoustic differences by focusing attention
on the subtle acoustic cues that differentiate synthetic tokens of "rock" and "lock." There
is now an extensive literature demonstrating that low-level sensory information is extremely
fragile and often quite difficult to maintain in sensory memory without additional recoding
into more permanent representations in short-term memory (Shiffrin, 1976). Except under
special testing conditions like the ones used by Carney et al. (1977). listeners in speech
perception experiments typically have access to only the product of this process, namely, the
phonetic representations, and not the intermediate forms (see Pisoni, 1973).

It appears very likely to us that discrimination training procedures like the A X task
that focus the listener's attention on low-level acoustic information in sensory memory will
probably not be very successful in promoting generalization to more robust conditions in
which naturally produced real words are used as test stimuli (see also Jamieson & Morosan,
1986). Discrimination training may generalize from the specific training stimuli to other
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synthetic stimuli that have contrasts in the same identical phonetic environments but it
seems unlikely to us that training listeners to perceive small within category differences
between synthetic /r/ and /1/ will be of much help in identifying these phonetic contrasts
in other environments using natural speech where there is typically a great deal of acoustic-
phonetic variability. The outcome of Strange and Dittman's study is therefore not at all
surprising to us and is entirely consistent with this explanation of the extent to which this
particular kind of discrimination training will generalize to novel tokens of /r/ and /1/ in
natural speech. Jamieson and Morosan (1986) have made similar points with regard to
designing training methods to modify phonetic perception.

A second issue concerns the theoretical assumptions surrounding what listeners are ac-
tually learning and what kind of knowledge they are acquiring in discrimination training
experiments such as these. While not made explicit anywhere in their paper, Strange and
Dittman apparently assumed that by training Japanese subjects on /r/ and /1/ in initial
syllable position, their subjects would somehow be able to generalize what they learned
about /r/ and /1/ to other phonetic environments that were not explicitly presented during
training. We believe this assumption implies that subjects are learning about fairly ab-
stract perceptual units such as phonemes in discrimination training and that the perceptual
learning that goes on is context-independent.

It may very well be the case, however, that during discrimination training subjects are
actually acquiring highly stimulus-specific information about the acoustic cues for /r/ and
/1/ in different phonetic environments that they are exposed to and that the training and
knowledge gained from one phonetic environment may not generalize to other environments
without explicit presentation of exemplars from these environments. Again, the results re-
ported by Strange and Dittman are consistent with this observation. They found some
improvements in identification and discrimination of synthetic tokens that were phonetically
similar to the stimuli used in training, but they failed to find any evidence of generaliza-
tion of the training to In and /1/ contrasts in new phonetic environments or in naturally
produced English words. Thus, subjects were probably not learning about abstract context-
independent perceptual units such as phonemes but, instead, were encoding specific details
of the context into their representations.

Finally, Strange and Dittman used highly controlled synthetic speech stimuli in training
and in subsequent tests of identification and oddity discrimination, hut. they tested their
subjects for generalization of /r/ and /1/ with naturally produced words using a minimal pair
forced-choice identification test. In the AX discrimination training tests and the subsequent
categorical perception tests, subjects are required to focus their attention on the acoustic
cues used to distinguish phonemes in the same synthetic stimuli and the same phonetic
environments. In contrast, in the minimal pair test, subjects are required to identify real
English words contrasting in lir/ and /1/, not individual phonemes, and they are required to
do this for In and /1/ in a variety of new phonetic environments.
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Training subjects to discriminate small acoustic differences between stimuli in a highly
restricted phonetic environment may not provide subjects with robust and useful knowledge
about the range of stimulus variability that can be generalized to an entirely new task
namely, the identification of English words in which the same phonemes now occur in dif-
ferent phonetic environments. The changes in perception, gained by discrimination training
using one set of tasks, such as phoneme identification and oddity discrimination, to study cat-
egorical perception phenomena, may not be very helpful to subjects when they are required
to carry out lexical analysis of an entire word using a minimal pair test. The acoustic infor-
mation that subjects are trained to attend to and subsequently encode in the AX task may
be useful in phornerne identification and oddity discrimination tests which require subjects
to make fine "within category" discriminations. However, this kind of information may not
be very helpful in discriminating phonemes that appear in different phonetic environments
in naturally produced words (see also Jamieson & Morosan, 1986).

New Data on the Perception of /r/ and /1/

Recently, Logan, Lively and Pisani (1988) carried out a training study to investigate the
conditions under which a group of native Japanese speakers could learn to identify naturally
produced words contrasting in /r/ and /1/ in a variety of phonetic environments. The
experiment was motivated, in part, by the results of the earlier study carried out by Strange
and Dittman (1984) on /r/ and /1/ and our previous training studies on the perception of
VOT in stop consonants. In designing this study, we wanted to develop a set of training
procedures that would not only produce changes in the perception of /r/ and /1/ in real
English words, but would also prove useful in settings outside the laboratory. We began by
adopting the same pretest-posttest design that Strange and Dittman (1984) used. In fact, so
that direct comparisons could be made between the two studies, we used the same identical 16
minimal pairs of test words contrasting in /r/ and /1/ and the same two-alternative forced-
choice identification test. However, our training procedures differed in several important
ways from the methods originally used by Strange and Dittman (1984).

The first change in the training procedure involved replacing the AX discrimination test
with a two-alternative identification test. This was done so that the responses used in training
would be directly compatible with the responses used in generalization testing. Maintain-
ing response compatibility throughout the experiment encouraged subjects to use the same
acoustic information they attended to and encoded during training in the subsequent gener-
alization tests. Thus, in contrast to the procedures used by Strange and Dittman, we began
by having subjects identify minimal pairs of words rather than focus their attention on small
within category differences between phonemes.

The second change in training involved the use of naturally produced tokens of real En-
glish words contrasting in /r/ and /1/ in five different phonetic environments. Strange and
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Dittman used only synthetic speech stimuli in training and their "rock-lock" continuum dif-
fered only in syllable initial position although they tested for generalization in four different
phonetic environments using naturally produced words. Again, by training subjects to se-
lectively attend to words containing /r/ and /1/ in several different phonetic environments,
we hoped that they would focus their attention and encode the relevant criteria' acoustic
features of these different contexts and then use this information when presented with novel
words in subsequent generalization tests. Examples of the test words used in the five phonetic
environments are shown in Table I.

Insert Table I about here

Third, the naturally produced tokens used in training were produced by five different
talkers in order to present listeners with a wide range of stimulus variability in learning.
However, none of the items used during the training phase ever appeared in the pretest or
posttest conditions. The pretest and posttest items were produced by different talkers than
the ones used to produce the training items. This was done in order to dissociate talker-
specific and item-specific learning effects. The use of multiple test items produced by several
different talkers was motivated, in part, by the des;re to present the subjects with a great
deal of stimulus variability during training. We hoped this would encourage subjects to form
"robust" phonetic representations for /r/ and /1/. Strange and Dittman trained subjects
to discriminate /r/ and /1/ in only one phonetic environment using only one talker (i.e.,
a speech synthesizer) so it is not surprising that they failed to find any transfer between
pretest and posttest performance.

Finally, in addition to assessing the effectiveness of the training procedures by measuring
transfer from the pretest to the posttest, we also included two additional generalization tests
with novel words contrasting in /r/ and /1/. These words were never presented either in the
pretest-posttest or training phases of the experiment. One generalization test used a novel
talker; whereas a second generalization test used a familiar talker who had produced a set
of the training items. Both talkers produced novel words that contrasted in /r/ and /I/ in
a variety of phonetic environments. We hoped these additional generalization tests would
provide detailed information about what aspects of the stimuli subjects were encoding into
long-term memory.

For ease of exposition, the results of our experiment will be presented in three sections
below, corresponding to the pretest-posttest data, the training data and the generalization
data. In all cases, we will be looking at performance in perceiving naturally produced
English words containing /r/ and /1/ using the minimal pair identification test. In this
procedure, subjects are required to identify a word on each trial using one of two possible
response alternatives. Our subjects were six native speakers of Japanese who were enrolled as
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Table I

Phonetic Environments

(from Logan, Lively, & Pisoni, 1988)

re.113tROM.M gNitInPies:

I. Initial Consonant Cluster -------- brush-blush, grass-glass
(c rsil v...)

2. Initial Singleton
(VI v c)

3. Intervocalic

....41.1.1.......

(... v r/1 v ...)

4. Final Consonant Cluster
(c v r/! c)

5. Final Singleton
(...v el)

-- rake-lake, rock-lock

pirate-pilot, oreo-oleo
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students at Indiana University. They lived in the U.S. for periods ranging from six months to
three years at the time of testing. These subjects were comparable to those used by Strange
and Dittman (1984).

Insert Figure 7 about here

Pretest- Posttest Performance

The percentage of correct identification responses averaged over the six subjects in the
pretest and posttest conditions is shown in Figure 7. Overall, a significant increase in
performance was observed, p c .005. In all cases, subjects improved in their ability to
identify English words containing /r/ and /1/ after the training phase. While the absolute
differ of eight percent was not large, the effect is highly significant and was observed for
every one of the six subjects. The present findings a.re quite different from those reported by
Strange and Dittman using the same pretest-posttest items. They found no differences in
performance between pretest and posttest after training. Our results demonstrate that the
major factor distinguishing the two studies must be the training procedures since the pretest-
posttest items and the minimal pair testing procedures were identical. Before examining the
training data, however, it is useful to look at the pretest-posttest results broken down by
phonetic environment in order to gain some insight into the nature of the perceptual learning
that went on during the training phase.

Insert Figure 8 about here

The percentage of correct responses for each of the four phonetic environments in the
pretest-posttest is plotted in Figure 8. The figure shows two important trends. First, overall
performance on /r/ and /1/ differs substantially across the four phonetic environments.
Performance is best for /r/ and /1/ as singletons in final position and worst for /r/ and
/1/ in clusters in initial position. Second, the effects of training appear to have th, largest
influence on /r/ and /1/ in initial clusters and in intervocalic position. Training produced
almost no change in performance for /r/ and /1/ as singletons in initial position or in final
position. The latter is probably due to a ceiling effect because performance before training
on these items was quite high. The absence of any change in performance for the singletons
in initial position may be due to a variety of factors including the inherent discriminability
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Pretest - Posttest (N=6)

SO 4

pretest posttest

Figure 7. Average percent correct identification of test words containing /r/ and in the
pretest and posttest conditions. (From Logan, Lively & Pisoni, 1988).



Pretest-Posttest Performance
as a Function of

Phonetic Environment (N=6)

rfi v... dr ye ...v v... ...v
Phonetic Environments

pretest

Ea posttest

Figure 8. Average percent correct identification of test words in the prete,t and posttest
conditions as a function of phonetic environment. (From Logan, Lively & Piosni, 1988).
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of /r/ and /I/ in this environment and the attentional focus of the listener given several
potentially more salient cues to /r/ and /I/ in other phonetic environments.

Taken together, however, the present results show not only that perceptual learning
took place, but that the learning was apparently highly context-dependent in nature. The
non-uniformity across the four phonetic environments implies that subjects were attending
to and encoding different acoustic cues for different environments they were exposed to
during training. Rather than learning about an abstract context-independent unit such as
a phoneme, subjects were apparently learning very detailed context-dependent information
for /r/ and /I/ in these different environments.

Insert Figure 9 about here

Training

The percentage of correct responses for the training items, broken down by week, is shown
in Figure 9. Performance improved over the three week training period although the largest
change occured during the first two weeks. The change in performance from week 1 to week
2 was significant, but the change from week 2 to week 3 was not. Whatever subjects are
learning about the cues to /r/ and /1/ in these different phonetic environments, they are
apparently learning it in a relatively short period of time.

Insert Figure 10 about here

Figure 10 shows the percentage of correct responses to the training items as a function
of phonetic environment. As in the pretest -posttest data, performance varied over a wide
range The best performance was observed again for /r/ and /I/ as singletons in final
positron; the worst performance was observed for /r/ and /I/ in initial clusters. Thus, even
during training with feedback, not all phonetic environments are learned equally well under
these training conditions.

Insert Figure II about here
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100

Training (N=6)

90 -N

80

70

60
2

Weeks 1-3
3

Figure 9. Average percent correct identification of words used during training as a function
of week. (From Logan, Lively Sr Pisoni, 1988)
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Training (N=6)

IMOIMMIIIMIofte

c rtt v.. ril vc ...v r61 v.. cv 111 c ...v

Phonetic Environment

Figure 10. Average percent correct identification of words used in training as a function of
phonetic environment. (From Logan, Lively & Pisoni, 1988).
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Training (N 6)

a ill v... di va ...v 111 v.. cv ill a ...v rh

Phonetic Environments

0 week I
ai week 2

week 3
4

Figure 11. Average percent correct identification of words used in training as a function of
week for each phonetic environment. (From Logan, Lively & Pisoni, 1988).
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Figure 11 shows the effects of phonetic environment as a function of week of training.
The same overall pattern of results observed for the five different phonetic environments is
replicated each week suggesting the existence of inherent. differences in perception of /r/ and
/1/ in different phonetic environments, a finding that has been reported previously by other
researchers (Mochizuki, 1981; Dissosway et. al., 1982).

Insert Figure 12 about here

Because the training procedures were automated and under the control of a laboratory
computer, we were able to record response times from subjects during the two-alternative
identification task. Figure 12 shows the average response times for correct responses to
test items in the five phonetic environments as a function of week of training. The overall
pattern of the response times parallels the data shown in the previous figure for percent
correct performance. Response times are fastest for In and /I/ in final position and slowest
for /r/ and /1/ in initial clusters and intervocalic position. For those phonetic environments
in which identification was very high at the outset of training (i.e, final singletons and
final clusters), the response times appear to decrease consistently each successive week. In
contrast, for the other three phonetic environments, in which performance was low at the
outset of training, the response times show a very different pattern over the three week period,
perhaps reflecting subjects' initial difficulty in focusing their attention on the appropriate
acoustic cues for /r/ and /1/ in these particular phonetic environments. The inverted U-
shaped functions for these phonetic environments suggest that once subjects learned what
aspects of the stimulus to attend to, their performance began to improve and their latencies
deci ased substantially.

Insert Figure 13 about here

In addition to variability in identification performance as a function of the phonetic
environment, we also observed differences among the talkers who produced the items used in
training. Figure 13 shows the percentage of correct responses in training for each of the five
talkers. The test words produced by Talkers 4 and 5 were more intelligible than the words
produced by the other three talkers used during training.' in pretesting these items with
native speakers of English, no reliable differences were observed among any of the talkers.

'The order of presentation of the talkers was the same for all of the subjects, so this finding may reflect
an effect of training (which in itself is interesting) rather than differences in talker intelligibility.
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1500

Training (N :6)
Response Times

14000

1300'1

1200 0

1100-

1000 01
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c ill v... ril ye ...v rfl v... cv rtt c ...v

Phonetic Environment

week 1
Ca week 2

week 3

Figure 12. Average response times for correct responses to test words used in training as a
function of week for each phonetic environment. (From Logan, Lively & Pisoni, 1988).
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Fiiure 13. Average percent correct identification of words used in training as a function
talkers. (From Logan, Lively & Pisoni, 1988).



The results of the training phase of the experiment show clearly that the perceptual
learning of /r/ and /1/ is highly context dependent. Large differences in accuracy and
response latency were observed in identification of words cc staining /r/ and /1/ as a function
of phonetic environment and talkers. While there was a general trend for the learning to
improve over the three weeks of the experiment, the largest gains were made during the
first two weeks. The pattern of response times suggests that suLjects were actively trying
to learn the specific criteria! properties that distinguish In and /I/ in different phonetic
environments. Some environments appear to be relatively easy to learn whereas others
appear more difficult. Indeed, even after three weeks of training during which there were
large improvements in performance overall, the identification of Al and /1/ as singletons
in initial position, did not change reliably from pretest to posttest. In contrast, perception
of /r/ and /1/ in two of the other environments showed substantial changes in performance
after training.

Insert Figure 14 about here

Generalization with Novel Words

Figure 14 shows the results of the two generalization tests with novel words. Condition
TG1 consisted of novel words produced by a novel talker; condition TG2 consisted of novel
words produced by a familiar talker (Talker 4) who was used during the training phase.
These results, which are based on only three subjects, show that identification of novel
words from condition TG2, a familiar talker, is better than identification of novel words
from TG1, a novel talker (p < .09). Apparently, familiarity with a talker's voice improves
the identification performance on novel words that a listener has never heard before in the
experiment. Similar findings have been reported recently by Mullennix, Pisoni, and Martin,
(1989).

The present results suggest the intriguing possibility that listeners are not only encod-
ing context-sensitive information about the specific phonetic environments that /r/ and
/1/ appear in during training, but they are also encoding, along with this, quite detailed
acoustic-phonetic information about the specific properties of the talker's articulation as
well. Acoustic information about a talker's voice may therefore be encoded along with a
phonetic representation of the input and stored in long-term memory for later use (see Mar-
tin, Mullennix, Pisoni & Summers, 1989).

Stimulus variability generated by exposure to speech produced by different talkers may
play a central role in developing robust phonetic categories in perception that are not defined
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Tests of Generalization TG1TG2
(N=3)

100

70°

TG1 TG2

Figure 14. Average percent correct identification of novel words in generalization tests for
a new talker (TG1) and a familiar talker who was used in training (TG2). (From Logan.
Lively & Pisoni, 1988).
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exclusively by a small number of absolute criterial acoustic features which must be present
in the signal for it to be identified reliably in different environments. Stimulus variability
produced through these experimental manipulations may he similar to the kind of stimu-
lus variability encountered by non-native speakers who have had intensive conversational
experience with English (MacKain, Best & Strange, 1981). Subjects involved in conversa-
tional instruction with native speakers apparently do show improved perceptual skills with
non-native speech contrasts (Gillette, 1980; Mochizuki, 1981; MacKain et al., 1981). Con-
versational experience may therefore provide exposure to speech produced by diverse talkers
producing phonetic contrasts in a wider variety of environments than would be encountered
in laboratory settings. Regardless of the precise explanation, the present findings demon-
strate that stimulus variability is useful in perceptual learning and may contribute to the
development of more robust context-sensitive perceptual categories.

General Discussion

The results of the training experiments summarized in this chapter demonstrate quite
convincingly that non-native speaker:. ..an, in fact, learn to perceive speech contrasts that are
not distinctive in their native language. These findings, which were obtained with two very
different phonetic contrasts the voicing distinction in stop consonants cued by VOT and
the ir/ and /1/ contrast - show that the developmental decline in discriminative capacities

and associated perceptual loss is not permanent and can be "reacquired" in a relatively short
period of time using relatively simple laboratory training procedures. Based on these find-
ings, we believe that the previous conclusions about the effects of early linguistic experience
on speech perception are unjustified and have been greatly exaggerated in the literature on
perceptual development.

There can be little question in anyone's mind that a major aspect of the development of
speech perception in infants and young children involves some form of developmental change
and perceptual reorganization as a function of specific experiences in the language-learning
environment. The acquisition of language, like the development of bird-song, requires an
intensive period of vocal learning during which the young child begins to acquire the local
dialect and lexicon of the speech produced in his/her language-learning environment. At
the present time, we are just beginning to develop adequate theoretical accounts of precisely
how this process takes place and how the sensory prerequisites and phonetically relevant
capabilities are shaped, modified or tuned In the important phonetic distinctions in the
language-learning environment (see As lin, 1981; As lin, 1985; As lin Pisoni, 1980; Studdert-
Kennedy, 1986, 1987; Jusczyk, 1985. 1986).

When one considers the data from a wide variety of studies on infant speech perception
that have been carried out over the last 18 years. it becomes obvious that prelinguistic
infants display evidence of a universal sensitivity to phonetically relevant sound contrasts
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in language (for reviews see Aslin, Pisoni & Jusczyk, 1983; Jusczyk, 1985, 1986; Kuhl,
1987; Werker, 1989). These findings have demonstrated consistently that infants have the
sensory and perceptual prerequisites to eventually acquire the phonetics and phonology of
any spoken language. Unfortunately, relatively few of these infant studies have addressed
the somewhat broader issues of the nature of the developmental change that takes place
when the child begins to acquire the first rudiments of spoken language and reliably starts
to assign meanings and communicative intent to sound patterns in his/her environment.
And, even fewer studies have addressed the issue of the apparent developmental decline in
the perceptual abilities of mature adults after they have acquired their native language (see
however As lin & Pisoni, 1980; Best et al., 1988; Flege, 1987; \Valley, Pisoni & As lin, 1981).

Some attempts have been made recently by Werker (1989) to deal with developmental
change in speech perception, but her theoretical efforts to date have not been concerned
with the precise mechanisms that underlie change and perceptual reorganization in speech
perception. In addition, she nas focused most of her work on the period immediately before
the child's first words appear, thus effectively preventing her from addressing issues related
to the contribution of phonology and lexical knowledge to speech perception.

Taking a different approach, Jusczyk (1985, 1986) has recently suggested that young
infants actively adjust perceptual weights to encode phonologically distinctive information
in their enviroment. His proposal, which we will return to in the next section, places a great
deal of emphasis on attentional mechanisms in perceptual development. It therefore provides
a unified way of dealing with both the infant data, showing universal phonetic sensitivity,
as well as the adult data, showing perceptual reorganization and developmental decline in
phonetic discrimination. However, like Werker, Jusczyk has also focused most of his efforts
on the period immediately before the child's first words.

Both Ferguson (1986) and Studdert-Kennedy (1987) have remarked recently about the
serious gap in our knowledge and understanding of the relations between the infant speech-
sound perception data and the child phonology literature. Not only have there been few
efforts to relate findings from these two areas, but there has been little useful theoretical
work on the nature of the perceptual reorganization that takes place when the child begins to
use spoken language in a communicatively relevant way. Previous accounts of developmental
change, such as the one suggested recently by Werker (1989), have focused on a simple
dichotomy between language-based and sensory-based processes. But this is obviously not
sufficient to account for the present set of findings with mature adults who are able to
reacquire the perceptual abilities needed to discriminate and identify phonetic contrasts
that were not distinctive in their language-learning environment.

If mature adults have the basic underlying sensory abilities needed to discriminate pho-
netically relevant speech contrasts, as the present findings demonstrate, then why do they
apparently have such great difficulty using these abilities when they are called upon to per-
form tasks that require linguistically relevant perceptual responses? Is it desirable to have
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two accounts of perceptual change: one for infants and young children acquiring their first
language, and another for adults reacquiring new phonetic contrasts in a second language?
Or should we attempt to develop a common approach that is appropriate for both sets of
findings? As we pointed out in the introduction, contemporary theories of speech percep-
tion were formulated to deal with the mature adult and little, if any, attention has been
devoted to issues of development, developmental change, or second language acquisition. In
the next section, we suggest an approach that can be applied to both the adult and infant
perceptual findings. Our basic argument is that these seemingly diverse findings reflect the
operation of attentional processes in speed perception that are primarily perceptual rather
than sensory-based in nature.

The Role of Selective Attention in Speech Perception

Although cognitive psychologists have studied selective attention for many years, it has
only been recently that researchers working in speech perception have acknowledged the fun-
damental role of attentional processes in identification, categorization, and discrimination of
speech sounds (for a review see Nusbaum & Schwab, 1986; see also Jusczyk, this volume). In
a number of important studies on the identification and categorization of complex multidi-
mensional visual stimuli, Nosofsky (1986, 1987) has shown how selective attention to specific
stimulus dimensions can modify the underlying psychological space and therefore affect the
perceived similarity relations among componer.t dimensions in different tasks. According to
Nosofsky, selective attention can be thought of in terms of a metaphor that involves stretching
of psychological distances to attended dimensions and shrinking of distances for unattended
dimensions. When subjects are required to attend selectively to one specific stimulus dimen-
sion, two events occur. First, attributes of the attended dimensions become more dissimilar
from each other. Second, attributes of the unattended dimensions become more similar to
each other. Based on several categorization studies, Nosofsky (1986, 1987) has shown that a
selective attention strategy to one dimension serves to maximize within-category similarity
among exemplars sharing the same dimensions and minimize between-category similarity.
Using this strategy, he was able to account for a number of seemingly diverse findings in the
categorization-classification literature.

One consequence oft his view of selective at tenti.n fir speech perception is that it provides
a. way to account for the effects of linguistic experience quite easily in terms of modifications
in the relative salience of different phonetically relevant, dimensions depending on the specific
language-learning environment. For example. in one study, Terbeek (1977) used a scaling
technique to measure the magnitudes of differences between pairs of vowels presented to
native speakers of five different languages. He found that prior language experience affects
vowel perception by modifying the perceived psychological distances. The perceptual dis-
tance between a pair of physically similar vowels was judged to be much larger if members
of the pair contrasted phonologically in the subject's native language than if the pair was



not phonologically distinctive in the language. Thus, the effects of linguistic experience ap-
parently modify the underlying psychological scales by altering the similarity relations for
different perceptual dimensions. Jusczyk (this volume) has also made the same suggestions
based on infant data.

According to this approach, linguistic experience affects perception by modifying atten-
tional processes which, in turn, affect the underlying perceived psychological dimensions.
When viewed in this context, the apparent developmental loss brought about by acquiring
a language is not a "true" sensory-based loss but rather a change in selective attention. In
principle, it should be possible to demonstrate that all non-native speech contrasts can be
discriminated reliably by adults in a short period of time using relatively simple laboratory
training techniques. Because the underlying sensory abilities are still intact, discrimina-
tion training only serves to modify attentive processes which are assumed to be flexible and
susceptible to realignment (see As lin & Pisoni, 1980).

If the changes in perceptual reorganization and the associated development loss in speech
perception are primarily attentional in nature, then what are the consequences of this ap-
proach for discrimination and categorization of non-native speech contrasts? One conse-
quence of this view is a systematic "warping" or restructuring of the psychological space,
favoring important distinctive contrasts that are present in a particular language and the at-
tenuation of cues for non-native distinctions. However, in addition to modifying he perceived
psychological spacing among dimensions, there are also changes in the memory representa-
tions for the psychologically more salient dimensions. Changes in memory could account for
the large and reliable differences observed in perception for within- versus between-category
comparisons in speech discrimination tasks (Pisoni, 1973, 1975). Similarly, changes in mem-
ory representations could also account for why discrimination training tasks, such as the AX
test which emphasizes ve.-v fine within-category acoustic differences, fail to produce reliable
differences in subsequent ,,,Aegorization and identification tasks with real words (Strange &
Dittman, 1984). Listeners have the underlying sensory mechanisms to make very fine pho-
netic discriminations but they cannot develop stable representations in long-term memory
that can be used later on in other tasks that require more abstract memory codes (Pisoni,
1973).

One additional point about Nosofsky's work on selective attention is relevant here in
terms of tests involving transfer and generalization of knowledge gained in training. Follow-
ing earlier work of Tversky (1977), Nosofsky (1986, 1987) has shown that similarity relations
for complex multidimensional stimuli are not invariant over tasks or contexts and that atten-
tional processes may operate differently under different experimental procedures. According
to this view, similarity is highly context-dependent and subjects may attend selectively to
different dimensions when the cues are in different contexts.

This view of similarity should come as no surprise to anyone working in the field of
speech perception. One of the most distinctive and pervasive characteristics of speech is its

47



highly context-dependent nature. Given this view of attention and similarity, Strange and
Dittman's (1984) failure to find any transfer of training from pretest to posttest performance
is easy to understand. Indeed, the contexts used in training (i.e., synthetic "rock-lock")
were so different from those used in testing (i.e., minimal pairs of natural speech) that
only a context-independent learning strategy using highly abstract perceptual units like
phonemes would have produced any positive transfer effects. The data from a large number
of theoretical and experimental studies over the last 40 years show that while phonemes
may be extremely useful for linguistic descriptions, their status in the real-time processing
of spoken language is still problematic (see Pisoni 8; Luce, 1987).

Training and Perceptual Learning

While this chapter has been nominally concerned with training and perceptual learning
effects in speech perception, the major focus has been on a number of general issues related to
perceptual reorganization and developmental change and tilt! mechanisms that underlie these
processes. One of our major findings was that short-term laboratory training procedures do
apparently produce changes in speech perception and these changes generalize to items that
subjects were not originally trained on. Our findings are also consistent with those reported
recently by Jamieson and Morosan (1986), who were also successful in modifying the speech
perception abilities of naive adults with laboratory training techniques. The outcome of
their training study on the perception of English fricatives by Canadian francophones, like
the present results on /r/ and /1/, demonstrated several important methodological principles
that should be followed to insure successful transfer of training. Actding to Jamieson and
Morosan (1986), previous failures to train non-native speech contrasts reflect deficiencies in
the specific training methods. They propose three training principles. The first principle
deals with acoustic context. They argue that training should ensure that the relevant speech
cues are presented in an acoustic context that is appropriate for normal speech rather than in
isolation. The acoustic cues for segmental distinction in speech are highly context dependent.
Removing a cue from context alters the perception of that cue when it is put back into the
context again.

The second principle involves identification training. According to Jamieson and Morosan
(1986), the training task should require subjects to make identification responses rather than
discrimination responses because the desired outcome of training is to selectively modify the
listener's ability to classify speech sounds into new perceptual categories. Training subjects
in discrimination tasks will have the undesirable effect of enhancing perception of fine within-
category acoustic differences rather than encouraging categorization responses.

Finally, training should begin by initially focusing attention on the criteria] acoustic cues
and then introducing a range of acoustic variability into the stimulus materials. If the goal of
training is to improve perception of natural speech, listeners must eventually learn to ignore
within-category acoustic variability while attending to relevant between-category variability.
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Jamieson & Morosan (1986) argue that it will be difficult to train listeners to perceive many
new speech contrasts without including some kind of stimulus variability in training so the
listener will be able to eventually deal with the inherent variability encountered in naturally
produced speech.

Segmentation, Perceptual Units and Language Development

The results of our /r/-/1/ training study also raise several theoretical issues about what
adult subjects are actually learning in experiments like these. An analysis of both the tr.tin-
ing data and the pretestposttest data for /r/ and /1/ demonstrate that subjects are lear,mg
about these phonetic contrasts in a highly context-dependent manner. We found very little
evidence that subjects were "extracting" out or using context-independent perceptual at-
tributes or units like traditional phonemes. If anything, the data demonstrate V.:. -.;!-j..:.-zts
were encoding very specific contextual information about the acoustic cues for /r/ and /I/
in the different phonetic environments that they were exposed to during training. While
these data are from mature adult listeners who have already acquired their native language,
the present results nevertheless raise several important questions about what infants and
young children are encoding from the speech in their environment. The aveilable evidence to
date suggests that infants and young children are not breaking down the speech signal into
phoneme-like segments at all but rather are responding to much more global characteristics
of the similarity structure of speech that they hear in their environment (Ferguson, 1985;
Studdert-Kennedy, 1987).

Since the initial report by Eimas et al., (1971), there has been a great deal of speculation
about precisely what the infant speech perception findings mean and how they may be
related to later stages of language development. Some investigators such as Werker (Werker
& Lalonde, 1988) and Best et at, (1988) believe that the discrimination data demonstrate
that infants are perceiving speech signals in a "phonetically relevant" manner and that the
underlying perceptual abilities will someday be useful for the eventual task of language
learning. An example of this line of reasoning is given below:

This mapping between biologically given sensitivities and phonetic categories
allows the young infant to segment the incoming speech stream into discrete
perceptual entities and enables the infant to divide the ongoing and overlapping
stream of speech into the units that will be required in the important task of
beginning to learn a language. (Werker &. Lalonde, 1988, p. 681)

We believe there are some problems with these claims. Inherent in this line of speculation
is the assumption that young infants somehow acquire the sound structure and lexicon of
a language by a bottom-up strategy involving the segmentation of the acoustic signal into
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perceptual entities that correspond to adult-like units such as phones, allophones, phonemes
and words. While such a sensory-based approach is appealing it also lacks empirical support.

These speculations are also closely tied to a set of theoretical assumptions derived from
an adult model of language development in which segments and features play an important
theoretical role in studies of infant speech sound perception and early lexical development.
However, the data from studies of child phonology suggest a very different picture of devel-
opment. According to Studdert-Kennedy (1987), the child first uses relatively large undif-
ferentiated units, such as prosodic contours, to express meanings. When the child begins to
use sound patterns in a contrastive way, the units of production are more likely to approxi-
mate word-like patterns than smaller units such as segments. These early words appear to
function as wholistic units that have no coherent internal structure. Many of the phonetic
forms used in these first words are also highly context specific and suggest that the child
has little, if any, awareness or active control over the arrangement and sequencing of the
component sounds in these patterns.

Given what we currently know about the child's early attempts at speech production,
it seems very unlikely that children are actively segmenting the incoming speech signal
into relatively small perceptual units for subsequent identification and categorization into
phonemes and then words. Instead, the perceptual process may be just the opposite as
the child moves progressively from relatively large undifferentiated units, to smaller context-
dependent units as his/her lexicon begins to increase in size (see Moskowitz, 1973; Studdert-
Kennedy, 1986; Jusczyk, 1986). Only when the size of the child's lexicon becomes too large
for efficient retrieval, will a segmentally-based production strategy begin to emerge. At this
point, the child is able to control and coordinate articulatory gestures in speech production
so that the sound patterns can function contrastively to express different meanings. Until the
lexicon becomes organized, words and larger sound patterns are probably the units common
to both perception and production.

Thus, viewed in this manner, the extensive literature on infant speech sound perception
over the last 18 years merely provides information about the sensory capabilities of infants
and not much more than that. As Studdert-Kennedy (1989) has remarked, the infant be-
haves as a "psychophysical chinchilla". The discrimination findings reported in the literature
must therefore be interpreted cautiously with regard to any strong claims about their direct
relevance to the development, of the child's lexicon or the emerging functional use of spoken
language as the child matures. It is clear from these studies that the young child can discrim-
inate phonetically relevant acoustic contrasts. contrasts that will later become important in
the language the child eventually develops. However, it is not at all clear precisely how
these phonetic proclivities interface with the child's developing lexicon or his/her command
of phonology during the first two or three years of life.
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Conclusions

The findings reported in this chapter permit us to make several general conclusions about
the effects of laboratory training on speech perception. First, based on the two studies
reviewed here, there can be little question that laboratory training procedures can be used
to selectively modify the perception of non-native phonetic contrasts. The limitations and
apparent perceptual difficulties 'Nbserved with non-native contrasts in the past appear to be
due to selective attention and memory processes rather than any basic limitation on the
sensory capabilities underlying these particular phonetic contrasts.

Second, the perception of /r/ and /1/ appears to depend quite extensively on the specific
phonetic environment in which the contrast appears. In both training and testing, subjects
displayed strong evidence that their encoding and subsequent internal representations of
these sounds were highly context dependent. We found no evidence to suggest that subjects
were attempting to encode these contrasts in terms of some abstract context-independent
perceptual units like phonemes or phonetic segments.

Third, the learning and generalization effects that we observed apparently were facili-
tated by the high degree of stimulus variability used during the training phase. By exposing
subjects to variability from different phonetic contexts and from different talkers, subjects
apparently developed "robust" phonetic categories which facilitated transfer of this knowl-
edge to new environments and new talkers.

Fourth, the use of nonsense syllables and highly controlled synthetic speech stimuli in past
training studies may have placed a number of constraints on subjects' learning strategies.
The success of the present /r/ and /1/ study can be attributed, in part, to the use of
phonetically redundant naturally produced English words in which In and /1/ appeared in
a wide variety of different phonetic environments. Using these procedures, subjects were able
to acquire knowledge about the range of variability these contrasts might assume in natural
speech tokens.

Finally, the results of our training studies are compatible with the view that develop-
mental change and associated perceptual reorganization in speech perception is due primar-
ily to selective attention rather than any permanent changes in the underlying sensory or
perceptual mechanisms. According to this view, selective attention to linguistically rele-
vant phonetic contrasts operates by "warping" the underlying psychological distances. For
speech contrasts that are distinctive in the language-learning environment, the psychological
dimensions are stretched so that important phonetic differences become more salient; for
speech contrasts that are non -distinctive, the psychological dimensions are shrunk so that
unattended differences become more similar to each other. This view of the role of selective
attention in speech perception can accomodate a wide variety of developmental and cross-
language findings in the literature and provide a psychological basis for the mechanisms
underlying perceptual change.
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Modes of Processing Speech and Nonspeech Signals

I am delighted to he here today to honor Al Liberman and talk about speech perception,
particularly some findings that I know Al would be happy to hear about given the theme
of the conference on Motor Theory and Modularity. I fed a little awkward in talking to
this audience about some of these findings bef:ause I find myself in the rather uncomfortable
position of disagreeing with the major conclusions of Al Bregman's talk, on the one hand,
and defending Al Liberman's views about. speech on the other band. This may seem a little
curious to most of you in the audience since I ha.ve always thought of myself as the "quiet"
little gadfly off working in my Lab back in Indiana in the heartland of America far away
from Haskins Laboratories and all the day to day excitement that goes on there.

After reading Al Bregman's paper and thinking about his major claims, I began looking
through my slide collection to find something to say about his arguments. As I thought more
and more about what he said about. speech perception and auditory perception, particularly
"auditory scene analysis," I began to realize that maybe Al Liberman's arguments for the
"preemptiveness" of speech might not be as "bizarre" as I once thought they were when I
first read the Liberman and Mattingly (1985) Cognition paper a few years ago. When you
think about. things one way for a long time, it is often very difficult, if not impossible, to see
them any other way! Perhaps it takes a paper like Al Bregman's to get one to think a little
like Al Liberman and to appreciate some of the very deep and unusual claims that Al has
made over the years about. speech.

In order to see how my thinking went over the last few weeks, I will begin by going back
about 25 years to the days of the Pattern Playback in the 1950s and 1960s and briefly review
some of the now "classic" experiments in speech perception that form the knowledge base
and early history of our field (see Figure 1).

Insert Figure 1 about here

For a considerable number of years, Al Liberman and his collaborators at Haskins Labo-
ratories have been interested in the differences in perception between speech and nonspeech
signals. That such differences might exist was suggested by the report of the very first find-
ings on categorical perception of stop consonants back in 1957 (Liberman, et al., 1957). As
is now well-known to everyone, even introductory psychology students, the discrimination
of most nonspeech continua is continuous and monotonic with changes in the physical scale.
Observers are able to discriminate many more differences than they can reliably identify on
an absolute basis. However. in the case of categorical perception. listeners can discriminate
between two stimuli no better than they can identify them as different on an absolute basis,
suggesting that discrimination of speech was in some way limited by absolute identification.
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Figure 1. A schematic representation of the Haskins Laboratories Pattern Playback speech
synthesizer. Simplified spectrographic patterns of speech werc painted by hand on a moving
acetate belt to represent the important time-varying f ,rmant structure of an utterance. The
device would convert these visual patterns into highly intelligible speech that could he used
in perceptual experiments with human listeners. Photographs of natural spectrograms e,1d
also be used as input to the device in order to reproduce utterances in synthetic form ( From

Cooper, 195t.



Since, at least at that time in the late I950s, categorical perception seemed to be restricted
to speech stimuli, particularly the perception of stop consonants, it became of some interest
to determine the underlying basis for the non-monotonic discrimination functions found for
speech as shown by the excellent discrimination observed at category boundaries and the
relatively poor discrimination observed within categories.

It was with this general goal in mind that the first "nonspeech control" experiment was
carried out by Al and his colleagues (Liberman et al., 1961). In this study, Liberman et al.
(1961) wanted to determine whether the peaks in the discrimination function observed for
stop consonants were a result of learning or whether they were given innately. If the peaks in
discrimination could be attributed to learning, then an additional concern was to determine
precisely what kind of learning was involved in the process. In order to answer both of these
questions, Liberman et al. (1961) created a set of nonspeech stimuli by inverting the synthetic
spectrographic patterns appropriate for the /do /- /to/ continuum before converting them to
sound on the pattern playback. The aim of this manipulation was, at least in principle, to
generate a set of nonspeech control stimuli that had all the properties of the speech stimuli
but actually did not sound like speech. Examples of these stimuli are shown in Figure 2.

Insert Figure 2 about here

The strategy of the Liberman et al. (1961) study was then to compare the discrimi-
nation functions for the speech signals with those obtained for their nonspeech controls in
order to ascertain whether the nonspeech signals would show comparable peaks and troughs
in discrimination. At least two outcomes were possible from such an experiment. First, if
discrimination peaks are present for the nonspeech stimuli and they occurred in roughly the
same regions as those found for the speech condition, the findings could then be attributed
to the specific acoustic properties of the signals themselves and not to any additional inter-
pretative process whereby the signals were identified or encoded as speech. Liberman et al.
(1961) suggested that this particular result would support an account of speech perception
in terms of innate factors presumably involving some sort of psychophysical explanation.

The second possible outcome was quite different. Liberman et. al. (1961) argued that
if the discrimination peaks were absent from the nonspeech control stimuli, then a learning
account would be appropriate. Moreover, depending upon the overall level of discrimination
observed in the nonspeech condition. one of two possible learning explanations would be
possible. Both of these learning explanations may be contrasted for the idealized cases as
shown graphically in Figure 3.
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Figure 2. Top panel shows schematized spectrographic patterns appropriate for generating
a continuum of synthetic speech stimuli ranging from /do/ to /to /. The bottom panel shows
the set. of control patterns that were created by inverting the speech patterns shown in the
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Insert Figure 3 about. here

In both panels of this figure. a hypothetical ABX discrimination function for a selected
speech continuum is shown by the solid lines and filled circles; the functions for the nonspeech
control stimuli are shown as the dashed lines and open circles. Panel (a), on the left,
illustrates the results predicted by a learning interpretation of the discrimination peak in
terms of the concept of "acquired similarity." According to this view, the peak in the
speech discrimination function arises from learning to ignore variations within phonological
categories and learning to attend to variations across categories. Thus, discrimination of the
relevant acoustic parameter underlying the speech contrast was originally presumed to be
quite good, as shown by the high level of the nonspeech discrimination function. The effects
of perceptual learning, therefore, serve to attenuate sensitivity selectively.

In contrast, Panel (b), on the right, illustrates the results predicted by an interpretation
of the discrimination peak in terms of the concept of "acquired distinctiveness." According
to this view, which was widely held by many psychologists back in the 1950s (see Gibson

Gibson, 1955), the peak in the discrimination function arises from learning to respond
to stimuli that have somehow become more distinctive or salient to the listener through a
process of differentiation. By this account, discrimination was originally assumed to be quite
poor and the effects of perceptual learning were to make certain stimuli more distinctive by
increasing the organism's sensitivity to them through exposure and feedback.

The results of the Liberman et al. (1961) /do / /to/ control study did not reveal a
peak in the ABX discrimination functions the nonspeech stimuli, suggesting a learning
explanation. In addition, the overall level of the discrimination function was quite low,
very close to chance, suggesting that the peaks in the speech discrimination function were
more likely to be the result of acquired distinctiveness than acquired similarity. At the
time, Liberman et al. (1961) assumed that the distinctiveness for speech arose during the
course of language learning through mediation of the production system in the process of
learning the relevant articulatory gestures needed to produce the same distinction, a position
characterizing what would eventually become one of the earliest statements of the "Motor
Theory of Speech Perception." In the 196()s, these nonspeech results were often cited not
only as evidence for the presence of important differences in perception between speech and
nonspeech signals, but also as additional support for the view that speech perception might
have very close ties with speech production (Liberman. Cooper. Harris & MacNeilage, 1963).

Numerous other speech nonspeech comparisons have been carried out over the years at
Haskins. All of these studies have revealed quite similar results, particularly with regard to
comparisons involving the shape and relative level of the discrimination function (see Mat-
tingly et at, 1971; Miyawaki et al.. 1975). The nonspeech control signals have uniformly
and consistently failed to show peaks in discrimination that were correlated with the peaks
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in the speech identification functions. Moreover, these nonspeech stimuli were typically dis-
criminated at levels approaching chance responding. In more recent years, Liberman and
his colleagues have tended to avoid explanations of these differences in terms of the older
notions of acquired similarity and acquired distinctiveness, preferring instead to characterize
the differences in perception between speech and nonspeech as reflecting two basically dif-
ferent modes of perception, a speech mode and a nonspeech mode (Liberman, 1970). Until
recently, the nonmonotonic discrimination functions observed for speech stimuli have typ-
ically been accounted for in terms of some additional, perhaps specialized, interpretative
process involving phonetic categorization rather than a purely sensory-based process involv-
ing responses to only the psychophysical properties of the signals themselves (see Pisoni,
1977

A number of criticisms can be leveled at t hese speech-nonspeech comparisons, particularly
the results from the nonspeech control conditions. First, there is the question of whether the
same psychophysical properties found in the original speech stimuli are indeed preserved in
the nonspeech control stimuli. This criticism is appropriate for the original /do / /to/ stimuli
and the Mattingly et al. (1971) "chirp" and "bleat." controls where the acoustic cues were
removed from speech context. a. id presented in isolation. This manipulation, while nominally
preserving the speech cue, results in a marked change in the spectral context which no doubt
affects processing of the speech cue itsel. (see Stevens, 1980).

A second problem with these nonspeech control stimuli concerns the fact that subjects
did not receive any experience or familiarization with these signals prior to the discrimination
test. With complex multidimensional signals, it may be difficult for subjects to attend to
the relevant attributes that distinguish different stimuli. Thus, a subject's performance may
be no better than chance if he is not attending selectively to the specific criteria! attributes
that distinguish these stimuli. Since all of the early nonspeech experiments were also run
without feedback, listener may have focused their attention on one aspect or set of attributes
on a given trial and an entirely different aspect of the stimulus on the next trial. As a result,
listeners may have responded to the same stimulus quite differently at different times during
the course of the experiment thus revealing a level of performance no better that chance,
which is precisely what Liberman et al. found in their early studies.

Finally, subjects in almost all of these nonspeech experiments never overtly labeled or
identified these nonspeech stimuli into discrete perceptual categories before discrimination
was measured, as is commonly done in the speech experiments. The prior labeling experience
may tend to emphasize some aspects of the stimulus pattern and attenuate others in selective
ways not known to the investigator. Some of these criticisms were specifically taken into
account in the more recent nonspeech experiments. which may have been responsible for
their more successful outcome 7ompared to the earlier studies (see Pisoni, Carrell St. Gans,
1983).

Despite the methodological criticisms that can be leveled at these early nonspeech control
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experiments, a number of very general issues were identified at the time by Al Liberman and
his colleagues, issues that still continue to occupy researchers today. Although discussion
of concepts like "acquired distinctiveness" and "acquired similarity" in speech perception
have faded away, there is currently a great deal of interest in the role of early linguistic
experience in the development of speech perception in infants and young children and the
effects of linguistic knowledge on speech perception in adults (see As lin & Pisoni, 1980;
As lin et al., 1981). Many of the theoretical issues touched upon in these early Haskins
papers are still topics of great interest, although they have been modified to accommodate
recent developments in cognitive psychology, linguistics, and neurobiology.

A period of some ten years elapsed between the Liberman et. al. (1961) Idol-/to! study
and the first report by Peter Eimas and his colleagues on the discriminative abilities of
young infants (Eimas, Siqueland, Jusczyk, Vigorito, 1971). This well-known study not
only showed categorical-like discrimination performance in infants, but it also demonstrated
that infants are able to make very fine discriminations of relevant speech cues at an early
age. In the years following this pioneering study, a great deal of data have been obtained
in infant studies that suggest that. the form of learning in speech perception is probably
more nearly one of "acquired similarity" rather than "acquired distinctiveness," at least
with regard to the discrimination of speech sounds. Interest in the "loss" of discriminative
abilities in language learning and the nit' ure of the perceptual mechanisms underlying this
loss is, of course, a topic of current interest and a great deal of research (Strange & Jenkins,
1978; Pisoni et al., 1982). Many people are now worki7.,; on this problem with adults, infants,
young children, and animals as well, following up on ideas and suggestions that Al Liberman
made years ago.

Not only has there been recent interest and research on the nature and time-course
of the loss of discriminative abilities in infants and young children, but research has also
continued in several directions on the perception of nonspeech signals having properties
that are similar to speech. While the specific issues have changed somewhat since 1961,
many of the fundamental theoretical questions still remain the same today. It is hard to
think back to 1961 and imagine if anyone thought about the impact and importance that
the Idol-/to! study would have for the future of research in speech perception, or for
the interesting directions this work would take in the years to come. Indeed, it is rare
in the field of experimental psychology for any set of issues to last for more than a few
years. However, in the case of speech perception, and, more specifically, with regard to
differences in perception between speech and nonspeech signals, the fundamental questions
have apparently endured for more than 25 years and, what is more surprising, is that they are
still prominent in current theoretical discussions today. Perhaps these issues have survived
so long because they deal with very deep and fundamental problems of perception and
knowledge and their relation to language. Perhaps they have endured simply because they
have not as yet received any satisfactory theoretical account. Who really knows? Regardless
of the final explanation, research continues on problems that were first identified by Al
Liberman back in 1961 using similar methodologies and experimental designs. Some of
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these recent findings have revealed important new properties about speech which lead some
researchers to suppose that biologically specialized mechanisms are needed for perceptual
analysis (see Liberman and Mattingly, 1985).

In addition to several prominent differences in the acoustic characteristics of speech and
nonspeech sounds which set speech signals apart from other auditory signals in a listener's
auditory environment, there are also a number of distinctive differences in the way in which
speech and nonspeech sounds are encoded, recognized, and identified. Research by Al and
his colleagues at Haskins has demonstrated that when human listeners are presented with
speech signals, they typically respond to them as linguistic entities rather than as isolated
auditory events in their environment. The set of labels used in responding to speech is not
arbitrary the labels are intimately associated with the function of speech as the signalling
system used in spoken language. Speech signals are categorized and labeled almost imme-
diately with reference to the listener's linguistic background and experience. Moreover, a
listener's performance in identifying and discriminating a particular acoustic attribute is
often a consequence of the functional role this property plays in the listener's own linguis-
tic system. In some of my own studies, we have shown that it is possible to get human
listeners to respond to the auditory properties of speech signals and to "hear out" certain
components with extensive training and the use of very sensitive psychophysical procedures
(Pisoni & Lazarus, 1974; Pisoni & Tash, 1974). But one of the fundamental differences in
perception Letween speech and nonspeech sounds lies in the linguistic significance of the
stimulus patterns to the listener and the context into which these patterns are subsequently
integrated.

One very clear example of differences in mode of processing comes from a study carried
out at Indiana by Mary Ellen Grunke and I several years ago on the perception of complex
nonspeech auditory patterns that have properties that are similar to speech (see Grunke &
Pisoni, 1982). Subjects were required to identify auditory patterns with either acoustic or
phonetic labels. No feedback was provided in this experiment, since we wanted to measure
subjects' ability to categorize these auditory patterns solely on the basis of the acoustic or
phonetic attributes implicit in these signals. Thus, we were not interested in the subjects'
ability to learn an arbitrary sound-to-label association in the context of a particular test
situation, as we have done in some of our previous experiments. The stimulus patterns
were the single-, double-, and triple-tone signals shown in Figure 4. Two conditions were
examined. In the "phonetic" condition. subjects were told that the stimuli were distorted
tokens of natural speech. The response labels provided to subjects were the syllables "ba,"
"da." "ab," and "ad," which were placed under four separate buttons on a response panel. In
the "acoustic" condition, the subjects were told that the stimuli were frequency-modulated
tones generated by a computer and that they consisted of a short interval with constant
pitch, preceded or followed by a very rapid rise or fall in pitch. The response labels were
schematic line drawings of the time course of the frequency change of each stimulus, r- ,

7
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Insert Figures 4 and 5 about here

Responses were scored as correct or incorrect depending on whether the indicated label
was the most appropriate cue for the presented stimulus. Percent. correct performance for
both labeling conditions across the three stimulus sets is displayed in Figure 5. For the
single- and double-tone stimuli, the subjects were able to use acoustic labels more accurately
than phonetic labels (single tones: 49.8% vs. 36.6% correct for acoustic and phonetic la-
bels, respectively; double tones: 61.0% vs. 42.2%). However, with the triple tones, which
contained energy in the first formant region, listeners assigned phonetic labels much more
accurately than acoustic labels (62.7% correct for phonetic labels compared with 42.6% for
acoustic labels). Subjects in the phonetic labeling condition were apparently able to hear
these triple-tone patterns as speech, whereas subjects in the acoustic labeling condition had
much more difficulty in focusing their attention on the individual components of the pat-
terns. The decrement in performance for the acoustic labeling group can be accounted for
by the presence of conflicting information in the Fl transition region for half the stimuli. In
the triple-tone patterns, the Fl always rises in initial position and falls in final position. For
stimuli containing rising transition in initial position (i.e., /ha /) or falling transitions in final
position (i.e., Ai), the information in Fl is correlated and redundant with the direction of
the movements of F2 and F3, thus facilitating performance. However, for stimuli containing
falling transitions in initial position (i.e., /dal and rising transitions in final position (i.e.,
/ad/), the F1 component conflicts with the direction of the transitions in the remainder of
the pattern. Thus, listeners could attend to either the phonetic or acoustic properties of
these signals with better-than-chance accuracy, but their overall level of performance varied
with the complexity of the signal and the specific stimulus properties that were attended to
under the two labeling conditions.

Examination of the labeling performance for the four separate stimuli shown in Figure
6 indicated that, for acoustic labels, response accuracy was much greater for transition-
final signals ("ab," 69.44%; "ad," 62.83%) than for transition-initial signals ("ha," 38.94%;
"da," 33.39%). Interestingly, however. when listeners assigned phonetic labels to these same
signals, the differences between transition-initial and transition-final signals were reduced
substantially and did not differ significantly from each other ( "ha." 45.17%; "da," 43,00%;
"ab," 51.28%; "ad," 49.27%). The data shown in Figure 6 have been pooled across single-
, double-, and triple-tones, since the observed overall pattern of responses was essentially
the same for each stimulus set. These results demonstrate a very marked dissociation in
perception between auditory and phonetic categorization of the same acoustic signals.

Insert Figure 6 about here
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Two other related findings obtained in Jim Sawusch's Lab at Buffalo have also demon-
strated marked differences in perception between spee,:h and nonspeech signals as a function
of mode of processing. In one study, Eileen Schwa', (1981) found substantial backward
masking effects and upward spread of masking for sine-wave stimuli heard as nonspeech
tonal patterns. However, both masking effects were subsequently eliminated when the same
identical sine-wave patterns were heard by listeners as speech. And, in a more recent study
by Tomiak, Mullennix, Sawusch (1987), using a Garner speeded classification task, sub-
jects displayed evidence of processing separable dimensions with a set of noise-tone analogs
of fricative-vowel syllables when they were told the patterns were nonspeech sequences. Ir-
relevant variation in the noise spectra did not affect reaction times for the classification of
the tones and vice versa. However, when subjects were told the patterns were fricative-vowel
speech stimuli, the component dimensions were processed in an integral manner such that
irrelevant variation in the fricative increased the reaction times to classify the vowels and vice
versa. These results were obtained with a set of noise-tone analogs that did not contain any
consonant-vowel transitions from the noise into the steady-state segments of the patterns.
Thus, for the noise-tone analogs heard as speech, knowledge of coarticulation between adja-
cent segments appears to have been used even when the acoustic cues for coarticulation were
absent from the stimulus pattern. Tomiak et al. suggest. that the use of knowledge about
couticulation in speech perception is "mandatory", in Fodor's sense, and is automatically
invoked whenever an auditory pattern is heard as speech and processed in the speech mode
(Fodor, 1983).

It is clear from these three sets of results and other recent studies carried out at Haskins
using nonspeech signals which have properties similar to those found in speech that dif-
ferences in "mode of processing" can control perceptual selectivity quite substantially and
can subsequently influence the perception of individual components of the stimulus pattern
as well as the entire pattern itself. This can occur in quite different ways with the same
identical stimulus patterns, depending primarily on whether the subject's attention in the
task is directed toward coding either the auditory properties of the signals or the phonetic
content of the overall patterns. In the former case, the prod '% more analytic, involving
the processing or "hearing out" of the individual components 'us, whereas in the
latter case, the process is more nearly "holistic", insofar as tt. 'mponents may
be combined to form well-defined and highly familiar perceptual (pi,ok._ itegories. With
regard to the perception of speech, t hese results imply that listeners probably do not isolate
and then subsequently process only the distinctive speech cues in the stimulus. Rather, it
seems very likei, that listeners respond io these so-called "speech cues" as simply part of the
configuration of a spectrally complex dynamic time-varying auditory pattern. In the case
of speech, the patterns have certain well-defined distinctive properties and display spectral-
temporal relations that. elicit a qualitatively different mode of processing, a speech mode, that
appears to be quite different from the way other nonspeech auditory signals are responded
to under similar conditions. Such findings are probably not too surprising to anyone sitting
in the audience today. But in thinking about these results and what they imply for theories
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of speech perception, we should not forget that it was Al Liberman who first raised thesesame questions more than 25 years ago in the now classic /dof--/to/ experiment and it wasAl Liberman who has relentlessly continued to pursue these and many other difficult and
challenging problems in speech perception ever since. Perhaps some of us will get around to
working on answers to the four questions that Al raised at the beginning of them conferenceyesterday. Let's just hope that it doesn't take us another twent -five years to appreciate
the many insights that Al has shown us about speech and language over the years. When
this conference is over, maybe we can just go back to the Lab with Al again and get startedworking on some new experiments like many of us did years ago when we first learned aboutspeech from Al himself.

vi
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Comprehension of Synthetic Speech Produced by Rule

Introduction

Most perceptual evaluations of synthetic speech to date have utilized restricted sets of
stimuli presented in isolation for identification and discrimination judgments (see Logan,
Greene & Pisoni, 1989). However, because comprehension of speech engages mechanisms
beyond those mediating phonemic and lexical recognition, it is likely that the processes
involved in comprehension of fluent connected speech cannot be adequately assessed from
intelligibility measures alone. Unfortunately, there have been very few studies assessing com-
prehension of passages of fluent connected speech reported in the literuure. In this chapter,
we first discuss several preliminaries related to assessing the comprehension of synthetic
speech, including the nature of voice output devices, behavioral evaluations of segmental
intelligibility, the process and measurement of comprehension, and the role of attention.
Next, we review and evaluate the existing body of research devoted specifically to assessing
the comprehension of synthetic speech, including recent findings from our own laboratory.
Finally, we discuss the major issues that need to be addressed in the future and review some
promising techniques that can be applied to these problems.

Voice Output Devices

Our primary interest in this chapter is with rule-based speech synthesis systems, in
particular, text-to-speech (TTS) systems. Most consumers are more familiar with systems
using stored speech - that is, naturally produced speech waveforms that have been digitally
recorded and processed, so they can be played back to listeners at a later time. The chief
advantages of stored speech are its high intelligibility and natural sounding speech quality.
However, digitally-stored waveforms require large amounts of storage capacity which depends
on such factors as sampling rate, amplitude resolution, size of the message set, and length of
the utterances. Therefore, digitally encoded speech is more appropriate for applications that
require relatively short utterances in a fixed repertoire, such as menus, warning messages,
and command systems. Some coding methods (e.g., LPC, CVSD, TDHS) reduce storage
requirements, but the storage constraints may still be fairly substantial with long messages
or a large corpus of utterances. If the output system is designed for the production of a large
or flexible set of messages, stored speech may become unwieldy and unfeasible (Allen, Klatt
& Hunnicutt, 1987; Klatt, 1987). In the case of unlimited and unrestr.cted voice output,
the use of stored speech simply becomes impractical. In addition, if one desires to alter
the content of the stored messages, the entire recording process must be repeated for each
new message. To overcome these problems, it has become common to use synthetic speech
produced automatically by rule using a TTS system ( Allen, Klatt & Hunnicutt, 1987; Klatt,
1987).
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TTS systems are devices that take input text, typically ASCII characters, and trans-
form them into a speech waveform (see Klatt, 1987). In more sophisticated TTS systems
such as DECtalk, several linguistic rule-based modules are used to process the phonemic,
morphologic, lexical and syntactic aspects of the input string to derive a representation
that can be used to produce the final speech waveform (see Allen, Klatt & Hunnicutt, 1987).
Although less natural sounding and somewhat less intelligible than natural speech, these sys-
tems can produce an unlimited number of messages without recording or storage constraints.
Thus, text-to-speech systems are by their design more flexible than waveform coding systems
and are ideally suited for applications such as reading machines, computer-assisted learning
devices, data-base query systems, and voice mail, all of which must produce unrestricted
connected discourse (Allen, 1981).

Behavioral Evaluation

Because of the large number of different TTS systems currently available, it is important
to objectively evaluate and compare speech quality using reliable experimental techniques.
The most valid method is assessment of human preference and performance in situations re-
sembling actual applications environments. However, this is often not feasible and laboratory
studies have had to serve as the benchmark for assessing and comparing different systems.
Five major factors have been shown to influence listeners' performance in laboratory situ-
ations (Pisoni, Nusbaum & Greene, 1985). These are: (1) the quality of tht speech signal,
(2) the size and complexity of the message set, (3) short-term memory (STM) capacity of
the listener, (4) the complexity of the listening task or other concurrent tasks, and (5) the
listener's training state.

Generally, performance is enhanced with higher-quality synthetic speech signals that are
closely modeled after natural speech. However, many current speech synthesizers produce
impoverished and inappropriate acoustic cues to signal phonetic distinctions. The size of
the message set affects listener expectations and indirectly affects performance. Previous
research has shown that listeners display higher levels of performance with signals drawn
from smaller message sets. STM is one of the most important structural limitations on
human performance. STM functions as a general purpose mental workspace with limited
processing resources (Baddeley & Hitch, 1974; Klatsky, 1980). Consequently, individuals
have a limited ability to encode and process the multitude of sensory inputs impinging
on the senses at any given time. The proportion of this limited capacity that different
mental tasks require has been shown to be related to the number and complexity of their
component subprocesses. Finally, the experience of a listener with a given task can have
profound effects on performance with even poor quality synthetic speech (Schwab, Nusbaum
& Pisoni, 1985). Perceptual learning allows the listener to adopt a processing strategy that
optimizes performance in a given task. The role of each of these factors on the comprehension
of synthetic speech will be addressed in the sections below.
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Intelligibility

As a first approximatioe, intelligibility is often assumed to reflect signal quality. Intelli-
gibility measures listeners' abil. ty to recognize different phonemes or words when they are
presented in isolation. As such, speech intelligibility provides an index of the lower bounds
of perceptual performealce for a given transmission device when no higher-level linguistic
context is provided (Schmidt-Nielson, this volume). Stat dardized guidelines have been de-
veloped to measure speech intelligibility (ANSI, 1969). However, no standards have been
developed to date to measure intelligibility or comprehension of synthetic speech.

Several recent studies have compared the segmental intelligibility of synthetic and natural
speech (Hoover et al., 1987; Logan, Greene Sr. Pisoni, 1989; Nusbaum, Pisoni & Dedina, 1984;
Nye & Gaitenby, 1973; Pisoni & Hunnicutt, 1980; Pratt, 1987). A popular intelligibility test
is the Modified Rhyme Test (MRT), in which a hat of 300 monosyllabic CVO words are
presented to naive listeners in a forced-choice format (House, Williams, Hecker & Kryter,
1965). Subjects respond by choosing one of six alternative words on each trial. Overall,
these studies have found lower intelligibility and different patterns of perceptual errors for
synthetic speech compared to natural speech.

In one study carried out in our laboratory, Logan, et al. (1989) obtained MRT scores
for synthetic speech produced by ten TTS systems. The results of this study are presented
in Figure 1 along with control data from an adult male talker. Performance for different
synthesizers varied widely from nearly perfect scores for natural speech to about 90-95%
correct for "high-end" synthesizers and 60-70% correct for "low-end" synthesizers. Although
some of the segmental confusions for synthetic speech were similar to those observed for
natural speech, there were more errors overall for fricative and nasal phonemes. For some
systems, the errors appeared to be quite unique to the particular synthesis techniques used.

Insert Figure 1 about here

The same systems and the natural control stimuli were also tested using an open response
format test. The original forced-choice form of the MRT provides a closed set of six alterna-
tive responses (House et al., 1965). Subjects in the open response condition were required
to write their responses to each word on blank lines in a test booklet. Figure 2 shows error
data for open and closed formats for the same systems. Errol rates for the open response
condition were roughly double those observed for the closed response condition across all
systems. In addition, the increase in errors from closed to open response set was larger for
synthesizers with the greatest closed response errors.

A closer analysis of the pattern of errors indicated a greater diversity of errors in the open
response condition. However, the rank order of the errors was the same for the two response
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conditions. These results are important because they illustrate the effect of message set
size on listener performance. Although the stimuli were the same in both conditions, from
the listener's perspective the potential set of stimuli on each trial was much larger in the
open response condition. Thus, in a listening task, performance decreases as the size of the
message set increases (Poll Eck & Decker, 1958).

Insert Figure 2 about here

Although differences in segmental structure are generally believed to account for most
performance differences between different synthesis systems, the suprasegmental structure
of an utterance (i.e., duration, stress pattern and intonation contour) also influences speech
intelligibility. Suprasegmental effects operate at two levels. First, inappropriate supraseg-
mental information often affects some phonetic judgments (Haggard, Ambler & Callow,
1970). Second, other evidence suggests that suprasegmental information provides syntac-
tic and semantic cues to clausal structure and directs attention to certain portions of the
speech signal, particularly stressed syllables (Cutler, 1976; Shields, McHugh & Martin, 1974;
Wingfield & Klein, 1971). "Low-end" synthesizers typically concatenate phoneme control
codes without smoothing, and often do not automatically encode suprasegmental informa-
tion. For example, the durations of words produced in sentential context by the Votrax
Type-N-Talk synthesizer are identical to those produced in isolation (Greenspan, Nusbaum

Pisoni, 1988). On the other hand, systems such as Prose 2000, Infovox, and DECtalk en-
code substantial prosodic information which is governed by a large number of linguistic rules
that consider morphemic, lexical, and s,,ntactic structure of an input text. Thus, differences
in intelligibility between various TTS devices are due not only to differences in segmental
cues to phonemes but also to differences in suprasegmental information as well.

Comprehension

Relatively few studies have examined the comprehension of synthetic speech, particu-
larly long passages of fluent connected speech. Whereas intelligibility measures assess the
perception of individual spoken segments or words, comprehension measures assess a lis-
tener's "understanding" of the spoken message, not just the recognition of specific words
in the sentence. At the present time, there are no standardized methods for measuring the
comprehension of synthetic speech. Webster's New World Dictionary (2nd Ed.) defines
comprehension as "the act of grasping with the mind, the capacity for understanding ideas
or facts, or the knowledge that results from these processes" (Guralnik, 1986). Psycho lin-
guists have described comprehension as a process by which a listener constructs a coherent
mental representation of the propositional information expressed by a passage and relates
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this structure to other previously or currently available information in memory (Kintsch &
van Dijk, 1978). Although human listeners primarily remember the meaning of a passage,
evidence also indicates that information about the surface structure of an utterance may also
be retained for some time, particularly when task demands favor it (Anderson, 1974; Sachs,
1967)

. In spite of the accumulated empirical knowledge, very few coherent theoretical models of
comprehension have been developed (Pisoni, Manous & Dedina, 1987). A number of models
address relatively restricted domains within the comprehension process. For example, most
psychological models of speech perception have emphasized peripheral auditory processing
and recognition of linguistic units such as phonemes or words (McClelland & Elman, 1986;
Klatt, 1979, 3988; Pisoni & Sawusch, 1975). At the other extreme, Kintsch and Van Dijk
(1978) have described a model of reading comprehension that takes a list of rr.zaningful
propositions as its input and constructs a coherent information structure that can be used
in recall and question-answering tasks. The inputs to this system are presumably produced
by syntactic and semantic processes, neither of which are specified in the model. However,
there are no integrated models that include all the processing stages that are likely to be
involved in comprehension. Despite this problem, it is possible to study comprehension with
a variety of techniques.

In the sections below, we make a number of general assumptions about comprehension.
First, comprehension is not a monolithic process, but the product of multiple, continuously-
interacting processes (Cooper, Shankweiler & Studdert-Kennedy, 1967; Mars len-Wilson &
Tyler, 1980). Among the major processes are peripheral and central auditory coding as well
as processes related to phonetic, phonological, lexical, prosodic, semantic, syntactic, inferen-
tial, and pragmatic information (Pisoni & Luce, 1987). Second, comprehension is a nontrivial
mapping of surface structure (the exact sequence of words) onto a more abstract semantic
representation (the meaning of the words). Comprehension processes decode the surface
structure of sentences, producing propositions representing clausal information. The propo-
sitions are connected to one another and to other propositions concerning world knowledge
to represent the meaning of an utterance. Third, STM capacity is used by comprehension
processes (Baddeley & Hitch, 1974; Kintsch & Van Dijk, 1978). Because of the central role
of STM in perception and comprehension, wc review briefly several of the major findings in
the literature that are relevant to the comprehension of synthetic speech. Then we return to
methods of measuring comprehension.

Attention and Processing Resources

Limited Capacity. One of the major structural constraints on human cognitive perfor-
mance is the attentional capacity of STM in selecting and processing information (Newell
& Simon, 1972; Shiffrin, 1976). STM may be conceived of as a "mental workbench," with
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a limited amount of available space and energy (Baddeley & Hitch, 1974). The energy con-
straint is often referred to as a limited pool of resources that may be allocated for various
tasks (Baddeley & Hitch, 1974; Navon, 1984; Wickens, 1987). Cognitive processes, particu-
larly those which require conscious effort or control, expend certain amounts of the resources
(Schneider & Shiffrin, 1977). The demands of various processes may not be apparent when
they run in isolation. However, if two or more execute concurrently, and if they place de-
mands on the same limited resources, then performance on any or all may suffer (Navon &
Gopher, 1979; Norman & Bobrow, 1975). Processes run simultaneously in most natural situ-
ations. For example, an individual driving an automobile can also talk and manipulate other
controls at the same time. If the demands of talking or manipulating controls is too great,
driving performance may suffer, resulting possibly in more driving errors. It is important to
determine the relative resource requirements for various processes. For example, one of our
research interests has been focused on whether the perception of synthetic speech demands
greater resources than natural speech (Luce, Feustal & Pisoni, 1983). If this is the case,
there may be reason to restrict the use of TTS systems to applications where the cognitive
load on the listener is relatively low. There is also evidence suggesting the existence of mul-
tiple resource pools, each available to different types of processes, such as vision, audition
and motor control (Brooks, 1968; Klatt & Netick, 1988; Navon & Gopher, 1979; Shiffrin,
1987; Wickens, 1987). If the resource requirements of separate processes do not exceed the
limited capacity of the reservoirs they draw from, and if the processes are not incompatible
or interfering, then no performance decrements should be observed when the processes are
executed simultaneously (Shiffrin, 1987).

Attention and Synthetic Speech. Several experiments have tested the proposition that
the perception of synthetic speech requires greater mental effort or attention. This line
of research followed from earlier research with lists of spoken digits (Dallett, 1964; Rabbit,
1966). These studies demonstrated that noise-degraded digits were more poorly remembered
in a recall task than undegraded digits, even though both types of stimuli were correctly
identified in a labeling task with no memory constraints.

By extension, if the perception of synthetic speech requires more processing resources
than natural speech, then one should be able to measure these additional demands with
appropriate experimental techniques. If there are differing attentional demands for synthetic
speech compared to natural speech, we would expect a differential decrease in performance
as the difficulky of a perceptual task is increased or as a second task is added which makes
use of the same resources (Baddeley & Hitch, 1974; Luce, Feustel & Pisoni, 1983).

In an important experiment carried out in our laboratory, Luce et al. (1983) tested this
hypothesis. In one of their studies, subjects recalled ten word lists produced either by MITalk
or by an adult male talker. Before each list of words was presented to subjects, either zero,
three, or six digits were displayed in sequence on a video monitor. Subjects were required
to first recall the visually presented digits in the order they were displayed and then recall
the spoken words in any order. Analysis of the digit recall data indicated that not only were
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there more errors overall when subjects were presented with synthetic words, but there was

a significant interaction between vrice and digit. preload. More specifically, the decrement in

performance for recall of the synthetic speech increased with increasing digit load.

Insert Figure 3 about here

In another experiment, subjects were required to recall in serial order lists of natural
words or lists of synthetic words. Results from this study are presented in Figure 3. In

addition to finding that synthetic words were recalled more poorly overall than natural
words, Luce et al. also found a significant interaction between voice and serial position.

That is, the difference in ordered recall between natural and synthetic words was greatest

for words from early positions in the lists. Because words from early portions of the list are

assumed to be recalled from long-term memory (LTM), the results suggested that increased
encoding demands for synthetic speech left fewer resources for the transfer of items into

long-term memory (Murdock, 1962; Waugh & Norman, 1965).

In a recent follow-up study, Lee and Nusbaum (1989) studied changes in the processing

demands of synthetic speech as a function of practice. Subjects were tested using a target

monitoring task before and after three days of identification training with phonetically bal-

anced words produced by a Votrax synthesizer. During pre- and post-training tests, subjects

monitored a list of phonetically balanced words for a particular target. Subjects studied two

or five visually displayed numbers before the list of words was presented, and recallei them

after hearing the list. Although there was an effect of digit load on recall accuracy, there was

no effect of training. Word monitoring accuracy improved after training and was higher when

there was only a two-digit load, a finding that was consistent with the digit recall data. Mon-

itoring latency decreased after training, and was shorter with only a two-digit load. There

was a significant interaction between the effects of training and load on monitoring perfor-

mance. The effects of training were much larger for the two-digit load condition. Lee and

Nusbaum concluded that with training their subjects diverted "spare" resources (the total

amount available minus that for the two digit recall task) to acoustic-phonetic processing,

which produced shorter monitoring latencies.

Lee and Nusbaum also carried out another experiment to test whether the increased

performance observed in the first experiment was due to changes in intelligibility. The

authors argued that if the effects of intelligibility and digit load interacted, as training and

digit load did in the first experiment, then the training effects seen in the latency data could

be accounted for in terms of concurrent changes in intelligibility. The same monitoring

and digit recall tasks were employed to determine whether the more intelligible synthetic

speech had lower processing costs. Word lists in this experiment were produced by both

a high-intelligibility Speech Plus CallText 5000 synthesizer and a low-intelligibility Votrax
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synthesizer. Subjects saw either two or five numbers in sequence, heard the word lists and
then recalled the number sequences. The latency data exhibited significant effect. of digit
load and intelligibility. CallText words were detected faster than the Votrax words. Words
were also detected faster when there was only a two-digit load. however, intelligibility and
digit load did not interact. Lee and Nusbaum argued that the interactive effects of voice and
load observed in the first experiment were not due to changes in intelligibility per se as a
function of training, but instead reflected listeners re-allocation of their available processing
resources.

In summary, the available evidence indicates that the perception of synthetic speech
requires greater processing resources than natural speech. Because the stimuli in these ex-
periments were simple word lists, the increased demands appear to arise during the acoustic-
phonetic analysis of the input signal. In addition, more recent data indicate that given
appropriate training, subjects may devote more effort to encoding processes, thereby in-
creasing performance. The following section reviews empirical data suggesting that other
comprehension processes may also make use of the same central resources of working memory.

Attt-dion and Comprehension. Several studies have examined the capacity demands of
sentence and discourse comprehension. All have demonstrated that comprehension requires
STM capacity. In one experiment, Baddeley and Hitch (1974) presented three types of
passages to subjects, one sentence at a time, and later administered a Cloze comprehension
test (Taylor, 1953). One half of the subjects were required to remember six different digits
during each sentence. After the completion of the sentence, subjects attempted to recall the
digits in ordered sequence. Baddeley and Hitch found that both comprehension and ordered
digit recall were worse compared to a control condition in which subjects that recalled the
digits immediately after their presentation. Two other experiments replicated the major
finding with different comprehension t;Ists, memory load techniques, and text variables.
Based on their results, Baddeley and Hitch concluded that comprehension requires STM
processing capacity. Consequently, comprehension performance may suffer if there are other
concurrent tasks that also compete for the same STM resources.

Other studies have examined the capacity requirements of some of the subprocesses in-
volved in comprehension. Britton, Ho !dredge, Westbrook and Curry (1979) asked subjects
to read passages with or without titles while they listened for randomly-occurring auditory
clicks. bjects perfnrmed more poorly on the click detection task when titles were provided,
while comprehension performance also increased. The authors concluded that readers con-
sumed STM capacity while performing the inferences made possible by the titles' context.
Therefore, it is likely that some portion of the attentional demands observed by Baddeley
and Hitch may have been used for deriving inferences in comprehension.

Other research examining a number of word-level and sentence-level linguistic variables
has found local fluctuations in processing load within :sentences. Several studies have shown
that lexical variables such as a word's frequency of occurrence in the language (Foss, 1969;
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Morton & Long, 1976) and ambiguity (Cairns & Kamerman, 1975; Foss, 1970) can influence
local processing load. For example, infrequent and ambiguous words lead to longer response
latencies in phoneme monitoring tasks (Foss, 1970). Other studies have reported that pro-
cessing load is influenced by the location of words within a clause or sentence (Abrams
& Bever, 1969; Foss, 1969) and the presence of cues to syntactic structure such as rela-
tive pronouns (Hakes & Foss, 1970). Processing load is relatively low at the beginning of a
clause compared to the end and is reduced in sentences that contain cues to clausal structure
(Streeter & Bever, 1975). An important issue, then, is whether or not the increased encoding
demands of synthetic speech interact or compete with the attentional demands of other com-
prehension processes. To summarize, there are a variety of available TTS systems that vary
in the sophistication of their synthesis algorithms. These computational differences deter-
mine the similarity between the output of TTS devices and natural speech. Several lines of
data suggest that the perception of synthetic speech requires more processing resources than
natural speech. A quite distinct line of psycholinguistic inquiry has demonstrated that the
processes of comprehension also require attentional resources. However, very little research
has examined whether the demands imposed by synthetic speech compete for common re-
sources also used in comprehension. The implications of such an interaction are paramount
in applications of this technology. Recognizing this, Luce et al. (1983) issued the following

caveat:

"We believe that increased processing demands for the encoding and rehearsal
of synthetic speech may place important constraints on the use of various voice-
response devices in high information load situations, particularly under condi-
tions requiring differential allocation of attention among several sensory inputs."

Comprehension of connected speech represents a divided attention task in which the
listener must devote resources to several cognitive processes that run concurrently in real-
time. In the next section, we examine several methods that have been developed to assess
comprehension of spoken language. Then we discuss recent studies on the comprehension of
synthetic speech.

Measures of Comprehension

Attempts to objectively evaluate comprehension date back at least to the 1800's and are
closely related to the development of intelligence testing. Around 1900, the U.S. educational
system began developing comprehension tests in order to place students in appropriate classes
(Johnston, 1984). This educational tradition has yielded many "standardized" tests that
are available in published form. More recently, cognitive psychologists and psycholinguists
have developed measurement instruments to assess both the mechanisms and products of
comprehension (Levelt, 1978; Carr, 1986). A fundamental distinction has been drawn in



comprehension research between successive and simultaneous measures of comprehension.
Successive measures of comprehension are those made after the presentation of the linguistic
materials. Simultaneous tasks, on the other hand, measure comprehension in real-time as
it takes place and usually require subjects to detect some secondary event occurring during
the time that the comprehension process takes place (Levelt, 1978).

Successive Measures

Historically, successive measures have been used to study comprehension and language
processing much more often than simultaneous measures. Successive measures are appro-
priate for evaluating what information is abstracted and remembered from text. However,
these techniques fail to provide information about whether the observed effects arise during
the initial act of comprehension or later during memory storage and retrieval (Levelt, 1978).In addition, successive measures are theoretically less sensitive than simultaneous measuresdue to memory decay introduced by the retention interval.

Recall. In comprehension tasks that use recall measures, subjects may be asked for
verbatim recall, to provide a written summary, or they may be given verbal cues to recall.
The linguistic stimuli employed in recall studies have often been connected passages of mean-ingful text. Bartlett (1932) presented short stories to readers and asked them to reproduce
the stories after varying time intervals. He found that subjects not only failed to recall
some material from the passages, but they also committed systematic errors suggesting that
memory distortions had occurred. Ambiguous portions of the stories were often deleted, new
information was added which did not appear in the original passage, and more contemporary
terminology was introduced in lieu of antiquated phrases.

More recently, Kintsch and his associates have developed rigorous techniques for objec-
tively scoring the semantic content of recall protocols (Kintsch, 1974; Kintsch & Keenan,
1973; Kintsch, Kozminsky, Streby, McKoon & Keenan, 1975). First, passages are decom-
posed into their essential propositions or ideas. Later the recalled information is decomposed
into its propositional structure and compared to structures obtained from the original pas-
sages in order to derive a measure of recall of the propositional content of the passage.
Kintsch's research has shown that subjects construct information in recall protocols as well
as add metastatements about the text. The probability of these additions increases as a
function of the length of the retention interval (Kintsch & Van Dijk, 1978; Levelt, 1978).
Thus, the originally comprehended information may be distorted considerably when recall
methods are used to measure comprehension.

Recognition. Several types of recognition tests have been devised to assess compre-
hension, including word and sentence recognition, sentence verification, and multiple choice
tasks. In general, research has consistently demonstrated that recall is a less sensitive mea-
sure of retention than recognition (Crowder, 1976; Klatsky, 1980).
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Word recognition tasks are assumed to assess memory for specific phonological or seman-
tic entities, both of which may be evaluated by the use of rhyming or semantically similar
foils (Brunner & Pisoni, 1982). False recognition of rhyming foils indexes memory for the
phonological properties of similar target words. False recognition of semantic foils indexes
memory for the conceptual properties of similar target words.

Sentence recognition tasks are assumed to assess memory for higher levels of represen-
tation, such as propositions derived from text. Appropriate foils may evaluate memory for
different properties of sentences. For example, Sachs (1967) presented probe sentences vi-
sually after subjects had heard short passages containing embedded "critical" sentences in
different locations. The probe sentences were either identical to the critical sentences, iden-
tical in meaning but expressed in a different active/passive voice, or completely different
in meaning. Although subjects almost always rejected probe sentences expressing differ-
ent ideas than critical ones, they often incorrectly recognized probe sentences expressing the
same ideas as critical sentences in a different voice. This effect was magnified with increasing
delays between the critical and probe sentences. These results demonstrate that listeners
abstract and remember the meaning of a sentence or passage, but rapidly forget surface
structure.

One of the oldest recognition tasks used in comprehension studies is the multiple choice
test. After linguistic materials are presented, a question or statement is displayed which
either may be completed (in the case of a statement) or answered (in the case of a question)
by choosing one of a number of alternatives. This technique has been widely used in reading
comprehension research for well over 100 years, and is still employed in most educational
settings (Johnston, 1984). One attraction of multiple choice testing is its ease of admin-
istration, as compared to other contemporary assessment techniques. However, due to the
number of alternatives typically presented, response latencies may be so long and variable
as to be unreliable (however, see Nye, Ingeman & Donald, 1975, for a composite reaction
time measure).

Sentence Verification. The sentence verification task (SVT) has been used for a variety
of purposes in psycholinguistic research. this task, a test sentence is presented to subjects
who are required to judge whether is "true" or "false." Since the judgments are often trivial
(e.g., "A robin is a bird") and error rates are relatively low, the main dependent variable of
interest is response latency. This paradigm has been used extensively to study sentence pro-
cessing (Gough 1965, 1966) and semantic memory (Collins St Quillian, 1969). For example,
Gough (1965, 1966) presented active, passive, affirmative, and negative sentences of varying
lengths for verification against pictures. The subjects' task was to decide whether the events
depicted by the picture and sentence presented on each trial were congruent. Gough found
that active sentences were verified faster than passives and that affirmatives were verified
quicker than negatives. The results were taken as evidence for a perceptual decoding of
surface structure similar to a transformational grammar operating in reverse (Gough, 1966).
Clark and Chase (1972) have elaborated processing models of the sentence verification task.
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An important assumption of their model is that both linguistic and pictorial information are
transformed into a common representational format, which then is used to test for similarity
between the two sources of information.

Simultaneous Measures

Although utilized somewhat less often than successive measures, simultaneous, or "on-
line" measures provide an experimental methodology to study comprehension processes as
they occur in real-time. In contrast to successive measures, simultaneous measures are as-
sumed to be less contaminated by post-perceptual processes that operate at the time of
retrieval. However, they are less appropriate for determining what information has been
extracted and retained by the subject. Simultaneous tasks usually require subjects to detect
some secondary event occurring during the time that the primary comprehension process
takes place. Under the assumption that monitoring draws from the same attentional re-
sources as comprehension processes, changes in monitoring error rates and latencies have
been used as an index of processing load during comprehension.

The phoneme monitoring task was first developed by Foss (1969; Hakes Sr Foss, 1970)
and has been used extensively ever since to study on-line comprehension processes (Cutler,
1976; Mars len-Wilson & Tyler, 1980; Shields, et al., 1974). Word monitoring tasks have also
been used in studies of language processing (Blank, Fisoni & McClaskey, 1981; Brunner &
Pisoni, 1982; Mars len-Wilson & Tyler, 1980; Morton & Long, 1976). In both procedures,
subjects make a response when a designated target is detected in a sentence or passage. For
example, Foss and Lynch (1970) used the phoneme monitoring task to determine whether
sentence structure influenced comprehension. They presented either right branching or s, if-
embedded sentences to subjects who were required to monitor for word-initial /h/ phones.
Response latencies were longer for the self-emipedded sentences, suggesting that they were
more difficult to process than the right-branching sentences.

Converging evidence suggests that phoneme detection may occur later than word detec-
tion (Blank, et at, 1981; Brunner Sc Pisoni, 1982; Savin & Bever, 1970). It also appears that
phoneme detection is influenced significantly by the properties of the target-bearing word
(Morton & Long, 1976). Word monitoring tasks have been modified to assess phonological or
semantic representations. Mars len-Wilson and Tyler (1980) had subjects monitor for words
that were either identical to a pre-passage cue word, rhymed with the cue word, or were
drawn from a semantic category designated by the cue word. The results showed that rhyme
monitoring latencies were about 150 ms longer than identity monitoring latencies. The speed
of the detection responses suggested that the words were recognized before the physical end
of the presented target words. The category responses were about 200 ins longer than the
identity responses and exhibited a strong influence of sentential context. The finding that
rhyme and category responses were slower than the identity responses is consistent with
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the assumption that these tasks involve additional processing operations above and beyond
word recognition. In addition, the category responses were more sensitive to the presence of
sentence context, suggesting changes in the speed of access to semantic information.

Comprehension of Synthetic Speech

Successive Measures

Most studies examining comprehension of synthetic speech have employed successive
measures. Only one study used simultaneous measures. The following section reviews studies
utilizing sentence-length and passage-length materials. The next section describes a recent
study using both successive and simultaneous measures.

Sentence Understanding, Transcription and verification tasks have been used to study
the comprehension of natural and synthetic speech using isolated sentences. The transcrip-
tion tasks were not originally designed to measure comprehension, but instead were intended
as easily administered tests of speech intelligibility with open classes of responses (Egan,
1948; Nye & Gaitenby, 1974). However, a recent study has demonstrated that sentence tran-
scription is also sensitive to manipulations affecting comprehension (Manous, Pisoni, Dedina
& Nusbaum, 1985). Two types of sentences have been used in the transcription tasks: the
Harvard Psychoacoustic Sentences (Egan, 1948), which are semantically and syntactically
well-formed (e.g., "Add salt before you fry the egg."), and Haskins Anomalous Sentences
(Nye & Gaitenby, 1974), which are syntactically well-formed but semantically anomalous
(e.g., "The yellow dog sang the opera."). Since the semantic and syntactic structure of a
sentence is known to exert considerable influence on the intelligibility of the component words
(Miller, Heise & Lichten, 1951; Miller & hard, 1963), any differences in performance between
Harvard and Haskins sentences would be due to the compensatory effects of semantic context
in listening to synthetic speech.

Insert Figure 4 about here

Pisoni and Hunnicutt (1980) obtained transcription scores for natural and synthetic sen-
tences. The synthetic speech was produced by the MiTalk system. Transcription accuracy
data is displayed in Figure 4. The performance advantage of natural over synthetic speech
was greater for the Haskins sentences compared to the Harvard sentences. This interaction
between voice and sentence type suggests that listeners presented with MITalk sentences
made substantial use of top-down information provided by comprehension processes.
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Logan and Pisoni (1986) have also examined differences in transcription accuracy between
natural and synthetic speech using the recently developed Phoneme Specific Sentences (Hug-
gins & Nickerson, 1985). The materials for this test were constructed so that different sets
of sentences contained a high proportion of different phoneme classes. Three TTS systems
(DECtalk, Prose, Infovox) and a natural speech control were tested.

In general, accuracy was relatively low compared to that found in other intelligibility and
sentence transcription studies. This difference probably reflects both the stringent scoring;
criterion (whole sentence accuracy) as well as the infrequent words and sentence structure
that were adopted in order to meet the phonemic composition constraints. More importantly,
differences in overall accuracy were observed between natural speech and the three types of
synthetic speech. This result is consistent with previously obtained segmental intelligibility
data. However, Logan & Pisoni failed to find a significant difference between DECtalk and
Prose, when earlier intelligibility studies found reliable differences between the two (Logan
et al., 1989). Finally, Logan & Pisoni found different patterns of errors for the different
types of speech which were consistent with those reported by intelligibility studies (Logan et
al., 1989). Thus, the transcription data collected with Phoneme Specific Sentences parallel
those collected with isolated syllables or words in intelligibility tests.

The Speech Perception In Noise (SPIN) test manipulates the degree of sentence context
within a single test (Kalikow, Stevens & Elliot. 1977). Subjects in this task are presented
eight sets of 50 sentences, all masked by a background "babble" noise, and are required to
write only the last word of each sentence. In one half of the sentences, the final word is
highly predictable on the basis of the preceding words; in the other half, the final word is
not predictable. The difference in performance between these two types of context indicates
the contribution of higher-order processes to intelligibility of words in sentence context. The
SPIN test has been used only once to study synthetic speech in a preliminary investigation by
Chial (1984). In this study, overall accuracy was better for a natural speech control than for
four low-quality TTS systems, two built around Votrax synthesizers, and two built around
Echo synthesizers. In addition, performance was higher for the high predictability sentences
than for the low predictability sentences, a finding that is consistent with the results of Pisoni
and Hunnicutt (1980).

Insert Figure 5 about here

In several recent studies, transcription responses were obtained from subjects immediately
after verification judgments in ordn to evaluate the relationship between intelligibility and
comprehension (Manous. et al., 1985; Pisoni & Dedina, 1986; Pisoni, Manous & Dedina,
1987). Manous et al. (1985) presented sentences produced by two natural talkers and
five TTS systems (DECtalk-Paul, DECtalk-Betty, Infovox, Prose, and Votrax Type-n-Talk).
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The sentences were either three or six words in length and expressed either true or false
information with respect to general world knowledge.

Figure 5 shows the error rate on the transcription task. Transcription accuracy was
generally lowest for Votrax and lnfovox synthetic speech and was lower for the six word
sentences than the three word sentences. In addition, an interaction was observed between
voice and sentence length for the false sentences. That is, errors rates were greater for the
longer sentences, but only for sentences produced by the Votrax system. The results are
consistent with the assumption that the increased perceptual demands of Votrax and longer
sentences tax a common resource pool. As processing demands increase, differences between
natural and synthetic speech become larger.

Insert Figures 6 and 7 about here

In addition to transcribing the sentences, subjects in the Manous et al. (1985) study
were also required to assess the truth value of the same sentences. Figures 6 and 7 display
accuracy and latency data, respectively, from the sentence verification task (SVT). Analysis
of variance on both sets of data. revealed main effects of voice and interactions between voice
and sentence length for false sentences. The subjects who listened to the Votrax sentences
were less accurate and slower to respond compared to the subjects who listened to the
other speech. In addition, the decreased accuracy associated with the longer sentences was
especially marked for Votrax sentences. Post-hoc analysis of the latency data discriminated
three groups of voices: natural speech, high-quality synthetic speech (DECtalk and Prose),
and moderate-to-poor quality synthetic speech (Infovox and Votrax).

Taken together, the transcription results demonstrate that words in sentences spoken by
natural talkers are recognized better than words produced by low-quality synthetic systems.
The verification data also demonstrate that sentences produced by natural talkers are also
comprehended faster and more accurately than sentences produced by TTS systems. The
interactions between voice and sentence length noted by Manous et al. provide additional
support for Luce et al.'s (1983) conclusion that. encoding synthetic speech incurs greater
processing costs, and that these demands may interact with the demands imposed by other
task variables, such as comprehension.

Manous et al. (1985) also computed correlations between transcription accuracy, veri-
fication accuracy, and verification latency. Considering only the true sentences, transcrip-
tion accuracy and verification accuracy were highly correlated (r = .86). For false sen-
tences, transcription accuracy and verification latency were also highly correlated variables
(r = +.75). The authors concluded that both verification and transcription tasks are sensi-
tive and reliable indices of comprehension performance.
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Insert Table 1 about here

Because the patterns of verification performance observed in the Manous et al. study
could have been due to mis-identified words, Pisoni et al. (1987) carried out another study
that was designed specifically to dissociate intelligibility from comprehension performance.
Natural and synthetic sentences generated by DEC-Talk Paul were initially prescreened using
a transcription task. A final set of sentences was selected so that all of them were transcribed
nearly perfectly. These sentences contained predicates that were either predictable or not
predictable in the sentence frame. Table 1 lists examples of the two different sentence types.
After hearing each test sentence, subjects were required to first judge its truth value and
then write a transcription in an answer booklet. Verification latency data from this study
are presented in Figure 8.

Insert Figure 8 about here

There was no effect of voice, predictability, or length on the verification accuracy data,
a result that was consistent with the screening treatment. However, significant effects of
all three variables were observed for the verification latencies. The synthetic sentences were
verified slower than the natural sentences, even though, according to the transcription scores,
the component words were recognized equally well. Longer sentences were verified slower
than shorter sentences. and sentences with unpredictable predicates were verified slower than
those with highly predictable predicates. No interactions were observed between any of the
main variables. The voice effect suggests that synthetic speech, even very high quality speech
that can be transcribed accurately, requires more encoding time. The slower response times
appear to propagate up the system to higher-level comprehension mechanisms.

Based on the results of Manous et al. using the SVT, Schmidt-Nielson and Kaltman
(1987) conducted an experiment using the same methodology with digitally encoded speech
stimuli. Subjects verified sentences that differed in their truth value and the degree to which
their subjects and predicates were associated. Sentences were produced by a male talker and
then processed digitally. The experimental sentences presented to subjects were either the
original unprocessed versions or LPC-encoded copies. The LPC-encoded versions had either
0%, 2% or 5% bit errors added as noise.

Analysis of accuracy and latency data revealed effects of voice, noise, relatedness, and
practice. Accuracy was higher and latency was shorter for high-relatedness sentences, for
sentences with less coding noise, and sentences from the second half of the testing session.
U .ing previously obtained DRT intelligibility scores (see Voiers, 1983, for a description of
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Table I

Stimulus materials from Pisoni, Manous Dedina (1987).

A. Three-word, false, high-predictability sentences

1. Men wear dresses.
2. Circles are square.
3. Sandpaper is smooth.
4. Winter is hot.
5. Screaming is soft.

B. Six-word, true, low-predictability sentences

1. Fish can swim but can't smoke.
2. Smoking is bad for your teeth.
3. Our alphabet has 26 characters.
4. A triangle has only three vertices.
5. Hawaii's a good place to sunbathe.
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the technique), Schmidt-Neilson and Kallman estimated that an increase of one percentage
point in intelligibility accuracy was related to a decrease of 10-20 ms in verification latency.

The results of this study show that when listeners are presented with digitally-encoded
or degraded signals, they make much greater use of contextual information. Pisoni et al.
(1987) did not find an interaction between sentence voice and predictability. However, the
difference in results may be accounted for by stimulus and subject state variables. For
example, Pisoni et al. used highly-intelligible synthetic speech which was not degraded,
a different form of sentence predictability, and relatively unpracticed subjects. Schmidt-
Nielson and Kallman suggested that when subjects first listen to processed speech, they
devote most of their available attention to acoustic-phonetic processing. After a period of
familiarization, the acoustic-phonetic processing requires less resources (see Lee & Nusbaum,
1989). These "spare" resources then become available for the comprehension process which
generates lexical and phonemic expectations to aid the listener in extracting the message.

Taken together, these recent experiments suggest. that sentence transcription and ver-
ification are very sensitive measures of comprehension. All of the studies demonstrated
differences between natural speech, synthetic speech and processed natural speech. Inter-
estingly, Pisoni et al. (1987) showed that verification latency was sensitive to differences in
voice quality even after the segmental intelligibility of the two sources had been equated.
These findings suggest that the speed and efficiency of comprehension for different systems
may vary substantially for different voice output devices, even if intelligibility is equivalent.
However, the locus of this effect is still unknown. It is quite possible that the differences
may arise simply from the increased perceptual encoding demands of the synthetic speech.
If so, the increased encoding demands may limit higher levels of processing, such as those in-
volved in parsing, semantic activation, or inference-driving. Research is currently underway
on these problems and any definitive answers must await the outcome of these studies.

In summary, the interactions observed between voice and the other variables are consis-
tent with a limited capacity resource framework. Manous et al. (1985) found an interaction
between voice and length of sentences performance was particularly poor for long sentences
produced by the Votrax synthesizer. This finding suggests that processing synthetic speech
and processing longer sentences both impose demands on the same limited pool of processing
resources. This view is supported by results from similar studies of processed natural speech
which found interactions between voice and sentence length (Pisoni & Dedina, 1986) and
voice and subject-predicate relatedness (Schmidt-Nielson Kallman, 1987).

Comprehension of Fluent Connected Speech. The first study to investigate the compre-
hension of fluent synthetic speech was carried out by Nye, et. al. (1975). The outputs of
two synthesizers, the Haskins parallel formant synthesizer and the OVE-III serial formant
synthesizer were compared to natural speech. Two passages over 1500 words in length were
selected from a published reading test. Each passage was followed by 14 multiple-choice
questions. A separate test indicated that subjects could not answer the questions on the



basis of world knowledge alone. After each passage was presented, subjects were given as
much time as needed to answer as many questions as possible.

The results showed no difference in performance between conditions in terms of accuracy.
However, there was a difference in terms of the amount of time needed to answer the ques-
tions after replaying portions of the passage. Subjects were nearly 25% slower answering
the subset of questions following synthetic passages (mean = 6.27 s) compared to natural
passages (mean = 4.51 s). However, since the natural passages were spoken at a faster rate
and were therefore physically shorter than the synthetic passages, subjects may have been
able to review the natural passages more quickly, thus accounting for the observed latency
differences.

In another early study, McHugh (1976) employed eight passages from the Diagnostic
Reading Scales, a standardized comprehension test., to study the comprehension of Votrax
synthetic speech. Two of the passages were presented as practice and six were presented
for the experiment proper. Each of the passages was a short narrative story and each
was followed by a series of cued recall questions (e.g., "How much did Bob pay for the
plum?"). Seven versions of the paragraphs were presented to subjects, six produced by
a Votrax synthesizer and one produced by a human taker. The Votrax versions differed
in their stress patterns, which were altered either by hand or by rule. A random stress
condition was also included. The stress patterns generated by rule varied in sophistication
from relatively crude and mechanical tc relatively natural. For example, one algorithm
created senterces by alternating stressed and unstressed syllables, while another made use
of syntactic information. Voice (talker and stress-algorithm) was varied as a between-subjects
factor.

McHugh's results revealed no difference between the different voice conditions all were
comprehended equally well in terms of scores on the recall questions. Data from the two
practice passages were analyzed separately. The results showed that the natural passages
were comprehended better than some Votrax versions, such as the "untreated" monotone
version. However, the natural practice passages were not comprehended any better than
the hand-altered Votrax passages with correct English stress patterns. The differences in
performance between the practice and test data suggests that even moderate a.mcnnts of
familiarity and practice are sufficient to allow listeners to quickly learn to process even poor-
quality Votrax synthetic speech.

Pisoni and Hunnicutt (1980) reported the results of a study designed to assess the compre-
hension of MITalk, a forerunner of the DECtalk system. Subjects listened to either DECtalk
or natural passages, or, in a control condition, read the same passages. The materials were
derived from a variety of published reading comprehension tests. Each passage was followed
by a series of multiple-choice questions. Accuracy data from this study are presented in
Figure 9. Overall, the reading group performed at a higher level than the MITalk or natural
groups. However, when the data were divided into first and second halves of the test session,
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an interaction between voice and session emerged. Reading and natural speech performance
were nearly the same in both halves, but performance for the M, group increased dra-
matically in the second half of testing. As in the McHugh (1976) study, there appeared to
be rapid perceptual learning which compensated for early differences in performance.

Insert Figure 9 about here

Jenkins and Franklin (1981) conducted two experiments on the comprehension of syn-
thetic speech. In one experiment, the hand-applied stress and random stress versions of
McHugh's Votrax stimuli were presented to subjects for subsequent free recall. Only three
of the original passages were tested. No significant difference in performance was observed
between the two kinds of speech.

In a second experiment, natural and synthetic speech versions of a passage were presented
twice to one group of subjects for an intelligibility test and to a second group of subjects for
a comprehension test. The synthetic speech was produced by the OVE speech synthesizer
and an experimental TTS system under development at Haskins Laboratories. Two sub-
groups of synthetic speech listeners were used those with and without practice. The
practiced subjects in this experiment had been tested with twenty passages a week prior to
the actual testing. Trial 1 dictation data revealed relatively small but reliable differences in
performance between the natural and synthetic conditions. However, Trial 2 data revealed
no difference between the natural and practiced synthetic subjects. Therefore, intelligibility
differences were eliminated with even modest training. The comprehension test produced
comparable results. That is, recall performance on Trial 1 and Trial 2 was better for the
natural group compared to the unpracticed synthetic group, but the natural speech group was
not significantly different from the practiced synthetic group. Again, initial comprehension
differences between natural and synthetic speech decreased with relatively little practice.

Luce (1981) compared recognition memory for different types of information about pas-
sages of natural speech or MITalk speech. After each passage was presented, a series of
verification sentences was displayed on a video monitor in front of each subject. Different
sentences probed the listeners' memory for either lexical information or for different types of
propositional information in the text base. Lexical items were verified faster than proposi-
tional information, but no differences were observed between natural and synthetic speech.
However, verification accuracy was worse for the MITalk passages compared to the natural
passages. Finally, Luce observed an interaction between voice and sentence type for the ac-
curacy data. Accuracy was better for MITalk compared to natural speech for the "surface"
sentences, which probed lexical memory, but was worse in MITalk compared to natural
speech for the propositional sentences. Luce suggested that subjects listening to the MITalk
passages allocated a greater proportion of their resources to acoustic-phonetic processing,
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which resulted in a more durable memory code for lexical information. Consequently, less
resources were available for processing propositional information, a strategy that produced
a more fragile propositional memory code.

Hersch and Tartarglia (1983) studied the comprehension of DECtalk Paul and DECtalk
Betty at several presentation rates. The data were compared to previous data collected
with natural speech by Fairbanks, Guttman & Miron (1957). Subjects were presented short
passages over a telephone. After each of the passages, a series of questions was presented
that either assessed memory for explicitly stated information or required inferences based
on information from the passage. The results indicated that comprehension of the synthetic
passages decreased faster as a function of presentation rate than the natural speech (Fair-
banks, et al., 1957). Hersch and Tartarglia argued that this finding reflected the increased
encoding demands for synthetic speech compared to natural speech. In addition, comprehen-
sion accuracy was higher for the male voice, with more practice, and for inferential questions.
However, the authors observed that subjects knew the answers to the inferential questions
without hearing the passages. While overall accuracy increased across testing blocks, the
differences in performance between female and male voices decreased across testing blocks.

As part of a larger study, Schwab, et al. (1985) assessed the comprehension of Votrax
passages as a function of training. During the same sessions, subjects were given both
intelligibility and comprehension tests. Pre-training and post-training tests consisted of
presentations of Votrax passages followed by verification statements assessing different levels
of comprehension. On each of the training days, four passages were presented, each followed
by a series of multiple choice questions. One group of subjects was trained with Votrax
stimuli, another group was trained with natural speech stimuli, and a third group, the
control group, was given no training stimuli. All training groups performed better on the
comprehension test before training, and no reliable effect of training condition was observed
across any of the comprehension measures. In addition, an examination of the training
data revealed no difference between the Votrax and natural speech groups, nor a significant
increase in performance across training sessions. No interaction was observed between voice
and sentence type, as Luce had found earlier. It is possible that subjects in this study
reached a training plateau by virtue of the segmental tests by the time of comprehension
testing. Alternatively, as Schwab et al. suggested, these tests may have been too sensitive
to subject differences, and the difficulty of the various passages may have been confounded
with the day of training and/or testing. In any event it is not. clear why the earlier Luce
findings were not replicated in this study.

Another investigation of comprehension of synthetic speech was conducted by Moody
and Joost (1986). They compared comprehension of passages of natural speech, DECtalk
Paul, 9600 bps digitized speech, 2400 bps digitized speech, and a reading control. Passages
and multiple choice questions were drawn from study guides for three standardized exams:
the GED (a high school equivalence exam). the SAT (an undergraduate entrance exam) and
the GRE (a graduate school entrance exam). A fourth factor of question type was analyzed
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separately. Analysis of the accuracy data indicated that voice, exam type, and length all
exerteki significant effects on performance. Natural speech was comprehended better than
either DECtalk Paul or 2400 bps digitized speech, the SAT was the most difficult type of
passage, followed by the GRE, and finally the GEL), and the moderate length passages were
comprehended better than the long and short passages, which did not differ.

Moody and Joost (1986) also classified the experimental questions by the type of infor-
mation processing required for their correct solution. Some of this information included use
of world knowledge, recognition of information explicitly stated in the passage, and the draw-
ing of inferences from textual information. Based on an analysis of the amount of mental
effort required to answer the questions, the questions formed a difficulty gradient from those
requiring use of world knowledge to those that required subjects to make difficult inferences.

The results showed that subjects were correct. on 100% of the world knowledge questions
and only 27% of the low inference questions. Further analyses showed that the advantage
of natural speech over synthetic speech became smaller as the difficulty of the questions
increased. Comprehension performance was better for natural speech compared to synthetic
speech for questions which tested memory for explicitly stated information but not for ques-
tions requiring inferences.

The results of this study should be viewed with some caution, however. First, question
type was poorly controlled and possibly confounded with passages in this study. Second,
text difficulty was also poorly controlled. This was born out by the unexpected rank ordering
of perceived difficulty and performance as a function of passage type. Finally, the specific
interaction reported between question type and voice appears anomalous. As Pisani et al.
(1987) observed, "We do not know of any current theory of human information processing
or language processing that would predict the results observed by Moody & Joost." In
retrospect, however, it appears that the effect of voice may have been the most robust result
of the study.

The comprehension studies summarized above may be classified into three broad cate-
gories. First, two studies reported reliable effects of voice on accuracy, but no training effects
(Luce, 1981; Moody & Joost, 1986). Second, three studies reported performance differences
between voices when synthetic speech was first ncouittered during the experiment, but the
differences became smaller with even moderate exposure or training (Jenkins & Franklin,
1981; McHugh, 1976; Pisoni & Hunnicutt, 1980). Finally, Schwab et al. (1985) found no
comprehension differences between natural and Votrax passages, nor a learning effect on the
comprehension of Votrax passages, even after two weeks of training. Taken together, these
studies suggest differences in comprehension between natural and synthetic speech, but the
results appear to be extremely variable from study to study. Obviously, further research
with greater experimental control is necessary to provide more reliable information about
the comprehension of synthetic speech.
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Simultaneous Measures

One of the first studies to use simultaneous measures to assess comprehension of synthetic
speech employed a sentence listening procedure (IViimmack, 1982; Mimmack & Pisoni, 1982)
that was analogous to sentence reading procedures (Aaronson Si: Scarborough, 1976; Cirilo
& Foss, 1980). In these experiments, subjects controlled the onset of successively presented
sentences produced by a natural talker or a TSI Prose 2000 TTS. The major dependent
variable was the latency from the end of each sentence to the subject's response to initiate
the following sentence. One half of the subjects were presented sentences in a normal or-
der, while the other half was presented the sentences in a randomized order. Within each
condition, half of the subjects ("Comprehension Condition") were required to answer com-
prehension questions after each passage; the other half ("Recall Condition") were required
to recall the passage verbatim. Based on earlier research, both of these variables were shown
to strongly influence reading times (Aaronson & Scarborough, 1976; Cirilo & Foss, 1980;
Kintsch, Mandel & Kozminsky, 1977).

Insert Figure 10 about here

The results from an initial study using natural speech are displayed in Figure 10. The re-
sponse latencies of subjects in the recall condition were significantly longer than the latencies
in the comprehension condition. In addition, latencies were longer for sentences presented
in a scrambled order compared to sentences in the normal order. Both findings were consis-
tent with previous reports on sentence-by-sentence reading times (Aaronson & Scarborough,
1976).

Insert Figure 11 about here

A second study (Mimmack & Pisoni. 1982) used the same methods and design but also
included a set of Prose synthetic stimuli. The response times from this experiment are
displayed in Figure 11. In the verbatim recall condition, sentence-by-sentence latencies were
longer for sentences produced by Prose than those produced by a real talker. The results
suggest that the on-line processes used in comprehension of synthetic speech is indeed slower
than the processes used in comprehension of natural speech.

Recently, we have combined an on-line word monitoring task with several successive
recognition memory tasks to assess processing differences between natural and synthetic
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speech (Ralston, Mullennix, Lively, Greene & Pisoni, 1989). The experiment was carried
out to measure on-line differences in processing load during comprehension. Several short
passages were produced either by a Votrax synthesizer or a natural talker. All passages
wcze adapted from published reading comprehension tests for fourth grade and college level
readers. Before a passage was presented, either 0, 2, 4, or 8 target words were displayed on
a video monitor. Subjects were instructed to study and memorize the words for 30 seconds.
When the study phase was completed, subjects were required to press a response button when
they detected any of the target words in the passage. After each passage, subjects judged
whether test sentences were true or false based on information contained in the preceding
passage. Half of the sentences assessed memory for specific words occurring in the passage,
and half probed memory for propositional information in the text base. The results showed
that for every dependent measure, performance was always better for listeners who heard
natural speech compared to those who heard synthetic speech.

Insert Figure 12 about here

Monitoring accuracy data are presented in Figure 12. Monitoring accuracy was higher
for targets in natural passages than in Votrax passages. Accuracy decreased with increasing
target set size. Thus, word monitoring performance in this task was affected by both signal
quality and concurrent memory load. There was also a significant interaction between target
set size and text difficulty. Accuracy was greater for the fourth grade passages only when
subjects monitored for 8 word targets. This result is consistent with the hypothesis that
retention of target items and the dynamics of comprehension both place processing demands
on STM capacity.

Insert Figure 13 about here

Figure 13 displays monitoring latency data for correct detections as a function of voice
and text difficulty. Monitoring responses were faster for the natural passages, demonstrating
again that signal quality does affect the rate of comprehension. Although there was a main
effect of target set size, post-hoc paired comparisons failed to reveal significant differences
between the conditions. Monitoring responses were faster for the fourth grade passages than
the college level passages, confirming our assumption that this linguistic variable loads STM.
Finally, there was a significant interaction between voice and text difficulty. The increase in
latency from fourth grade to college level text was larger for the Votrax passages than the
natural passages. This result suggests that perceptual encoding and comprehension processes
compete for common STM resources.
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Insert Figure 14 about here

Figure 14 displays sentence verification accuracy data as a function of voice and sentence
type. Subjects verified sentences more accurately when they followed natural passages com-
pared to synthetic passages. There was also an interesting interaction between voice and
sentence type. While subjects listening to natural passages performed equally well on the
two types of sentences, subjects listening to Votrax passages were less accurate on propo-
sition recognition sentences. This result is similar to the earlier findings reported by Luce
(1981).

Analysis of other factors indicated that accuracy was lower for the college level passages
than the fourth grade passages. Although target set size was a significant factor in an
ANOVA, subsequent analyses failed to reveal significant differences between the different
monitoring conditions.

Insert. Figure 15 about here

Figure 15 displays response latency data for correct verification responses as a function of
voice and text difficulty. The largest influence on verification latency was clearly the type of
sentence. Req rises were nearly one second faster for word recognition sentences compared
to proposition recognition. This result is consistent with the assumption that proposition
recognition involves comprehension processes subsequent to lexica. access.

In general, verification responses were faster for sentences following natural passages
than synthetic passages. Howev-s, statistical analyses revealed that the voice factor was
only marginally significant. Finally, there was a significant interaction between voice and
text difficulty in the proposition data, displayed in the lower panel (voice x sentence type
x text difficulty [F(1, 109) = 6.16,p = .011). Although response latencies were faster for
sentences following natural passages. there was no latency difference between voices for the
college level passages.

In summary, Ralston et al. found that the comprehension of poor quality synthetic
speech is slower and less accurate than the comprehension of natural speech passages. The
sentence verification data indicated that memory for linguistic information in passages of
synthetic speech was also degraded in some way. The verification accuracy data also reveals
that propositional information derived from passages of synthetic speech was particularly
poor. This result provides support for an earlier speculation of Pisoni (1982) who suggested
that subjects may listen and process synthetic speech differently than natural speech. In
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Figure 14. Sentence verification accuracy (probabir ty correct) for zero, two, four and eight
word target conditions (top to bottom panels, respectively) as a function of sentence type
Open bars represent accuracy for sentences following natural speech passages and striped
bars represent accuracy for sentences following synthetic speech (Votrax) passages (from
Ralston et al., 1989).
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particular, listeners may allocate more attention to processing the acoustic-phonetic structure
of synthetic speech than the content or meaning of the message. With more attention devoted
to acoustic-phonetic processing, less resources are available to allocate to comprehension and
memory processes, thus producing a less complete and less stable memory representation of
the propositional information.

Summary and Conclusions

Although our knowledge about the comprehension of synthetic speech remains incom-
plete, several conclusions may be drawn from the studies reviewed above. Many other
questions.can be identified for future research. Based on the studies considered earlier, we
examine the following issues: efficiency of comprehension, attentional demands, the role of
perceptual learning and applications of the research. Finally, we discuss extensions of these
findings and suggest several new areas for research.

Efficiency of Comprehension

Early comprehension studies failed to uncover reliable differences in performance between
natural and synthetic speech (Jenkins & Franklin, 1981; McHugh, 1976; Nye et al., 1975;
Pisoni & Hunnicutt, 1980; Schwab et al., 1985). However, more recent studies examining
the comprehension of isolated sentences and connected discourse have reported significant
differences in both accuracy and latency measures when more sensitive dependent measures
are used (Luce, 1981; Moody & Joost, 1986; Manous et al., 1985; Pisoni et al., 1987). Several
of these differences have been replicated and extended in the recent study carried out in our
laboratory by Ralston et al. (1989) using an on-line word monitoring technique combined
with a sentence verification task.

The failure of earlier studies to find significant differences in comprehension between
natural and synthetic speech may be due to a variety of factors including selection of stimulus
materials and specific testing techniques. For example, most studies employing passages of
fluent connected speech relied on publish'd multiple choice tests to assess comprehension.
The accuracy of responding to these questimis appears to be closely related to prior real-
world knowledge. Such an effect would increase within-groups error variance and would serve
to obscure any true differences in comprehension performance between conditions. This
observation suggests the need for better experimental controls in comprehension research.
One control procedur- is to pre-screen test questions and discard those items that subjects
can correctly answer without listening to the corresponding passages (Ralston et al., 1989).
Although this technique works in a "statistical" sense over a number of subjects, there are no
guarantees for all individuals. Because of this problem, other techniques may be preferable.
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In particular, the use of passages referring to fictional events will increase the probability
that subjects make use of information acquired through comprehension of test passages.

Results from sentence verification and word monitoring tasks indicate that synthetic
__speech is responded to more slowly than natural speech, even when the intelligibility of

the`two sets of materials is equated (Pisoni et al., 1987). The slower response times in
comprehension may originate at an acoustic-phonetic or phonological level. The relatively
impoverished cue structure of synthetic speech may induce slower phonological processing
compared to natural speech. In addition, post-perceptual verification responses may also be
slower after listening to synthetic speech. This overall pattern of results sugge,sts that the
memory representations of synthetic speech may be more fragile than natural speech. If this

,,--"explanation is correct, memory for information derived from synthetic passages may decay
more rapidly than information extracted from natural passages, even if the initial accuracy
levels for the two sets of materials are equivalent. Studies of long-term retention of natural
and synthetic speech need to be carried out to assess this hypothesis.

Capacity Demands

The results of earlier recall experiments suggested that perceptual encoding of synthetic
speech incurs a greater processing load than natural speech (Luce et al., 1983). However, it
is difficult to extrapolate these results directly to a comprehension task. To the extent that
connected discourse is informationally redundant or otherwise easy to process, one would
expect comprehension demands to be minimized. In this case, context-guided expectations
might serve to neutralize or cancel the encoding demands of synthetic speech. Therefore,
we would expect that the demands of synthetic speech would be more apparent as the
complexity or dif'iculty of the text increase. Based on the available evidence, the effects
of attentional load on comprehension are ambiguous, but suggest that the increased load
does affect comprehension in some manner. Considering verification studies using isolated
sentences, one report found an interaction between voice and load (Manous et al., 1985) while
another did not (Pisoni et al., 1987). The two studies of passage comprehension involving
the manipulation of cognitive load reported interactions with voice (Moody & Joost, 1986;
Ralston et al., 1989). However, as noted above, there are reasons to view the Moody and
Joost results cautiously. In contrast, Ralston et al. found that the increase in monitoring
latencies observed with synthetic speech was greater for college-level passages, a result that
is consistent with limited capacity expectations. Future research should examine this issue
in greater detail because it has important. ramifications for the application of speech I/O
technology in high information workload environments.



Training Effects

Another important issue deals with the effects of training on comprehension of synthetic
speech. A number of studies have examined short-term training and have found reliable
effects on comprehension (Jenkins & Franklin, 1981; McHugh, 1976; Pisoni & Hunnicutt,
1980). Several researchers have concluded that practice effects in comprehension reflect
the learning of new mapping rules which relate the acoustic structure of a novel synthetic
voice to known phonemic categories (Lee St. Nusbaum, 1989; Schwab et al., 1985). This
acoustic-phonetic relearning presumably involves processing costs that impact on other cog-
nitive activities (Luce, 1981; Pisoni, 1982). Listeners may also learn perceptual segmen-
tation strategies through training (Greenspan et al., 1988). However, Lee and Nusbaum
(1989) recently suggested that processing synthetic speech does not require more attention
than processing natural speech, but that listeners presented with synthetic speech initially
mis-allocate resources. They argue that training only helps listeners efficiently re-allocate
attention.

At the present time, no attempts have been made to train subjects to asymptote or to
determine whether differences in comprehension between natural and synthetic speech will
still be present after extensive training with these systems. However, studies utilizing con-
nected discourse have implicitly assumed that training effects have been minimized by virtue
of the explicit training at the beginning of testing sessions. Clearly, this is an empirical issue.
In fact, no training studies, either with isolated words, sentences, or passages, have demon-
strated that subjects reached a performance plateau. It. is important to determine whether
the attentional load imposed by encoding processes or by comprehension processes diminish
with training or whether the load remains. Some cognitive processes may be automatized
with training and place less demands on STI41. Training studies have demonstrated that
some individuals may learn to read passages for comprehension and take dictation at the
same time (Hirst, Spelke, Reaves, Caharack & Neisser, 1980; Spelke, Hirst & Neisser, 1976).
Similar trends may emerge in training studies with synthetic speech. Finally, if training
is simply a matter of learning new acoustic-phonetic mappings, do subjects eventually re-
allocate attention to other processes once that learning is complete? If so, we would expect
that the "levels of processing" effects observed with synthetic speech (Luce, 1981; Ralston
et al., 1989) would be reduced after extensive amounts of training.

Data from the study using digitally-encoded speech by Schmidt-Nielson and Kaliman
(1987) suggested that subjects may make greater use of contextual information after a period
of learning. The authors speculated that in these situations, subjects diverted their attention
to sentential context, which in turn helped constrain acoustic-phonetic decisions. Future
research should assess whether a similar process is operating when subjects listen to synthetic
speech. If so, listeners may respond to synthetic speech with two successive strategies.
When first exposed to synthetic speech. subjects might divert attention to the acoustic-
phonetic structure of the signal. Once subjects acquire new acoustic-phonetic mapping rules,
they learn how to locate word boundaries and identify words (Greenspan et al., 1988). As
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learning progresses, attention is diverted to processing contextual information which in turn
constrains phonological decisions. This hypothesis can be tested in experiments designed to
probe processing of different levels of information as a function of training and exposure to
synthetic speech (see Lee & Nusbaum, 1989).

Applications

The results discussed in the present chapter suggest that the comprehension of connected
synthetic speech is highly correlated with segmental intelligibility. This conclusion argues
against the use of low- to moderate-quality synthetic speech for applications requiring very
high levels of comprehension. The word monitoring and sentence verification data summa-
rized above demonstrate that comprehension of synthetic speech proceeds at a slower rate
than natural speech. Therefore, particularly low-quality synthetic speech may also be inap-
propriate for applications requiring rapid responses. Finally, several studies have shown that
comprehension of connected synthetic speech may incur greater processing costs than natu-
ral speech. Thus, poor-quality synthetic speech also may be inappropriate for applications
using difficult text, such as that of a. data-base retrieval system, or with other competing
tasks that place significant demands on working memory, such as in a. cockpit, air traffic
control tower, or battlefield management system.

All of these reservations may be modified after we gain a better understanding of the
effects of training on comprehension. Many of the major effects associated with the com-
prehension of synthetic speech (lower accuracy, slower processing, and increased cognitive
load) may be eliminated with appropriate practice (Lee & Nusbaum, 1989). If these effects
disappear with training, the only limiting factors for applications would be practice and
exposure.

Certain listener populations, such as young children or elderly adults, may experience
difficulty comprehending synthetic speech (Greene & Pisoni, 1988). Capacity limitations and
processing speed are known to be more constrained compared to college-age listeners who are
typically used in these experiments (Greene & Pisoni, 1988; Salthouse, 1988). The same ca-
pacity arguments may apply to listeners or listening situations which degrade speech signals.
This includes the hearing-impaired community, which is becoming increasingly dominated
by older presbycutic listeners. Capacity limitations may also play an important role with
signal degradations, such as noisy communication channels or reverberant environments.

Future Directions

Several problems still need to be studied. These may be grouped into the following major
categories: capacity demands, training effects, memory decay and generalization.
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Capacity Demands. As indicated above, the extent to which encoding demands com-
pete with other comprehension processes for limited STM capacity is still a topic of great
interest. While sentence verification experiments have found interactions between voice and
memory load variables (such as sentence length) the evidence from studies conducted with
fluent connected speech is equivocal. Therefore, further studies should be conducted with
passage-length materials. These studies will help answer a number of basic questions (i.e.,
"Which cognitive mechanisms make use of limited attentional capacity? ") as well as applica-
tions questions (ie., "Is the comprehension of synthetic speech compromised by difficult text
or competing tasks?"). We consider here possible methodological improvements for inves-
tigating the role of text difficulty and competing cognitive tasks as they relate to capacity
demands in comprehension. Either of these techniques may be combined with simultaneous
measures to provide a more sensitive index of comprehension processes.

Previous studies utilizing passages of varying difficulty have also used different compre-
hension questions. One experimental strategy which circumvents this confound is to express
the same propositional information in different texts varying in surface structure complexity.
In this manner, the same post-passage sentences or questions could be used, yielding better
control of textual difficulty.

The "digit preload" technique is a well-known method which may also be used to assess
the extent to which the comprehension of synthetic speech competes with other cognitive
tasks (Baddeley & Hitch, 1974; Lee & Nusbaum, 1989; Luce et al., 1983). For example,
subjects could be required to memorize a variable-sized set of digits before listening to
natural or synthetic passages for comprehension. Interactions between digit set size and
voice would provide strong evidence that. both variables draw on a common resource pool.

Another issue related to capacity limitations deals with listener fatigue or habituation.
Assuming that there are increased processing demands for synthetic speech, one might expect
that listeners would become mentally fatigued, and consequently that p-rformance would
decay more rapidly as a function of time. As a test, one could examine performance over
time as a function of voice (see Mack, 1989, for preliminary data on this issue).

Training Effects. From an applications perspective, it is important to determine the
time-course of training effects and asymptotic levels of comprehension performance as well
as capacity demands. For example, a system that yields initially poor comprehension perfor-
mance may, with exposure and training, ultimately yield high comprehension performance.
This information, as well as costs associated with training, should be weighed with other
factors when selecting a particular TTS system.

Memory Decay. The increased processing load for synthetic speech may also lead to
poorer memory for comprehended information. This possibility is suggested by earlier studies
demonstrating poorer STM retention of degraded natural (Da Ilett, 1964; Rabbitt, 1966)
and synthetic word lists (Luce et al., 1983). In addition, there may be LTM losses for
comprehended information even when original comprehension levels for synthetic speech are
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equivalent to those obtained for natural speech. Such a result would indicate a subtle, but
important effect which should be considered in application decisions. A simple way to test
this would be to administer comprehension tests at variable intervals after spoken passages
to assess long-term retention. To our knowledge, studies of long-term retention have not
been carried out yet with passages of synthetic speech.

Generalization. A more global issue that has received relatively little attention to date
is the generality of the results obtained with synthetic speech. Are the results obtained with
synthetic speech also found with other types of processed speech? At the level of segmental
intelligibility, the answer is clearly "no." Nusbaum, Dedina & Pisoni (1984) demonstrated
that perceptual confusions are dramatically different for DECtalk and noise-degraded nat-
ural speech CV syllables. We might expect that confusion patterns would vary with the
various speech output devices, reflecting specific acoustic-phonetic synthesis rules for TTS
systems, specific interactions between digital-encoding techniques and a speech signal, or in-
teractims between different types of noise and a speech signal. However, other phenomena,
such as capacity demands, listener fatigue, and "levels of processing effects" (Luce, 1981;
Ralston et al., 1989: Schmidt-Nielson & Kal lman, 1987) have not been investigated in stud-
ies with natural, synthetic, vocoded, and noise-degraded speech. Future experiments should
determine whether these effects reflect general adaptive strategies of listeners to degraded or
impoverished speech signals or whether they too are specific to the particular output device
using synthetic speech.

Miscellaneous Issues. Evaluation studies of synthetic speech using special user popu-
lations have received greater attention recently (Greene & Pisoni, 1988; Mack, 1987, 1989;
Ozawa & Logan, 1989). These have included studies with children and non-native English
speakers. However, there have been no studies conducted with the elderly, a rapidly growing
segment of the American population. Because of their increasing numbers, and because of
the broader application of TTS devices, there is an increasing need to determine whether
this population encounters special problems with synthetic speech. Due to the prevalence
of presbycusis and attentional deficits in this population, we would expect that they would
experience some problems in perception and comprehension.

Likewise, demanding or stressful environments, such as noisy or reverberant sound fields,
should be studied. Because these environments may be relatively common in application
settings, it is important to assess their impact c a performance. Noisy and reverberant envi-
ronments degrade the quality of speech signals. and therefore are expected to degrade per-
ceptual performance. Part of the expected performance decrements may be due to relatively
"low-level" effects, such as degrading the physical signal or auditory masking. However, there
may also be more central contributions to performance decrements, particularly attentional
constraints.

Finally, a greater emphasis should be placed on implementing voice technology using
synthetic speech in real-world applications, especially when an operator is required to carry
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out several simultaneous cognitive tasks. Although laboratory studies have demonstrated
differences in performance between natural and synthetic speech, there is a paucity of data
collected in "natural" situations. Data-base query systems, computer-aided instruction, and
voice mail are reasonable starting points for applied research on synthetic speech.

In summary, this chapter has revimed research on the comprehension of synthetic speech
carried out over the last 15 years. A large number of Qtudies have demonstrated differences
in segmental intelligibility between natural and synthetic speech. However, the evidence
regarding comprehension is less conclusive. This is especially true with respect to compre-
hension of passages of fluent connected speech. Although the accumulated evidence to date
indicates reliable differences in comprehension between natural speech and a wide variety
of different kinds of synthetic speech, the results are quite variable across different studies,
suggesting that important methodological factors need to be controlled before true differ-
ences in comprehension performance can be uncovered. In comprehension studies that have
used successive measurement techniques, the results are equivocal. On the other hand; in
comprehension studies that have used on-line simultaneous measurements, the results show
reliable effects that are correlated with segmental intelligibility scores. When segmental in-
tellig.bility is equated between natural and synthetic speech, differences in comprehension
performance have still been observed suggesting a general attenuation of the processes used
to construct semantic and syntactic representations from acoustic-phonetic information con-
tained in the speech signal. Additional research is needed to further understand the locus
of these differences in comprehension performance. Because spoken language processing is
extremely robust, it is often difficult. to observe diffeences in comprehension without using
fine-grained simultaneous measurement techniques.
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Abstract

The present study explores the way that talker variation influences the 2-month-old
infants' perception and memory for speech sounds using the HAS procedure. Exper-
iment 1 focuses on the consequences that talker variation has on the infant's ability
to detect differences between ;;;-,:ech sounds. When listening to versions of a syllable,
such as /beg /, produced by six male and six female talkers, infants were able to detect
a change to another syllable, such as Ring/, uttered by the same group of talkers.
In fact, as far as detecting the difference was concerned, infants exposed to multiple
talkers proved to be as good as other infants , who heard utterances produced by only
a single talker. Moreover, results from other test conditions showed that infants could
discriminate between the voices of the individual talkers, although discriminating one
mixed group of talkers (three males and three females) from another proved to be
too difficult for them. Experiment 2 explored the consequences of talker variation on
infants' memory for speech sounds. The HAS procedure was modified by introducing
a 2-minute delay period between the preshift and postshift phases of the experiment.
In this condition, talker variation impeded the encoding of speech sounds by infants.
However, infants who heard versions of the same syllable produced by 12 different talk-
ers did not detect a change to a new syllable produced by the same talkers after the
delay period. Infants who heard the same syllable produced by a single talker were
able to detect the phonetic change after the delay. Finally, although infants who heard
productions from a single talker retained information about the phonetic structure of
the syllable during the delay, they apparently did not retain information about the
identity of the talker. Experiment 3 demonstrated that talker variation need not inter-
fere with the retention of all speech it formation by infants. Specifically, infants were
able to recognize a change in the gender of the talkers' voices (from male to female
or vice versa) after a 2-minute delay, even when six different males and six different
females produced the sounds. These results have important implications for the way
that word recognition processes and the mental lexicon may develop during language
acquisition. Parallels are also noted in the way that talker variation affects speech
processing by infants and adults.
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Effects of Talker Variability on Speech Perception by
2-month-old Infants

One important aspect of language acquisition that begins to unfold during the first year of
life is the development of a lexicon in the native language. Just as children begin to produce
their first words towards the end of the first year, so too do they begin to understand words
from their native language (e.g., Iluttenlocher, 1974). Comprehending words requires that
the infant store away some representation of the sound structure of the word so that they can
retrieve the appropriate meaning. A number of the prerequisites necessary for the successful
storage of words, and hence, for the development of the lexicon have been studied during
the last 20 years of research on infant speech perception. For example, the capacities of
infants to discriminate subtle phonetic distinctions have been well-documented (e.g., As lin,
1987; As lin, Pisoni & Jusczyk, 1983; Eimas, 1982; Jusczyk, 1981; Kuhl, 1987). In addition,
a number of studies have shown that, by 6 months, infants are apparently able to ignore the
variability in the speech signal introduced when the same item is uttered by different talkers.
This latter ability is critical for being able to recognize the same word spoken by different
individuals. Some recent work also demonstrates that even newborn infants apparently
have some minimal capacity to represent different speech sounds (Bertoncini, Bijeljac-Babic,
Jusczyk, Kennedy & Mehler, 1988; Jusczyk, Bertoncini, Bijeljac-Rabic, Kennedy & Mehler,
in press). Nevertheless, many other important factors related to lexical development have
yet to be explored. For example, very little is known about the capacity of infants to retain
information about the speech sounds that they hear, or, indeed, about factors that might
affect the retention of information about the sound properties of words. Information about
such issues is critical in order to understand the way that the lexicon is structured and how
it develops.

One factor known to affect the way that adults encode speech sounds is talker variability.
Although adults are readily able to adjust for differences in talker's voices in perceiving
speech sounds (e.g., Bladon, Benton & Pickering, 1984; Dechovitz, 1977; Disner, 1980;
Fourcin, 1968; Gerstnian, 1968; Neary, 1978; Rand, 1971; Summerfield 1975; Syrdal & Copal,
1986; Verbrugge, Strange, Shankweiler & Edman, 1976), these kinds of adjustments are not
without consequence for perceptual processing. Thus, the accuracy with which items are
identified suffers when talker voice varies as opposed to when it remains constant (Creelman,
1957; Fourcin, 1968; Verbrugge et al., 1976). Similarly, the latencies required to perform
identification (e.g., Summerfield, 1975: Summerfield & Haggard, 1973) and matching tasks
(Allard & Henderson, 1975; Cole, Coltheart & Allard, 1974) have been shown to increase
significantly when listeners are required to adjust to different talkers' voices. With respect
to perception, the consequences associated with adjusting to different talkers' voices appear
to be confined to early stages of acoustic-phonetic processing as opposed to higher level ones
(Mullennix, Pisoni & Martin, 1989). Thus, Mullennix et al. showed that talker variability
interacts with variables that affect acoustic-phonetic encoding (such as the presence of white
noise) but not with variables that affect higher-level word recognition processes (such as
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lexical density and word frequency). However, there is also evidence that talker variation
has consequences for cognitive processes other than those involved in perception. On the one
hand, Martin, Mullennix, Pisoni & Summers (1989) found that. memory processes in recall
tasks can be adversely affected when listeners must cope with talker variation. In particular,
their results suggested that both encoding processes and the efficiency of rehearsal processes
used to transfer items into long term memory were disrupted by talker variation. On the
other hand, Craik and Kirsner (1974) found that talker variability could actually have a
beneficial effect on recognition memory of items presented in a list. Thus, their subjects
were faster and more accurate for items that were repeated in the same voice as the original
item.

In summary, despite the fact that adult listeners are able to adjust fairly rapidly to talker
variation, there are indications that costs are associated with the process. These costs show
up both with respect to the initial perceptual processing of the signal and in its encoding
into long-term memory. It is also clear that information about talker differences are detected
in perception and may be retained in memory. Although costs may be incurred in terms of
the amount of information that can be encoded when talker variation occurs, there are some
benefits as well for subsequent recognition of the items that are encoded.

As noted earlier, there is evidence that, by 6 months of age, infants display some bask
ability to cope with talker variation. Kuhl (1979; 1983) showed that 6-month-olds will con-
tinue to detect a phonetic contrast in the face of changes in speaking voices that range from
children to adults and include both males and females. Thus, infants trained to distinguish
a contrast between two vowel tokens produced by a single talker successfully generalized
this distinction to vowel tokens produced by different talkers, even when there was consid-
erable acoustic overlap among the tokens of the distinctive vowel classes (Kuhl, 1983). Of
course, were it the case that infants succeed because they are simply unable to distinguish
differences between talkers' voices, then their achievement on this type of task would not
be very remarkable. However, there is ample evidence to believe that this is not the case.
Studies with newborn infants show them to be capable of recognizing their mothers' voices
from those of other mothers (e.g., De Casper & Fifer, 1980; Mehler, Bertoncini, Barriere Sr
Jassik-Gerschenfeld, 1978; Mills & Meluish, 1974). Moreover, 6-month-olds are able to per-
form a task that requires responding to tokens produced by a particular talker as opposed
to another talker (Miller, Younger & Morse, 1982).

Nevertheless, the question as to whether the infant's success at coping with talker varia-
tion also bears a cost for perceptual processing and memory has not been directly addressed
in previous research. In fact, aside from the two studies by Kuhl (1979; 1983), the only
attempt to focus on the way Oat infants handle irrelevant variation in speech sounds was
a study by Kuhl and Miller (i982) with infants 1- to 4-months of age. Kuhl and Miller
used synthetic vowel stimuli and examined the capacity of infants to detect a change in one
dimension when a second dimension varied irrelevantly. The two dimensions were pitch and
vowel quality. Their results indicated that when pitch varied irrelevantly, the infants were



able to detect a vowel change. However, the converse did not hold. Namely, when infants
were exposed to a series of randomly alternating vowels, /a/ and they did not detect a
subsequent change in pitch contour. Consequently, Kuhl and Miller interpreted this as an
indication that the vowel quality dimension was more salient for the infants and distracted
them from detecting the change in pitch quality. As further support of their interpretation,
Kuhl and Miller noted that infants took significantly longer to habituate to the stimuli when
vowel quality varied irrelevantly than they did when pitch quality varied, suggesting that
infants attended more to the vowel variation than to the pitch variation (however see Carrell,
Smith and Pisoni, 1981).

Kuhl and Miller's findings are an interesting demonstration that irrelevant variation
along some dimension may hinder infants from detecting a change along another less salient
dimension. Still, it is hard to predict whether the type of variation introduced by alternating
different vowels is of the same order of magnitude as one stemming from the presence of
different talkers (Carrell et al., 1981). In fact, the studies with older infants indicate that
coping with talker variation does not prevent infants from discriminating a contrast between
different vowels (Kuhl, 1979; 1983). Nevertheless, what is not known at present is the
extent to which infants may incur the kinds of subtle costs in processing and encoding
speech that have been reported for adult listeners when dealing with talker variation (e.g.
Martin et al., 1989; Mullennix et al., 1989). Information about the way that talker variation
influences speech processing by infants is important not only for determining how the lexicon
develops, but also for understanding the mechanisms that underlie the process of perceptual
normalization. For instance, it has been suggested that normalization may operate at early
stages of speech processing in a mandatory fashion, independently of higher-level cognitive
processes (Miller, 1987; Mullennix et al., 1989). If so, then in line with other features that
are associated with modular systems, one might expect to find that the characteristics of
the normalization system are innately wired and fixed. Hence, strong parallels would be
predicted for the way that talker variation influences perceptual processing in infants and
adults.

It was with these issues in mind thLt the present study was undertaken. Accordingly,
we designed a series of experiments to evaluate the way that talker variation affects the
processing and retention of speech sounds by 2-month-old infants. The first experiment
focuses on potential effects involved with the perception of a speech contrast. The second
and third experiments are concerned with the impact that talker variation has on infants
memory for speech information.

Experiment 1

Previous investigations of infants' capacity for dealing with talker variation have focused
on infants 6-months of age (e.g., Kuhl. 1979; 1983). Hence, nothing is currently known
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about the capacity of younger infants to cope with talker variability. Consequent Iv, we
decided to use a modified version of the high-amplitude sucking (HAS) procedure to explore
this capacity in 2- month -olds. The speech contrast that was selected involved a change in
the initial consonant of two CVC syllables, /bAgi and iclAg/ (corresponding to the English
words, "bug" and "dug"). The syllable tokens for the study were chosen from six male and
six female talkers who produced them originally for use in the Mullennix et al. (1989) study.

Determining the consequences of talker variation requires comparisons between r';.tiations
involving single-talkers and comparisons involving multiple-talkers. For this reason, we de-
cided to examine the same contrast in both the single- and multiple-talker conditions. Hence,
one experimental group and one control group was tested with tokens from a single-talker.
The expe:imental group was habituated to one of the syllables, either Pang/ or Rine, and
were presented with the remaining syllable during the postshift phase. The control group
was habituated to one of the two syllables and continued to hear the same one during the
test phase. There were two comparable multiple talker conditions. The only difference was
that tokens from all 12 talkers were used during both the habituation and test, phases of the
experiment. By comparing the performance of the infants in the multiple-talker conditions
with that of the infants in the single-talker conditions, we could evaluate the consequences of
talker variation on the 2-month-old's capa-*,y to detect a phonetic change. We hypothesized
that any increase in processing load associated with the multiple-talker condition might show
itself either in discrimination performance or in the time that it took for infants to habituate
to the syllable(s) during the first phase of the procedure, as Kuhl and Miller reported for
their study.

Two additional conditions were also included in the study. First, to determine whether
the tokens from the different talkers used in the present study were discriminable for the
infants, we tested a group in which the contrast was not a phonetic change, but rather a
difference between two talkers. A number of previous studies have examined the ability of
infants to detect differences between talkers' voices, but these studies used speech samples
longer than a single syllable (e.g., De Casper 1Zz Fifer, 1980; Kaplan, 1969; Turnure, 1971).
In the present investigation, the syllable type (e.g., IcIngl) was the same for both !lases
of the experiment, but the identity of the talker was changed after habituation to the first
syllable. The remaining test condition was one that involved habituating the infants with
tokens of a particular syllable type (e.g., /me) spoken by a set of 6 different talkers (3
males and 3 females). Then, following habituation to these tokens, the infants were switched
to an entirely new set of talkers (3 males and 3 females) uttering the same syllable. The
purpose of this last condition was to assess possible limitations on infants' abilities to encode
information about talker identity. Thus, to discriminate the contrast. in this last condition,
infants would have to encode the syllables according to the identity of the talker and retain
this information for comparison with the new tokens presented after habituation. Previous
work with infants at this age indicates that they are capable of representing information
about the phonetic content of syllables (e.g., / bi /, /ha /, bAi) so as to detect the presence
of new syllable types (e.g., /1)0 presented after habituation (e.g., Bertoncini et al., 1988;
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Jusczyk et al., in press; Jusczyk & Dcrrah, 1987). However, little is known about whether
they also include information about talker identity in their representations of these syllables.

Method

Procedure. Each infant. was tested individually in a small laboratory room. The infant.
was placed in a reclining chair facing a blank wall approximately I rn. away. An image of
flowers was projected on the wall for the entire test session. The picture 's situated just
above a loudspeaker through which the test. stimuli were played. Each infant sucked on a
blind nipple held in place by an experimenter who wore headphones and listened to recorded
music throughout the test. session. A second experimenter in an adjacent room monitored
the test apparatus.

The experimental procedure was a modification of the high-amplitude sucking technique
(Eimas, Siquela.nd, Jusczyk Sr Vigorito, 1971; Jusczyk, 1985b; Siqueland & De Lucia, 1969).
For each infant, the high amplitude sucking criterion and the baseline rate of high ampli-
tude sucking were established prior to the presentation of any test stimuli. The criterion
for high-amplitude sucking was adjusted to produce rates of 15-35 sucks/min. After a base-
line rate was established, the presentation of stimuli was made contingent on the rate of
high-amplitude sucking. Criterion sucks resulted in the presentation of one speech syllable.
For infants in the single-talker conditions, the same syllable was presented throughout the
preshift phase of the experiment. For infants in the multiple-talker conditions, the syllables
were selected at random from a set stored on a computer disk. Thus, it was possible that
an infant in a multiple-talker condition might hear the same syllable or a different one for
successive criterion sucks. The maximum stimulus presentation rate was one syllable per
second. If the infant produced a burst of sucking with interresponse times less than I sec-
ond, then each response did not produce one presentation of a stimulus. Instead the timing
was reset so as to provide continuous auditory feedback for one second after the last response
of the sucking burst. In any case, if the 1 sec. period would have terminated in the middle
of a syllable, it was delayed until the syllable was completed.

The criterion for habituation during the preshift phase of the experiment was a decrement
in sucking rate of 25% or more over 2 consecutive minutes compared with the rate in the
immediately preceding minute. At this point. the auditory stimulation was changed to
match that used in the postshift phase of a given condition. For infants in the experimental
conditions, this resulted in a change in the stimuli presented. Infants in the control conditions
continued to hear the same stimuli as before. The post shift phase began with the presentation
of the first stimulus after the habituation criterion had been achieved. The infants' sensitivity
to changes in auditory stimulation was inferred from comparisons of response rates of subjects
in the experimental and control conditions during the postshift period. The postshift period
lasted for at least 4 minutes or until the infant showed a 25% decr-.. -e in sucking for two
consecutive minutes.
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Stimuli. The stimuli consisted of natural versions of the syllables /bag/ and Mae
produced by six male and six female talkers from Indiana. The stimuli were words recorded
on audio tape in a sound attenuated booth using an Electro-Voice Model D054 microphone
and a Crown 800 series tape recorder. The utterances were subsequently digitized via a 12-
bit analog-to-digital converter and stored on a PDP 11/34 computer at the Speech Research
Laboratory at Indiana. University. The digitized versions of these stimuli were copied on
floppy disk and transferred to a PDP 11/73 computer at the Speech Perception Laboratory
at the University of Oregon. The stimuli were converted to analog form in real-time via
a 12-bit digital-to-analog converter. They were accessed directly during the course of the
experiment and played out through a 4.8 kHz low-pass filter. All of the words used in the
experiment had been previously tested for intelligibility using a group of adult listeners at
Indiana University. The items received identification scores of 95% correct or above when
presented in isolation.

Design. Each infant was seen for one experimental session. Twelve subjects were ran-
domly assigned to each of six test conditions (see Table 1). During the preshift phase of
the experiment, infants in the three Single Talker conditions, were exposed to r...Tetitions of
an utterance of either /bag/ or /dAg/ selected from one of the 12 different talkers. Half of
the infants in each condition heard icing/ and the other half, iba.g/. To ensure that we had
not selected the most discriminable pairs from one of our talkers, each infant in each control
and experimental group was tested with tokens from a different talker. The infants in the
control group heard the same token during both the habituation and postshift phase of the
experiment. Infants in the Phonetic Change condition heard one of the two syllables from a
particular talker during the habituation phase (e.g., MAO and the other one (e.g., /dAg /)
during the postshift phase. Infants in the Talker Change condition heard one syllable (e.g.,
/dAg/ from Ma le#1) from a particular talker during the habituation phase and a phoneti-
cally identical syllable (i.e., /dAg/ from Male#5) taken from a different talker of the same
gender during the postshift phase. For half of the infants, the syllable type was /bAgi and
for the other half, it was /dAg /. Similarly, for half of the infants, the tokens were produced
by female talkers, and for the other half, they were produced by male talkers.

The Multiple-Talker conditions were roughly parallel to the Single-Talker conditions.
The Multiple-Talker control condition was identical to the Single-Talker control except that
the tokens of a particular syllable type (f..g., /b4g1 from all 12 talkers were presented in
random order during each phase of the experiment. The Multiple-Talker Phonetic Change
condition used tokens of a particular syllable (e.g.. /cIng/) from all 12 talkers during the
habituation phase and were switched in the multiple tokens of the other syllable type (e.g.,
/bag/ during the postshift phase. Half of these infants heard bng/ and half heard /dAg /.
Finally, the Mulitple-Talker Talker Change condition consisted of a habituation phase in
which infants heard tokens of a particular syllable type (e.g., time) spoken by a set of 6
different talkers (3 males and 3 females). Then, during the test phase, the infants were
switched to an entirely new set of talkers uttering the same syllable. The particular talkers
included in the habituation and postshift sets was varied randomly from infant to infant but
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always included 3 males and 3 females. Half of the infants heard utterances of /bug/ and
the remainder, /dug /.

Insert Table I about here

Apparatus. A blind nipple was connected to a Grass PT5 volumetric pressure transducer,
which in turn was coupled to a Grass (Model 7) polygraph. A Schmitt trigger provided a
digital output of the criteria! high-amplitude sucking responses. This output was relayed to
a PUP 11/73 computer which recorded and saved the number of criterion responses on
minute by minute basis. In addition, it accessed the digitized syllables and controlled the
presentation of the auditory stimuli at a level of 72 2 dB (C) SPL in response to criterion
level sucking. The sounds were played out using a Kenwood (KA-3500) amplifier and a
JI3L (4310) loudspeaker. The computer was programmed to record the level of baseline
responding, detect the attainment of the criterion for habituation, select the appropriate
set of postshift stimuli, and terminate the experiment in the event that the criterion for
habituation was achieved after 4 minutes during the postshift period.

Subjects. The subjects were 72 infants (36 males and 36 females) from the Eugene area
with a mean age of 9.2 weeks. To obtain the 72 infants for this study, it was necessary to
test 136 subjects. Subjects were excluded for the following reasons: crying (45%), falling
asleep prior to shift (11%), repeatedly rejecting the pacifier (15.5%), ceasing to suck during
the course of the experiment (e.g., 2 consecutive minutes of zero level responding) (11%),
failure to achieve the habituation criterion within 24 minutes (12.5%) and miscellaneous
(e.g., equipment failure, bowel movement, etc.) (5%).

Results

For purposes of statistical comparison, subjects' sucking rates were examined for four
intervals: baseline minute, third minute before shift, average of minutes 1 and 2 before
shift, and average of the first 2 minutes after shift. These data were then used to calculate
difference scores for each of the following rate comparisons: (a) acquisition of the sucking
response: third minute before shift - baseline; (h) habituation: third minute before shift -
average of the last two minutes before shift; (c) release from habituation: average of the first
two minutes after shift - average of the last two minutes before shift.'

lin addition, we also calculated a measure of the release from satiation for the full four minutes after
shift (i.e., average of all four minutes after shift - average of last two minutes before shift). However, since
the pattern of results with this measure was identical to that observed with the two-minute measure for all
the experiments in the paper, we report only the two-minute measure since it is recognized in the literature
as the more sensitiveof the two.
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Table 1

Design of &per-in-tent I

Single Talker Conditions
Preshift Phase Postshift Phase

Phonef:.. Change

Talker Change

Control

bug( male#1)

bug( male#1)

bug( fe le#4)

dug(male# 1 )

bug(male#5)

bug(female#4)
Multiple Talker Conditions

Preshift Phase Postshift Phase
Phonetic Change

Talker Change

Control

bug(f4),bug(m3),bug(f2),
bug(m6),bug(f1),bug( m4 ),
bug(m5),bug(f6),bug(f2),...

bug(f4),bug(m3),bug(f2),
bug(m6),bug(f1),bug(m4),
bug(m4 ),bug(fl ),bug(f2),...

bug(f4),bug(m3),bug(f2),
bug(m6),bug(f1),bug(m4),
bug(m5),bug(f6),bug(r2),...

dug(f4),dug(m3),dug(f2),
dug( nI6),dug(fl ),dug(m4),
dug(m5),dug(f6),dug(f2),

bug( f3),bug(m2),bug(f6),
bug(m5),bug(f5),bug(m1),
bug(ml ),bug(f6),bug(f5),

bug(f4),bug(m3),bug(f2),
bug(m6),bug(f;',bug(m4),
bug(m5),bug(f6),bug(f2),
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As is usually the case in studies employing the HAS procedure, subjects in all groups
acquired the conditioned high-amplitude sucking response and attained the habituation cri-
terion. Moreover, an ANOVA used to assess possible group differences during the preshift
period revealed only the expected significant effect. of minutes [F(3, 264) = 113.95, p < .00011.
There was no evidence of any significant main effect. for groups [F(5, 264) < LOU] or inter-
action of this variable with minutes [F(15,264) < 1.001.

The data concerning release from habituation during the postshift period are displayed
in Figure 1. Randomization tests for independent samples (Siegel, 1956) were used to assess
postshift sucking performance. The release from habituation scores of each experimental
group were compared to its appropriate control group (i.e., the Single-Talker groups with the
Single Talker control and the Multiple-Talker groups with the Multiple-Talker control). The
results indicated that the infants showed significant. (p < .001 or better) increases in sucking
to the Phonetic Change in both the Single- and Multiple-Talker conditions, 1(22) = 4.09
anu 2.62, respectively. Thus, both groups discriminated the difference between Ilmg/ and
idAgi.

Insert Figure 1 about here

The results from the Talker Change conditions presented a different pattern. Infants in
the Single-Talker condition readily detected the Talker Change during the postshift period
[t(22) = 8.28,p < moll. This is an indication that even within the same gender, the dif-
ferences in talkers' voices were highly discrirninable for the infants. Nevertheless, there are
apparently some limits on the ability of infant:: this age to encode information about talker
identity, because infants in the Multiple-Talker Talker Change condition did not display evi-
dence of discriminating the difference [t(22) = 0.271. This finding replicates results reported
for 7-month-old infants by Miller et al. (1982) in which they tried to train infants to respond
to mixed groups of male and female talkers using a conditioned headturning procedure.

Thus far, the results indicate that, like their older conntt.rparts (Kuhl, 1979; 1983), 2-
month -olds are able to adjust to talker variabtlity in detecting a phonetic contrast. However,
to evaluate the consequences that adjusting to such variability might have on infants' pro-
cessing of speech, several additional tests were conducted. First, we compared the postshift
levels of responding by the infants in the Single- and Multiple-Talker Phonetic Change con-
ditions using Randomization tests for independent samples. The two groups did not differ
significantly with respect to this measure [422) = 0.291. Next, we sought to determine
whether a difference between infants in the Single- and Multiple-Talker conditions might
be observed in the Time to Habituation measure used by Kuhl and Miller (1982). We col-
lapsed across the three groups in both the Single- and Multiple-Talker conditions since the
treatment in each of the groups was essentially the same for the preshift period. Subjects
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Experiment I

Single Talker Multi Talker

Test Conditions

Phonetic Ch
Talker Cr,

$ Cohn!

Figure 1. Mean change in postshift sucking for each of the Single Talker (left hand side)
and Multiple Talker (right hand side) test conditions in Experiment 1. (The scores are
determined by subtracting the average sucking rates from the last two preshift minutes from
the average of the first two postshift minutes).
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in the combined Multiple-Talker conditions took significantly longer to attain the habitua-
tion criterion than those in the combined Single-Talker conditions (9.61 and 7.58 minutes,
respectively [470) = 3.05, p > .005j. Thus, the greater variety of tokens and/or their ran-
dom patterning apparently sustains the interest of infants longer during the preshift phase
of the experiment. A third anal'sis examined whether there was evidence that infants in
the Multiple-Talker conditions ,night take longer tc re-habituate to the stimuli during the
postshift phase of the experiment. For this purpose, we used the measure employed by
Bertoncini et al. (1988). For infants each experimental group, we calculated the amount
of time it took in the postshift period before the habituation criterion was achieved and/or
the experiment was terminated.2 The times to rehabituation scores are presented in Table
2. For the Phonetic Change conditions, no significant differences were observed between the
Single- and Multiple-Talker groups [((22) = 0.221. However, when only a Talker Change was
involved, the difference between the Single- and Multiple-Talker conditions was marginal,
[t(22) = 1.74,p .101, suggesting that re-habituation occurred more slowly for the Multiple-
Talker group.

Discussion

What conclusions ran be drawn from these results concerning the effects of talker varia-
tion on the perception (f speech by 2-month-olds? First, it is clear that by this age infants
already display some rudimentary form of perceptual normalization. infants can detect a
phonetic change between two stop consonants when as many as 12 talkers' voices vary irrel-
evantly. This result confirms and extends the findings reported for vowel and fricative con-
trasts reported by Kuhl (1979; 1983; Holmberg, Morgan & Kuhl, 1977) with 6-month-olds.
Second, 2-month-olds are capable of perceiving differences between two different talkers' ut-
terances of the same syllable, although there do seem to be limits to precisely what they can
encode about talker differences. Thus, when listening to a set of different talkers utter the
same syllable, they do not detect a change to a new set of talkers uttering the same syllable.
Third, discrimination performance does not suffer significantly when tokens from multiple
talkers are used as opposed to when only tokens from a single talker are used. Hence, unlike
Kuhl Sc Miller's (1982) finding that irrelevant vowel variation significantly interfered with
infants' ability to detect a pitch change, there is no evidence in the present study that talker
variability interferes with infants' detection of a phonetic contrast. However, this is no:. to
say that the infants' processing of speech is unaffected by talker variation. In fact, infants
exposed to tokens from a variety of different talkers took significantly longer to habituate to
syllables than infants who were exposed to tokens from a single talker.

Perhaps the most striking finding from this study is that infants listening to syllables
produced by many different talkers did so well in detecting the phonetic change. Can it

20n lv the data from the experimental groups are used in this calculation because responding in the
control groups is already near floor levels and no new stimulation is introduced during the postshift period
for these groups.

145
La; "4



then be assumed that, in contrast to adults, lower level perceptual processes in infants are
unaffected by talker variation? Such an assumption would be premature for a variety of
reasons. First, we note that talker variation did have an effect on the time it took infants to
habituate to the sounds. Hence, talker variability may have been affecting the development
of a perceptual representation of the sounds. Second, the lower level perceptual effects
caused by talker variation that have been reported for adults (Mullennix et at, 1989) are
most evident when the stimulus conditions are less than optimal. For example, the longest
effects occurred when the stimuli were degraded with noise. It is possible that under similar
circumstances infants might also show deficits in discrimination performance in the presence
of talker variation. Moreover, as noted earlier, encoding processes in memory are also affected
in adults when talker variation is present (Martin et al., 1989). Given our finding of longer
habituation timos for the Multiple-Talker conditions, we wondered whether infants might also
be affected by talker variation in the way that they encode and remember speech information.
For this reason, we carried out another experiment.

Experiment 2

The subject of how speech signals are encoded and remembered by infants has been
discussed in the past. For example, in their study of vowel perception by infants, Swoboda,
Morse and Leavitt (1976) noted that the likelihood that infants discriminated certain vowel
contrasts appeared to be inversely related to the length of the interval between the last
occurrence of the preshift stimulus and the first, occurrence of the postshift, stimulus when
the HAS procedure was employed. Morse (1978) later suggested that manipulations of the
preshift-postshift interval duration could provide a way of assessing memory effects in the
HAS paradigm. In addition, discussions of the role that memory may play in discrimination
performance have been raised in conjunction with studies that have used varied stimulus
sets in place of a single stimulus during the habituation phase of the HAS procedure (e.g.,
Bertoncini et al., 1988; Jusczyk De-rah. 1987; Kuhl & Miller, 1982; Miller Eimas, 1979).
Nevertheless, until very recently direct attempts to manipulate and assess memory factors
in the HAS procedure have not been reported in th,1 literature.

Clearly. information about the encoding process that infants use for speech is critical to
understanding the growth and development of a lexicon in the native language. The infant
must ultimately store some sort of acoustic-phonetic representation that will allow him or
her to access the meanings of spoken words (see Jusczyk, 1985a; 1986; in press for further
discussion of this point.). In the present context. one can ask about the way in which talker
variation might influence the encoding of speech sounds by infants. On the one hand, talker
variation might be expected to interfere with encoding processes, as Martin et al. (1989)
observed for adults. On the other hand. it might be argued that tokens from multiple talkers
might permit infants to form a prototype that would actually facilitate the recognition of
a syllable or word type. Thus, Grieser and Kuhl (1989) have recently reported evidence
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consistent with the view that 6-month-old infants may form prototypes for some speechsound categories and that "this may contribute to their seemingly efficient processing of
speech information..." (p. 577). indeed, one way of interpreting the lack of discrimination
by infants in the Multiple Talker Talker Change condition in the previous experiment is thatthe infants formed a. prototype for the syllable category that they were exposed to during
the habituation phase and that the new instances that they heard during the postshift phase
were simply treated as members of a familiar category.

The first step toward understanding the consequences o talker variation on encodingby infants is to devise a means for assessing their representation and memory of speechsounds. In addition to modifying the traditional HAS procedure by presenting a randomizedset of sounds as in the previous experiment (see also Bertoncini et al., 1988; Jusczyk &Derrah, 1987; Kuhl & Miller, 1982), we also introduced anether modification first employedby Jusczyk, Kennedy & Jusczyk (in preparation). Specifically, a 2-minute delay period
filled with a slide presentation is introduced between the habituation and postshift phasesof the HAS procedure. No auditory stimulation is present during this period. When theslide present-tion is completed, the postshift period begins and the auditory stimulation
resumes with either novel or familiar stimuli depending on whether an experimental or
control condition is involved.

The basic issue is to determine whether talker variation affects infants' encoding of speechin long term memory. Consequently, we decided to compare performance under both single-and multiple-talker conditions. Four groups of infants were tested in conditions that par-
alleled the Phonetic Change and Control conditions of Experiment 1 (Single-Talker Pho-
netic Change and Control Conditions, and Multiple-Talker Phonetic Change and Control
Conditions). If talker variation disrupts encoding, then discriminatio performance in the
Multiple-Talker condition should be worse than for the Single-Talker condition. On the
other hand, if talker variation promotes the formation of prototypes, then performance may
actually be better in the Multiple-Talker condition. Finally, in addition to these four groups,
a fifth group, Single-Talker Talker Change Condition, was included in order to see whether
infants might encode information about talker identity into their representations of syllables.
To the extent that information about talker identity is stored, one would expect to find that
infants would respond to the Talker Change after the delay interval.'

Method

Procedure. A modified version of the high-amplitude sucking procedure described in the
previous experiment was used. The modification consisted of the insertion of a 2-minute
delay interval between the habituation and postshift phases of the experiment. Upon the

3The parallel Talker Change Condition for Multiple-Talkers was not tested because of the failure of the
infants in Experiment I to discriminate the difference even when no delay interval was employed.

147

U



attainment of the habituation criterion, the computer beeped signaling to the experimenterin the control room to initiate the slide show. The fixation slide was extinguished and in itsplace, new slides were projected. The slides were a series of 24 colorful family vacation slidesthat were projected on the wall facing the infant in the test room. Each slide was shown for5 sec. During the slide presentation, the experimenter in the test room continued to hold thepacifier in the infant's mouth although no auditory stimulation was presented. Followingthe 24th slide, the fixation slide was projected once again and auditory stimulation wasavailable in response to criterion sucking. In all other respects, the procedure was identicalto that used in Experiment 1. Extensive pilot testing by Jusczyk, Kennedy and Jusczyk (inpreparation) determined the parameters for the memory delay interval. For example, thedecision to keep the pacifier in place during the delay was made when it was determined thatthe removal and re-insertion of the pacifier during the delay interval led to spurious increasesin sucking in the control and experimental groups. Similarly, the number of slides employedand their projection durations were optimal for maintaining the infants' attention.
Apparatus. The apparatus used was identical to that described for the previous experi-ment.

Stimuli. The same stimulus materials were used as in the previous experiment.

Design. Each infant was seen for one experimental session. Twelve subjects were assignedrandomly to each of 5 test groups. Two of these groups employed tokens of /1)4/ and/dAg/ from all 12 talkers. For the Multiple-Talker Phonetic Change condition, randomlyordered tokens of one syllable type (/bAg/ for half the infants, /dAg/ for the other half)were presented during the habituation phase, and tokens of the other syllable type wereplayed during the postshift phase. For the Multiple Talker Control condition, one of the two
syllable types spoken by all 12 talkers was presented for both phases of the experiment. Twoother group! heard tokens produced by a single talker for the entire test session (althoughthe identity of the talker varied for each infant). For the Single-Talker Phonetic Changecondition, one syllable (/bAg/ for half the infants, /icing/ for the other half) was playedduring the habituation phase and the other syllable was played during the postshift phase.
For the Single-Talker Control condition, one of these two syllables was presented for bothphases. Finally, the Single-Talker Talker Change condition, employed tokens of the same
syllable spoken by two different talkers of the same gender. During the habituation phase,
the token from one talker was played and during the postshift phase, the token from theother talker was played. Once again, each infant heard a different pair of talkers. Half of
the subjects heard a female pair and half heard a male pair. Sim . fly. half of the subjects
listened to versions of /bAg/ and the other half listened to versions of /(Ing/.

Subjects. The subjects were 60 infants (32 males and 28 females) from the Eugene areawith a mean age of 7.4 weeks. To obtain the 60 infants for this study, it was necessaryto test 121. Subjects were excluded for the following reasons: crying (51%), falling asleep
prior to shift (16%), repeatedly rejecting the pacifier (18%), failure to achieve the habituation
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criterion within 24 minutes (11.5'7), miscellaneous (experimenter error, parental interference)
(3.5%).

Results

The data were analyzed as in the previous experiment. Difference scores were calculated
for each subject to assess (a) acquisition of the sucking response, (b) habituation to the
preshift stimuli, and (c) release from habituation during the first 2 minutes of the postshift
period. As in the previous experiment, all groups acquired the conditioned response and
habituated to the preshift stimuli. Moreover, an ANOVA used to assess possible group
differences during the preshift period revealed only the expected significant effect of minutes
[F(3,220) = 194.93,p < .00011. Neither the main effect for groups [F(4,220) = 2.036,p =
.091 nor the interaction of this variable with minutes [F(12, 220) = 0.648,p = .801 was
statistically significant.

The data on release from habituation are shown in Figure 2. Randomization tests for
independent semples were again used to assess postshift sucking performance. in contrast
to the previous experiment, a difference emerged in the way in which infants in the Single-
and Multiple. Talker conditions responded to the Phonetic Change after the delay period.
In particular, only in the Single-Talker condition did the Phonetic Change group show a.
significant increase in sucking relative to the Control group during the postshift period
[022) = 2A I, p = .0461. Not only was the difference between the Phonetic Change and
Control groups not significant, for Multiple Talker conditions [422) = 0.291 but it was even
in the wrong direction. Thus, the presence of talker variation affects encoding of speech
sounds in memory by young infants.

Insert Figure 2 about here

Performance in the Single-Talker Talker Change group was also different than the results
observed in Experiment I. When compared to the Single Talker Control group, infants in
the Talker Change group did not exhibit a significant. increase in postshift sucking [422) =
0.89, p = .381. This suggests that talker identity may not have a high priority with respect
to the kind of information that infants encode and/or retrieve about speech sounds.

As in the previous experiment, we also examined the impact of talker variation on the
time to achieve the habituation criterion in both the preshift and postshift phases of the
experiment. For the preshift phase, we collapsed across all the Single-Talker groups and
across both Multiple-Talker groups since the stimulus presentation was the same for this
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Experiment 2

-5

Single Talker Conditions

Multiple Talker Conditions

Phonetic Cr,
Talker VI
Control

Phonetic Ch
I Control

Fizure 2. (a) Shows the mean change in postshift sucking for each of the Single Talkerconditions after the 2-minute clelay period in Experiment 2. (h) Shows the comparable
results for the Multiple lalker conditions.
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period. Once again, there was evidence of significantly longer times to habituation [458)
2.53, p < .021 for the Multiple-Talker group (11.74 minutes) than for the Single-Talker group
(9.22 minutes). To evaluate re-habituation during the postshift period, the comparable
groups were the Single-Talker Phonetic Change (5.08 minutes) and Multiple Talker Phonetic
Change (5.58 minutes) groups. There was no evidence that these groups differed significantly
on this measure 1422) = 0.761. Hence, talker variation appears to have affected the time to
habituation only during the preshift phase of the experiment.

Discussion

Two-month-old infants are able to retain acoustic-phonetic information for a delay period
of 2-minutes. This is evident in the performance of infants in the Single-Talker Phonetic
Change group to detect the difference between the stimuli played during the preshift and
postshift periods. Nevertheless, it is also clear that talker variation disrupts encoding and/or
retrieval processes in infants this age. Thus, infants in the Multiple-Talker Phonetic Change
group did not detect the difference between the preshift and postshift stimuli. The locus of
this effect appears to be in the encoding processes associated with long-term memory. In
the previous experiment without the delay, infants in the multiple talker group were able
to perceive the very same phonetic change. Hence, as in adults (Martin et al., 1989), we
find evidence that when infants are exposed to different talkers, this stimulus variability can
disrupt encoding processes.

Given the kind of experience that infants received in the present experiment., it is also
clear that exposure to different talkers uttering the same syllable did not facilitate the for-
mation of a prototype. Rather, talker variation appeared to interfere with the way in which
infants encoded speech information. This is shown not only in the failure of the infants in
the Multiple-Talker Phonetic Change group to discriminate the contrast, but also by the
fact that they took much longer to habituate to the syllables in the first place. One possible
explanation of the difficulty is that the infants were trying to encode the syllables individu-
ally using talker specific cues. However, this explanation seems unlikely in view of the fact
that infants in the Single-Talker Talker Change group gave no evidence of retaining infor-
mation about talker identity over the delay period, despite the fact that their counterparts
in Experiment 1 did detect such a change in the absence of any delay.

An alternative explanation of the present results is that the pattern observed here is not
the result of talker variation, per se, but is due to the presence of multiple tokens in the
familiarization phase combined with the delay in testing. Were this explanation correct,
then one would expect that whenever multiple tokens are used during the preshift phase and
testing is delayed, infants should fail to detect the presence of new items in the test phase.
However, Jusczyk et al. (in preparation) used a series of phonetically distinct syllables in the
preshift phase of their experiment and found that 2-month-olds did detect phonetic changes



after a 2-minute delay in testing. Therefore, the decrements in performance observed in thepresent study had more to do with the kind of information that was varying (talkers' voices)than the mere fact that something was varying. However, to explore further the consequencesthat talker variation has on speech processing by infants, we sought to determine whether
talker variation always disrupts memory for speech sounds. To evaluate this possibility, wedecided to investigate whether talker variation affects the ability to remember a very salientdistinction, viz., a change between male and female voices.

Experiment 3

Miller et al. (1982) established that 7-month-old infants could readily learn to categorizemale and female voices. Moreover, they demonstrated that infants' success on the task wasnot attributable to use of fundamental frequency of the voices (males have generally lowerfundamental frequencies than females) to distinguish the categories. Titus, there is somereason to believe that differences between male and female voices may be quite salient forinfants. Accordingly, we examined whether infants exposed to a variety of talkers fromone gender would retain this information over a 2-minute delay interval so as to notice achange to talkers of the opposite gender. Because the main objective of the study was todetermine whether talker variation disrupts the memory for any sort of speech contrast, wetested infants only on multiple talker stimuli. Hence, the present experiment had only twotest groups. One group was a. Talker Gender Change group in which infants were exposedto utterances of a particular syllable by 6 talkers of one gender during the preshift period,and to utterances of the same syllable by 6 talkers of the opposite gender in the postshiftperiod after a 2-minute delay. The other test group was a Gender Control group in whichinfants were exposed to utterances of a particular syllable by 6 talkers of the same genderthroughout the entire test. session.

Method

Procedure and Apparatus. The procedure and apparatns were identical to that of Exper-iment 2.

Stimuli. The same stimulus materials were used as in the previous two experiments.
Design. Each infant was seen for one experimental session. Twelve subjects were assignedto each of two test groups. Infants in the Talker Gender Change group heard randomlyordered tokens of one syllable type (half heard /mg/. half heard MAO produced by either6 male or 6 female talkers during the preshift phase of the experiment. During the postshiftperiod which began after a 2-minute delay interval, the infants heard utterances of the same
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syllable type produced by 6 talkers of the opposite gender. Infants in the Gender Control
group, were treated in the same way for the preshift period, but during the postshift period
they cortinned to hear the same utterances that. they had heard prior to the 2-minute delay.
For the infants in this group, half of them heard utterances from females and half heard
utterances from males. Similarly. half heard /bag/ and half heard /di,g/.

Subjects. The subjects were 24 infants (11 males and 13 females) from the Eugene area
with a mean age of 8.7 weeks. In order to obtain the 24 infants for the study, it was necessary
to test 47. Subjects were excluded for the following reasons: crying (.13.5%), falling asleep
prior to shift (17.5%), repeatedly rejecting the pacifier (30%), and failure to attain the
habituation criterion within 24 minutes (9%).

Results

The data were analyzed as in the previous two experiments. Difference scores were
calculated for each subject to assess (a) acquisition of the sucking response, (b) habituation
to the preshift stimuli, and (c) release from habituation during the first 2 minutes of the
postshift period. As in the previous experiments, both groups acquired the conditioned
response and habituated to the preshift stimulus. Moreover an ANOVA used to assess
possible group differences during the preshift period revealed only the anticipated significant
effect of minutes [F(3, 88) = 50.69, p < .00011. Neither the main effect for groups [F(1, 88)
1.95,p = .1661 nor the interaction of this variable with minutes [F(3,88) = 0.35,P = .787)was statistically significant.

The data on release from habituation are shown in Figure 3. Randomization tests for
independent samples, used to assess postshift sucking performance, indicated a significant
difference between the Talker Gender Change group and the Gender Control group [t(22) =
3.923,p = 0011. Therefore, despite the presence talker variation. 2-month-olds were able to
retain mfarmation about the gender of the talkers over a 2-minute delay interval.

Insert Figure 3 about here

Discussion

The presence of some forms of talker variation does not disrupt the retention of
all information about speech by 2-month-olds. In the present case, infants did appear to
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Experiment 3.



experience a difficulty in detecting the change from talkers of one gender to talkers of the
opposite gender. Two factors may have played a role in setting the present situation apart
from the one in Experiment 2. First, there was obviously greater homogeneity in the groups
of talkers in the present experiment than in the previous one. Second, the nature of the
contrast itself, between male and female voices, may have been more discriminable than the
phonetic contrast between two stop consonants that was tested in the previous experiment.
Indeed, Kuhl and Miller (1982) offered a similar argument to explain why their infants were
able to detect one type of change (a vowel distinction) but not another (a pitch contrast).4

The results of the present experiment also replicate the basic findings of Miller et al.
(1982) and extend them to a younger age group. Hence, 2-month-olds are able to distinguish
between male and female speaking voices. Moreover, they are able to retain information
about the gender of the talker for at least a short 2-minute interval. The extent to which
information about the talker's gender might be retained for longer intervals has yet to be
determined.

General Discussion

present study demonstrates that. infants as young as 2-months of age have some ca-
pacitiv to cope with talker variation during speech perception. This finding replicates those
reported by Kuhl (1979; 1983) with 6-month-old infants. However, the present study also
shows that dealing with such variation also carries some costs with respect to the way that
speech is processed. For instance, infants took longer to habituate to repetitions of a. partic-
ular syllable when talker variation was present. Moreover, the presence of talker variation
apparently disrupted infants' encoding of speech information in a way that prevented them
from detecting a. phonetic change which occurred over a short delay interval. Thus, the
consequences of talker variation on infants' ability to process speech information appear to
occur chiefly in the way that memory for the material is affected. in this respect, our results
are similar to ones reported for adults. Specifically, in the absence of any noise induced
degradation of the speech signal, there is little evidence that perceptual processes related
to the identification of items are disrupted significantly in adults (Mullennix et al., 1989),
whereas the mere presence of talker variation is sufficient to adversely affect processes asso-
ciated with the retention of speech information (Martin et al., 1989). This further similarity
in the way in which perceptual normalization processes operate in both infants and adults is
certainly at least consistent with Miller's (1987) contention that the mechanisms underlying
these processes may be innately prewired. Of course, there may be other aspects of percep-

4llowever, note that in Kuhl and Millet's study, disruptions caused by irrelevant variation on a dimension
had an impact on the immediate detection of the contrast on the critical dimension. Whereas, in the present
study, irrelevant talker variation only had consequences for the discriminability of a phonetic contrast when
a delay occurred in testing, as in Experiment 2. The same phonetic change was detected in Experiment 1
when there was no delay between the preshift and postshift periods.
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tual normalization, of which we are yet unaware, that are either incomplete at this age or
require further experience with a native language.

Another important domain that the present results bear upon concerns the kind of in-
formation that infants retain about speech sounds. By comparing how infants perform on
the same contrasts under conditions of delay and no-delay, we were able to gain some ap-
preciation of the kind of information that is most likely to be retained upon hearing speech.
As noted earlier, previous research by Jusczyk et al. (in preparation) demonstrated that
infants are able to retain information about the phonetic features of syllables for a short de-
lay period. The performance of the infants in the Single Talker Phonetic Change condition
of Experiment 2 replicated this basic finding. Hence, information relevant to the phonetic
coding of speech sounds is one type of information that infants are likely to retain. However,
it is worth noting that retention of this type of information is adversely affected by the
presence of talker variation. One potential explanation of the latter restilt is that infants
are also trying to encode information about talker identity and that this somehow interferes
with their storage of information concerning phonetic features. Yet this sort of explanation
is apparently ruled out when we consider what happened to the retention of information
about. talker identity. When infants were listening to a token of a particular syllable pro-.
duced by a single talker before the delay and were switched to an utterance of the same
syllable produced by a new talker, they did not appear to retain information about talker
identity. Moreover, this failure to retain information about. talker identity was not due to an
inability to detect the difference in talkers' voices because infants who heard the same pairs
of syllables without the delays did discriminate them. Still, it would be too strong to claim
that infants encode information about phonetic features but not about talker characteristics,
as is evident by the performance of the infants in the Talker Gender Change condition of
Experiment 3. Apparently, information about some talker characteristics, in this case gen-
der, may be encoded. Indeed, it is tempting to speculate how infants would perform if talker
identity were made particularly salient for infants by including some very familiar voices as
opposed to a set. of total strangers as in the present case. Perhaps one would find that under
such circumstances, infants do retain information about particular talker characteristics.

Information about what information infants retain from speech sounds is certainly critical
in understanding how a lexicon develops that serves speech recognition in a native language.
Recognizing a word in fluent speech requires that elements in the sound stream activate the
correct stored meaning. It is not obvious how this could be accomplished in the absence of
some stored representation of the sound pattern of the word. One of the long term goals
of research on infant speech perception as it relates to the development of the lexicon is to
determine the kind of information that goes into the infant's representation of the acoustic-
phonetic chfracteristics of words (see Jusczyk, in press, for further discussion of this point).
If information about. the identity of a talker figures into the representation then this has
certain consequences for models of word recognition. In fact, such a result would be difficult
to handle for models that postulate the storage of some prototypical representation of the
acoustic-phonetic characteristics of lexical items because differences among pronunciations of
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the same word by different talkers is just the kind of information that a prototype might be
expected to exclude. Instead, exemplar models, ones that postulate that listeners store traces
of particular utterances that they hear, would he favored by results suggesting that talker
characteristics are retained in representations. In addition to providing a more straightfor-
ward account of why recognition of previously encountered instances from a category tends
to he better, these sorts of models account for the same range of facts as prototype models
(see Hintzman, 1986 for an interesting discussion of this point.).

As noted earlier, Grieser and Kuhl (1989) have examined the issue of whether 6-month-
old infants may form prototypes for certain vowel categories. In their study, they compared
generalization performance to novel instances from a category after exposure to good (pro-
totypical) and poor exemplars from the category. Performance was significantly better in
the case of exposure to the good exemplars. Grieser and Kuhl concluded that their results
are consistent with a view that "holds that human infants organize vowel categories around
prototypes" (p.577). We concur with this conclusion, but we also believe that some of the
present findings should be taken into account in thinking about this issue. For example, al-
though the finding that information aboui talker identity is not retained during a. 2-minute
delay interval is consistent with the view that speech i formation is encoded in the form of
a prototype of the acoustic-phonetic properties of speech, what are we to make of the find-
ing that information about talker gender is retained for this interval? Also, under normal
circumstances one would expect that repeated exposure to a diverse set of exemplars from a
category would make it more likely the detection of a change to a new category more likely
than repeated exposure to a single instance from the category. Yet, precisely the opposite
occurred in the present experiment. Clearly, it is premature to take a firm stand as to
whether an exemplar or a prototype model best describes the way in which infants encode
speech information. Moreover. it. is certainly not our intention to attack Grieser and Kuhl's
idea that a prototype description may provide the best account. of the way speech sounds are
represented by infants. Our point is only that any decision in favor of one or the other type
of model will be possible only after considering a. broad range of facts including the effects
that talker variation has on the way in which speech sounds are recognized.
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Abstract

Two experiments investigated the effects of lexical neighborhood density on the
recognition of spoken words. All words employed in both experiments were the highest
frequency words of their respective neighborhoods. According to frequency-ordered
search-based models of word recognition (e.g., Forster, 1976), no effects of neighbor-
hood size should be observed for the highest frequency word of any particular search
set. Contrary to the search models' prediction, in both lexical decision and naming
experiments, recognition of words from sparse neighborhoods was consistently faster
than recognition of words from dense neighborhoods. The results are discussed in terms
of both serial- and parallel-search models of word recognition.
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Neighborhood Density Effects for High Frequency Words:
Evidence for Activation-based Models of Word Recognition

Among topics of research in the field of cognitive psychology, few have received as much
attention as the recognition of printed and spoken words. Indeed, although the predominant
research efforts have been dedicated to investigating the perception of printed words, the
same critical, modality-independent questions regarding the nature of the mental lexicon
and its associated retrieval processes have remained central to all investigations and theories
of word recognition for over two decades (see, e.g., Adams, 1979; Tyler & Frauenfelder, 1987,
for review). The popularity and importance of word recognition research may be primarily
attributed to the impressive speed of word recognition and lexical access relative to the
eize of the lexicon (Forster & Bednall, 1976; Mars len-Wilson & Welsh, 1978). Estimates
of the number of words resident in the mental lexicon of the average adult vary from as
few as 50,000 to as many as 250,000 (Seashore & Eckerson, 1940), yet recognition of any
giver: word may occur in less than a quarter of a. second. Regardless of the actual size
of any given individual's lexicon, such high estimates attest to the impressive perceptual
abilities that "word recognition" entails. Accordingly, the primary task of researchers in
word recognition has been to derive models that effectively commur: ate the efficiency of
the processes involved, while simultaneously respecting the theoretical constraints provided
by well-known phenomena, such as frequency effects and context effects.

The present studies were conducted to add to the growing body of data concerning the
effects of lexical neighborhood characteristics on the recognition of spoken words, and to
evaluate several broad classes of models for their adequacy to explain neighborhood effects.
A lexical neighborhood may be defined (for spoken words) as a collection of words that sound
similar to a given word. Typically, neighbor relationships among spoken words have been
determined b:r use of either acoustic confusion data, or by phoneme-substitution algorithms
(see, e.g., Luce, 1986a). Similarly, for written words, the majority of research conducted
on neighborhood effects has used the letter-substitution N metric developed by Coltheart,
Davelaar, Jonasson, and Besner (1977).

Investigations into the trisects of neighborhood size and structure on the recognition of
their constituent words may provide deeper insight into the nature of the word recognition
process. Since the process of word recognition Primarily entails the resolution of one mean-
ingful stimulus pattern from a vast pool of potential patterns, it is obviously germane to
study the effects of similarity relations among words in memory on the efficiency of recogni-
tion. The investigation of neighborhood effects takes on even more importance when different
classes of models are compared. A recent example of the potency of neighborhood effects
for comparing across classes of models is provided by Andrews' (1989) experiments on the
effects of orthographic neighborhoods on the recognition of visually-presented words.
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Andrews' 0989) experiments:

Andrews (1989) recently reported the results of four experiments investigating the effects
of orthographic neighborhood size ()a the recognition of low and high frequency words. In
experiments using both the lexical decision and naming paradigms, larger neighborhoods
weie shown to facilitate the recognition of words, especially low frequency words. The
beneficial effects of orthographic neighbors on word recognition was shown to be a true
recognition effect, not explainable by recourse to the decision requirements of the lexical
decision task (Balota. & Chumbley, 1984) or the pronunciation requirements of the naming
task (Balota & Chumbley, 1985).

Andrews conducted experiments to allow comparison of two general classes of word recog-nition models activation-based and search-based models. Activation-based models of word
recognition, such as the interactive activation model (McClelland & Rumelhart, 1981; Rumel-
hart & McClelland, 1982) are capable of explaining the beneficial effects of large neighbor-
hoods via the system of positive feedback loops between the lexical and sublexical levels of
units assumed in the model's architecture. As more potential word candidates are activated
by a stimulus input word, the constituent segments and features of the word are quickly
resolved by virtue of the increasing positive feedback provided by the lexical level. This
"gang effect" should produce greater support for words from dense neighborhoods than for
words from sparse neighborhoods, so the interactive activation model predicts greater facili-
tatory effects of larger neighborhoods. Unfortunately, as Andrews points out, the interactive
activation model is equally capable of explaining precisely the opposite effect as well. Be-
cause McClelland and Rumelhart's model incorporates connections for intra-level inhibition
as well as inter-level excitation, there is an appropriate mechanism available to account for
inhibitory effects of larger neighborhoods as well. If it is assumed that the inhibition pro-
duced among nodes at the lexical level is substantially greater than the excitation produced
between levels, the interactive activation model predicts inhibition from neighbors. Without
principled selections of key parameters, therefore, the interactive activation model is not
testable by data reporting only the effects of neighborhood size (Andrews, 1989).

Although the overly-powerful nature of the interactive activation model makes direct
tests of the model difficult, it does not necessarily devalue the class of activation-based mod-
els as a whole. Andrews demonstrates this by comparing the noncommital "predictions" of
the interactive activation model with stronger predictions derived from search-based models,
particularly Forster's (1976) search model and the activation-verification model discussed by
Becker (1976) and by Paap, Newsome, McDonald, and Schvaneveldt (1982). Fortunately,
unlike the interactive activation model. search models do generate explicit qualitative pre-
dictions regarding the effects of large neighborhoods on the recognition of their constituent
words. Unfortunately, for the case of visual word recognition, the predictions these mod-
els yield contradict the findings Andrews reported. The reason for this failure her in the
search models' treatment of word frequency; both Forster's search model and the activation -
verification model explain word frequency effects by assuming a frequencw ordered search
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through some appropriate subset of the lexicon derived from gross sensory analysis of the
input. Given the assumption of frequency-ordered search, it is clear that the only prediction
search models make regarding neighborhood effects is that larger neighborhoods should tend
to inhibit word recognition. Because the search process proceeds serially from the most fre-
quent word in the neighborhood to the eventual target word, the more neighbors there are
in the total search set, the longer it should take to reach the word in question. This effect
should be most pronounced for low frequency words, since larger neighborhoods will tend to
move low frequency words farther and farther down in the list to be searched. The effects
of neighborhood size reported by Andrews, however, were that larger neighborhoods tend to
facilitate the recognition of their constituent words, and the effect was most robust for low
frequency words, in contrast to the prediction of the search-based models.'

Luce 's (1986a) ezperiments:

For visual word recognition, although activation-based models cannot actually predict
the facilitatory effects of large orthographic neighborhoods, it is clear that they do not
preclude the effects, as do the search-based models. Unfortunately, in the case of spoken
word recognition, the evidence is not so definitive. Unlike the findings reported by Andrews
regarding the beneficial effects of neighbors for printed words, recent findings reported by
Luce (1986a) and by Goldinger. Luce, and Pisoni (1989) show that the recognition of spoken
words is inhibited by the presence of many neighbors.

Luce (1986a; see also Luce, Pisoni, & Goldinger, in press) has reported findings on the
effects of lexical neighborhood characteristics on the recognition of spoken words. In experi-
ments using perceptual identification of words in noise, auditory lexical decision, and auditory
word naming, two effects were consistently observed: (1) words from sparse neighborhoods
were recognized more quickly and accurately than words from dense neighborhoods, and (2)
words with few higher-frequency neighbors were recognized more quickly an accurately than
words with many higher-frequency neighbors. Both of these findings reveal the competitive
and inhibitory nature of lexical neighborhoods on the recognition of spoken words. Similar
findings were obtained by Goldinger, Luce, and Pisoni (1989).

Comparing the modality-specific effects of lexical neighborhoods, we see that dense neigh-
borhoods are beneficial to the recognition of printed words, but are detrimental to the recog-
nition of spoken words. This conflicting nature of neighborhood density effects on word
recognition calls the generality of Andrews' (1989) findings into question. Although it is eas-
ily demonstrated that search-based models cannot account for the facilitatory neighborhood

11t should be noted that Andrews' results are subject to a second possible interpretation that does not
entail neighborhood density, per se. It is well-established in the visual word recognition literature that
both letter-positional frequency and bigram frequency affect word recognition speed (Mason, 1975; Massaro,
Venezky, & Taylor, 1979). It is easily shown that as orthographic neighborhood size increases, relative
positional and bigram frequencies of the letters constituting the neighborhood increase as well. Therefore,
the beneficial effects of large neighborhoods could merely represent a frequency effect.
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effects observed for visual word recognition, models such as Forster's (1976) search model
can account for the inhibitory effects of dense neighborhoods observed for spoken words.
As Andrews points out, inhibition from dense neighborhoods is a natural prediction of the
frequency-ordered search process. since words from dense neighborhoods are likely to have
more high frequency neighbors that will delay the search process. Therefore, although it has
been argued that activation-based models are the most appropriate models for visual word
recognition, the possibilities remain open for spoken word recognition.

The present study is intended as a spoken word recognition analog to Andrews' (1989)
visual word recognition experiments. Accordingly, the experiments reported here examined
the recognition of spoken words from dense and sparse neighborhoods. However, unlike
Andrews' experiments, in which the low frequency neighbors provided the critical test case,
in the present experiments it is the recognition of high frequency neighbors that can provide
diagnostic power. Specifically, the present experiments investigated the recognition of the
highest frequency words from dense and sparse neighborhoods.

The logic behind investigating the recognition of these "very high frequency" words is
derived from a central prediction of all search-based models. In models such as Forster's
search model or the activation-verification model, the highest frequency word of a pool of
candidates is always the first word checked for possible recognition. If there is a sufficient
match between this initial candidate and the stimulus input, search is terminated and the
word is recognized (Forster RF Bednall, 1976). This interpretation of frequency effects in
search-based models provides a convenient analytic tool for the investigation of neighbor-
hood effects. Although search models can predict inhibitory effects of neighbors on word
recognition, the neighborhood density effect is only an indirect by-product of the frequency-
ordered search process. Considering the recognition of only the highest frequency words
from each neighborhood, it becomes apparent that the search models predict no differences
in recognition times for words from dense and sparse neighborhoods. If the highest frequency
word from each neighborhood is always the first candidate checked, and if search terminates
upon recognition, then the recognition speeds for the highest frequency words from both
dense and sparse neighborhoods should be equivalent.

Thus, search-based models logically preclude neighborhood density effects for the highest
frequency word of any kind of neighborhood. Unfortunately, as was the case for visual word
recognition, qualitative predictions are not derived as easily for activation-based models,
such as the interactive activation model. For the interactive activation model, predictions
regarding the net effects of neighborhood density on the highest frequency neighbor depend
on complex interactions of several unspecified parameters (see Andrews, 1989, for discussion).
For any given word, the overall recognition speed is a combined product of the word's
frequency, number of neighbors, absolute similarity to neighbors, and the particular values
assigned to the excitatory and inhibitory connections in the system. Because of the inherent
complexity of such highly interactive models. the present experiments cannot directly address
any specific predictions of the genre. per se. Nevertheless, the two most common classes of
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models in the word recognition literature are search-based and activation-based models. By
carefully scrutinizing the more testable class, we may at least obtain indirect support for the
other.

In summary, the present investigation examined subjects' speed of recognition for words
that are the highest frequency words of their respective neighborhoods. The question of
major interest is whether or not variations of neighborhood density affect. such privileged
words. While predictions are not easily deli :ed for highly interactive models, such as the
interactive activation model, search-based models clearly predict that variations of neighbor-
hood density should not affect the recognition speed for the highest frequency word of any
neighborhood. This prediction was tested in Experiment I with an auditory lexical decision
task and in Experiment 2 with an auditory word naming task.

Experiment 1

Method

Subjects. Forty-three students enrolled in introductory psychology courses at Indiana
University served as subjects. Subjects received course credit. for their participation. All
subjects were native speakers of English and reported no history of a speech or hearing
disorder at the time of testing.

Stimuli. Eighty-eight words were selected for use from a computerized lexical database
based on Webster's pocket dictionary (1967';. From an original list of all words in Webster's
pocket dictionary of seven phonemes or fewer, the final 88 words selected for the experiment
were those which met the following constraints: (1) All words were listed in the Kut'era and
Francis (1967) corpus. (2) All words were the highest frequency words of their respective
neighborhoods. Neighbors in this experiment were defined as any English word that can be
derived from a target word by adding, subtracting, or deleting one phoneme (see Greenberg
& Jenkins, 1964; Luce, 1986a). (5) AU words had a rated familiarity of 6.0 or above on a
seven-point familiarity scale., obtained from an earlier study by Nusbaum, Pisani, and Davis
(1984). In this study, all words from Webster's pocket dictionary were presented visually
to subjects for farliarity ratings. The rating scale ranged from (1) "don't know the -.Lord"
to (4) "recognize the word but don't know its meaning'. to (7) "know the word and its
meaning." The rating criterion of 6.0 and above was used to ensure that all stimulus words
would be known by the subjects.

In addition to the constraints imposed for the selection of individual words, additio.nal
constraints were imposed for the separation of items into the dense and sparse neighbor-
hood conditions. The final 4l words selected for each experimental condition Nsere those
that conformed to the following constraints: (1) The lists of words from sparse and dense
neighborhoods had an equal number of words. (2) The mean frequency of all words was
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approximately equal across both lists. (3) The mean number of segments in all words was
approximately equal across both lists.

Once the stimulus words had been selected from the set. of all possible words in Webster's
dictionary, the mean neighborhood density for items from the sparse category was 7 neighbors
per word, and the mean neighborhood density for items from the dense category was 20
neighbors per word. The mean KuU!ra - Francis frequency for items from the sparse category
was 2218.82, and the mean frequency for items from the dense category was 2905.14. These
words are shown in the Appendix. Once all 88 words had been selected for the "word"
conditions of the experiment, SC pronounceable nonwords were generated as well. All the
nonwords consisted of legal CVC monosyllables.

The stimuli were recorded in a sound-attenuated booth by a male talker of a midwestern
dialect2 using an Ampex AG500 tape deck and an Electro-Voice D054 microphone. All
words were spoken in isolation. The stimuli were then low-pass filtered at 4.8 kHz and
digitized at a sampling rate of 10 kHz using a 12 -hit analog-to-digital converter. All words
were excised from the list using a digitially-controlled speech waveform editor (WAVES) on
a PDP 11/34 computer (Luce and Carrell, 1981). The mean duration of the words from
sparse neighborhoods was 451.30 msec, and the mean durations for the words from dense
neighborhoods was 436.80 msec. Finally, all words were stored digitally as stimulus files on
computer disk for presentation to subjects during the experiment.

To ensure that all stimuli could be identified accurately, 9 additional subjects were asked
to identify all the words in a perceptual identification task. All stimulus token used in the
experiment were correctly identified by at least 8 of the 9 subjects in the screening test.

Procedure. Subjects were run in groups of six or fewer in a sound-attenuated room used
for speech perception experiments. Each subject was seated in an individual booth equipped
with a pair of matched and calibrated TD1-1-39 headphones and a two-button response box
connected to a PDP 11/34 computer. Over each button on the response box, either a WORD
or NONWORD label was situated. For half of the groups of sub' ts, the WORD response
corresponded to the left-hand side of the response box, and f. -;ning groups of
subjects, the WORD response corresponded to the right-hand 'rise box. In
addition to the two response buttons, a cue light was situated at the v.., ponse boxes
to alert subjects when a trial was beginning. Subjects were instructed that they would hear
brief English words or brief nonwords (examples provided were CA T versus 0011'). They
were instructed to .'3ten to each stimulus carefully and indicate whether the item was a word
or nonword by pressing the appropriate button. The instructions to subjects stressed both
speed and accuracy of responding.

Each trial of the experiment began with the illumination of the cue light at the top

'Experiment I has been replicated using stimulus materials recorded by another male talker and also
with stimulus materials recorded by a female talker. Patterns of results obtained in both replications closely
resembled the results reported here.
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of the response box. The cuelight remained on for one second to indicate that a stimulus
item was about to be presented over the headphones. Five hundred msec after the offset of
the cuelight, a randomly selected spoken word or nonword was presented and the computer
waited for all subjects to respond. Reaction times for each subject were recorded from the
onset of the spoken stimulus until the response was executed. After all subjects responded,
a 500 msec inter-trial interval elapsed, and then a new trial began. If 4000 msec elapsed on
any given trial before all responses were collected, the computer recorded incorrect responses
for the remaining subjects and a new trial would begin. The 176 experimental trials were
preceded by 20 practice trials that were not included in the final data analysis. The practice
list contained words that were not drawn from either experimental condition.

Results

Mean latencies of correct responses were calculated for each subject and for each item.
Reaction times shorter than 200 msec or longer than 1500 msec were excluded from calcu-
lations of means. The mean latencies for correct responses, standard deviations of mean
latencies, and mean error rates for all "word" trials are shown in Table 1:

Insert Table 1 about here

As Table 1 shows, the mean latency to correctly respond to words from sparse neigh-
borhoods was 38.07 msec faster than the mean latency to respond to words from dense
neighborhoods. This difference was statistically significant by tests performed on both sub-
jects [F(1,42) = 64.82, p < .01) and items [t(86) = 2.36, p < .031.3

Subset analyses:

Although the stimuli selected for Experiment l were carefully matched for mean word
frequency and stimulus durations, examination of the items in the Appendix shows that the
words from sparse and dense categories were not. precisely matched for aspects of phonetic
or syllabic structure. Specifically, more bisyllabic words were included in the sparse category
than in the dense category. This disparity constitutes a potential confound in the results
described above. Another lexical variable that had not been considned in the selection of

aThere were no significant differences observed in percentages of errors between words from dense and
sparse neighborhoods in any of the analyses reported in this article. Therefore, for the sake of brevity, I do
not discuss error rates in any results sections.
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Table 1

Mean lexical decision latencies (RT), standard deviations of latencies (SD), and percentageof errors (PE) for all word stimuli in Experiment I.

Stimulus Type RT SD PE

Dense

Sparse

796.09 7334 3.64

758.02 69.58 2.88

Difference in RT 38.07 ms.

3.72
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stimulus items was the mean local ion of the items' isolation or uniqueness points (Marslen-
Wilson & Welsh, 1978; Luce, 1986b). Because bisyliabic words tend to have earlier isolation
points than monosyllabic words, it is not clear whether the differences reported above arise
because of the manipulation of neighborhood density only, or if the unequal isolation points
may be responsible for the differences. To address this problem, subsets of consonant-vowel-
consonant (CVC) words were selected from the categories of words from dense and sparse
neighborhoods. All of the 18 CVC's from the sparse category were selected, and reaction
times for those items were compared to reaction times for 18 CVC's selected from the dense
category. The CVC items for the dense category subset were selected to match the CVC
items from the sparse category subset as closely as possible on word frequency and stimulus
duration. The mean frequency of words in the sparse and dense subsets were 1091.42 and
1467.89, and the mean duration of words from the sparse and dense subsets were 528.20 and
524.80 msec, respectively.

The mean latencies for correct responses, standard deviations ofmean latencies and mean
error rates for all "word" trials for the subsets of CVC stimuli are shown in Table 2:

Insert Table 2 about here

Distributions of reaction times to words from dense and sparse neighborhoods were cal-
culated for all subjects and all items. For this subset of the original data, the mean latency
to correctly respond to words from sparse neighborhoods was 49.16 msec faster than the
mean latency to respond to words from dense neighborhoods. The difference was significant
by both tests performed on the subject means 1F(1,42) = 75.85, p < .01J and the item means
[434) = 2.11, p <

The results of Experiment 1 suggest that neighborhood density can indeed affect the
speed of spoken word recognition, even if the words in question are the highest frequency
members of their respective lexical neighborhoods. This finding contradicts the prediction
of search-based models, which posit that a self-terminating search should encounter the
highest frequency word immediately and then stop processing. The results of any single
experiment should always be considered with a measure of caution, however. This may
be especially true for word recognition experiments, because there is currently considerable
debate regarding the generality of certain experimental paradigms. Experiment 1 employed
the lexical. dr .ision paradigm, which has been the topic of recent controversy in the literature
(see Balota & Chumbley, 1984; Paap, McDonald, Schvaneveldt, & Noel, 1986; or Andrews,
1989, for discussion). In order to assess the generality of the findings of Experiment 1, a
second experiment was conducted. This study employed a word naming paradigm instead
of the lexical decision paradigm.
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Table 2

Mean lexical decision latencies (RT), standard deviations of latencies (SD), and ercentage
of errors (FE) for a subset of the word stimuli in Ezperzment

p

Stimulus Type RT SD PE

Dense

Sparse

831.07 68.79 3.02

781.91 64.21 2.71

Difference in RT 49.16 ms.
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Experiment 2

Method

Subjects. Forty-one students enrolled in introductory psychology courses at Indiana Uni-
versity served as subjects. Subjects received course credit for their participation. All subjects
were native speakers of English and reported no history of a speech or hearing disorder at
the time of testing.

Stimuli. The stimuli for Experiment 2 consisted of the real-word stimuli used in Ex-
periment 1. However, because reaction times collected in the naming task are influenced
by the phonetic composition of words, several items were discarded from both the sparse
and dense categories in order to balance the categories for word-initial phonemes. After the
lists were equated for initial phonemes, 72 words remained, 36 from each category. As in
Experiment 1, the words assigned to each category were matched as closely as possible on
mean word frequency and mean stimulus duration. The average word frequency for items
from the sparse category was 1322.21, whereas the average word frequency for items from
the dense category was 1,184.90. The average stimulus duration for items from the sparse
category was 516.35 msec, and the average duration for items from the dense category was
509.22 msec.

Procedure. Subjects were tested individually in a sound-attenuated room used for speech
perception experiments. Stimuli were presented over matched and calibrated TDH-39 head-
phones at 75 dB (SPL). A PDF 11(34 computer was used to present the stimuli and to
control the experimental procedure in real-time. The digitized stimuli were reproduced us-
ing a 12-bit digital-to-analog converter and were low-passed filtered at 4.8 kHz.

All subjects were tested under the same conditions. Subjects were instructed that they
would hear individual English words spoken over the headphones and that their task was to
accurately repeat back each word as quickly as possible. Response latencies were collected
by an Electra-Voice D054 microphone attached to a timing device accurate to within one
millisecond. The timing device was connected to the PDP 11/34 computer, which collected
and stored the response latencies for each subject for later analysis. Errors were recorded
by the experimenter, who indicated to the computer whether or not the word presented
on each trial was repeated accurately. Subjects received ten practice trials, during which
the experimenter encouraged them to respond faster, if possible. The experiment proper
consisted of 72 trials. The order of presentation of words within each list varied andornly
across sessions.
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Results

Subjects' responses were scored as correct only if the word spoken by the subject matched
the stimulus word exactly, Mean latencies of correct. responses were calculated for each
subject and for each item. As in Experiment 1, any reaction times shorter than 200 msec
or longer than 1500 msec were excluded from calculation of means. The mean latencies for
correct responses, standard deviations of mean latencies, and mean error rates for all trials
are shown in Table 3:

Insert Table 3 about here.
As Table 3 shows, the mean latency to name words from sparse neighborhoods was 26.07

msec faster than the mean latency to name words from dense neighborhoods. This difference
was significant by tests performed on both subject EF(1,40) = 17.31, p < .011 and item means
[470) 2.09, p < .051.

Subset analyses:

As discussed in the description of results from Experiment 1, an analysis of a. subset
of consonant- vowel - consort int words from the sparse and dense categor es was conducted.
This subset analysis was conducted in order to avoid the potential confc,und of differential
isolation points across categories. Because several items had been removed from the total
set of stimulus items, the subsets selected for comparison in Experiment 2 consisted of 15
items each. As in Experiment 1. the CVC items from bath the sparse and dense categories
were selected to match eadi other as closely as possible on word frequency and stimulus
durations. The mean frequency of items from the sparse and dense subsets were 1155.80 and
1331.59, respectively, and the mean durations of items from the sparse and dense subsets
were 504.33 and 508.10 msec, respectively.

The mean latencies for correct responses. standard deviations of mean latencies and mean
error rates fox the subset stimuli are shown in Table

Insert. Table 4 about here

For this subset of the original data, the mean latency to correctly respond to words from
sparse neighborhoods was 32.44 msec faster than the mean latency to respond to words from
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Table 3

Mean word naming Irf.encies (RT). standard deviations of latencies (SD), and percentage of
errors (PE) for all stimuli in Experiment 2.

Stimulus Type RT SD PE

Dense

Sparse

570.72 36.14 0.47

544.65 60.04 0.66

4111111111111111111111111111.1111111111011111116111KaNni

Difference in RT 26.07 ms.
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Table 4

Mean word naming latencies (RT), standard deviations of latencies (SD), and percentage of
errors (PE) for a subset of the stimuli in Experiment 2.

Stimulus Type RT SD PE

Dense

Sparse

583.93 25.64 0.56

551.49 57.45 0.22

Difference in RT 32.44 ms.



dense neighborhoods. This difference was significant by the test performed on the subject
means [F(1,40) = 14.97, p < .011, but the difference only approached significance by the test
of the item means [428) = 2.04, p < .061.

General Discussion

The present experiments were conducted to test the prediction derived from search-based
models of spoken word recognition that neighborhood density effects should not be observed
for the highest frequency word of any given neighborhood. Contrary to this prediction, reli-
able effects of neighborhood density were observed for words from sparse and dense neighbor-
hoods in both lexical decision and naming tasks. By testing the strong predictions generated
by search models, we may evaluate the class of models against more general activation-based
models. Given the results obtained in the present experiments, as well as those reported by
Luce (1986a) and by Andrews (1989), it is appropriate to survey several general classes of
word recogniticn models and consider how adequately they fare with respect to neighbor-
hood density effects. Three kinds of models are considered in turn: serial search models,
parallel unlimited-capacity models, and parallel limited-capacity models.

Serial Search Models:

Given the findings reported by Andrews (1989) for visual word recognition, and the results
of the present experiments for spoken word recognition, it is apparent that frequency-ordered
search-based models are too rigid to accurately predict the effects of neighborhood density
on word recognition. For printed words, whereas search models such as Forster's (1976)
model or the activation-verification model (Becker, 1976; Paap et al., 1982; 1986) predict
that low frequency words should be inhibited by large neighborhoods, such words are actually
facilitated by their neighborhoods. For spoken words, whereas search models predict that
there should be no effects of neighborhood density on the highest frequency word of any
neighborhood, such words are actually inhibited by their neighborhoods.

Neighborhood density effects on word recognition present a dilemma for serial search
models, and it is difficult to imagine how these findings may be reconciled. For example,
we may consider several options for modifying Forster's (1976) search model to account for
the present findings: First of all, we could assume that the search process is actually better
described as exhaustive (or partially exhaustive) rather than self-terminating, and that the
duration of search is mediated by set size. While this approach would help resolve the model's
disparity with the present res "lts, it does not seem representative of the "true spirit" of the
model. With a loosening of the original self-terminating search assumption, the model's
best characteristics- its testability and strong position regarding frequency effects- would
be sacrificed. In addition, it would be far more difficult to predict frequency effects without
the self-terminating search assumption. Another possible approach that may work better is
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to modify the model's matching and decision procedures. For instance, one could assume
that the model's best-match comparisons are affected by each word's overall similarity to
its nearest neighbors, and that these similarity relations may be more influential and delay
search more for words from dense neighborhoods than for words from sparse neighborhoods.
Unfortunately, until more is known about the precise similarity relations that exist among
words from various neighborhoods with different kinds of phonetic constitutions, there is
little empirical evidence to justify this modification of search models.

Parallel, Unlimited-capacity Models:

Under the general heading of activation-based models, the first class of models to consider
are parallel, unlimited-capacity models. A familiar example is Morton's (1969; 1979) logogen
model. The logogen model is a simple parallel-processing system that integrates multiple
sources of information to determine the candidacy status of any number of words. Logogens
receive bottom-up excitation from sensory information as well as top-down excitation from
contextual information. Word frequency is treated in the model as gradations in the resting
activation ievels of the logogens for words of differing frequencies. In all these respects, the
logogen model closely resembles the interactive activation model (McClelland & Rumelhart,

1981; Rume Mart & McClelland, 1982). However, unlike the interactive activation framework,

which posits lateral inhibitive connections between word not..,7s, Morton's model assumes
independence among all logogens. The independence among logogens in Morton's model
implies that an unlimited processing capacity is available for word recognition. Clearly, this
unlimited capacity assumption is inconsistent with findings of neighborhood density effects
since the logogen model assumes that ao influence is exerted among lexical neighbors (see
Luce, 1986a).

Another model that embodies the assumption of unlimited-capacity parallelism is Mars len-
Wilson's cohort theory (Mars len-Wilson & Welsh, 1978; Mars len-Wilson, 1987), although
cohort theory is better able to reconcile itself with neighborhood effects than the logogen
model. In a recent paper, Mars len-Wilson (1987) states that cohort theory assumes that any
number of word candidates may be activated in parallel with no consequences of set size for
the processor. For some words, cohort model avoids the problems inherent in this unlimited-
capacity assumption by asserting the fundamental role of variable word recogntion point
By acknowledging the role of recognition points. Marslen-Wilson's model captures the im-
portance inherent in the structural relations among sound patterns in the lexicon (Pisoni
Luce, 1987). Unfortunately, despite the postulation of recognition points, cohort. theory's
unlimited-capacity assumption still has problems. For instance, among short words, such
as the CVC words used in the present experiments, recognition points simply do not differ
enough to accou . for the neighborhood density effects that have been repeatedly observed

also Luce, 1986a; 1986b; Luce, Pisoni, R.- Go !clinger, in press). Therefore, it appears
that the unlimited processing capacity proposed in both logogen theory and cohort theory
may be an unwarranted assumption.
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Parallel, Limited-capacity M odds :

The second class of models to consider within the activation-based class of models are
parallel, limited-capacity models. The example that has been discussed throughout this
paper is the interactive activation model (McClelland & Rumelhart, 1981; Rumelhart &
McClelland, 1982). As a rough approximation, the interactive activation model is similar
in principle to Morton's (1969) logogen model, but there are two major differences that
distinguish the models: First of all, the interactive activation model is simply much more
explicit than the logogen model with regard to actual processing assumptions. Second, the
interactive activation model posits lateral inhibitory connections between nodes resident
at the same level of the architecture, such as between word nodes. By assuming lateral
inhibition, the interactive activation model is functionally limited in its processing capacity;
the overall excitation level among word nodes has a damping effect on all individual items.
By recourse to this feedback mechanism, the interactive activation model can account for
the effects of neighborhood density reported by Luce (1986a), Andrews (1989), and in the
present experiments.

A second model that falls into the parallel, limited-capacity category is the neighborhood
activation model, described by Luce (1986a; Luce, Pisani, & Goldinger, in press; Goldinger,
Luce, & Pisoni, 1989). The neighborhood activation model posits that, upon stimulus in-
put, a. neighborhood of word candidates in the lexicon is activated. As the neighborhood's
candidates are activated, word decision units dedicated to each lexical entry conduct best-
match comparisons to resolve which of the candidates was actually presented. The word
decision units are biased by word frequency (as opposed to integrating frequency into initial
activation levels, as in logogen theory), and are mutually influential. In the neighborhood
activation model, each decision unit is assumed to be sensitive to the overall activity in the
decision system. Therefore, like the interactive activation model, the neighborhood activa-
tion model is functionally limited in its processing capacity and is able to account for effects
of neighborhood density on word recognition.

Given this brief survey of models of word recognition, it appears that the parallel, limited-
capacity models are most adequate for explaining the range of phenomena previously dis-
cussed in the literature, as well as the effects of neighborhood structures that have been
discussed more recently. However, the explanatory adequacy of models such as the interac-
tive activation model comes at the high cost of testability (Andrews notes that the interactive
activation model "wins by default" (1989, pg. 811)). Future research should be dedicated to
testing the interactive models more explicitly. For the present time, there are still numerous
issues regarding neighborhood effects that require further investigation. First of all, in the
visual word recognition literature, Grainger, O'Regan, Jacobs, & Segui (1989) have argued
that neighborhood frequency may be the primary determinant of recognition time, rather
than neighborhood density. Similarly, Luce (19S6a) reported finding large and significant
effects of neighborhood frequency on spoken word recognition. Further work should address
the relative importance of these neighborhood characteristics. Another question that needs
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to be more rigorously investigated is the underlying nature of neighborhood density effects,
as mentioned above. It is not entirely clear from the data reported in the present experi-
ments whether what we refer to as "neighborhood density" ....:ffects are best explained by the
actual number of words in a neighborhood, or by the given target words' overall similarity or
closeness to its neighbors, or perhaps its nearest neighbor. Hopefully, as more exact methods
are developed to quantify the degrees of perceptual similarity among words, these questions
may be answered more definitively.

Finally, even within the powerful framework of the interactive activation model, it is not
immediately apparent why orthographic neighborhoods should cause facilitation for visual
word recognition whereas acoustic-phonetic neighborhoods should cause inhibition for au-
ditory word recognition. Presumably, the interactive activation model could simulate these
disparate effects by differentially tuning the excitatory and inhibitory parameters for nodes
that correspond to orthographic and phonological feature input. Regardless of the model's
ability to mimic the effects of both visual and auditory neighborhoods, however, it is clearly
more important for the interactive activation framework to provide an adequate theoretical
account for these modality differences. The problem may be even more difficult for totally
distributed models of word recognition, such as the recent Seidenberg and McClelland (1989)
model.

In summary, the present experiments have shown that neighborhood density affects the
speed of spoken word recogntion, even though the words employed were the highest frequency
words of their respective neighborhoods. This finding is inconsistent with predictions derived
from search-based models of word recognition which assume that no differential effects of
neighborhood density should be observed for such privileged words. Furthermore, the present
findings provide a spoken-word analog to Andrews' recent (1989) investigation of visual word
recognition, and they corroborate her conclusions regarding the superiority of activation-
based models over serial models of word recognition.
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Appendix: Word stimuli used in Experiment 1.

Sparse neighborhoods:

earth, of, up, were, able, allow, and, any, ask, blew, chief, church, death, dog, early, easy,
echo, else, evil, five, food, give, honor, idle, iron, item, judge, love, move, occur, okay, old,
other, over, power, sky, south, teeth, these, this, thought, voice, was, young

Dense neighborhoods:

age, are, each, he, in, know, to, back, both, but, did, does, door, down, face, firm, for, full,
get, girl, had, job, keep, less, like, long, one, peace, pool, put, real, right, road, rock, said,
serve, shall, shape, some, that, their, top, with, work
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Abstract

The work reported in this paper is an attempt to better understand vowel normaliza-
tion by investigating the relationship between vowel normalization and vowel contrast.
In the first experiment, vowels from a "hood " - "bud" continuum were presented at two
levels of fundamental frequency (F0). In one condition, tokens were blocked by FO, in
the other, tokens with different PO levels were randomly intermixed with each other
(as in the typical FO normalization experiment). Subjects identified the tokens in quite
different ways depending upon the type of presentation. In the mixed presentation,
they identified the high FO items most often as "hood" and the low FO items most often
as "hud". In the blocked condition, there was no reliable difference between the high
and low FO continua. This pattern of results suggests that a contrast effect is at work.
The second section of the paper reports a series of simulations in which four models of
perceptual contrast are tested. Auditorily-based (AB) spectra served as inputs to the
simulations. The AD spectra were produced by a model which incorporates two levels
of processing, (1) narrow-band auditory filtering (Patterson, 1976) and (2) wide-band
integration (Chistovich, 1985). Results of the first experiment could be approximated
by two models: an auditory figure /ground model, and a talker contrast model. A sec-
ond experiment tested these two models. The auditory figure/ground model predicts
that in a cross-series authoring experiment (in which tokens with high FO are used to
anchor the low FO continuum and tokens with low FO are used to anchor the high FO
continuum) the boundary of the vowel identification function will be shifted toward
the vowel quality of the anchoring stimulus. The talker contrast model predicts that
the vowel quality of the anchoring stimulus is less important than its FO and that
the phoneme boundary will be shifted in the same direction regardless of the vowel
quality of the anchoring stimulus. The results of the experiment quite unambiguously
supported the predictions of the talker contrast model.
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Contrast and Normalization in Vowel Perception

Typically vowel normalization and vowel contrast have been studied separately. Re-
searchers interested in vowel contrast have generally not considered vowel normalization
processes (although see Fox, 1985), and researchers who have investigated vowel normal-
ization have not considered the possible role of perceptual contrast in the process of vowel
normalization. This is especially interesting in view of the fact that fundamental frequency
(FO) normalization experiments involve intermixing tokens with different FO. The research
reported here is an attempt to gain a better understanding of vowel normalization (and,
to some extent, vowel contrast) by determining the ways in which perceptual contrast and
vowel normalization interact. The research is motivated by the assumption that we may be
able to come to a better understanding of both of these important perceptual processes by
considering the ways in which they interact.

Vowel Normalization

Vowel normalization is a hypothetical perceptual process in which interspeaker vowel
variability is reduced in order that perceptual vowel identification may then be performed
by reference to relative vowel quality rather than the absolute values of the acoustic pa-
rameters of vowels. It is well documented that hearers are influenced by FO when they
make judgements about vowel quality (Miller, 1953; Fujisaki and Kawashima, 1968; Slaw-
son, 1968; Ainsworth, 1975; Traunmiiller, 1981). The general pattern of results reported in
these studies is that the vowel formants must increase as FO is increased in order to maintain
the same vowel quality. Because there is a correlation between vocal tract size and FO, it
is also possible to describe the effect in terms of the perception of the size of the talker's
vocal tract. In this case, we would say that hearers perceptually normalize vowel formants
by reference to some index of vocal tract size, using FO as a cue for this variable. Many
researchers have assumed a similar process of normalization (the utilization of "an internal
model of the speaker", Summerfield, 1971) and so, for this reason, the effect has been called
vocal tract normalization.

As a cue for perceived speaker identity, FO, in this view, may be used by hearers to
establish a speaker-dependent perceptual vowel space. In this way, the expected acoustic
correlates of particular vowel qualities are adjusted on the basis of the perceived identity of
the talker. I will call this type of hypothesis an adjustment-to-talker model of vowel nor-
malization. One way to implement an adjustment-to-talker model of vowel normalization
is to use FO in order to estimate speaker-dependent formant ranges in a range normaliza-
tion process (concerning range normalization see Gerstman, 1968). The model of vowel
normalization described by Bladon, Benton and Pickering (1984) is also an example of an
adjustment-to-talker approach. This is not obvious, at first, because they describe the model
as "auditory", but it is actually a two-stage model. They propose that vowel normalization
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is accomplished by shifting the auditory spectra of vowels produced by female speakers down
by 1 Bark before comparing them to spectral templates based on vowels produced by men.
The auditory stage in the model is in the calculation of "auditory" spectra (Bladon and
Lindblom, 1981). The second stage (when spectra are shifted along the Bark scale) involves
an adjustment-to-talker,

Traunmfiller (1981) proposed an explanation of FO normalization which is an alternative
to the adjustment-to-talker view of normalization in that it appeals only to properties of
the auditory system. No information about speaker identity or vocal tract length need
be specified in this model.' He proposed that the 'centre of gravity' effect reported by
Chistovich, Sheikin and Lublinskaja (1979) can account for vowel normalization data.

Chistovich et al. (1979) reported that vowel formants which are within about 3 Bark
of each other seem to be integrated into a single perceptual 'centre of gravity'. In their
experiments, subjects manipulated the frequency of a synthetic single-formant vowel until
it matched, as closely as possible, the quality of a two-formant standard. They found that
when the formants of the standard were within about 3 Bark of each other, subjects tended
to adjust the frequency of the single-formant so that it fell at the amplitude weighted mean
of the formants of the standard. However, when the separation between the formants of the
standard was greater than 3 Bark, subjects tended to adjust the single formant so that it
matched one of the formants of the standard. These data are consistent with the observations
of Delattre, Liberman, Cooper and Gerstman (1952) in which it was reported that acceptable
back vowels, in which F1 and F2 are close in frequency, can be synthesized with only a single
formant. However, for front vowels, in which F2 and F3 are near each other, the F2 of
two-formant synthetic vowels must be higher than the F2 found in natural speech. The data
reported in Johnson (1989) are also consistent with the 'centre of gravity' effect. Johmon
reported that a higher formant normalization effect (see Fujisaki and Kawashima, 1968.) is
found when F2 and F3 are within 3 Bark of each other, but not when F2 and F3 are separated
by more than 3 Bark.2

Traunmiiller's proposal is that the effect of increasing FO on vowel perception results from
an increased participation of the lowest harmonic in the 'centre of gravity' which corresponds

'Other approaches to perceptual vowel normalization which av reference to the size of the vocal tract
include those discussed by Sussman (1986), Svrdal and Gopal (1986), Nearey (1978) and Miller (1989). This
research and that of Gerstman (1968) and Labonov (1971) (see Disner, 1980 for a review and critique) is
concerned with normalization algorithms, and not explicitly with perceptual processing. I have chosen to
emphasize models of vowel normalization which are more directly concerned with perceptual processing, but
this does not indicate a. disregard for the algorithm approach. Rather, I wish to avoid some of the assumptions
of this approach: in particular the assumption that vowel normalization is preceeded by formant extraction.
Clearly, vowel normalization algorithms which correctly classify vowels may reflect perceptual processes
which operate in ways similar to those encoded in the algorithms (see Trautimiiller, 1981: Nearey, 1978; and
Sussman, 1986).

2Although the criticisms of the use of front vowel continua (see the discussion of Experiment 2) also apply
to the work in Johnson, 1989.

190



to the perceived Fl (F1'). As FO increases the lowest harmonic enters more and more into
the window of integration which includes the peak of F1. This increased influence of the
lowest harmonic results in a lower F1' as FO increases. Of course, as FO increases past the
actual Fl, F1' follows FO. In the second section of this paper, we will consider whether
spectra generated by an auditory model have the properties suggested by Traunmiiller.

Vowel Contrast

One of the earliest findings in the study of speech perception was that vowel discrim-
ination is better than would be predicted by vowel labelling (Fry, Abramson, Eimas and
Liberman, 1962, Eimas, 1963). These authors also found that the label given to an am-
biguous vowel token is a function of context. When an ambiguous token from a continuum
from A to B is preceeded by the A endpoint the ambiguous token is more likely to be la
beled B, and in the context of the B endpoint the label will be shifted to A. This vowel
contrast effect, coupled with better-than-predicted discrimination led the Haskins group to
conclude that vowels are perceived continuously because small changes in vowel quality may
be easily produced, while consonants are perceived more categorically because their pro-
duction tends to be categorical. The work of Fujisaki and Kawashima (1969) and Pisoni
(1971, 1973, 1975) turned attention to the role of auditory memory in speech perception.
It was hypothesized that vowels, which have longer, more steady-state acoustic cues, leave
a longer lasting trace in auditory memory, and so the auditory differences between vowels
are more readily available for use in speech perception tasks. Thus, a dual-process view of
vowel perception (which involves both an auditory stage and a phonetic stage) provides an
explanation of vowel context effects. Simon and Studdert-Kennedy (1978) called this view
of vowel contrast an auditory figure/ground approach.

Feature detector theory (Eimas, Cooper and Corbit, 1973; Eimas and Corbit, 1973;
Cooper, 1974) provides a possible explanation of vowel contrast in terms of feature-detector
fatigue. "However, this hypothesis has rarely been mentioned in connection with vowel
perception, presumably because the large number of vowel categories and the relatively
noncategorical perception of the stimuli made explanations in terms of discrete dectors seem
unattractive. Also, while feature-detector fatigue is a plausible mechanism for explaining
selective adaptation effects, it cannot account for pairwise contrast where only a single
contextual item is presented" (Fox, 1985, p. 1552).

Crowder (1981) proposed a model of vowel contrast in which the memory representations
behave 9n accordance with the laws of recurrent lateral inhibition" (p. 175). In this model,
the auditory memory representation of a stimulus interacts with that of an earlier stimulus
in a process which is analogous to lateral inhibition in peripheral sensory systems. Crow-
der suggests that the frequency components of memorial representations of stimuli interact
with each other in auditory memory in such a way that unique components are relatively
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uninhibited and tend to dominate in the classification of stimuli, and overlapping frequency
components are mutually inhibiting. Thus, in Crowder's view of vowel contrast, the spec-
tral differences between stimuli are enhanced and similarities are inhibited as a result of
the nature of their representations in auditory memory and the hypothesized process of lat-
eral inhibition. An important feature of Crowder's proposal is the notion of "channels" in
auditory memory. According to Crowder, items produced by different talkers will occupy
different channels of auditory memory, with degree of perceived talker difference det ruining
the degree of channel discrepancy. He suggests that items which are on the same imilar
channels will inhibit each other, while items on different channels will not. Therefore, it is
not clear how relevant this model of vowel contrast is to situations in which vowels with
different speaker qualities are presented.

Simon and Studdert-Kennedy (1978) and Fox (1985) also considered a response bias
explanation (Parducci, 1965, 1975) of vowel contrast. In this account, the change in labelling
behavior in an anchoring experiment is due to the increase in the number of stimuli which
must receive one label. Parducci's range-frequency theory predicts that subjects will attempt
to use category labels an equal number of times during an experimental session, and so will
show a boundary shift when anchoring stimuli are presented with a test continuum, because
the anchor stimuli are consistently labelled with one of the available labels. This seems to
explain the results of anchoring experiments where one stimulus is presented more often than
another, but it does not account for evidence of vowel contrast in experiments where each
of the stimuli is presented equally ete.n (Fry, et al., 1962). The fact that there is a shift in
identification in anchoring experiments, even when subjects are made aware of the relative
frequency of occurrence of each token, also suggests that the response bias explanation is
not an adequate explanation of this effect (for other arguments see Fox, 1985, p. 1553).

Finally, in addition to vowel contrast effects, we will consider in this paper the possibility
that the perceived identity of the speaker may be subject to talker contrast effects. That is,
when two (synthetic) voices are placed close to each other in time, the degree of perceived
difference between the voices may be larger than when they are temporally separate. As will
be shown below, this type of contrast is an important consideration for experiments, such
as those reported here, in which both vowel quality and speaker quality are manipulated.

Experiment 1

Most previous studies of FO normalization have one methodological trait in common:
stimuli at different FO levels are presented intermixed with each other. This presentation
format corresponds to one of the conditions studied by Mullennix, Pisani and Martin (1989).
In those experiments, they found that when hearers were required to identify words in
different levels of noise, word recognition performance was impared by random variation of
talker identity. Performance was better when all of the words presented for identification

192



had been produced by the same talker, as compared to a condition in which the identity
of the talker varied from trial to trial. Mullennix et al. also found reliable reaction time
diffe1ences between single-talker and multiple-talker conditions in two naming experiments.
Subjects could repeat aloud words in the single-talker condition about 50 ms faster than
they could in the multiple-talker condition (averaged over lexical density and word frequency
conditions izt two experiments). The reaction time data were interpreted as indicating that
hearers must adjust to the talker in the multiple-talker condition while this adustment is not
required in the single-talker case. Mullennix et al.'s experiments are relevant to the study
of vowel normalization because they indicate that hearers do not automatically "normalize"
the speech that they hear, but rather that some exposure to a new talker is required in order
to be able to identify words as quickly and accurately as possible.

Previous research on FO normalization has involved the presentation of synthetic speech
tokens in what is essentially a multiple-talker condition, though this "multiple-talker" con-
dition has usually been composed of only two levels of FO (Miller, 1953; Fujisaki and
Kawashima, 1968; and Slawson, 1968). The present experiment extends the traditional
format by including a condition in which tokens are blocked by FO. In the analog of Mul-
lennix et al.'s single-talker condition (here called the single-FO condition), the tokens were
blocked by FO, thus the FO of the tokens was entirely predictable within blocks. In the
analog of their multiple-talker condition (here called the mixed-FO condition), the tokens of
the two FO continua were randomly intermixed with each other.

Method

Subjects. Twenty-four undergraduate students at Indiana University participated in the
experiment (18 female, 6 male). All were native speakers of American English who had
never experienced any speech or hearing disorders. They received partial course credit in an
introductory psychology course for their participation.

Materials. The stimuli used in this experiment were synthetic CVC syllables in a vowel
continuum from [hod} to [hAdi. Two continua were synthesized (using the Klatt, 1980
cascade-parallel formant synthesizer) - one with a steady-state FO of 120 Hz, the other
with steady-state FO of 240 Hz. The formant values of the synthetic vowels are shown in
Table I and in Figure 1. These formant values had been used in previous studies of vowel
FO normalization (Johnson, 1989, in press). The syllables were 285 ms in duration. The
aspiration noise of the /h/ was 95 ms long (with Fl and F2 slightly higher than the Fl and
F2 of the vowel as naturally occurs as a result of tracheal coupling). The steady-state vowel
portion of the stimuli was 160 ms long. Bandwidths of FI-F3 were 110, 75 and 110 Hz,
respectively. F4 and F5 were 3500 Hz and 4200 Hz, both with a bandwidth of 300 Hz, and
were steady-state throughout the syllables. The final transitions into /d/ were 30 ms long
and ended at 300, 1700 and 2516 Hz for FI-F3, respectively. The F3 transition dipped to
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2116 over the first 15 ins of the transition and then rose to 2516. The peak amplitudes of
the tokens were equated (to avoid possible effects of amplitude variation on reaction time).

Insert Table I about here

Insert Figure 1 about here

Procedure. Stimuli from the two vowel continua were presented over TDH-39 headphones
at a listening level of 80 dB using two types of presentation. In the single-FO condition, the
tokens were blocked by FO. In the mixed-FO condition, the tokens from the two continua
were randomly intermixed with each ather. Each stimulus was presented ten times in each of
these two conditions. Subjects were randomly divided into two groups. One group of subjects
responded first to the items in the single-FO condition and then to the same items in the
mixed -FO condition. The other group first heard the items in the mixed -FO presentation
type and then responded to them again in the single-FO condition. The two groups will be
called the single-first and mixed-first groups, respectively. In the single -FO condition, the
order of presentation of FO level was counter-balanced across subjects. So, presentation type
and FO level were treated as within-subject variables while order of presentation was treated
as a between-subjects variable.

A video monitor was mounted at approximately eye level for each subject. The words
HOOD and HUD were presented on the monitor at the left and right of the screen. Subjects
used these labels as an indication of which button to press in a forced-choice identification
task. For half of each subject's responses in each condition, HOOD was the right-hand
response and HUD was the left-hand response. For the other half of the trials, the right-hand
response was HUD and the left-hand response was HOOD. Button to response associations
were switched at intervals of 70 trials, so within a block of 70 trials the association was
constant.

Each token in the two continua was presented 10 times in each of the two types of
presentation. The number of presentations per subject was 280 (7 tokens * 2 FO levels *
2 presentation types * 10 presentations). Both identification and reaction time data were
collected online by a PD1) 11/34 mini-computer. Subjects participated in the experiment in
groups cf up to six at a time.
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Table 1

Fortnant values of the test tokens used in the listening experiment.

Token # 1 2 3 4 5 6 7

Fl 474 491 509 526 543 561 578
F2 1111 1124 1137 1150 1163 1176 1189
F3 2416 2424 2432 2440 2448 2456 2464
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Figure 1. Tokens in the "hood " - "hud" rontinuum, and the Peterson and Barney (1952)
average values for midwestern male and female speakers of English.



Results

Identification Data. The identification data are shown in Figure 2. The two presentation
conditions are shown in separate graphs, the responses of the mixed-first group are plot-
ted with open symbols, while the responses of the single-first group are plotted with filled
symbols. Responses to the low FO continuum are plotted with circles and the responses
to the high FO continuum are plotted with squares. The identification data were analyzed
in a four-way repeated measures ANOVA with factors PRESENTATION TYPE (mixed-F0
vs. single-FO), FO LEVEL (120 Hz vs. 240 Hz.), GROUP (mixed-first vs. single-first) and
TOKEN (1-7).

Insert Figure 2 about here

The only significant main effects in the analysis were for FO LEVEL [F(1, 22) = 91.76, p <
.0001) and TOKEN [F(6,132) = 154.14,p < .00011. The low FO continuum was identified as
"hood" 35.5% of the time while 64.9% of the high FO items were labeled "hood". The inter-
action of PRESENTATION TYPE and FO LEVEL was significant [F(1, 22) = 123.07,p <
.0001). This interaction can be observed in Figure 2 as the difference between circles and
squares in the top and bottom panels. Table 2 shows the average percent "hood" responses
to each continuum (low and high FO). When items which differed in FO were presented
intermixed with each other, there was a large difference between the identification functions
as a function of token FU, while when the items were presented in separate blocks there was
no effect of FO on identification behavior. The three-way interaction of PRESENTATION
TYPE, FO LEVEL and TOKEN was also significant [F(6,132) = 4.82,p < .001). Examina-
tion of the functions in Figure 2 indicates that this interaction occurred because the effect
of FO in the mixed-FO condition was to shift the boundary between "hood" and "hud" and
not a global change in the probability of "hood" responses across the continuum.

Insert Table 2 abnitt itPre

The interaction between PRESENTATION TYPE and TOKEN was also significant
[F(6, 132) = 32.61,p < .0001). The average identification function in the mixed -FO condi-
tion was flatter than was the average identification function in the single-FO condition. Also,
there was an interaction between Fo LEVEL and TOKEN [F(6, 132) = 15.33,p < .00011.
The effect of FO (averaged over groups and presentation conditions) was a boundary shift
and not a global change in probability of "hood" response.
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(a) Sing le-F0 Condition

low single 1st
high single 1st

low mixed 1st
high mixed 1st

(b) Mixed-FO Condition

0 low single 1st
13-- high single 1st

P low mixed 1st
high mixed 1st

3 4 5

Token #

Figure 2. Identification data as a function of token number, presentation type, subject group
and FO level. The mixed-first group is plotted with open symbols. The single-first group is
plotted with closed symbols. The high FO continuum is plotted with squares and the log, Fr)
continuum is plotted with circles.
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Table 2

The interaction of PRESENT4TION TYPE and FO LEVEL. The data in this table are
percent "hood" identifications as a function of presentation type and FO level averaged across
subjects and tokens.

Low FO High FO
Single-FO
Mixed-FO

48.4
22.6

52.7
76.9
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Finally, there were two significant interactions which involved group differences. As is

clear in Figure 2b, the two groups of subjects (mixed-first and single-first) had virtually

identical response functions in the mixed-FO condition, while in the single-FO condition

(Figure 2a), the response functions for the mixed-first group were somewhat flatter than

those of the single-first group. This difference was reflected in the PRESENTATION TYPE

by TOKEN by GROUP interaction [F(6, 132) = 4.25,p < .001). Also, in Figure 2a (the

single-FO condition), it appears that this group difference was larger for the high FO level

than for the low FO level (i.e. the function for the high FO mixed-first continuum is flatter

than the function for the low FO mixed-first continuum). This was reflected in the four way

interaction of PRESENTATION TYPE, GROUP, FO LEVEL and TOKEN [F(6, 132)

3.02,p < .011. It is not clear why the subjects in the mixed-first group would show less

categorical identification of the continua in the single-FO condition than subjects in the

single-first group.

Reaction Time Data. Average reaction times, measured from item onset and averaged

across both response and token, were analyzed in a repeated measures ANOVA with factors

FO LEVEL, PRESENTATION TYPE and GROUP. The only statistically significant effect

in this analysis was the main effect for PRESENTATION TYPE [F(1,22) = 5.39,p < 0.051.

Average reaction time in the mixed-FO condition was 697 ms and in the single-FO condition

was 647 ms. The main effect for FO LEVEL approached significance [F(1, 22) = 3.76,p

0.06531. The trend was for items with low FO to be identified more quickly than the items

with high FO. This effect may relate to the relative naturalness of the different levels of FO,

since the tokens sounded more natural at lower FO levels.

An additional analysis of the reaction time data from the mixed-FO condition assessed

the effect of changing FO from token to token. Classifying the reaction time data by the FO

of the item being identified and by the FO of the immediately preceding item results in four

classes of reaction times; low FO items which were immediately preceded by a low FO item,

low FO items which were immediately preceded by a high FO item, high FO items which were

immediately preceded by a low FO item and high FO items which were immediately preceded

by a high FO item. Analysis of these data in a three-way repeated measures ANOVA with

factors: TOKEN-FO (high or low), CONTEXT-F0 (high or low) and GROUP (mixed-first or

single-first) revealed one reliable main effect (TOKEN-FO [F(1,22) = 9.96,p < .01)). This

effect is consistent with the marginal effect for FO LEVEL found in the overall analysis.

There was also a significant interaction between the TOKEN-FO and CONTEXT-F0 factors

[F(1, 22) = 5.98,p < .051. When there was a change of FO from one token to the next,

subjects were slower to identify the token than when FO did not change from one token to

the next.



Discussion

The difference in reaction time between the mixed-FO and single-FO conditions which was
observed in this experiment (50 ms.) is comparable to the reaction time difference observed
by Mullennix et al. (1989) between their single-talker and multiple-talker conditions. A
reaction time difference for blocked versus mixed voices was also reported by Summerfield
and Haggard (1975). They found a reaction time difference which could be attributed to a
normalization process, as opposed to a general effect of dir;cled selectional attention, when
FO and F3 varied together, but not when FO varied alone. Although it 's possible that
the reaction time difference found here reflects a normalization process (FO variation was
much greater in this study than in that of Summerfield and Haggard), the proper control
conditions were not included in this study, and so it would be premature to claim that the
reaction time difference is evidence for a special normalization process.

The identification data indicate that when tokens from vowel continua with different
FO are presented randomly intermixed with each other there is an effect of FO upon vowel
identification, however, when tokens are presented blocked by FO the effect of FO is severely
diminished (if present at all). This pattern of results suggests the operation of a contrast
effect. In the sections that follow we will attempt to determine what type of contrast effect
can account for these data.

Model Studies of Vowel Normalization and Vowel Contrast

This section is organized into three parts. Section 3.1 is a description of a model of
the auditory representation of vowels. In the section 3.2, spectral representations generated
by this model are used to investigate the effect of FO on the auditory representation of
vowels. In particular, the predictions of Traunmiiller's (1981) hypothesis concerning vowel
normalization are tested. Section 3.3 reports the results of four simulations of the mixed-FO
condition of Experiment 1. The simulations implement different approaches to perceptual
contrast.

An Auditory Model

The auditory model described here incorporates some of the frequency and amplitude
nonlinearities found in psychophysical studies of auditory processing, and a spectral integra-
tion stage which simulates Chistovich et al.'s (1979) 'centre of gravity' hypothesis. The work
of Schroeder, Atal and Hall (1979) and Bladon and Lindblom (1981) formed the foundation
of the approach I adopted here. In particular, the use of spectral integration is an important
hypothesis concerning the way in which hearers estimate the broad features of the spectral
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envelopes of speech sounds as those broad features relate to the vocal tract transfer function.
It is important to keep in mind, however, that this model is only a rough implementation of
some hypotheses concerning the human auditory treatment of speech sounds.

The first stage involves the calculation of the magnitude spectrum of a Hamming window
of speech samples. In the second stage, the magnitude spectrum is conditioned by a bank
of filters. Following Patterson (1976), the equivalent rectangular bandwidth (BWER) of the
filters is given by (1), and the auditory filter shape is given by (2). In these equations fo
refers to the center frequency of the filter in Hz.

10 logio BI ER = 8.3 log fo 2.3

111(zifif0)21 = expir(Aflfosii-ER)2i

These filter shapes are Gaussian approximations to the filter shapes determined by psy-
choacoustic masking studies (see Moore and Glasberg, 1983). Filter functions were calculated
at intervals of 0.2 Bark for the range 0.2 to 19 Bark (18 to 4884 Hz). The output of each
filter (.44) is determined by (3), where n is the number of terms in the filter, Wii is the Leh
term of the jeh filter, and Si is the spectral magnitude at the frequency corresponding to the
ieh term of the jth filter. The sum of the products of the magnitude spectrum and the filter
weights is normalized by the total of the filter weights because the number of terms in each
filter is a function of center frequency.3

A;= E E Wii
i=a

(3)

Next, a stored equal-loudness contour (Figure 3) is applied to the spectrum. Each fre-
quency location in the filtered spectrum is attenuated by the amount indicated in the equal
loudness contour, with low frequency components being attenuated more than others.

Insert Figure 3 about here

Figure 4a shows the Fourier transform of a synthetic [col with an FO of 120 Hz. Figure
4b shows the same spectrum after passing it through the filter bank and applying the equal-
loudness contour. Note that in the filtered sped -um, all but the two lowest harmonics

3This is necessary because the bandwidths of the filters increases as a function of the center frequency.
The samples in the Fourier transform are linearly spaced in frequency, therefore as the bandwidths of the
filters increases, the number of samples under the filter window increases.
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Equal Loudness Contour

2 4 8 10 12

Bark
14 16 18 20

Figure 3. Equal loudness contour, derived from Fletcher and Munson (1933). Ordinate
indicates degree of attenuation at each frequency (abscissa).
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are smeared together. This is a result of the increasing bandwidths of the auditory filters;
frequency resolution decreases as frequency increases. Note also that the regions for Fl and
F2 are expanded (as compared with the Fourier transform) and that the higher frequency
regions are compressed. Both of these observations are also true of displays of auditory nerve
responses to vowel sounds (Sachs and Young, 1979).4 The model, at this stage of processing,
captures some basic properties of peripheral auditory processing.

Insert Figure 4 about here

The third stage of the model involves sliding a window of integration across the spec-
trum. This stage is an implementation of Chistovich et al.'s (1979) hypothesis that, in vowel
perception, spectral components over a fairly large spectral range are integrated into a single
'centre of gravity'. There is no evidence of spectral integiation of this sort in neural responses
in the auditory pathways of animals (even in the tonotopically organized regions of the cor-
tex, see Pickles, 1988); therefore, if there is a stage of spectral integration in human auditory
processing, it is most likely a speech specific, central auditory process (see Chistovich, 1985
and Traunmiiller, 1982).

In this model, the Riemann sum (4) over a portion of the spectrum served as an approx-
imation to the definite integral for that spectral region. In (4), Azle was 0.2 Bark for all k
(the interval between samples in the filtered spectrum) and f (t) was the filtered, loudness-
equalized spectrum (Figure 4b). The program calculated Riemann sums over successive
windows in the filtered spectrum to produce a power density spectrum. The y dimension for
each frequency bin of the power density spectrum was the Riemann sum over a 2.2 Bark win-
dow centered on that frequency, and separate sums were calculated at intervals of 0.2 Bark.
The sums are expressed in dB normalized to the RMS amplitude of the original waveform
in order to preserve relative amplitude differences across speech samples. Experimentation
with previous versions of the model indicated that integration over a window of 2.2 Bark
resulted in a single spectral peak between Fl and F2 when they were within three Bark
of each other. Wider integration windows resulted in the merger of formants which were
separated by more than 3 Bark.

k=1
f(tk)Axk (4)

'Young and Sachs, 1980 emphasized, also, the fact that firing rate saturates, and consequently that
spectral specificity is lost at moderate amplitudes. They suggest that temporal measures such as localized
phase locking must also be involved in auditory frequency resolution. Thus, the similarities between the
filtered, loudness-equalized spectrum (based on psychophysical studies of hearing) and published displays
of mean firing rate or Average Localized Synchronized Rate (ALSR), for that matter, are at best merely
suggestive.
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Because the spectra generated by this model are based on a rough attempt to implement
some hypotheses concerning the auditory processing of speech, I will refer to spectra produced
by the model as "auditorily-based" (AB) spectra. The following section examines the effect
of FO in AB spectra, and section 3.3 reports the results of some simulations of the mixed
condition of Experiment 1.

The Effect of FO in Simulated Auditory Spectra

If FO normalization can be attributed to the 'centre of gravity' effect, as suggested by
Traunmiiller (1981), we expect that the model described above will produce spectra in which,
as FO increases, the spectra of "hud" tokens become more like "hood", and as FO decreases,
the spectra of "hood" tokens become more like "hud ".

Consider first the AB spectra of the "hood-hud" continuum with low FO (Figure 5a).
There appear to be two primary differences between "hood" and "hud". First, the frequency
locations of spectral peaks are lower for "hood" and, second, the amplitude of the spectrum
above about 6 Bark is higher for "hud". Figure 5b shows the AB spectra of the continuum
with high FO. In these spectra, the first peak occurs at the same frequency throughout
the continuum. The difference between "hood" and "hud" for these tokens is mainly in the
amplitude of the components around 8 to 10 Bark and the amplitude of the first peak itself
("hood" has the higher amplitude first peak).

Insert Figures 5 & 6 about here

Figure 6 illustrates the effect of FO on the AB spectra of these vowels. In this figure,
we compare the AB spectra of vowels which have identical formant values and different FO
values. The top panel shows the effect of FO on the spectra of the "hud" endpoint of the
continuum. As FO increases, the frequency of the first spectral peak decreases. This is
exactly what an auditory model of FO normalization would predict. The bottom panel of
the figure shows the AB spectra of the "hood" endpoint of the continuum. Here there is
no correlation between FO level and the location of the first spectral peak. This finding is
especially troublesome for the auditory approach because with its lower Fl we would expect
"hood" to be more sensitive to FO than "hud".

These data do not lead to the conclusion that as FO increases AB spectra of "hud"
become more "hood"-like, or that as FO decreases AB spectra "hood" become more "hud" -
like (Traunmiiller, 1981), but rather that, as FO increases, the AB spectrum is more and
more determined by the harmonics of the fundamental. This is true for AB spectra as well
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Figure 5. AB spectra of the vowels in the low and high FO "hood-hud" continua used in the
Experiment 1. (a) Low FO continuum. (b) High FO continuum.
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Figure 6. (a) AB spectra of "hud" with F() of 120. 180, and 240 Hz. (b) AB spectra of"hood" with FO of 120, 180, and 240 Hz.
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as for simple Fourier transforms. Consider the frequency locations of the harmonics relative
to the formant peaks. A vowel with a fundamental frequency of 120 Hz will have harmonics
at 1.29, 2.53, 3.7, 4.79, 5.78 and 6.83 Bark. The F I of the synthetic "hood" was 4.74 Bark
and of "hud" 5.6 Bark. When FO is low, the harmonics are closely spaced and, thus, there are
harmonics near the Fl of both "hood" and "hud". When the fundamental frequency is 180
Hz, there are harmonics at 1.9, 3.7, 5.3 and 6.69 Bark. So, the third harmonic is close to the
Fl of "hud", but Fl falls between harmonics in "hood". Note the broad, flat peak in the AB
spectrum of "hood" synthesized at 180 Hz (Figure 6b). When the fundamental frequency is
240 Hz, there are harmonics at 2.53, 4.79 and 6.83 Bark. In this case, the only harmonic in
the region of Fl (for these two vowels) is the second harmonic. In the AB spectrum of "hood"
the second harmonic and Fl are almost identical (note the amplitude of the peak in Figure
6b). While in the AB spectrum of "hud", the second harmonic is still closer to Fl than are
the other harmonics, but the two are not aligned (again the amplitude of the peak seems to
reflect this (Figure 6a awl Figure 5b). Thus, in the case of vowels with high FO, the shape of
the AB spect. sAdi (like other spectral representations) is determined by both the harmonics
of the fundamental and by the vowel formants. This investigation of hypothetical perceptual
representations of vowel spectra offers no support for Traunmiiller's (1981) hypothesis that
FO normalization is the result of the auditory integration of Fl and FO in a single 'centre
of gravity'. Of course, the validity of this conclusion dependent upon the validity of the
model. The fact that the model produces spectra with a single spectral peak between F1
and F2 when they are within 3 Bark of ?..ach other suggests that it does capture Chistovich
et al.'s (1979) proposal, and, thus, is appropriate for teeting Traunmiiller's hypothesis.

Model Studies of Contrast in Vowel Perception

The studies reported in this section evaluate the success of four different models of per-
ceptual contrast in accounting for the data from the mixed condition in Experiment 1 (Figure
2b). AB spectra of the vowel tokens used in Experiment 1 above (see Figure 5) served as the
input representations in the models of contrast. The first is an implementation of Crowder's
(1981) model. The second and third models implement an auditory figure/ground model
of vowel contrast. AB spectra in these models were normalized ',dote being subjected to
contextual influence (following a suggestion by Fox, 1985, p. 1557). The second model
includes an implementation of Bladon et al.'s (1984) spectral shifting approach to vowel
normalization and the third model includes an implementation of Gerstman's (1968) range
normalization approach. The fourth model incorporates a talker contrast model implied by
Midlennix et al.'s (1989) suggestion that hearers adjust to different talkers.

Luce's (1959) choice rule forms the basis of the decision component in each of these
models. This rule is defined by (5). In this formula, refers to the similarity of token i to
category j and bi refers to response bias for category j.5 .5,.; was calculated by taking the

5b1 was held fixed at 0.h in the first models and was allowed to vary in the last model.
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inverse of the spectral distance between the test spectrum and a spectral template. Distance
was calculated using (6) after removing the DC offset for differences in overall amplitude.
In this formula, Si is the AB spectrum of token i and Si is the AB spectrum of template j
The interval ab excludes the lowest two Bark and the highest two Bark because incomplete
integration windows spanned these edge samples. (6) is similar to the spectral distance
metrics used by Plomp (1976, p.95) and Bladon and Lindblom (1981). However, where
they used the Euclidian or the city block measures of spectral distance, the mean squared
distance was used here. When the inverse of this measure of distance was used as So in (5),
the resulting response functions were very similar to those found in the blocked condition of
Experiment 1 (Figure 2a). This similarity is an important starting point for the simulations
of the mixed condition (Figure 2b).

2

P(R Ti) = b;Sii I E
J =2

= (E(S'i(x) Si(2))2 (b a)

Crowder's Model of Contrast. In the implementation of Crowder's model of contrast, AB
spectra from the high and low "hood"-"hud" continua were classified based on a comparison
with stored templates for "hood" and "hud". The average of the AB spectra of the high- and
low FO endpoints of the continua served as templates in this model. The model classified
each vowel in the context of every other vowel (both within and across continua), after
the context spectrum had been attenuated by a certain proportion (the decay parameter),
and then subtracted from the test spectrum. If the context spectrum has very little energy
at a particular frequency, then the test spectrum will remain relatively unchanged at that
frequency. However, if the two spectra have peaks in about the same location in frequency,
then the peak of the test spectrum will be reduced (to an extent determined by the decay
parameter) as a result of context. The value of the decay parameter which provided the
best fit to the data Experiment 1 (Figure 2b) was estimated by the method of least squared
error. No value of the decay parameter provided a very close fit to the data. The RMS error
(which is.in the same units as the data, in this case, percent "hood" responses) of the best
fit obtained was 35.4 (Table 3).

This simulation indicates that a model of vowel contrast. along the lines of that proposed
by Crowder (1981) does not account for the contrast effect found in the Experiment 1. This
may be an indication that different talkers should be viewed as occupying different "channels"
in auditory memory and that we should not expect recurrent lateral inhibition to play a role
in contrast when two different voices are involved.
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Insert Table 3 about here

Auditory Figure/Ground Contrast. In the auditory figure/ ground models of vowel con-
trast, the probability of a "hood" response for context items influenced the probability of
a "hood" response on the current item. If the immediately preceeding item was very much
like "hood", then an ambiguous item will be more likely to be identified as "hud" than if the
context item was a good example of "hud". In this model of vowel contrast (7), the adjusted
probability of a "hood" response (rIn(hood)) was equal the base probability of the current
item (defined by (5)) mulitplied by the ratio of the base probability of the current item and
the base probability of the immediately preceding context item, with resulting probability
values truncated to the range 0 to 1. Each token served as a context for every other token
in computing the average probability of a "hood" response.

11,i(hood) = Pn(hood) * (P(hood)1P_1(hood)) (7)

Prior to the calculation of context effects, the AB spectra were normalized using an
implementation of one of two different approaches to vowel normalization. One model used an
implementation of Bladon et al.'s spectral shifting model of normalization. In this approach
to normalization, AB spectra of vowels with high FO were shifted down on the Bark scale
and then compared with AB spectral templates appropriate for a male speaker. AB spectra
of steady-state tokens synthesized using the Peterson and Barney (1952) average formant
and FO values for male "hood" and "hud" served as vowel templates in this model. The
dialect of the speakers in Peterson and Barney's study was similar to that of the subjects
in Experiment 1 so the use of these values is appropriate. The second implementation of
the auditory figure/ground model used a form of range normalization (Gerstman, 1968). In
this implementation of vowel normalization, the choice of templates depended on FO. If FO
was low, the Peterson and Barney average male templates were used. If FO was high, the
templates were derived from the Peterson and Barney average vowel formants and FO for
females.

In the spectral shifting model, the degree of shift was a free parameter. The degree of
spectral shift, estimated by the least squared error method, was 0.8 Bark. This corresponds
quite closely to the value used by Bladon et al. (1984). There were no free parameters
in the range normalization model. Although these two approaches to vowel normalization
classify the continua in quite different ways in the absence of any contrast effect (the spectral
shifting model classifies both continua more consistently), they provide virtually identical
results when used in the vowel contrast model. RAMS error of both the spectral shifting
model and the range normalization model was 19.8. Both of these models provide a better
fit to the data than does the lateral inhibition model, but the predictions are still pretty
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Table 3

RMS data and parameter estimates for the model studies.

Model RMS Error Parameter Values
Lateral Inhibition 35.4 decay = 0.998
Figure/ground Contrast

Spectral Shifting 19.8 shift = 0.8
Range Normalization 19.8

Figure/ground with Lateral Inhibition
Spectral Shifting 10.3 shift ,- 0.8 decay = 0.3
Range Normalization 10.3 decay = 0.3

Talker Contrast 8.9 bias = 0.75



rough. However, when the lateral inhibition context effect is included in these models, the
degree of fit improves considerably. RMS error was 10.3 for both the spectrum shifting and
range normalization models. Predicted identification functions and the data obtained in the
mixed condition of Experiment 1 are shown in Figure 7a.

Lateral inhibition affects the spectral representation of the stimulus before it is compared
with a spectral template, and figure/ground contrast affects the decision rule used to classify
the stimulus after spectral similarity has been calculated. It is, therefore, reasonable to
expect that both lateral inhibition in auditory memory and figure/ground contrast could be
involved in vowel contrast effects since they occur at different stages of processing. Note,
however, that this conclusion, unlike the one reached in the previous section, suggests that
different voices are interacting in auditory memory (perhaps across "channels").

Insert Figure 7 about here

Talker Contrast. The final model implements a model of talker contrast. If hearers
adjust their expectations for vowel quality relative to the perceived identity of the talker,
as suggested indirectly by Mullennix et al. (1989) and more directly by Johnson (in press),
we could suppose that these expectations would result ,n a contrast effect which depends
on perceived speaker characteristics rather than vowel quality. In other words, the contrast
effect observed in Experiment 1 can be considered a talker contrast effect rather than a vowel
contrast effect.

In the implementation of this view, the response bias factor (by) in the decision rule (5)
varied as a function of the FO of the item. Low FO items had to be quite similar to "hood"
in order to be classified as "hood", while high FO items had to be quite similar to "hud" in
order to receive that label. This reflects the hypothesis of an adjustment-to-talker model of
vowel normalization that the criteria for vowel classification are a function of the perceived
identity of the talker. There was a single free parameter in the model. This parameter (the
bias parameter) functioned as bhp when FO was high and baud when FO was low. Bias
toward the other category in each case was equal to I bias.6

Response probabilities predicted by the talker contrast model are shown in Figure 7b.
As the figure shows, this model of contrast is also quite accurate in predicting the data of
Experiment 1 (the RMS error was 8.9).

°The spectra derived from the Peterson and Barney (1952) average formant values for male speakers were
used as templates in this model.
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Figure 7. Results of simulations of the mixed condition of Experiment I using (a) a post-
normalization vowel quality contrast model, and (b) a talker contrast model. Predictions
are the solid lines and the data from Experiment I (see Figure 2b) are plotted with filled
squares (high FO) and circles (low FO).
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Summary

The findings of the model studies are summarized below:

(1) The hypothesis that vowel normalization is a consequence of auditory processing was
not supported. In spectra generated by a model which incorporates two stages of filtering, as
in other forms of frequency analysis, when FO increases, the shape of the spectrum becomes
more and more dependent upon the harmonics of the fundamental frequency.

(2) Crowder's (1981) model of contrast cannot account for the results of Experiment 1.
However, in combination with an auditory figure/ground contrast model it does help provide
a close fit to the data. Unresolved is the question of whether vowels produced by different
talkers should be seen as interacting in auditory memory.

(3) Range normalization (as implemented here) and normalization by means of spectral
shifting (Bladon et al., 1984) give identical fits to the data of Experiment 1 when they are
used to provide the input to a figure/ground contrast mechanism.

(4) Two types of contrast provide good fits to the data - (1) auditory figure/ground
contrast coupled with recurrent lateral inhibition and (2) talker contrast. The first involves
contrast in vowel quality, the second in perceived talker identity.

Experiment 2

The two types of contrast which best account for the mixed-FO data of Experiment 1
make very different predictions for a cross-series anchoring experiment. If the contrast effect
observed in Experiment 1 occurred primarily at the level of vowel quality, we predict that
the perceived vowel quality of the anchor token will be the dominant factor in cross-series
anchoring. Conversely, if the contrast effect found in Experiment 1 was the result of a talker
contrast process, we predict that the vowel quality of the anchor will be of less importance
than the perceived identity of the talker, and thus, that the same direction of boundary shift
will be produced by anchors of different vowel quality.

Experiment 2 is a test of these predictions. The stimuli which were used in Experiment.
1 were presented in a cross-series anchoring experiment. Subjects heard the items of one of
the two continua (low or high FE)) and then heard those same stimuli randomly intermixed
with multiple occurrences of an anchor stimulus drawn from the other continuum.

h1/40 I..4
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Method

Subjects. Thirty-eight undergraduate students (10 male, 28 female) at Indiana University
participated in the experiment for partial course credit in an introductory psychology course.
All were native speakers of American English who had never experienced any speech or
hearing disorders.

Materials. This experiment employed the same stimuli which had been used in Experi-
ment 1.

Procedure. Subjects were randomly divided into four groups (two groups of 11 and two
groups of 8). Each group was presented with a randomized list containing 20 repetitions
of each of the tokens from either the high FO or low FO continuum in a control condition
and then with those same tokens randomized with 60 occurrences of an anchor token from
the other continuum. Thus, there were 140 trials in the control condition and 200 trials
in the anchor condition. The first group of 11 subjects heard the low FO continuum in
the control condition and the low FO continuum with 60 occurrences of token 1 from the
high FO continuum in the anchor condition. Group two (11 subjects) also heard the low
FO continuum, but with token 7 from the high FO continuum as an anchor. Groups three
and four (8 subjects in each group) responded to the tokens of the high FO continuum with
tokens 1 and 7 (respectively) of the low FO continuum as anchors. The equipment used to
run the experiment was the same as that used in Experiment 1.

Results

The results of Experiment 2 are shown in Figures 8 and 9. Figure 8 shows the identifica-
tion responses plotted by token number. Panel (a) shows the data for the low FO continuum
for both the "hood" and "hud" anchor groups. The data presented in this panel were ana-
lyzed in a three-factor, repeated-measures analysis of variance. Factors were: CONDITION
(control versus anchor), ANCHOR ("hood" versus "hud"), and TOKEN. There was (pre-
dictably) a main effect for TOKEN [F(6,60) =199.27, p<0.0011. More to the point, there was
also a main effect few CONDITION [F(1,11=14.4, p-n.ni]. In the control condition, the
average percent "hood" response was 48.5%, while in the anchor condition this was reduced
to 41.6%. The only other effect which reached significance was the CONDITION by TO-
KEN interaction 1F(6,60)=8.52, p<0.0011. The effect of anchoring was to shift the phoneme
boundary rather than producing a global change in probability of a "hood" response.

Insert Figures 8 Sr: 9 about here
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(a) Low-FO Continuum: High-FO Anchors
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Figure 8. Results of Experiment 2. Identification functions for (a) the low FO "hood"-"hud-
continuum, control conditions (solid points) and the anchor conditions (open points), and
(b) the high FO "hood"-"hud" continuum.
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(a) Low-FO Continuum: High-FO Anchors
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(b) High-FO Continuum: Low-FO Anchors
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Figure 9. Results of Experiment 2 averaged over tokens. Percent "hood" responses to (a)
the low FO "hood"-"hud" continuum, and (b) the high FO "hood"-"hud" continuum.
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Figure 8b shows identification functions for the high FO continuum. These data were
also analyzed in an ANOVA with factors: CONDITION, ANCHOR, and TOKEN. The
same three statistical effects were significant in this analysis. There were main effects for
TOKEN [F(6,42).---116.2,p<0.0011 and CONDITION [F(l,7) =22.42,p <0.01J, and the CON-
DITION by TOKEN interaction was significant [F(6,42)=3.91,p<0.01]. The CONDITION
by ANCHOR interaction approached significance, but was not reliable [F(1,7)=2.08, p=
0.191. This interaction is most visible in Figure 8b as the difference between the "hood" and
"hud" anchor conditions for tokens 3 and 4.

Discussion

These results quite clearly conform to the predictions of the talker contrast model. One
concern should be addressed, though. The "anchor" tokens in this experiment were not
uniformly identified as "hood" or "hud" in Experiment 1. In particular, the "hud" endpoint
token was identified (in the mixed condition) as "hud" only slightly more than 50% of the
time when it had high FO. Also, the "hood" endpoint token of the low FO continuum (again
in the mixed condition) was identified as "hood" only 60% of the time. Similarly, in the
present experiment, when the anchor stimulus had high FO, the "hood" anchor was identified
as "hood" 88.7% of the time, while the "hud" endpoint anchor was identified as "hud" only
46.3% of the time. When the anchors had low FO, the "hood" endpoint anchor was identified
as "hood" 49.8% of the time and the "hud" endpoint anchor was identified as "hud" 97.4%
of the time. Thus, these tokens do not satisfy the requirements of a model which relies on
contrasting vowel quality.

However, not all of the subjects identified the anchor tokens in this manner. There were
three subjects in the high FO "hud" anchor group who reliably (i.e. more than 75% of the
time) identified the anchor as "hud ". An analysis of variance of the data from these subjects
also supported the talker contrast hypothesis. Factors were. TOKEN and CONDITION.
There was a reliable interaction between these factors which indicated a boundary shift
[F(6,12)=3.27, p<0.05]. The direction of this boundary shift was the same as the shift found
in the overall analysis of variance. When the anchor had high FO and the con.tinutim low FO
the subjects tended to label ambiguous stimuli more as "hud" than they did in the control
condition.

Of the subjects in the low F0 "hood" anchor group, there were three who reliably labelled
the anchor as "hood". An analysis of the data from these three subjects revealed a similar
trend. In this analysis the CONDITION main effect approached significance [F(1,2)=4.38,
p=0.171. The direction of this trend conformed with the overall analysis. When high FO
items were identified in the context of low Ft) anchors (even anchors which were identified
as "hood"), subjects tended to respond "hood" more frequently than they did in the control
condition.
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Note also that if the overall data were determined by vowel quality contrast, we would
predict that when ambigous anchors were used there would have been no boundary shift.
The fact that two stimuli which had quite ambiguous vowel qualities produced boundary
shifts just as large (and in the same direction) as unambiguous vowels is further evidence
that the boundary shift observed here is not the result of a contrast in vowel quality. If
anchoring occurred at the level of perceived vowel quality, we would predict that when the
anchor is "hood" subjects will use the "hud" label more often, or that when the anchor is
"hud" subjects will use the "hood" label more often. This prediction is not borne out in these
separate analyses nor in the overall analysis. Rather, the data conform to the predictions
of the talker contrast model. When FO of the anchor is high, perception of low FO tokens is
shifted toward "hud", and when the FO of the anchor is low, perception of high FO tokens is
shifted toward "hood".

Fox (1985) conducted a very similar cross-series anchoring experiment and got very dif-
ferent results. The main difference between his experiment and the present one concerned
the stimuli. Fox used two continua from "hid" to "head". In one case, the formant range of
the continuum was appropriate for a male talker, in the other for a female talker. The tokens
with a relatively high formant range were synthesized with high FO and the tokens with a
relatively low formant range were synthesized with both high and low FO. On the other
hand, the stimuli used in this experiment formed a continuum from "hood" to "bud" and
occupied a formant range which was ambiguous between male and female average values.
Both the difference between front and back vowels and overall formant ranges contribute
to the discrepancy of results. First, in the back vowel continuum used here Fl and F2
are positively correlated across the continuum. Fl and F2 both increase from the "hood"
endpoint to the "hud" endpoint. In Fox's front vowel continua, Fl and F2 were negatively
correlated. Fl increased from "hid" to "head" while F2 decreased from "hid" to "head".7 If
hearers expect generally higher formants when FO increases, it is not clear how a continuum
in which Fl and F2 are negatively correlated would be handled perceptually. There is some
evidence that Fl is more affected by normalization than is F2 (Ainsworth, 1975), but it is
also likely that when information from F2 contradicts information from F1, the Fl informa-
tion will be less useful than when Fl and F2 are correlated. Second, the continuum used
here spanned formant ranges which were ambiguous between male and female values. This,
coupled with the correlation of Fl and F2, meant that this continuum was very sensitive to
a normalization effect; when experimentally manipulated factors influenced perceptual nor-
malization these manipulations were easily observable in subjects' responses to the vowels
from the continuum. It is not clear how a talker contrast effect could have produced a shift
of identification in Fox's (1985) "hid"-"head" continua.

71t should also be noted that Fl and F2 were also positively correlated in the stimuli used by Fujisaki
and Kawashitna (1968).
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Conclusion

The results of this investigation provide indirect evidence for a talker contrast effect.
Research is currently under way to test for the existence of such an effect more directly.
if the interpretation given above is correct, and a contrast at the level of perceived talker
identity is actually taking place, then only one view of vowel normalization remains tenable.
in both of the experiments reported here, vowel identification functions were influenced by
context. The effect of context was to increase (or cause?) the vowel normalization effect
(i.e. tokens with high FO had to have higher formant values to be identified as "hud" and
tokens with low FO had to have lower formant values to be identified as "hood"). The data
of Experiment 2 suggest that the influence of context is at the level of talker quality and
not vowel quality. Therefore, we conclude that the vowel normalization effect is influenced
by talker quality, or, more generally, that perceptual vowel normalization makes reference
to percieved talker identity. Of course, it is necessary to point out that this conclusion is
based on vowel identification performance in response to only one vowel continuum ("hood" -

"hud"). Therefore, the general validity of these results for other vowel contrasts remains to be
shown. Assuming that these results are generally valid for other vowels and other languages,
they suggest that the algorithmic approach to vowel normalization which is exemplified by
Gerstman (1968), Labonov (1971), Nearey (1978), Disner (1980), Sussman (1986), Syrdal
and Gopal (1986), Miller (1989) and others, has left out one crucial variable. The information
that hearers use to evaluate vowel quality includes not only acoustically available information
(such as vowel spectrum 1% ad FO), but also computed information about the person doing
the talking.
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Abstract

In recent work on phonological features there has been much discussion on coronal
consonants. Some researchers have argued based on a variety of phonological and
typological considerations that coronal consonants should be repre,ented as lacking
place of articulation features at the underlying level of representation. This paper
presents English evidence supporting such a view. Specifically, it is shown that English
has a Morpheme Structure Condition that disallows sCVC sequences in which the two
nonadjacent C's are homorganic. However, this constraint does not apply to ,oronals
since monomorphemes like state and stout are quite frequent. That coronal consonants
are ignored by the constraint can be taken as evidence that English coronal consonants
lack place features in underlying representation.



Coronals and the Phonotactics of Nonadjacent
Consonants in English

Introduction

Much recent work on underspecification has focussed on the status of coronal consonants.
One question this work addresses is whether or not coronal consonants lack the Place Node.
(We assume here a theory of Feature Geometry like that proposed in Sagey (1986) and
discussed in Davis (1988) in which the Place Node dominates the articulator nodes Labial,
Coronal, and Dorsal.) The conclusions reached about the status of corona's is quite varied.
Some researchers such as Pa.radis Rr Prunet (1989a, 1989b) have concluded that ([+antl)
coronal consonants are different from labials and dorsals in that as a principle of grammar
they lack the Place Node. Other researchers. such as Avery & Rice (1989), contend that
whether or not coronal consonants in a language lack.the Place Node depends on the phone-
mic inventory of that language, while still other researcher; such as Clements (1988) and
Mester & Ito (1989) give no special status to corona's with respect to vinderspecification.

The major reason why these researchers have reached different conclusions is that they
have used competing criteria in determining what is underspecified in underlying repre-
sentation. For example, Avery & Rice (1989) assume that phonemic inventories (and not
phonological rules) are relevant. for determining what is underspecified. Thus, in their view,
the Coronal Node is present in the underlying representation of any two phonemes (in an
inventory) that differ only in a feature that is dominated by the Coronal Node (such as
[anterior)). Thus in a language like English that has an a.nteriority contrast between is/ and
/g/, the Coronal Node would be present underlyingly in both sounds, whereas /t/ would
not have a Coronal Node since /t/ does not contrast with a corresponding nonanterior coro-
nal stop. In more radical versions of underspecification-e.g. Archangeli (1988), Paradis &
Prunet (1989b)-at least some coronal consonants could lack the Coronal Node in underlying
representation in spite of a (minimal) contrast with another coronal phoneme. For example,
Paradis & Prunet (1989h) contend that Fula coronal consonants that have the feature [+an-
terior] completely lack the Coronal Node while the corresponding corona' consonants with
the feature [-anterior) possess the Coronal Node in underlying representation. Paradis &
Prunet base their contention on the fact that vowel spreading and assimilation between non-
adjacent vowels occur in the West African language Fula only if the intervening consonant is
an anterior coronal. They argue that such consonants must lack the Place Node completely
(and consequently the Corona' Node) or else they would not be transparent. to vowel spread-
ing and assimilation. Paradis & Prunet show that similar cases of coronal transparency
are found in the African languages Guere and Mal. However, in languages where corona's
block vowel spreading and assimilation, they propose that coronal consonants are specified
for place features early in the derivation. Thus they are able to maintain that ([ +anterior])
corona's always lack the Place Node (and thus place of articulation features) in underlying
representation.
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In more restrictive views of underspecificationClements (1988) and illester & Ito (1989)-
corona' consonants are not necessarily viewed as having any special status, regardless of the
nature of the phonemic inventory. For example, Mester Ito argue that the Coronal Node
must be present underlyingly in all coronal consonants in Japanese (except /r/), even though
there are no (phonemic) contrasts between anterior and nonanterior corona's. Their argu-
ment for lack of underspecification of coronals is based on palatal prosody in Japanese. This
is a process whereby palatalizing certain consonants in the base form of a word adds to the
meaning of the word a sense of "uncontrolledness". They contend that which consonants
become palatalized is quite predictable: essentially the rightmost coronal consonant of the
base (excluding /r/) becomes palatalized, or, in the absence of a coronal consonant, the first
consonant of the word becomes palatalized. They argue that this process assumes that coro-
nal consonants cannot be unspecified for place of articulation in underlying representation
or else coronal consonants could not be singled out.

Moreover, Yip (1989), Clements (1988), and Mester & Ito (1989) have all employed
(to different degrees) an argument against coronal consonants being underspecified based on
Morpheme Structure Constraints (MSC's). As Yip (1989) has pointed out, MSC's pertain to
underlying representations, and therefore they should have access to underlying specifications
only. These authors contend that coronals (especially coronal obstruents) are not treated
differently than other consonants (i.e. labial or dorsal) by MSC's. That is, MSC's do not
seem to treat coronal consonants as if they were unspecified. This finding has led Mester &
Ito to conclude that the coronal place of articulation has no special status, and the finding
is also probably a motivating factor behind Clements' proposal that articulator nodes of
consonants are always present in underlying representation.

Thus we see that various researchers have reached different conclusions about the
derspecification of coronals because they have examined different types of criteria for de-
termining what features (or Nodes) are unspecified. Of these, it is only MSC's that do
not seem to treat coronals as special. In this paper 1 will focus or the MSC argument for
(under)specification. I will contend, contrary to Clements (1988) and Mester & Ito (1989),
that MSC's can and do treat coronal consonants as special. The evidence to be discussed
in this paper comes from English MSC's that pertain to nonadjacent consonants. These
MSC's can only be understood if at least some coronals lack the Place Node in underlying
representation. This finding, taken together with different MSC's that occur in other lan-
guages, provides evidence for a view in which the presence of the Place Node for coronals is
a parameterized option.

The organization of this paper is as follows. In Section 2 we show that the need for
MSC's cannot be obviated completely as has been argued by Hooper (1975) who contends
that MSC's are always reducible to, and thus expressible as, syllable structure constraints
(SSC's). It is shown that MSC's are required and that they can be distinguished from SSC's.
In Section 3 we show that the English MSC's that hold between nonadjacent consonants
do treat coronals differently than noncoronals, It is subsequently argued that this finding
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provides support for a view of underspecification in which the presence of the Place Node
for coronals is a parameterized option.

Distinguishing MSC's from SSC's

Before discussing MSC's that hold between nonadjacent consonants in English, it is im-
portant to show that MSC's can be distinguished from SSC's in lie t of the work of Hooper
(1975). Hooper argues against the existence of MSC's altogether. Basically, Ilooper con-
tends that all MSC's are expressible as, and so reducible to, Syllable Structure Constraints.
Hooper's argument for replacing MSC's with SSC's comes largely from Spanish data. She
notes that, in Spanish, there seem to be no constraints on morpheme-final clusters, since
final clusters that are impossible in isolated syllables do occur morpheme-finally. Examples
of such clusters include bi and pr which occur in final position in the morphemes aid 'speak'
and kompr 'buy', respectively. In syllable-final position, on the other hand, there are strong
constraints on what consonants (and consonant clusters) can occur. Hooper contends that
such constraints are missed in an analysis incorporating (only) MSC's. Hooper's example
from Spanish, though, does not really argue against MSC's, rather it provides evidence for
the necessity of SSC's. That is, there are certain constraints that are best expressed in terms
of the syllable.

Hooper does consider the possibility that there are both SSC's and MSC's. She ends
up rejecting completely MSC's. One reason that she rejects MSC's is that there would be
different MSC's for stems and for suffixes (in Spanish). For example, the sequence nd is
a possible initial sequence of a suffix (as in the progressive morpheme ndo, but it is not a
2ossible stem initial sequence. However, this potential reason for rejecting the existence of
MSC's would probably not be relevant if inflectional morphemes (such as the progressive ndo
in Spanish) are not represented in the Lexicon in the first place. Such a view of inflectional
morphemes is argued for by Anderson (1982), Janda (1983), and others who work within the
Item-and-Process view of morphology. Anderson, for example, argues that since inflectional
morphology is integrated into the syntax, inflectional morphemes could not be listed in
the Lexicon. Instead, they are introduced by inflectional rules. Consequently, they may
not necessarily display the same sound sequence constraints as the other morphemes of the
language.

Hooper does consider one potential MSC for English, but rejects it as being accidental.
This is the constraint that rules out morphemes that end in two voiced obstruents. While
it is certainly the case that English syllables can end in two voiced obstruents (e.g. nabbed,
pigs), monomorphemes do not-ignoring the uncommon words adze and ides. In order to
defend her position against the necessity of MSC's, Hooper contends that the existence of
this constraint is the result of a historical accident and so does not reflect the morpheme
structure of English. On the other hand, Kahn (1976:40) has maintained that the constraint
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really does reflect an MSC. He notes that English nonsense words like (negz) are alwaysinterpreted as having two morphemes, and, moreover, English has other possible syllable-final sequences that are not possible morpheme-final sequences (e.g. [ksesi as in sixths). ThusHooper's contention about the accidental nature of a constraint against English morphemesending in two voiced obstruents cannot be maintained.

What Kahn (1976) has actually pointed out is one way in which to determine that aconstraint is an MSC rather than an SSC. Specifically, if there are no occurrences of aparticular type of monomorphemic monosyllable (e.g. those ending in two voiced obstruents)but there are occurrences of such monosyllables that are bimorphemic, then the restrictionb:ing dealt with is one pertaining to morphemes and not to syllables.

Another way of determining whether a constraint is an MSC rather than an SSC is byexamining polysyllabic monomorphemic words. For example, if a constraint is posited be-tween two segments based on monosyllabic monomorphemic words (where the two segmentswould be members of the same syllable), and that constraint is also relevant for the samesegments in polysyllabic monomorphemic words (in which the two segments would be mem-bers of different syllable) then that constraint is an MSC rather than an SSC. If, on the otherhand, the constraint is not relevant for the same segments in polysyllabic monomorphemes(i.e. the constraint holds between two sounds in the same syllable but not when they are indifferent syllables), then the constraint reflects an SSC. An example that can help elucidatethis comes from the MSC's that hold among root consonants in Arabic which Hooper (1975)seems to be unaware of. Arabic has restrictions on what consonants can cooccur in a root.Greenberg (1950) notes restrictions such as the following: two post-velars cannot occur inthe same root, the first two root consonants cannot be homorganic obstruents. The syllableplays no role in such constraints. This is because root consonants in a word can all be inone syllable, or in two syllables, or even in three different syllables. Thus the constraints onroot consonants in Arabic are not syllable-sensitive, rather they reflect MSC's. Exampleslike Arabic clearly show that, despite Hooper's (1975) contention, MSC's cannot always bereduced to SSC's.

Another way of determining whether a constraint is an MSC or an SSC concerns instances
where position within the word is the main factor in whether or not two sounds cooccur. Ifthe two sounds can cooccur in a word only : f they are heterosyllabic, then the restriction thatprevents them from occurring within the same syllable of the word is a reflection of an SSC.A good example of such an instance is the restriction in English on ti and di. In English nomorphemes begin with it. However, sequence s of ti do occur when they are heterosyllabic asin words like atlas and Atlantic (or even in morpheme-final position as in the name Aristotlewhere the stress pattern-primary stress on the first syllable-indicates that the final I is not
underlyingly syllabic). The restriction on English II (as well as on di) thus reflects an SSCthat prohibits such sequences in syllable onsets.

Based on our discussion so far, it can be concluded that languages can have both MSC's



and SSC's and that there are means for determining whether a given constraint is an MSC
or an SSC. Besides applying over different domains (morpheme vs. syllable), MSC's and
SSC's differ from one another in another important way. MSC's pertain to underlying
representation whereas SSC's come into play at the point in the derivation in which syllable
formation rules apply. We assume here a rule-based account of syllabification along the
lines of Steriade (1982). Because MSC's and SSC's are relevant at different points in the
derivation, they may assume different representations for the same phoneme. For example,
if the feature (or node) [corona]] is unspecified in underlying representation, it would be
predicted that MSC's could not refer to the feature (or node) [coronal] but SSC's could refer
to [ coronal] as long as specification of [corona]] occurs before the application of the syllable
formation rules. In the following section we consider the case of English where it is shown
that MSC's treat some coronals such as /t/ as lacking the Place Node. As noted above,
English SSC's do not necessarily treat /t/ as lacking it.

In summary, in this section we have shown that despite Hooper's (1975) contention,
MSC's are not always reducible to SSC's. Moreover, we have pointed out carious ways to
determine whether a restriction holding between two segments reflects an MSC or an SSC.
Finally, it has been suggested that MSC's reflect the nature of underlying representations
while SSC's reflect the nature of representations at the point in the derivation where syllable
formation rules apply.

The Underspecification of Coronals in English

Most of the recent work examining what is underspecified in English has not, used MSC's
as a criteriawith the notable exception of Clements (1988). As mentioned earlier, Avery &
Rice (1989) base what is specified on the nature of the phonemic inventory. They contend

that for English the anterior coronals /t/ and /n/ are underspecified for place of articulation
since these phonemes do not contrast with nonanterior coronals. On the other hand, is/
would be specified for place of articulation (i.e. it has the Coronal Node) since it does
contrast with the nonanterior coronal /g/. Avery & Rice find support for their view of
English underspecification from phonological rules that seem to treat /t/ and in/ as if they
do not possess the Place Node. The specific rules that Avery & Rice mention are a rule
that .turns (syllable-final) /t/ into in such words as button and cotton and a rule that
optionally assimilates word-final /n/ to the place of articulation of the following word-initial
consonant. However, it can be maintained that the former rule really does not show that /t/
is underspecified for place of articulation features. This is because the rule affeLts syllable-
final /t/, which means that rules of syllabification (and resyllabification) have already applied
before the /t /- to -I ?] rule. Since syllabification has already applied then SSC's have also
already taken effect. Because English has an SSC that specifically refers to the Coronal Node
of it/ and /d/ (i.e. the one prohibiting syllable-initial Al/ and /dl/ sequences), the Coronal,
Node must be present at the time the /t/-to-[?] rule applies. Consequently, this rule should be
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interpreted as simple delinking of the Supralaryngeal Node of /t /, and it would not constitute
evidence that /t/ is unspecified for the Place Node in underlying representation. Moreover,
Avery & Rice's contention that specification of the Corona! Node can be determined by the
presence of an anterior/nonanterior contrast is called into question by Paradis & Prunet's
(1989b) work on Fula. They argue that in Fula, a language that contrasts both anterior and
nonanterior coronals, the anterior coronals lack the Place Node altogether since they are the
only consonants that are transparent to a process of vowel spreading. They conclude that
all (k-anteriorp coronals lack the Place Node as a principle of grammar

In this Section, we consider MSC's as a criteria for determining what features (or Nodes)
are unspecified in underlying representation. If we use MSC's as criteria for determing un-
derspecification, rather than phonological rules or the nature of phonological inventories, it
becomes more readily apparent what features (and Nodes) are present in underlying repre-
sentation. This is because MSC's hold on underlying representations prior to phonological
or morphological processes. The specific question to be addressed in this section is whether
or not MSC's treat coronals as "special". By special, we mean that coronals (or, at least,
some coronals) are treated as if their Place Node is absent in underlying representation. We
show that despite claims to the contrary by Mester & Ito (1989) MSC's can treat coronals
as special. Specifically, we show that English MSC's treat coronal stops as special.

Recently, it has been argued explicitly by Mester & Ito (1989) (and implicitly by Clements
1988) that MSC's do not treat coronals as special even in languages where there is no contrast
between anterior and nonanterior coronals. For example, in Classical Arabic (Greenberg 1950
and McCarthy 1988), which has no contrast between anterior coronal stops and nonanterior
coronal stops, there is a constraint that rules out homorganic consonants (or, more accurately,
obstruents made with the same articulator) from occurring in the same root morpheme.
This MSC holds for all places of articulation including coronal. Coronal consonants are not
ignored by this constraint. Because Arabic corona! obstruents are subject to an MSC that
prevents them from occurring with other coronal obstruents in the same root, the Coronal
Node must be present in the Underlying Representation. Consequently, MSC's like that
in Arabic involving place of articulation argue against a specific place of articulation (like
coronal) being completely unspecified in underlying representation. This is pointed out by
Mester & Ito (1989) who note that with such Morpheme Structure Conditions, "... no special
status is accorded to the unmarked place, whatever it may be."

If special status were accorded to an unmarked place (i.e. corona!), it would be expected
that MSC's which pertain to homorganic consonants would not hold for consonants of the
unmarked place. So, for example, if in some hypothetical language it is posited that a corona!
consonant such as /LI has no Place Node and if that language possesses MSC's of the sort
found in Arabic, then it would be predicted that, in general, morphemes would not contain
homorganic consonants; however, this prediction would not hold for /t/ since it would not
be represented with the Place Node. The existence of such a hypothetical language would
lead to the conclusion that because of the type of MSC's found in a language like Arabic,
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it. is a parameterized option whether or not a language can have the Place Node completely
absent in underlying representation. We now consider a type of MSC found in English that
shows that English is our hypothetical language.

Fudge (1969), Clements & Keyser (1983), and Davis (1984) have all observed a number
of constraints that. restricts the type of consonant that. flanks both sides of a vowel in sCVC
sequences. One of the strongest of these constraints is that in sCVC monosyllables, the same
noncoronal consonant cannot flank both sides of the vowel. Hence, there are no English words
like spap, spep, or skik. On the other hand, monosyllables with the same coronal flanking
both sides of the vowel in a sCVC word do occur (eg, state, stout, stoat).

Fudge (1969), Clements & Keyser (1983), and Davis (1984) express the sCVC constraint
as an SSC. However, it. will be shown that this constraint is not a condition on syllables, but
is rather a reflection of an MSC. Afterwards, it will be shown that the condition pertains
to homorganic consonants flanking both sides of the vowel rather than just to identical
consonants.

If, the constraint on sCVC sequences were a reflection of an SSC, one would expect to find
English words containing the sequence sCVCV since the postvocalic C would not be part of
the initial syllable. So, for example, one might expect that. there would be words like spapoon
or skikanda in which the first, post vocalic consonant is not part of the initial syllable. If, as is
argued here, the constraint against sCVC sequences is a reflection of an MSC then possible
monomorphemic forms like spapoon or skikanda would never occur (or, at least be extremely
rare). In order to determine whether such English monomorphernes occur, a search was
conducted on a computerized lexicon containing nearly 20,000 words from Webster's Pocket
Dictionary. The only word in this lexicon in which the sequence sCVC was found (where the
C's are identical noncoronal consonants) was the word dyspepsia where the sequence pep
occurs. However, the sequence spep in this word spans a morpheme boundary since the initial
/s/ is part of the morpheme dys which also occurs in words like dysfunction and dystrophy.
Thus no monomorphemic sCVC sequences were found in which the two C's were identical
noncoronal consonants. Consequently, the constraint. on sCVC sequences in English seems
truly to be a reflection of an MSC. Moreover, this MSC is indeed restricted to noncoronals
because in addition to the monosyllabic morphemes mentioned above, like state stout and
stoat where the coronal /t/ flanks both sides of the vowel, there are monomorphemic stVt
sequences in such words as astute, statistics, status, stutter and substitute.

For sake of completeness, we note that morphemes having the sequence sCVC where the
two C's are different noncoronals are common. A search through the 20,000 word lexicon
gives us such words as speak, skip, spaghetti, scaffold, scuba, eskimo, and episcopal Also,
morphemes having the sequence sCVC where the first C is coronal and the second C non-
coronal are common. Such forms include stake, stop, stable and stagger. Thus, with the data
discussed so far, it can be concluded that the constraint on sCVC sequences is a reflection
of an MSC holding between identical noncoronal consonants.
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The MSC pertaining to sCVC- sequences on further investigation turns out to be a more
general constraint in that it rules out morphemes where the two C's are homorganic, not
merely identical. That is, there are virtually no monomorphemic forms in English that have
the sequence sCVC where the two C's are either both labial or both velar. The only word
in the 20,000 word lexicon that was found to violate this constraint. is the word "skunk" (on
the assumption that English has underlying velar nasals)) That this constraint really does
involve identical place of articulation is made evident when we consider the situation where
the two C's in an sCVC sequence are not homorganic. A search through the 20,000 word
computerized lexicon revealed that no constraint whatsoever held when the two C's were
made at different locations in the vocal tract. For example, the sequence skV was followed
by a labial consonant in 58 entries (skip, scuba), an alveolar consonant in 151 entries (skit,
skate), and a palato-alveolar consonant in 25 entries (scotch, sketch). The fact that there are
virtually no words with a velar consonant following an skV sequence is of interest. Moreover,
the sequence spV was followed by a velar consonant in 56 entries (spike, spook), an alveolar
consonant in 196 entries (spit, speed), and a palato-alveolar consonant in 20 entries (speech,
special); there are virtually no words where a labial consonant followed an spV sequence.

Finally, while the constraint on sCVC sequences holOs for homorganic noncoronals it
clearly does not hold for /t/. Man: norphernes have the sequence stVC where the postvocalic
C is a coronal. There were over one hundred entries in which the coronal was an obstruent
and over two hundred entries in which the coronal was a sonorant. Typical examples include
stud, study, astound, stadium, stash, stitch, and stone. Furthermore, there were over one
hundred entries in which the postvocalic C was a labial (stable, slop) and over one hundred
entries in which it was a velar (stock, plastic). Thus, English has an MSC that prevents
homorganic noncoronals from flanking both sides of the vowel in sCVC sequences.

Consequently, it is concluded that, contrary to what 11Iester & Ito (1989) contend, MSC's
can treat coronal consonants as special. The English MSC discussed in this paper can only
be understood if /t/ in English lacks the Place Node but labial and dorsal consonants do
not.2 For it is only /t/ that. is not subject to the MSC that prevents homorganic consonants
from flanking both sides of the vowel in sCVC sequences.'

(There are a handful of other words that come to mind that violate the constraint but which do not
appear in the computerized lexicon. These include spore(, spumoni spoof and spiffy. It may be that the MSC
preventing two homorganic noncoronal consonants from occurring in sCVC sequences is "tighter" if the two
consonants are both oral stops.

2It is also possible to conclude that English /t/ does not lack the Place Node rather it lacks the articulator
node Corona,. While I am unaware of evidence from English MSC's that would help determine this, I am
assuming that it is the Place Node that is lacking. This is the case for other languages such as Fula where
Paradis & Prttnet (1989h) show that for (( +anterior)) coronals it must he the Place Node that is lacking (and
not just the articulator node) in order for such consonats to be completely transparent to vowel spreading.

3It is interesting to note that while English has an MSC on sCVC sequences there appear to be no
systematic constraints on CVC sequences. Such monosyllables as pipe. kick. tight. pub, cog, and toad with
homorganic consonants flanking both sides of the vowel occur in CVC sequences. We repress the temptation
to speculate on why the MSC only holds for sCVC sequences. but we do note that the constraint is not
idiosyncratic. MSC's on the homorganicity of other consonants are found in other languages such as Arabic
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Although we have so far argued that /t/ lacks the Place Node in English we have yet
to focus on other coronal consonants. It is briefly noted here that the evidence from other
MSC's in English is not incompatible with a view that coronal son, -ants (/n/, /1/, and /r/)
lack the Place Node in underlying representation, whereas coronal stridents do not.

The MSC evidence re!: ..ant for coronal sonorants is inconclusive regarding whether these
sounds lack the Place Node. Consider, first, the coronal nasal /n/. English has an MSC
that prohibits sNVN sequences (where N=any nasal). The coronal nasal is not exceptional
to this constraint. There are no sequences like snarl in English monomorphemes. This MSC,
though, only implies that all nasal consonants in English must have the feature (+nasal] in
underlying representation. But this does not at all imply the presence of the Place Node
for /n/ (at least under a. view of feature geometry in which [na.sall is located immediately
under the Root Node or the Supra laryngeal Node). As for /1/ and tri, English has an MSC
that prohibits identical 'quids from occurring in CLVL sequences (where L=liquid). Thus
potential sequences like phi or bror do not occur in English monomorphemes. The only
exception is slalom (although flail would also be exceptional if it is pronounced with a single
vowel). This MSC, though, only implies the presence of the feature [lateral] in underlying
representation for the phonemes /1/ and /r/. It does not., however, imply the presence of
the Coronal Node.4 Thus English MSC's relating to coronal sonorants are not incompatible
with a view that these sonorants lack the Place Node.

The evidence that coronal stridents require the Place Node in underlying representation
comes from an MSC that has been discussed by Clements (1988). He notes that English roots
do not contain adjacent coronal stridents that are both [4-continuant].5 This MSC assumes
the presence of the Coronal Node (and, consequently, the Place Node) in the underlying
representation of stridents.

In conclusion, based on the evidence from the English MSC's discussed in this section,
/t/ (and assumingly /d/) lack the Place Node in underlying representation but coronal
stridents do not. The MSC evidence is inconclusive concerning the lack of the Place Node
in coronal sonorants.' Nonetheless, we have found in this paper that MSC's and do,
treat coronals as special. This finding shows that the contention of Mester & Ito (1989) that
"...homorganicity restrictions hold for ALL places of articulation, and no special status is

(McCarthy 1988) Javanese (Mester 1986) and Cambodian (Yip 1989).
4Levin (1988) has argued that the feature [lateral] is dominated by the Coronal Node. so that the presence

of the feature [lateral] implies the presence of the Coronal Node. However, here we follow the position of
Shaw (1988) in which it is argued that Patel-all cannot be dominated by the Coronal Node but is located
higher up in the feature geometry tree.

''The MSC holds on a sequence of two strident fricatives, a sequence of a strident affricate and a strident
fricative, but not on a sequence of a strident fricative followed by a strident affricate (e.g. /gs/ and /e's/ do
not occur, but /sZ/ does occur as in eschew). This can be taken as evidence that affricates have the feature
values [-cont.], r+conti and that these features are sequentially ordered.

6The interdental phonemes /9/ and /a/ are not dealt with here becaus- of their low frequency of
occurrence.
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accorded to the unmarked place..." cannot be maintained.

Moreover, our finding argues against the view of underspecification advanced by Clements
(1988) in which the Place Node is required to be present in underlying representation. The
English MSC forbidding homorganic noncoronals in sCVC sequences is best understood only
if /t/ is represented without the Place Node in underlying representation.

However, our finding for English is basically compatible with either a contrastive theory
of underspecification (e.g. Avery & Rice 1989) or more radical theories of underspecifica-
tion (e.g. Archangeli 1988). It is compatible with a contrastive theory of underspecification
because the only MSC that seems to require the presence of the Place Node for coronal con-
sonants is the MSC noted by Clements (and discussed above) which prohibits two adjacent
coronal stridents that are both 1-i-continuant). Coronal stridents are the only coronal conso-
nants in English that are contrastive for the feature )anterior) (ignoring the problem of how
English affricates-which are coronal stridents- should be represented). So the Coronal Node
would at least be posited for these consopants anyway under a contrastive theory of under-
specifcation. Our finding is also compatible with more radical versions underspecification
since some of the English coronal consonants must lack the Place Node.

While, as mentioned, our specific finding for English is basically compatible with either
a contrastive theory of underspecification or more radical theories, the MSC's on homor-
ganicity of root consonants in Arabic discussed earlier seem incompatible with both. This
is because in Arabic there is no contrast between the voiceless anterior coronal stop /t/
and a corresponding nonanterior coronal. So both contrastive and radical theories of under-
specification would apparently posit that the Arabic /t/ should be represented without the
Coronal Node in underlying representation. But because Arabic /t/ is subject to an MSC
that prevents it from occurring with other coronal obstruents in the same root, the Coronal
Node must be present in the underlying representation of It/. Consequently, the different
realizations of MSC's that are found in languages like English and Arabic provide support
for a theory of underspecification in which the presence of the Place Node for coronals is a
parameterized option. At least some English coronal consonants lack the Place Node whereas
Arabic coronal consonants do not.
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Abstract

Early discussions of the acoustic correlates of stress suggested that stressed sylla-
bles are produced with greater amplitude than unstressed syllables. More recently,
increased fundamental frequency (F0) change and duration have been demonstrated to
be more reliable cues of stress than increased amplitude. Nevertheless, none of these
acoustic parameters has been consistently connected with stress, and their relative
importance as cues for 4:sess appears to vary across languages. Behne (1989) found
the early position of the maximum amplitude to be associated with stress in produc-
tion. The present study is an initial investigation of early maximum amplitude as a
perceptual cue for stress in English and begins to address four interrelated points:

Is an early maximum amplitude able to serve as a perceptual cue for stress?

If so, does the relative maximum amplitude positions in two successive syllables
affect stress perception?

How great must the maximum amplitude position difference be in two successive
syllables for a stress difference to be perceived?

Does the maximum amplitude position affect stress perception of different vowels
in the same manner?

To date, the perception results from English support the production research showing
an early maximum amplitude to be associated with stress. The results suggest that
early discussions of amplitude as an important acoustic correlate of stress may not have
been far off, but that the position - rather than the relative level - of the maximum
amplitude is the pertinent parameter.



Position of the Maximum Amplitude as a Perceptual Stress Cue
in English: Work in Progress

Stress refers to both the production and perception of prosodic salience. The production
of stress is not clearly attributable to a unique speech mechanism, but it has been closely
linked to a speaker using more muscular effort and energy than when there is no stress (Arm-
strong 1932; Coustenoble & Armstrong 1934; Ladefoged 1967; Lehiste 1970). The resulting
physiological state (e.g. increased subglottal pressure, vocal fold tension, and pulmonary
effort) gives rise to acoustic phenomena which are perceived as having greater prominence
(Ladefoged 1967; Lehiste 1970).

The smallest unit of spe-ch which can be more stressed than another is the syllable.
Inherent to a syllable are a basic FO, duration and amplitude. When syllables occur in
succession in speech, these acoustic parameters are adjusted in such a way that some syllables
become more salient than others. These acoustic properties appear to be carried primarily
by the nucleus of the syllable (Fry 1955; Oiler 1973).'

Increased FO Change, Duration and Maximum Amplitude as Stress Cues

Early discussions of the acoustic correlates of stress suggested that stressed syllables
are produced with greater intensity than unstressed syllables (Sweet 1890; Bloomfield 1933;
Jones 1960).2 Although it was also suggested that stressed syllables are longer than un-
stressed syllables (Armstrong 1932; Paramen ter & Trevino 1935) and that pitch change was
correlated with stress (Passy 1907; Stetson 1928; Sweet 1890), these were usually considered
only secondary cues to stress.

More recent investigations have demonstrated that intensity is not likely the important
acoustic correlate of stress it was originally believed to be, and that FO change and duration
are stronger cues to stress than intensity. Fry (1955) synthesized English noun/verb pairs
such as "OBject /obJECT", systematically varying the vowel duration and intensity of both
syllables. Listeners perceived long, high intensity syllables as stressed, and short, low inten-
sity syllables as unstressed. With duration and intensity varying separately, vowel duration
provided listeners with a better cue to stress than intensity. Fry (1958) confirmed these
results and demonstrated that the presence of an FO change was an even stronger perceptual
cue for stress than duration. A series of studies summarized in Bolinger (1958) lead to the
conclusion that FO change was the primary stress cue, and although duration covaried with
FO, intensity was not relevant as a cue to stress. Using synthetic nonsense syllables Morton

'Although the smallest possible syllable has only the nucleus, which also seems to carry the acoustic
parameters associated with stress, strickly speaking the syllable should still be considered the smallest domain
of stress since consonants surrounding the nucleus can also influence acoustic properties of the syllable (e.g.
House & Fairbanks 1953; Delattre 1963)

2This gave rise to the term "accent of intensity"

245 251



& Jassem (1965) also systematically varied FO, duration and intensity. As in Bolinger (1958)
and Fry (1958), FO change was found to be the strongest perceptual cue, and although more
intense, longer syllables were also likely to be perceived as stressed, the relative importance
of duration and intensity was not evident.

Acoustic investigation of natural speech has provided support for the results of perceptual
research. Lieberman (1960) analyzed noun/verb pairs like those used in Fry (1955, 1958).
Although he found FO to be most strongly correl'te with stress, intensity was found to be
more closely associated with stress than vowel duration.

In these studies, FO was consistently found to provide the best cue for stress among the
parameters investigated. However, Cutler & Darwin (1981) have shown that stress is still
perceived if FO is held constant. That is, although syllables having a FO change are more
likely to be perceived as stressed, FO change does not need to be present for listeners to
perceive stress.

In Behne (1989), these acoustic parameters were used as the basis for an investigation of
stress in a production task comparing English and French. As in English, previous research
for French has suggested that FO change is most closely correlated with stress; although
in English increased vowel duration appears to be a stronger cue of stress than increased
maximum amplitude, they seem to be equally important cues of stress in French (e.g. Rigault
1962).3 The results generally confirmed these parameters as cues of stress for English, but
not for French. For English, the results show clear evidence of stress from increased FO
change and vowel duration, but not from an increased maximum amplitude. In French there
was little evidence of stress from increased FO change, vowel duration or increased maximum
amplitude. The results were interpreted as evidence that the traditional acoustic parameters
are not sufficient for cuing stress.

Research into the acoustic nature of stress has not clearly shown that increased FO change,
duration and maximum amplitude are the only acoustic parameters relevant to stress; the
results for English have not been consistent and the importance of these traditional acoustic
correlates of stress appears to vary across languages.

Position of the Maximum Amplitude as a Stress Cue in Production

Behne (1989) investigated the shapes of the FO and amplitude contours for stressed and
unstressed syllables. The FO and amplitude contours were measured extensively in order
to develop models of the contours for stressed and unstressed syllables. By examining the
proximity and relative positions of the maximum and minimum FO and amplitude, models
were used to explore the association of the contours' shapes with stress for English and

3For a more indepth review of the literature on acoustic correlates of stress in French see Chapter III in
Behne (1989).
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French. Investigation of FO and amplitude contours revealed acoustic correlates of stress
beyond those which have traditionally been studied. In these contours the position of the
maximum amplitude was consistently associated with phrase-final and focal stress in both
English and French. In both languages the maximum amplitude occurred earlier in stressed
vowels than in unstressed vowels. The results are summarized in Table 1.4

Insert Table 1 about here

Based on these results, the present study was designed as a preliminary investigation of
the maximum amplitude position as a perceptual cue for stress. Although plans are being
made to extend this line of research to French, the present study focuses only on English.
Four interrelated points are addressed:

Does the relative maximum amplitude positions in two successive syllables affect stress
perception?

How great must the maximum amplitude position difference be in two successive syl-
lables for a stress difference to be perceived?

Does the maximum amplitude position affect stress perception of different vowels in
the same manner?

Is an early maximum amplitude able to serve as a perceptual cue for stress?

Method

Stimuli. The vowels e, u, o/ were produced using the Klatt Synthesizer which allows
FO, formant frequencies and amplitude to be manipulated every 5 msec. All four vowels had
a duration of 345 msec. All vowels also had the FO contour presented in Figure 1, with the
FO rising from 0 Hz at the start of the vowel to 98 Hz at 5 msec, and 100 Hz at 50 msec
staying at 100 Hz until 300 msec, then falling to 98 Hz at 340 msec and 0 Hz at 345 msec.
The formant frequencies for the four vowels are presented i fligure 2.

Insert Figures 1 and 2 about here

41n addition, in English stress was associated with a falling amplitude contour, and in French, stress was
associated with a falling FO contour.
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Table 1

The mean relative position of the maximum amplitude for English from. Behne (1989) pre-
sented in terms of the percent into the vowel.

English French
Stressed 33.4% 45.2%

Unstressed 42.3% 49.6%
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VOWEL POSITION Ctisee)
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For each of the four synthesized vowels, a set of 44 vowels was generated which differred
only in their amplitude contours, as is represented in Figure 3. The amplitude contours
of all 176 vowels (4 vowel types x 44 vowels in each set) had a 45 msec onset (0-45 msec)
and offset (300-345 msec), during which time the amplitude linearly increased and decreased
respectively between 0 and 50 dB. All vowels also had a maximum amplitude of 70 dB, with
linear interpolation from the onset to the maximum and from the maximum to the offset.
The only parameter of the amplitude contour which varied was the position of the maximum
amplitude, that is the distance of the maximum amplitude from the beginning of that vowel.
Within each vowel set, the position of the maximum amplitude shifted from 50 msec to 265
msec into the vowel in 4if steps of 5 msec, as is represented in Figure 3. For example, in the
first vowel within each of the four vowel sets, the amplitude rose from 0 dB at 0 msec to 50
dB at 45 msec, then rose to the maximum of 70 dB at 50 msec and gradually dropped to 50
dB at 300 msec, and then to 0 dB at 345 msec. In the second vowel of each set, the onset
and offset remained the same but the amplitude rose from 50 dB at 45 msec to 70 dB at 55
msec, then dropped to 50 dB at 300 msec. In this manner, the position of the maximum
amplitude was shifted 5 msec later into the vowel successively for the 44 vowels in each set.

Insert Figure 3 about here

The 176 synthesized vowels were used to form vowel pairs. Every pair was composed of
two vowels which were qualitatively alike and separated by 50 msec of silence. Vowel pairs
were formed based on two factors of the maximum amplitude position: (1) amount different,
that is the amount of difference between the maximum amplitude positions of the first and
second vowel in a pair; and (2) direction different, that is whether the maximum amplitude
position in the first vowel of the the pair is relatively earlier (A <B) or relatively later (A>B)
than that of the second vowel of the pair.

Within each of the four vowel sets, every vowel was coupled with each vowel which. had
a maximum amplitude in a position 10, 15, 20, 25, 30, 35, 40, 45 and 50 msec different
from itself, introducing nine experimental levels of amount different. For each of nine
levels, the two vowels of each pair were arranged in two ways to introduce the second factor,
direction different; either the first vowel had an earlier maximum amplitude than the second
vowel, or the first vowel had a later maximum amplitude than the second vowel.

In addition, control vowel pairs were developed by pairing each of the 176 synthesized
vowels with a copy of itself. The control vowel pairs were intermixed with 64 filler vowel
pairs, 16 pairs for each of the 4 vowels. In the 16 pairs for each vowel, the first vowel in each
pair had a maximum amplitude positioned 105. 110, 115, 120, 125, 130, 135 or 140 msec
from the beginning of the vowel, and the second vowel had a maximum amplitude positioned
either 50 msec before or after that of the first vowel of the pair.

251



80
Model of the Amplitude Contour

IMP

20 40 60 80 100 120 140 160 180 200 220 240 260 280 300 320 34
Time (msec.)

Figure 3. Model of the amplitude contour f;)r the four sets of vowels, with the onset and
offset remaining constant and the position of the maximum amplitude shifting within each
vowel set in 44 steps front 50 msec. to 265 cosec. into the vowel.



Subjects. One hundred introductory psychology students at Indiana University partici-
pated in the study. All of the participants were monolingual, native speakers of American
English.

Procedure. For each of the ten levels (i.e. the control and the nine experimental levels)
of amount different, A <8 and A >B pairs of the four vowels were randomized and presented
to ten subjects.

Each subject was seated in a booth which had a headset and a two-button response box.
Subjects were instructed that pairs of vowels would be presented over the headset and that
they were to decide as quickly as possible which vowel in each pair was strongest. If the first
vowel was strongest, the left button would be pushed; if the second vowel was strongest, the
right button would be pushed. Subjects were told to make a response for all vowel pairs.
Before starting, subjects heard and responded to five practice vowel pairs. Subjects had up
to 5 seconds to respond to a vowel pair before a light signaled that the next vowel pair was
about to be presented. Subjects' responses were automatically recorded.

Results and Conclusions

The expectation tha.4,, of the two vowels in each pair, the member with the earlier max-
imum amplitude would be perceived as stressed was used as the baseline for tabulating
subjects' responses. In A<B pairs, the maximum amplitude is earlier in A than in B, and
in A >13 pairs, the maximum amplitude is earlier in B than in A; the number of A responses
for A<B pairs and the number of B responses for A >Li pairs were tabulated.

To date, the data have not been fully analyzed; however the general tendencies of the
results are discussed here from two perspectives. First, within each of the ten levels of
amount different, separate omnibus analyses of variance were conducted for the two levels
of directions different (A<B) and (A >B).5 In each analysis of variance, there were two
factors: (1) maximum amplitude position, using the member of the vowel pair with the
earlier maximum amplitude as a reference point, and (2) vowel type (i.e. /i, e, u, o/). The
F-values are presented in Table 2.

Second, the data will be considered in terms of the results in Behne (1989). As is partially
shown in Table 1, Behne (1989) found the position of the maximum amplitude in English
to be an average of 33.4%, but as early as 29.9%, into a stressed vowel, and an average of
42.3%, but as late as 47.7%, into an unstressed vowel. In terms of the 345 msec vowels
in the present study, vowels with maximum amplitudes positioned from approximately 105
msec (30.0%) to 115 msec (32.9%) are expected to be perceived as stressed compared to
those with maximum amplitudes positioned from 150 msec (42.9%) to 165 msec (47.1%), a

iae significance level of 0.05 is accepted as a standard for this investigation. Although not accepted as
significant, F-values at 0.25<p<0.05 are noted.
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difference in position of at least 35 msec. For the purposes of this progress report, the range
of maximum amplitude positions from 105 msec to 165 msec, and the amount different from
35 msec to 50 msec will be referred to as the delimited data. Lines of best fit for these data
are presented in Figures 5 through 12.

The Control Condition

Two points should be noted concerning the data from the control group. First, as would
be expected, the maximum amplitude position is not a significant source of variance for
the control group jF(43,1584)=0.54; n.s.). This finding indicates that stress perception of
identical vowels does not generally vary systematically across the different maximum ampli-
tude positions. Second, vowel type is a significant source of variance for the control group
[F(3,1584)=8.95; n.s.j. The lines of best fit in Figure 4 suggest that subjects perceive the
first member of /0/ vowel pairs as slightly more stressed than the second, and the second
member of /i/ vowel pairs as more stressed than the first, with closer to chance responses
for /u/ and /e/. Although the interaction of maximum amplitude position and vowel type
is not significant [F(129,15840=0.9008; n.s.j., these tendencies appear to become stronger as
the maximum amplitude position becomes later. This point will be explored further with
more focused statistical analysis of the means and be discussed in a later report.

Insert Figure 4 about here

Does the relative position of the maximum amplitude in two successive
syllables affect stress perception?

The analyses performed to date do not directly address a difference between A<I3 and
A>B vowel pairs; however, as is shown in Table 2, the maximum amplitude position is
a significant source of variance more frequently across the levels of amount different for
A>B vowel pairs than for A<B vowel pairs. A comparison of Figures 5-8 with Figures 9-12
illustrate a strong tendency within the delimited data for A <B vowel pairs to receive fewer
than chance first vowel responses, but for A>B vowel pairs to receive greater than chance
second vowel responses. The data suggest that an early amplitude peak is more effective as
a cue for stress in the second of two successive syllables. This point will be explored further
with more focused statistical analyses and in a later report conclusions will be discussed in
terms of other declination effects for acoustic correlates of stress.

Insert Table 2 about here
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for the first member rather than second member of vowel pairs for the control condition was
arbi trary.



Table 2

F.-values for mazimurn amplitude position and vowel type at each of the ten levels of amount
different and the two levels of direction different.

Amount
Different

Maximum Amplitude
Position

Vowel
Type

Control 0.54 9.19***
Direction Different

A B A>B A<B A >B
10 msec 0.77 0.92 16.74 *** 9.32 ***
15 msec 1.24 + 1.64 ** 68.42 *** 56.17 ***
20 msec 1.47 * 3.08 * 18.72 *** 25.98 ***
25 msec 0.98 1.28 ++ 0.93 0.43
30 msec 1.00 0.82 19.43 *** 19.28 ***
35 msec 1.18 + 1.60 + 9.70 *** 13.32 ***
40 msec 1.24 + 0.96 13.27 *** 10.72 ***
45 msec 1.07 1.26 + 11.28 *** 5.46 ***
50 msec 1.27 + 2.68 *** 24.08 *** 6.26 ***

+ p>0.25
++ p>0.10

p>0.05
4* p>0.01

*** p>0.001
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Insert Figures 5 through 12 about here

How great must the maximum amplitude position difference be in two
successive syllables for a stress difference to be perceived?

As was mentioned above, based on the production task in Behne (1989), a 35 msec po-
sition difference is expected to perceptually distinguish stressed and unstressed syllable. If
an early amplitude peak provides a perceptual cue to stress, an amount different of approx-
imately 35 msec should be a large enough difference for perception.° The F-values for the
levels of amount different show that stress perception is affected by maximum amplitude po-
sition differences as small as 15 msec for A >B pairs [F(40,1476)=1.64; p>0.011, and 20 msec
for A <13 pairs [F(39,1440)=1.47;p>0.05}. Maximum amplitude position differences between
25 msec and 45 msec do not clearly appear to be influencing stress perception; this point
will be investigated further with more detailed analysis of the means across the maximum
amplitude positions.

Does the maximum amplitude position affect stress perception of different
vowels in the same manner?

As has been mentioned, stress perception of different vowels varied in the control group.
The F-values in Table 2 reveal that stress perception also varied among the four vowels in the
experimental levels of amount difference. A comparison of the vowels for the delimited data
shown in Figures 5-12 further demonstrates a. difference among the vowels. One outstanding
characteristic in these figures is the tendency for /u/ to behave unlike the other vowels;
although not clearly explainable at this point, the results seem to reflect subjects' comments
that /u/ trials seemed particularly difficult. Although stress perception varying across vowel
type does not appear to be systematically associated with vowel characteristics such as height
or frontedness/rounding, a closer look at the stimuli and means will be necessary.

6Unlike the stimuli in the present study. the stressed and unstressed syllables in the production research
of Behne (1989) were not sequential. For stressed and unstressed syllables occurring sequentially, a smaller
amount different than 35 msec might be expected.
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Figure 5. Lines of best fit for the delimited data of the four vowels, plotting the percent of
responses in which subjects perceived the first member of a vowel pair as more stressed than
the second member when the maximum amplitude position of the first member is 35 msec.
earlier than that of the second member.
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Figure 7. Lines of best fit for the delimited data of the four vowels, plotting the percent of
responses in which subjects perceived the first member of a vowel pair as more stressed than
the second member when the maximum amplitude position of the first member is 45 insec_
earlier than that of the second member.
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Figure 8. Lines of best fit for the delimited data of the four vowels, plotting the percent of
responses in which subjects perceived the first member of a vowel pair as more stressed than
the second member when the maximum amplitude position of the first member is 50 msec.
earlier than that of the second member.
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responses in which subjects perceived the second member of a vowel pair as more stressed

than the first member when the maximum amplitude position of the second member is 35

cosec. earlier than that of the first member.
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than the first member when the maximum amplitude position of the second member is 5
msec. earlier than that of the first member.



Is an early maximum amplitude able to serve as a perceptual cue for stress?

For the ten levels of amount different and two levels of direction different, the F-values
of the maximum amplitude position factor are presented in Table 2. The results in Table 2
do not overwhelmingly show evidence that an early maximum amplitude provides a strong
acoustic cue for stress; that is, although the F-values for the maximum amplitude position
are not consistently significant for an amount different which is greater than at least 35 msec
for either A<B or A >B vowel pairs, they suggest that stress perception is being influenced
by the position of the maximum amplitude. In addition, the delimited data presented in
Figures 5-12, especially for A>B vowel pairs, show a tendency toward response differences
due to the early position of the maximum amplitude.

In summary, the present study was designed to provide an initial investigation of the
maximum amplitude position as a stress cue in perception. To date, the data tend to support
the hypothesis based on previous product;an research, that an early maximum amplitude
is associated with stress. The maximum amplitude position appears to influence stress
perception in such a way that a position difference of 15 msec may be large enough for a
stress difference to be perceived. However, the the relative maximum amplitude positions
in successive syllables appears to differentially affect stress perception. Furthermore, the
perception of stress as a function of maximum amplitude position appears to be dependent
on vowel type. Two points should be emphasized: First, the results have only been partially
analysed at this point and conclusions will be held until the data have been more fully
addressed. Second, this study is an initial investigation of the maximum amplitude position
as a stress cue in perception and, consequently, generalizations of the results to natural
speech are limited at this point. Nevertheless, the exploratory nature of this study and
further analysis of the data hopefully will provide insight into the acoustic nature of stress.
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Abstract

Delattre (1965) has characterized English vowels as being lower, more central, and
less rounded than the predominantly high, front, rounded French vowels. In the present
study, Delattre's comparison is experimentally investigated by comparing the first and
second formant frequencies of English and French vowels which occur in both languages.
The results suggest that. (1) high vowels tend to be higher in French than in English,
(2) /a/tends to to be lower in English than in French, (3) high and mid vowels tend
to be more central in English than French, (4) rounded vowels tend to have greater lip
rounding in French than in English, (5) front vowels are higher and more fronted in
French than in English, and (6) back vowels have greater pharyngeal constriction in
English than in French. Although Delattre's description of English and French vowels
is generally supported by the results, it does not fully the characterize the differences
demonstrated between the vowels common to English and French.
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A Comparison of the First and Second Formants of Vowels
Common to English and French

Delattre (1965) has described the English vowels as being lower, more central, and less
rounded than the predominantly high, front, rounded vowels of French. Specifically, he
describes the following differences:

1. The high vowels are lower in English than in French.
2. The low vowels are lower in English than in French.
3. The high and mid vowels are more central in English than in French.
4. The rounded vowels are less rounded in English than in French.

Although Delattre's comparison of English, French, German and Spanish was alt exper-
imental investigation, the procedure used in reaching the characterization of vowel quality
in English and French is not explicitly stated. In the present study, Delattre's description is
reconsidered experimentally by comparing the Fl and F2 of vowels common to English and
French, /i, e, c, u, 0, D, a/.

To investigate the relative height, centrality and roundedness of English and French
vowels, Delattre's comparison can be restated in terms of Fl and F2 relationships which are
summarized in Table 1.

Insert Table 1 about here

First, Delattre's comparison addresses two points of vowel height: (a) the high vowels,
/i/ and /u/, are higher in French than in English, and (b) the low vowel, /a/, is higher in
French than in English. Since Fl is lowered by front oral cavity constriction and raised by
pharyngeal constriction, the Fl of /i, u, a/ ought to be lower in French than in English.
The frequency of F2 is raised by front tongue constriction and lowered by back tongue
constriction; consequently, the front vowel, /i/, ought to have a higher F2 in French than in
English, and the back vowel, /u/, ought to have a lower F2 in French than in English.

Secnnd. Delattre describes French vowels as being mere extreme than English vnwels;
specifically, the high and mid vowels, e, e, u, 0, D/, are characterized as being more
central in English than in French. Because F2 becomes higher with increased front tongue

nstriction, the F2 of the high and mid front vowels, /i, e, c/, ought to be higher in French
than in English. The increased back tongue constriction which lowers F2, ought to result in
the F2 of the high and mid back vowels, /u, a, D/, being lower in French than in English.

Finally, Delattre describes vowels as being more rounded in French than in English. Since
the formant frequencies of both Fl and F2 tend to be lower with increased lip rounding, Fl
and F2 of the rounded vowels, /u, o, a/, are expected to be lower in French than English.
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Table 1

The expected relative formant frequencies of English and French based on Delattre's descrip-
tion. ( " " signifies that the relationship was not predictable from Delattre 's description.)

F1 F2
/i French < English French > English
ie French > English
ici French > English
/u/ French < English French < English
/o/ French < English French < English
/D/ French < English French < English
/d/ French < English
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These Fl and F2 expectations are investigated in order to compare the relative height,
centrality and roundedness of vowels common to English and French.

Method

Subjects. Fourteen monolingual speakers of American English and fourteen monolingual
speakers of French participated in the project.' In order to limit inter-speaker variance as
much as possible, all participants were men between twenty and fourty-five years old.

Stimuli. Stimuli were developed using the seven distinctive vowels common to English
and French: /1, e, e, u, o, a/. Each vowel was contained in a real, monosyllabic English
word and French word. All vowels except /e/ were nested between two consonants. Since /e/
occurs only in open syllables in French monosyllabic words, /e/ was used in an open syllable
in both the French and the English words in order to maintain parallelism between the stimuli
for the two languages. The consonants surrounding the target vowels in both languages were
limited to the unvoiced alveolar obstruents /t/ and /s/ which (a) allowed real words to be
used for all target vowels in both languages, and (b) controlled for variation in formant
frequencies resulting from differences in voicing and place of articulation. When possible,
the consonant environment for a particular vowel was identical for the two languages. The
English and French stimuli for the seven vowels are listed in Table 2.

Insert Table 2 about here

Procedure. A recording was made of each American subject saying each English word in
the context "Say ", and of each French subject saying each French word in the context
"C'est ", meaning "This is ". These environments were chosen because they provide
a semantically neutral carrier sentence with a phonetically similar (i.e. [se]) context.

The Fl and F2 of each subject's productinn of the seven vowels were measured using
the autocorrelation method of LPC (14 coefficients) and peak picking method of formant
estimation (both from 1LS software package). To ensure that the formant frequencies being
collected were from the steady state of the vowel, the formant frequencies were measured
near the center of each vowel.

All of the American subjects were originally from the midwest and French subjects were from a variety
of regions in France.
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Table 2

English and French stimulus words in which the seven target vowels were te4ed.

ENGLISH FRENCH
seat /sit/ cite /sit/

/e/

c
say
set

/se/
/set/

the
cette

ite/
/set/

u, toot /tut/ toute /tut/
0/ tote /tot/ saute /sot/
D might /sDt/ sotte /sat/

/a/ tot /tat/ tate /tat/
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Results and Conclusions

In order to avoid distorting interlanguage differences and similarities with inter-speaker
variance of it language, analysis of variance was used to compare the vowel patterns of English
and French .2 Analysis of variance allows variance among vowels common to English and
French and spoken by different subjects to be broken down so that the source, or sources, of
the variance can be systematically identified. Separate two-factor analyses of variance were
conducted for the Fl and F2 of the target vowels in English and French. The mean formant
frequencies for each vowel and for each )angtiage are presented in Table 3 and displayed in
Figure 1. The mean formant frequencies for front, back and rounded vowels are presented
in Table 4.

Insert Tables 3, 4 & 5, and Figure 1 about here

First Formant. The average frequency of Fl in English vowels (ic =512Hz) is greater than
in French vowels (ic =419Hz), [F(1,26)=73.91; p<0.001].2 Separate analyses of Fl for front
and back vowels demonstrated a higher F1 for front vowels (i.e. less oral constriction) in
English (it =451Hz) than in French (ic =373Hz), [F(1,26)=61.86; p<0.0011, and a higher Fl
for back vowels (i.e. greater pharyngeal constriction) in English (it =55911z) than in French,
(St =454),[F(1,26)=59.91; p<0.001]. Rounded vowels, all of which are included in the group
of back vowels, were also found to have a significantly higher Fl in English (ic =493) than
in French (it =390), [F(1,26)=59.53; p<0.001).

Second Formant. The average frequency of F2 was not significantly different for for
English and French vowels [F(1,26)=3.9; p<0.10). Separate analyses of front, back and
rounded vowels compares English and French F2 frequencies. Front vowels had a higher F2
(i.e. greater front tongue constriction) in French (it =1912Hz) than in English (it =1813),
[F(1,26)=-4.9., p<0.05). No significant F2 differences were found between English and French
back[F(1,26)=0.26; n.s.] or rounded [F(1,26)=0.00; n.s] vowels.

Vowel Height, Centrakty and Roundedness. In order to identify specific differences ad-
dressed by Delettre's comparison of English and French vowels, analyses of variance for Fl
and for F2 compared each vowel across English and French. the results of the analyses of

2Disner (1986) points out that the normalization procedures intended to extract between speaker variance
in many studies of vowel quality use a correction factor which is not appropriate for comparing vowel systems
across languages.

3The significance level of 0.05 is accepted as standard for this investigation. Although not accepted as
significant, F-values at 0.10 <p <0.05 are noted, and other nonsignificant F-values are marked "n.s."
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Table 3

Mean F.t and F2 frequencies for the seven target English and French vowels.

ENGLISH FRENCH
Fl F2 F1 F2

/i/ 310 2095 262 2043
/e/ 464 1799 364 '1969
/e/ 579 1546 494 1724
/u/ 340 1237 284 1062
/0/ 504 944 397 939
/D/ 635 1105 488 1277
/a/ 755 1332 646 1409

3 t = r- 512 1437 419 1489

2- 7 6
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Table 4

Mean F1 and F2 frequencies for front /i, e, /, back /u, o, a, and rounded o,
English and French vowels.

ENGLISH
Fl F2

FRENCH
F1 F2

Front 451 1813 373 1912
Back 559 1155 454 1172

Rounded 493 1095 390 1093
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Table 5

The relative forrnant frequencies of English and French. (Capitals indicate that the results
concur with Delattre is (1965) description; "" signifies that the relationship was not pre-
dictable from Delattre is description.)

Fl F2
/i/ FRENCH < ENGLISH n.s

ie/ FRENCH > ENGLISH
MI FRENCH > ENGLISH
/n/ FRENCH < ENGLISH FRENCH < ZNGLISH
/0/ FRENCH -:. ENGLISH n.s.
/a/ FRENCH < ENGLISH French > English
, a/ FRENCH < ENGLISH
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variance for the means in Table 3 are presented in Table 5.

1. Are the high vowels lower in English than in French?

Greater tongue height lowers Fl, raises the F2 of front vowels and lowers the F2 of back
vowels. The English and French Fl frequencies for /1/ and /u/ were compared. For both /if
[F(1,26)=24.14; p<0.001) and /a/ [F(1,26)=14.31; p<0.001j, Fl was lower in French (ii/,5t
=262;/u/A =284) than in English =310;/u/,k =340). Comparing the English and
French F2 frequencies for /i/ and /u/, no significant difference was found between the F2 of
/i/ in English (it =2095Hz) and French (Sc =2043Hz), [F(1,26)=0.57; n.s.j, but the F2 of /u/
was significantly lower in French (it r=1062Hz) than in English (it =1237Hz), [F91,26)=4.87;
p<0.05j. The results indicate that /u/ is, and /1/ tends to be, qualitatively higher in French
than in English.

2. Is /a/ lower in English than in French?

Lowering a back vowel, such as /a./, results in a higher Fl associated with pharyngeal
constriction and a lower F2 due to back tongue constriction. The mean Fl for /a/ is signif-
icantly higher [F(1,26)=19.49; p<0.0011 in English =755Hz) than in French (it =646Hz).
Although the F2 of /a/ is lower in English (Sc =133211z) than in French (Sc =1409Hz), the
difference was not statistically significant [F(1,26)=4.22; p<0.101. As a whole, the results
suggest that /a/ is qualitatively lower in English than in French.

3. Are the high and mid vowels more central in English than in French?

The frequency of F2 rises when front tongue constriction increases, and lowers when back
tongue constriction increases. A comparison of the English and French F2 frequencies for
each of the high and mid vowels shows:

(a) no difference between the F2 of/i/ in English and in French
[F(1,26)=0.57; n.sJ;

(b) the F2 of /e/ is higher in French (Sc
[F(1,26) = 9.36; p<0.011;

(e) the F2 of /c/ is higher in French (Sc =1724Hz) than in English (Sc =1546)
[F(1,26) = 33.72; p<0.0011;

(d) the F2 of /u/ is lower in French (Sc =1062) than in English (Sc =1237Hz)
[F(1,26) = 4.87; p<0.05];

(e) although, the F2 of /a/ is slightly lower in Frenca (Sc =939) than in English (it
=944), the difference was not significant [F(1,26)=0.01; n.s.J;

(f) the F2 of /a/ is higher in French (Sc =1277Hz) than in English (Sc =1105)
[F(1,26) = 23.51; p<0.0011.

=1969Hz) than in English (Sc =1799)
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The vowels /e, e, u, / appear to he more central in English than in French, but and /o/
do not clearly follow the pattern of the other high and mid vowels.

4. Are the back round vowels less rounded in English than in French?

Lip rounding is associated with a. general lowering of formant frequencies. A compar-
ison of English and French showed that the Fl of rounded vowels is significantly lower
[F(1,26)=59.53; p<0.001] in French(R =390Hz) than in English (Si =493Hz). However,
no significant difference was found between the mean English and French F2 frequencies
[F(1,26)=0.00; n.s.]. Investigation of individual rounded vowels demonstrated a signifi-
cantly lower Fl for /u/ 4F(1,26)=14.31; p<0.0011, /o/ [F(1,26)=25.16; p<0.001) and /DI
[F(1,26)=26.45; p<.001] in French (/u/, x = 284Hz; /el, it =397Hz; /3/, x =488Hz) than in
English ( /u /, x = 340Hz; /o/, rt =504Hz; /a /,c=635Hz). The F2 of /u/ was lower in French
(ic =1062Hz) than in English (ic =1237Hz), [F(1,26) =4.87; p <0.05], but higher for in/ in
French (ft =1277Hz) than in English (k =1105Hz), [F(1,26)=23.51; p<0 0011. No significant
difference was shown between English and French for the F2 of /0/ [F(1,26)=0.01: Q.J. The
combined results of F1 and F2 suggest a tendency for the back, rounded vowels to be more
rounded in French than in English.

In summary F1 and F2 measurements of the vowels common to English and French were
used to reconsider Delattre's comparison of English and French vowels. The analyses of
height, centrality and roundedness for /a, e, c, u, o, a, ct/ lead to the following conclusions:

1. The high vowels are generally higher in French than in English.

2. The low back vowel tends to be lower in English than in French.

3. High and mid vowels tend to be more central in English than in French.

4. Back rounded vowels tend to have less lip rounding in English than in French.

Beyond addressing Delattre's descriptions of English and French vowels, the results in-
dicate that front vowels are produced with more front oral constriction and front tongue
constriction in French than in English, and that back vowels are produced with greater pha-
ryngeal constriction in English than in French. Although these conclusions generally support
Delattre's comparison of English and French vowels, the systematic relationships Delattre
suggested do not fully characterize the differences demonstrated between the English and
French vowels. A comparison of the vowels common to English and French appears to be
somewhat more complex than Delattre proposed.
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Abstract

Young and elderly listeners were compared on word identification performance in
noise as a function of target word frequency. phonetic similarity neighborhood, and de-
gree of semantic context provided by the carrier sentence. The 10 elderly listeners had
pure-tone thresholds better than 65 dB Hl, at frequencies below 4000 Hz and all were
older than 65 years of age. The young listeners were 10 normal-hearing undergraduate
volunteers between 18 and 32 years of age. Sentences were presented monaurally (85
dB SPL) over ear,....ones in speech-peak shaped noise at -2 dB S /N; the task was to
identify the last word of each spoken sentence. Each target word was categorized fm the
basis of word frequency and its phonetic similarity to other words in the lexicon, and
each word was presented in two sentence frames differing in terms of semantic context.
While semantic context was always beneficial. the elderly group showed a larger word
frequency effect in the presence of semantic context and a reduced effect in the absence
of context relative to the younger list enem Sonic age - related changes associated with
receptive speech communication may reflect an increased reliance on semantic and lexi-
cal information as compensation for degraded peripheral and central encoding. A word
frequency by phonetic similarity interaction also was evident in the data, indicating
agreement with the Neighborhood Activation Model, and further demonstrating that
word frequency effects occur after acoustic-phonetic pattern recognition.
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Age Differences in Spoken Word Identification:
Effects of Lexical Density and Semantic Context.

St udies of speech reception difficulties of elderly and hearing-impaired listeners may give
insight into some longstanding issues central to the topic of speech perception in general. For
example, a critical issue within the speech perception literature has been the specification of
peripheral and central encodings and their influence on word recognition and identification
processes. In the gerontology literature, this same problem. the separation of sensory and
cognitive influences, has become a central issue, a prerequisite for understanding aging and
its accompanying deficits in speech perception and language comprehension.

Difficulty with receptive speech communication is a major complaint among the elders of
our population. Studies of communication deficits of older persons have increased in recent
years, partly due to demographic forecasts indicating that the growing number of elderly in
our society will strain social and health-related resources as we enter the next century. The
Bureau of the Census predicts that by the year 2030 the number people over 65 years of age
will be 52 million, or up to 21 percent of the total population. Hearing deficits associated
with aging are often confounded with other age-related deficits, and as a result, the loss of
speech receptive abilities may not be attributed exclusively to sensory deficits; often there
are underlying central etiologies (e.g., Bergmann. Blumefield k Levitt. 1976; Ford k Roth.
1977; Hayes & Jerger, 1979; Bnsat.ra Russalo, 1982; Weinstein & Ventrv, 1983: Welsh.
Welsh & Healy, 1985; Jerger, et al., 1989). Thus. to tackle this problem effectively it is

necessary to gain a fundamental understanding of how speech is processed by young and old
alike. including the nature of acoustic-phonetic encodings, lexical decision processes. and the
role of syntactic and semantic context comprehension.

The elderly listener has several important auditory and cognitive characteristics that are
distinct from the young normal-hearing listener typically employed in basic speech research.
The peripheral auditory system of an elderly listener is likely to be impaired from a lifetime
of acoustic insults; a partial list would certainly include noise exposure in the home and
workplace, as well as exposure to ototoxic drugs (cf. Lowell & Paparalla. 1977; Butler k
Castel, 1979; Cervellera & Quaranta, 1982). Elderly adults also have a knowledge base built
up over a lifetime that allows them to compensate for the slowing of cognitive processes in
general (Lorsbach k. Simpson. 1983; tVingfield. Poon, Lombardi & Lowe, 1985; Hoedder
Cole, 1986) as well as the lack of stimulus specificity caused by sensory degradation (e.g..
West & Cohen, 1985; Stinson & Tracy, 1983; Spilich k Voss, 1983; Cohen k Faulkner.
1983). Nonac.oustic knowledge sources have been known for some time to also contribute
to the identification of words in normal continuous discourse (e.g.. Marlsen-Wilson & Ty lor.
1980; Salasoo & Pisoni, 1985). Thus. studies of the elderly listener may offer unique insights
into the speech perception mechanism itself.

Before continuing, several terms that will be used throughout the following report require
definition. Using the conventions of Salasoo Pisoni (1985). the term "word identification"
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refers to the listener's understanding, or belief. whereas "word recognition" refers to lower
order acoustic-phonetic pattern matching processes. "Lexica; access" refers to the retrieval
or activation of an item in working memory by connecting an internal r,presentation derived
directly from the speech input with its associated lexical representation in memory.

It may not be surprising that semantic context provides additional information available
to the listener for use in deciphering the speech code; however, exactly how and when this
information is employed is not completely understood. Marlsen-Wilson & Tyler (1980) found
that listeners needed less than half of the acoustic-phonetic code in order to understand
words in normal sentence contexts. Further support comes from studies that have used a
stimulus gating paradigm to measure the minimum acoustic-phonetic input required for word
identification (Grosjean, 1980; Cotton tk, Grosjean, 1984; Ealasoo & Pisoni, 1985). These
studies showed that less stimulus information was required to identify words in sentences
compared to identification of the same words in isolation. Further, the initial word segments
were more important than ending segments, and were, interpreted as reflecting a shift in
information processing from bottom-up to top-down within the word identification process
itself.

Grosjean (1980, 1985) found that incorrect responses in the gating task included only
acoustically similar words, but semantically related words as well. These data were used by
Grosjean as evidence against the claim that only acoustic-phonetic information was used to
compose the set of possible lexical candidates. His conclusion was that a model similar to
Morton's (1979) interactive logogen model was required to explain these data, where both
acoustic and nonacoustic knowledge sources interact to select a possible word candidate.

A recent study by Salasoo & Pisoni (1985) has provided support. for Marlsen-Wilson's
"principle of bottom-up priority." Acoustic-phonetic patterns are the primary source of infor-
mation used to form a set of lexical candidates accessible from long-term memory, although
semantic and syntactic information available from sentence contexts also provide additional
candidates to the pool of potential words. The balance between these sources of knowledge
in bottom-up and top-down processes allow the listener to comprehend speech even when
the encoding is impoverished et tier by noise or sensory impairment.

The results of several recent studies from the Speech Research Laboratory at Indiana
University have reduced the set. of viable models in the literature to a subset of only a few.
including the Neighborhood Activation Mock! (NAM) of Luce (1986). The NAM model
captures many aspects of the word recognition process. and will serve as the basis of the
present discussion.

Gn Winger, Luce & Pisoni (1989) have recently provided additional data to support the
Neighborhood Activation Model. The NAM assumes that the recognition of spoken words
is characterized by a process in which phonetically similar words in memory initially are
activated. Then, the member of the activated set that is most consistent. with the acoustic-
phonetic information in the speech waveform is selected. Further, it is assumed that word
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frequency biases responses toward the more likely, or frequent., members of the activated
neighborhood (Luce, 1986; Luce, Pisani fi Goldinger, in press).

Assuming that the acoustic-phonetic code is degraded for the elderly listeners as com-
pared to the younger listeners, the degraded stimulus leads to an inherently larger neigh-
borhood of phonetically similar words. The impoverished sensory encoding of the elderly
ai.tiitory systems leads to acoustic-phonetic encodings that are "fuzzy", resulting in greater
similarity to more possible elements in the lexicon relative to a well-specified stimulus. Thus,
one consequence of an impaired auditory system is that lexical similarity neighborhoods may
be larger than they would otherwise be in a younger adult.

Word frequency effects should also be diminished for stimuli that are ill-defined. In the
Neighborhood Activation Model, the size of the neighborhood would be dense, and although
high-frequency words would be more likely, the ratio of stimulus frequency to neighborhood
frequency would tend to be dominated by the neighborhood frequencies.

To summarize the predictions thus far, for a degraded stimulus encoding, the denominator
term in the Neighborhood Activation Model becomes large, since it increases with increasing
neighborhood size, leading to a decrease in the probability of correct identification of z
stimulus word. In addition, frequency biases should become less evident as a result of poorl:%
specified stimuli. If the number of lexical neighbors is large, then the relative influence
of their combinet; frequency weightings dominates the ratio of stimulus to neighborhood
frequency. Thus, the model predicts that a degraded acoustic-phonetic representation will
not only lead to longer recognition times and less accurate identification, but to diminished
frequency effects as well.

The purpose of the present study was to examine the perception of words embedded in
sentences of varying degrees of semantic content.. Both young and elderly listeners were used
to examine interactions between lexic41 and semantic processes underlying speech percep-
tion. Previous studies have used young normal-hearing subjects and typically have employed
words in isolation in quiet listening environments. The present study differs from earlier stud-
ies in several significant aspects. The stimuli were limited to CNC constructions embedded
in sentence frames that provide varying degrees of semantic context, or predictability. Fur-
thermore, the stimuli were presented in a spectrally shaped noise at a signal-to-noise ratio
known to elicit performance levels in the range of 2 to 8( percent, dependent on the se-
mantic content of the carrier sentence. Properties of the noise shaping are discussed below.
but the arrangement is such that there should be no interaction with hearing sensitivity
characteristics.
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Method

Subjects. Subjects were 10 young adult listeners with normal hearing and In el lerly
hearing-impaired listeners with mild-to-moderate losses of unspecified etiology.

The young subjects were recruited through an introductory psychology class at Indiana
University and received instructional credit. All of the young subjects were native speakers
of English, and none reported any deficit in hearing sensitivity or had any history of auditory
disfunction. The average age of the young listener population was 20.2 years.

The elderly listeners were recruited from a subject pool in the Speech and Hearing Sci-
ences Department. at Indiana University. All elderly subjects were paid for their participation
in the study. The ages of the elderly listeners ranged from 65 to 83 'Pears. Only subjects
exhibiting less than a 70 dB (HL) loss of auditory sensitivity (re: ANSI S3.6-1969) at all
frequencies below 4000 Hz were included in the study.

Stimuli. Stimulus target words were selected from the Lehiste & Peterson (1959) lists.
which were arranged in 10 phonemically balanced lists, each with 50 words; only the first two
lists were used in the present study. The distribution of phonemes in each list approximates
the distribution of phonemes found in the English language generally, and frequency of
occurrence of words in each list was representative of words in the language in general. and
was comparable across lists as well.

Each target word was embedded as the final word in two distinct sentences. One sentence
was constructed such that it gave no semantic indication of what the final word could be. The
second sentence was composed in such a manner as to make the final word predictable.. The
same criteria as those employed by Kalikow et al. (1977) to generate the Speech Perception
in Noise Test (SPIN) were used. Each sentence was approximately seven to nine words in
length. For sentences providing a low degree of predictability (PL). the same phrases as
those used by Kalikow et al. were used, for example. "John spoke to Mary about the beam."
High context sentences (PH) were constructed such that each sentence contained at least
two semantically related words leading into the target word at the end, for example. "The
gymnast balanced on the beam."

A talker of standard midwest dialect was recruited to record the stimulus list. Audio
recordings were made in a sound-isolated chamber. with the trained talker approximately six
inches from a low-noise microphone monitored by portable sound-level meter. The sentences
were spoken at a comfortable level such that the meter peaked at the same intensity for all
stimuli.

Speech stimuli were specified in terms of peak and RMS levels as defined by a digital
adaptation of the original Dunn White (1947) technique (see Bell et al.. 190). The speech
and noise were individually analyzed in 1,18 second epochs that were accumulated to form a
distribution of short-duration window RMS values in each of 15 1/3-octave bands from 200
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to 6000 Hz.

A noise was shaped to conform to the 99th percentile peak distributien of the speech
stimuli in each 1/3-octave hand using the prototypic data of ('ox et al. (1988) to specify
average peak-to-RMS values.

Insert Figure 1 about here

The problem of frequency-intensity relations changing with presentation level was over-
come by using noise background stimuli which have the same general shape as the stimulus
materials. With this convention, all frequencies were passed equally across the audible spec-
trum (see Studebaker et al., 1987). Since the noise. was sufficiently above threshold level
(even for hearing-impaired), all subjects received exactly the same acoustic stimulus in sen-
sation level in each 1/3 octave band. Thus, the. significance ,..)f the shaped noise background
is a critical point. of protocol.

The speech-to-noise ratio for the present experiment was fixed at -2 dB. with the overall
long-term RNIS of the speech signal calibrated at 85 dB SPL. These absolute presentation
levels were selected to ensure that the speech signal was audible for all subjects, regardless
of hearing losses. The relative level of the speech and noise (-2 dB) was selected on the basis
of earlier studies with the intent of collecting data between 20 and 8 percent on both types
of sentence contexts employed in this study.

Lexical eitaractcristirs. Each of the Itiit target words were analyzed for frequency of
occurrence in the language and for the number of phonetically similar words in the lexi-
con (neighborhood density). Frequency counts were taken from Kucera k Francis (1967).
Neighborhood density was computed using a single sound substitution rule, similar to that.
discussed by Greenberg & Jenkins (1964) and used by Luce (1986).

Each list of 50 target words was arbitrarily categorized into four subsets based on me-
dian values within each list. The four subsets were labelled low-frequency/sparse neighbor-
hood, low-frequency/dense neighborhood. high-frequency/sparse neighborhood, and high-
frequency/dense neighborhood.
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Results

A mixed four-factor analysis of variance. design (2 x 2 x 2 x 2) was employed to compare
differences between young and elderly listeners as a function of semantic context (low, high).
relative word frequency (low, high). and neighborhood density (sparse. dense). Subject group
(young versus elderly listeners) was treated as a between-subjects factor and the remaining
factors were all repeated measures.

Means and standard deviations for each experimental condition are given in Table 1. As
expected, all of the simple main effects were significant . The older listening group was poorer
on the average at word identification 1F(1, 18) 16.42,p r: .0011. The average number of
words correctly identified overall for the young listening group was 69.6 percent compared
to 39.8 percent for the elderly listeners.

Insert Table 1 about here

Target words embedded in high context sentences were more readily understood than
the same words embedded in lo-context sentences I F(1. 18) 222.14.p moll. The mean
percentage correct for words framed in high-context sentences was 75.6 percent, whereas
in low-context sentences, percent correct was 33.7 words on average. The difference of 42
percent was constant for both age groups. Young listeners increased from 48.7 to 9().4
percent with semantic context, and elderly listeners increased from 18.6 percent to 60.9
percent. Thus, the benefit of semantic cues was constant across both subject groups.

Frequency of word usage also led to a significant. difference in word identification scores.
Correct identification of the target words was more likely for high-frequency words than
for low-frequency words 1F(1. 18) 48.58.p Moll. showing a 12.5 percent advantage nn
the average. The young listeners increased from 62 7 to 76.5 percent. whereas the elderly
listeners increased from 34.1 to 45.4 percent.

Insert Figure' 2 abou here

The size of the similarity neighborhood produced significant differences in percentage
scores such that words from sparse similarity neighborhoods were better understood than
words from dense neighborhoods I F( 1, 18) 7.7. p M51. The average percent correct for
words from sparse neighborhoods was 56.9 compared to 2.4 percent for words in dense
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Table 1

Means and Standard Perrations) of Word Identification Senris for Young and Elderly Lis-
teners as a Function of Word Frequency. Similarity .Vtghborhond, and Semantic Context.

Word Similarity

Age Frequency Neighborhood

Semantic Context

Low High

Young

Low

Sparse 45.5 (12.8) 84.5 (14.9)

Dense 38.3 (12.6) 82.5 (8.2)

High

Sparse 62.2 (15.4) 98.5 (3.12)

Dense 49.2 (14.6) 96.0 (4.3)

Elderly

Low

Sparse 16.2 (13.9) 51.6 (37.8)

Dense 17.2 (21.3) 51.6 (28.5)

High

Sparse 23.6 (19.9) 73.6 (28.6)

Dense 17.7 (14.1) 66.8 (28.3)
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Figure 2. Percent of words correctly identified for young and elderly listeners as a function
of the word frequency and similarity neighborhood.
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neighborhoods, a drop of 5.5 percent. in mean scores. The similarity neighborhood effect wa.s
approximately equal for young and old listeners alike, with sparse neighborhood scores of
72.6 and 66.5 percent and dense neighborhood scores of 41.2 and 38.3 percent respectively.

In addition, several two-way interactions were significant.. Size of the similarity neighbor-
hood interacted with word frequency to produce differences in the percentage of correct word
identifications [F(1,18) = 5.96,p < As seen in Figure 2, the percentage scores for the
low frequency words were approximately equal across the levels of neighborhood size, but the
high frequency words had an apparent advantage in sparse neighborhoods relative to dense
neighborhoods. The high-frequency advantage in sparse neighborhoods was approximately
15 percentage points (49.4 versus 61.5), but in dense neighborhoods the advantage was only
10 percent (47.4 versus 57.4).

The degree of semantic context. in the carrier sentence also interacted with word fre-
quency characteristics on percentage of correct identifications IF(1, 18) z-z, 10.22,p < .01).
Low-frequency words increased by approximately nine Percent when presented in sentences
containing semantic context relative to the same words presented in low context sentence
frames. In contrast, high-frequency words increased 16 percentage points in the high context
sentence condition. The mean values for low-frequency words were 29.3 and 67.6 percent for
low and high context frames respectively, whereas the mean percentage scores were 38.2 and
83.7 respectively for high-frequency words (see Figure 3).

Insert Figure 3 about here

The highest order interaction present in these data involved listening group, word fre-
quency, and semantic context EF(1, 18) 8.00.p .U51. As shown in Figure 3, the younger
group of listeners exhibited a constant 13 to 14 percent advantage for frequently used words
over infrequently used words, regardless of the degree of semantic context available. The
elderly listeners showed approximately an 18 percent advantage for high-frequency words
over low-frequency words in high context sentence frames, although, in low-context. sentence
frames, the advantage was only 4 percent.

Discussion

These data support the Neighborhood Activation Model in several important respects,
including interactive changes in word identification scores as a function of word frequency
and neighborhood similarity effects. While the average frequency of the neighbors was not
controlled, the size of the neighborhood relative to the frequency of the stimulus target word
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exhibited significant influence on word identification results. Assuming that large neighbor-
hoods contain more high-frequency members n the average than sparse neighborhoods, an
interactive pattern of identification results would hr predicted. where high-frequency words
were better understood when there were fewer phonetically similar words to interfere with
the lexical decision process.

When the stimulus word usage frequent .% was relatively high. there was a facilitory effect
on the probability of correctly identifying it. Conversely. low-frequency words were less likely
to be correctly identified. The overall percentage scores for the normal-hearing young adults
was typically above 5 percent. Flowerer, for these young listeners the size of the advantage
of high-frequency words over low-frequency words diminished with increasing neighborhood
density. But the size of the high-frequency advantage did not change with semantic context
for these same listeners. Thus, even though the number of possible alternatives was reduced
in the high semantic context condition, the frequency bias remained constant. Semantic
activation had no effect on word frequency and lexical density effects, although it did have
a dramatic effect on the overall probability of correctly icleatifying the target word.

The presence of word frequency effects was not surprising. although. the interaction of
this variable with semantic context and age was a unique finding. The results of the present
study indicated that the elderly subjects could not, or did not. use word frequency in the
absence of semantic context, whereas the younger listeners exhibited word frequency effects
regardless of the amount of semantic priming. If frequency effects are associated with lower
order processes, then semantic activation should show no effect of the biasing caused by
word usage freq%iency, or at least the effects should be uniform. regardless of the degree of
semantic context..

Only in the presence of semantic context did word frequency effects emerge as a biasing
factor for the elderly listeners, and the difference in the frequency effect for the age groups
was dependent on the degree of semantic context available. In other words, the lower-order
acoustic-phonetic processes were uniformly influential for the younger listeners in both con-
texts, but they were less influential in the lexical processes of the elderly listeners. These
results demonstrated that word frequency biases occurred at. a later stage than acoustic -
phonetic pattern recognition. Assuming i hat the degraded periphery and noise conditions
were particularly detrimental to the performance of the elderly group. the information was
supplied primarily from the context rather than the acoustic-phonetic analysis. Since per-
formance was poorer overall when compared to the younger group (as in Fier Gerst man.
198t}). and particularly poor in the absence of semantic cues. frequency effects cannot origi-
nate from base activation levels (see also Luce. 1(186: Goldinger et al.. 1989)

A tentative explanation of these results could hinge oii the nature of the set of alter-
natives available to the listener in the lexical decision process. The elderly listening group
may have tended to choose only high-frequency words from a list that contains entries based
predominantly cm the semantic cues available to them. The fact that the elderly listening
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group showed no advantage for high-frequency words in the low semantic context condi-
tion indicates that the acoustic-phonetic patterns were not the basis fr.,r the lexical decision
process.

Studies of the role of context in processing continuous speech messages typically have
employed distorted or masked speech signals (e.g., Miller, Heisse & Lichten, 1951; Miller k
Isard, 1963), partly due the steep performance-intensity functions associated with sentence
materials. Typically, the range over which intelligibility rises for highly contextual speech
from near zero to optimal is on the order of 8 to 12 dB, depending on specific task parameters,
noise characteristics, and threshold characteristics. In contrast, monosyllabic words or non-
sense syllables rise over approximately a 20, 3t), or evert -10 dI1 range (e.g. ANSI 53.5-1969).
The present results replicate this finding. At identical signal-to-noise ratios the low context
sentences exhibited scores that were 37 percent lower on the average than the same words in
high context sentences. These results are consistent with the gating paradigm studies cited
earlier (e.g. Salasoo & Pisoni, 1985) that demonstrated that much less information is needed
to identify words in the presence of semantic context than would be needed to identify the
words in isolation or in sentences with only limited contextual information.

In the present experiment the background noise conformed to the long-term RMS spec-
trum of the speech in 1/3 octave bands. Had another spectral shaping been used, one might
expect that. the younger group of subjects would exhibit results similar to those of the elderly
listeners. As the stimulus became more degraded. the use of acoustic-phonetic information
would diminish, and words in high context sentences would show an increase in frequency
bias, whereas words in low context. frames would show a reduction in frequency bias in terms
of identification performance. Studies have shown that one specific factor that differentially
affects older versus younger persons is background noise. Older adults experience more dif-
ficulty with speech in noise (Smith k Prather, 1976: Plomp k Nlimpen, 1979; Duquesnoy.
1983) than do younger individuals.

The reduced stores of the elderly listeners may have resulted from the presence of noise.
In the present study the background noise was specifically shaped to match the long-term
spectrum of the speech stimulus. Thus. on t he average, the speech was not spectrally im-
poverished, rather, it was presented in an interfering background that allowed the relative
spectral and temporal cues present in the speech to be passed across a broad band of fre-
quencies. Under these conditions, the present data show that frequency and neighborhood
effects were present. In the case of a noise background that deviates from the particular
speech spectrum, for example a white noise (as is typically employed in speech experiments)
or an interfering voice, one might expect neighborhood effects to diminish. Similarly, had
the experiment. employed a quiet listening environment. and used presentation levels that
produced less than optimal performance levels (20 - go percent. as in the present experiment ).
the outcome again may have been different. In that case. the low performance levels would
have likely been the result of differentially passing frequency cues as parts of the spectrum
fell below threshold. Thus, it is reasonable to assume that the noise employed in this study
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provided interference rather than masking that woul4 cause a loss of spectral and tempo-
ral cues. The noise may have interfered with processing for the elderly listeners moreso
than for the younger listeners; this characteristic. ass(ciated with advancing age, could have
interacted with lexical and semantic processing of words in sentences.

In summary, these data have shown that word frequency effects were evident even for
words presented in noise, which resulted in considerably less than optimal levels of identifica-
tion performance. Previous experiments have focused on word recognition and identification
in optimal environments; the Neighborhood Activation Model appears to predict perfor-
mance characteristics of semantically related speech in noise as well. These results also
point to a model where the elderly listener relies heavily on semantic cues in forming a set.
of potential candidates during the lexical decision process. possibly due to a lack of stimulus
specificity either from a deteriorating periphery or from a general slowing of the nervous
system (Pooh & Fozard, 1980; Wingfield et. al., 1985).

Further studies are required to elaborate the interaction of acoustic-phonetic, lexical
and semantic processes among elderly listeners. Stimuli should be selected on the basis of
their lexical characteristics and test. conditions should include a finer gradient of conditions
involving variables such as signal-to-noise ratio, spectral character of the interfering noise.
age, audiometric configuration, linguistic competence, and semantic as well as syntactic
characteristics of the context in which the words are presented.
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Abstract

Errors produced during the repetition of tongue twisters have long been consideredinformative about natural speech errors and speech production in general. Recent con-siderations of phonological retrieval processes in speech production have emphasizedthe role of an activation-and-selection system that is prone to systematic error whensimilar phonemes are selected in sequence. Examples are Dell's (1986) and ICupin's(1982) models of speech production. Kupin (1982) bases his theory on observationsof errors produced by subjects during the rapid repetition of tongue twisters. In for-mulating and proposing his theory, Kupin dismisses physical articulator motion as animportant source of error in tongue twisters. This paper reconsiders the role of actualarticulator motion as a contributor to the difficulty of tongue twisters. It is arguedthat the kinematic dynamics of tongue twister articulation develop strong attractorsthat engender errors. For instance, many of the tongue twisters considered appearto require conterphasic motion through a relatively constrained area of the possiblearticulatory space. It is suggested that the regularities observed in this preliminaryanalysis justify further research on the conribution of motion dynamics to the difficultyof tongue twisters.
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Movement Dynamics and the Nature of Errors in Tongue
Twisters: An Observation and Research Proposal

The scientific study of language production has historically provided a troublesome
methodological dilemma for language researchers. For those investigators interested in study-
ing speech production, including study of the precise acoustic characteristics of speech, or
the changes that occur in the speech signal under varying environmental conditions, or the
complex motions of the physical articulators during speech production, the spoken utterance
represents a uniquely gratifying entity for examination. The spoken utterance and its artic-
ulation are among the few behavioral gestures that can be elicited from a subject, recorded
in real-time, and physically measured later along many dimensions. With respect to the
limited domain of language, they are perhaps the only behaviors with these concrete prop-
erties. As such, experimentation on spoken utterances produced in the laboratory may be
conducted with little sacrifice of ecological validity, a problem in psychological methodology
that does not receive the concern it probably should. For the linguist or psychologist who
studies language, a rich and complex domain involving abstract representations and manip-
ulations, physically measurable speech articulation and speech waveforms become attractive
experimental subjects indeed.

Unfortunately for these researchers, however, language production is part of human cog-
nition, and is therefore extremely complex and flexible. While the flexibility of cognition is
inherently pleasing to Darwinian evolutionary theorists or to tourists navigating through un-
familiar cities, it is problematic for those who would study cognitive processes with scientific
rigor. Because the human cognitive system performs complex functions with such apparent
ease, it is not generally possible to explain cognitive processing by mere observation. For this
reason, cognitive psychology has followed the examples provided by classical psychophysics
and the method of limits: Data collected in cognitive psychological experiments oftentimes
consists of reaction time or error measurements. For the investigator interested in the psy-
chological processes underlying the planning and production of a spoken utterance rather
than the physical characteristics of the utterance itself, well-formed words and phrases sim-
ply provide too much information for systematic study to proceed. Instead, speech errors
have provided the majority of insights into the sub-processes of language production to date.
Speech errors provide the unique opportunity to compare what the speech production sys-
tem intended with what it actually produced, to observe how and when the failure occurred.
Such opportunities can, in turn, inform us about how utterances are prepared and produced
when all goes well. The study of speech errors, however, does involve its own quandary.

The dilemma associated with speech errors is that only true errors allow researchers to
draw inferences about underlying psychological intentions, but it is difficult to elicit ecolog-
ically valid instances of speech errors in the laboratory. Accordingly, it may be difficult to
determine the level of productive planning responsible for any given speech -rror collected in
the laboratory, whether the error was the result of an incorrect semantic, lexical, or phonolog-
ical entry or if the error was the result of typical articulatory failures. Many researchers (e.g.
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Fromkin, 1971) have adopted the strategy of conducting impromptu "field" experiments
Fromkin has been known to carry a small, continuous-loop tape recorder with her at all
times so she may capture any errant speech errors she encounters. To the degree that en-
tire sentences and intended sentences can be recorded faithfully, such naturalistic methods
may be the most informative available. Researchers who are more interested in lower-level
linguistic planning, such as the retrieval of phonological components of words have adopted
experimental procedures, such as the "slips" technique (see, e.g., Dell, 1986), in which errors
are induced by suddenly changing one or two segments of a phrase that subjects have already
spoken repeatedly. An alternative approach to the scientific study of speech errors, however,
is the investigation of the errors made during the production of tongue-twisters. Tongue
twisters offer a compromise with regard to ecological validity: While the errors committed
during the production of tongue twisters may not be representative of speech errors in gen-
eral, at least tongue twisters reliably cause errors whether they are spoken in the laboratory
or not. For researchers who are primarily interested in lower-level production systems, such
ecological validity may be more than satisfactory. The relation of tongue twisters to more
pedestrian speech errors will be discussed in more detail below.

Tongue twisters

Tongue twisters are phrases that consistently cause errors in production (Kupin, 1982).
However, not all phrases that cause errors are tongue twisters. Kupin carefully distinguishes
tongue twisters from other notoriously difficult kinds of phrases: Shibboleths and alliterative
phrases. Shibboleths are phrases or words that include phonetic combinations that do not
occur in the speaker's native language. Alliterative phrases (e.g. Peter Piper picked a peck of
pickled peppers) are generally longer than tongue twisters, have more complete syntax than
conventional tongue twisters, and are generally easier to say than tongue twisters. The dis-
tinction of tongue twisters from "normal sentences" is a more general delineation normal
sentences have much greater variety in their phonetic constitution than tongue twisters do.
Kupin asserts that normal sentences represent random selections and orders of the phono-
tactically circumscribed universe, whereas the phonetic constitution and ordering of tongue
twisters is far more constrained. The constraints limiting phonetic variety in tongue twisters
are usually made especially salient to the hapless speaker by the common requirement that
the tongue twister must be repeated several times, and as rapidly as possible.

Examples of bonafide tongue twisters by Kupin's classification are:

Brad's burned bran buns
The sixth sheik's eizth sheep's sick

Black bug s blood



The present approach

The goal of this paper is to begin explorations of tongue twisters with an eye toward
a minimalist explanation of the most common errors reported. The most common sorts
of hypotheses offered in explanation of such errors are based on assumptions of excessive
demands for articulatory mechanics (e.g. Linder, 1969, cited in Kupin, 1982), or of confusions
at the motor planning stages of production (e.g. Kupin, 1982; Dell, 1984; Shattuck-Hufnagle,
1986). Certainly, most or all of the theories that have been developed to explain these
phenomena are well-supported by behavioral data, and will almost certainly prove to have
at least part of the story correct: At some level, motor planning and physical production must
be intimately involved in the processes by which speakers produce utterances and by which
speakers err in such productions. However, the difficulty that theorists have experienced
in communicating their ideas has been the problem of distinguishing tongue twisters from
ordinary phrases.

When tongue twisters are considered introspectively or experientially, there is general
agreement among speakers of the language that tongue twisters are indeed qualitatively
different from normal household sentences. Moreover, when one attemp:s to describe what
it is about tongue twisters that makes them different from normal sentences, it becomes
readily apparent that tongue twisters tend to consist of a small subset of speech sounds that
are said repeatedly. This observation then Icads to the "intuitive" approach to explanation
the temptation to introspect on how we would contend with such a phrase and to conclude
from our introspections that "yes, indeed, this is hard to say because of these repeated
and/or similar phonemes." Unfortunately, it would be very difficult to use these notions
to predict a priori that any given sentence would be a tongue twister without resorting to
such self- experimentation. Aside from these "intuitive" differences, it remains unclear why
tongue twisters are so difficult and normal phrases (and especially alliterative phrases) are
so easy. Put another way, if one could witness only the chaotic acrobatics that the speech
articulators and planning system must perform during casual conversation, it is not clear
that a "difficult" series of motions could ever be reliably distinguished from more "simple"
ones. In fact, my own introspections tell me that if I had no knowledge of tongue twisters or
their phonetic characteristics, I would most likely predict that the utterances that contain
the greatest variability would be the most difficult, contrary to the established phenomenon.
It is with regard to this problem that a dynamical description of spoken phrases may offer
unique insights.

The work described in this paper represents a preliminary attempt to perform the cum-
bersome task alluded to above- to witness the articulatory acrobatics associated with tongue
twisters and other phrases and try to draw some general inferences about how such phrases
may fundamentally differ. A case will be made for considering tongue twisters from a more
general stance from kinematics and movement dynamics, rather than from phonological or
activation-based theories of production. In witnessing these motions, however, we will not
simply peer into an open mouth, as if we were using x-ray photography. Instead, we will
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observe a more abstract state space that is derived from the mouth but is less complex. The
space is defined by three continuous scales determined by articulatory gestures that occur
during speech. Figure 1 shows the state space of all possible values that will circumscribe
the articulatory possibilities considered here:

Insert Figure 1 about here

The X-axis of the state space represents the position in the mouth of the tongue body,
a good indicator of consonant quality. The scale is continuous from completely back (as in
a glottalized /g/ sound), to completely front (as in a dentalized /t/). The Y-axis represents
degree of lip rounding, a good indicator of vowel quality. The scale is continuous from
completely unrounded (as in /i/, in "deed"), to completely rounded (as in an exaggerated
/u/, as in "food"). The Z-axis represents tongue body height, a good indicator of both
consonant and vowel quality. The scale is continuous from Ugh (as in the consonant /k/)
to low (as in retroflex /r/). Three-dimensional representions of phonetic space using these
same articulatory dimensions have been adopted for various reasons, such as describing the
vowel space, by Lisker (1988), Terbeek (1977) and others.

In the approach adopted here, the representation of speech within this state space takes
the form of continuous trajectories that begin with the initial gestures of the utterance and
"move" through all subsequent gestures until the utterance is complete. Each point along
the trajectory is interpreted as a point in three-dimensional space corresponding to a trian-
gulation of the values of all three dimensions. Thus, although the representations adopted
are abstractions from real mouths, all the estimations are based on real physical dimensions.
To faciltitate understanding of these figures, most trajectories represent fairly short stretches
of speech, not exceeding two syllables. It is essential to note that all illustrations of articula-
tor positions presented here are only estimations. The actual values of these motions along
these three scales could show considerable variability. Nevertheless, the approximations of-
fered here should be relatively close to "prototypical" productions of these utterances, and
the general conclusions that are drawn from these approximations should not be affected by
any minor alterations.

A final point about the representations of tongue twisters provided in this paper: Al-
though coarticulatory influences would certainly yield wide variations in actual productions
of the phrases considered below, for the purposes of the estimations considered in this paper,
a general constraint was imposed. It was assumed that several of the consonants could be
articulated in widely varying locations of the state space. For example, tongue height and
position are not closely specified for bilabial consonants such as /b/ or /p /. Accordingly, the
estimated postions for such consonants were "moved" from a neutral position in the space
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in the directions of the positions of the vowels that followed the consonants. Given this
strategy for determining consonant positions in the state space, it was necessary that vowel
estimations follow a predetermined set of coordinates that do not change from one example
to the next. It was not assumed that the exact same vowel coordinates are reached in all
phrases, but it was assumed that the trajectories described by the tongue twisters approach
vowel coordinates that are invariant across examples. (In actual productions, the degree of
approximation to "canonical" vowels may be influenced by many factors, including degrees
of stress on the syllables and speaking rates.)

The estimations of vowel coordinates in the state space are shown in Figure 2.

Insert Figure 2 about here

Representations of tongue twisters and other phrases

The objective having been stated, this section of the paper begins examinination of
representations of tongue twisters and other phrases. Three different kinds of phrases are
examined: Kupin (1982) describes two different kinds of tongue twisters, based on the kinds
of errors they typically induce. The first kind of tongue twister induces what he refers to as
"phonetic errors," errors in which the speaker tends to "trip" over a repeated consonant or
consonant cluster. A common example is the /131/ in the tongue twister black bug's blood.
The second kind of tongue twister induces what Kupin refers to as "well-formed errors,"
which are based on rhythmic perseverations or substitutions. A common example is the
tongue twister pure food for pure mules. These two kinds of tongue twisters are the first two
kinds of phrases considered here. The third kind of phrase examined is the "normal phrase"
that does not cause errors for most speakers, even when the phrase is repeated rapidly.

Proper interpretation of all the figures in this paper depend on not only consideration
of the trajectories displayed, but on several critical inferences as well. The information
provided in the figures is the location of the articulators at different points in time, and
their direction of motion through space. 11(..wever, for the sake of clarity in the displays,
not all articulatory motion is considered. Specifically. each trajectory represents one or two
syllables as discrete events. Obviously, a full representation of these tongue twisters would
include connections from the end of one syllable to the beginning of the next. Similarly, recall
that tongue twisters are assumed to be spoken repeatedly. As such, it would be appropriate
to represent articulator motions from the completion of one phrase to the ir. lation of the
next. Unfortunately, such enriched displays are difficult to negotiate, and the communicative
purpose of the figures would be sacrificed.
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The burden is therefore shifted to the reader to infer the undrawn lines for each figure. In
all the examples considered in this paper, the articulators are assumed to move in a smooth
motion from the termination of one trajectory to the beginning of the next. As such, it
should be easy for the reader to infer the missing information and synthesize a complete,
repetitive cycle through the space. Consideration of these unspoken portions are important
to adequately portray the full course of motion through the state space for each tongue
twister, and therefore to appreciate the claims made about each example.

Considering our first tongue twister, Figure 3 shows an abstract representation of the
"phoneme-based" tongue twister Peggy Babcock. The unfilled trajectory denotes the segment" Peggy," the striated trajectory denotes the syllable "Bab," and the cross-hatched trajectory
denotes the syllable "cock." The trajectories follow the direction of the arrowheads drawn
along their lengths.

Insert Figure 3 about here

Two important aspects of this pattern should be noticed. First of all, it should be noted
that although there are clearly redundant segments in this tongue twister, there are not
an exceptional number of them. Also, the overall patterns of the trajectories for "Peggy"
and "Babcock" are somewhat dissimilar; they diverge for a substantial portion of their total
lengths. It is clear from this example that a strongly constrained phonetic content is not
neccessary for an utterance to be a tongue twister, as shall be seen in several more examples
below. Rather than the specific segments composing Peggy Babcock, it appears that the
specific locations in the state space and the order in which they must be approached are the
determinants of difficulty.

It has been noted by Kupin (1982) and others that typical errors produced in tongue
twisters often involve sequencing errors. For instance, the initial consonants in she sells
sea shells describe an ABBA pattern, whereas speakers tend to prefer ABAB patterns.
However, Kupin makes an argument that these sorts of errors (indeed, all tongue twister
errors) represent failures of a phonetic selection mechanism that retrieves phonetic features
from the lexicon during production planning. The basis for errors in Kupin's two stage
priming-plus-search model is very similar to the basis for errors in Dell's (1986) model of
speech production, depending on the concept of activation among similar segments as a basis
for faulty selections. In fact, Kupin strongly asserts that alternating articulatory movements
make little or no contribution to the difficulty of tongue twisters:

Tongue twisters do not literally twist the articulators. That is, they do not
depend for their effect on manipulations that are physically difficult. Consider,
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for example, how excruciatingly slowly one must articulate in order to avoid
making an error on this zither. This tongue twister is one that characteristically
leads to the intuition that one simply does not have time to accurately move
one's articulators from one configuration to the next. I claim that this intuition
is wrong and that one has more than enough movement time. (Kupin, 1982,
P. 9).

The present paper is an attempt to re-consider the speaker's articulatory intuitions that
Kupin dismisses in this quote. Models of speech production based on notions of spreading
activation and selection mechanisms are very powerful and are well-founded in the perceptual
literature. Nevertheless, when the articulation of tongue twisters is considered from an
alternate perspective, the hypothesis that physical motion may engender errors appears
plausible once again. Returning to the example shown in Figure 3, one can easily recognize
that "sequencing" problems like those of she sells sea shells are involved in Peggy Babcock
as well. However, whereas in she sells sea shells the ABBA pattern is directly related to the
actual initial segments of the words, in Peggy Babcock the pattern ABAABB is described, in
which the As are front-articulated consonants, and the Bs are back-articulated consonants.
The main thesis of this paper is that these sorts of sequences are not hard because the
constituent segments are highly primed and prepared for faulty selections, but because the
movement dynamics associated with their articulation contain mutually inhibitive attractive
states.

It is well-known that any physically moving system can be described in terms of attrac-
tive states (see, e.g., Abraham, 1989). Principles of dynamic systems are easily applied to
kinematic systems of simple or complex oscillators, such as the articulators defining the state
spaces used in the present paper. Kelso and his associates (Kelso, Saltzman, & Tuller, 1986;
Schaper & Kelso, 1988; see also Saltzman & Munhall, 1989) have discussed the dynamics
of speech production at length. One of the main findings that Kelso has observed is that
kinematic systems are extremely sensitive to phase timing relations among components. Ac-
cordingly, it is is difficult for a person to swing his or her hands back and forth with the two
hands moving out of phase with each other; the hands rapidly assume an in-phase move-
ment pattern. Phase relations in movement have also been widely discussed in the context
of speech (e.g., Kelso et al., 1986; Saltzman & Munhall, 1989; Lubker, 1986). With respect
to tongue twisters, it is clear that the ABAABB pattern of Peggy Babcock is counter-phasic
whereas the common error "Pebby Babpop" (AAA A A A) is clearly phasic. Tracing the over-
all trajectory described by Peggy Babcock makes the phase shift especially salient. It is this
sort of counter-phase relation that seems to be general to many tongue twisters. The nature
of kinematic dynamics requires that the system degenerate to a uniform phase pattern, es-
pecially if the system is under loose control of feedback, as in rapid speaking. The specific
size and locale of the attractors in different tongue twisters may be variable, and the pertu-
bations that arise from them may show some differences, as is dicussed below, but they all
originate from articulatory movement dynamics.
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One final point should be emphasized before considering further examples. The case
argued in this paper is for the viability of an articulatory basis for the difficulty of tongue
twisters. I hope to demonstrate that the approach is sufficient to explain the phenomena as
well as more abstract planning models, such as Kupin's model. Unfortunately, as this work
is still rather preliminary, with no empirical results available yet, I can not demonstrate that
a dynamic systems approach to the explanation of tongue twisters is superior to higher-level
models. This is especially true of Kupin's model, which is largely based on notions of phonetic
similarity thai, are based partially on articulatory properties of different phonemes. It is
important that the limitations of the present work ate respected. Therefore, the remaining
examples presented in this section of the paper should be considered not as strong evidence
against other models, but merely as pedagogical vehicles to communicate the generality of
an articulatory dynamical approach.

Given the motivations and caveats enumerated above, consider next Figure 4, which
displays the "phoneme-based" tongue twister black bug's blood. The unfilled trajectory rep-
resents "black," the striated trajectory represents "bug's," and the cross-hatched trajectory
represents "blood." As in Figure 3, the trajectories all follow the arrowheads drawn along
their lengths.

Insert Figure 4 about here

Again, as in Peggy Babcock, two key aspects of these patterns emerge: The overall pat-
terns are somewhat similar, but do differ significantly. Nevertheless, there are certain points
that are very close to each other in articulatory space that must be encountered repeatedly,
and in a counter-phasic pattern. The key distinction in this tongue twister is /b/ and /b1/,
which must be alternated by the speaker. When the tongue twister is spoken repeatedly,
these two points must be reached in the alternating pattern: /131/-/b/-/b1/-/b1/-/b/-/b1/...
etc., describing a counter-phasic ABAABAABA sequence. Borrowing language from dynam-
ical systems literature, in repetitions of both Peggy Babcock and black bug's blood, it seems
that point or local attractors are engendered. To borrow terminology from Abraham (1989),
if we consider the plane described by these trajectories as a landscape in space, local minima
may be expected to develop wherever the trajectories pass a given point. Such minima, or
"wells," may grow deeper with each successive pass over them, and therefore become stronger
and stronger attractors. As the counter-phasic motion through the state space motivates
the system to settle into a phasic pattern, the strongest attractor should prove an accurate
predictor of the eventual error produced. For example, in black bug's blood, the cluster /131/
must be uttered twice for every instance of the neighboring consonant /b/. Following the
notions of local minima and point attractors, we would expect that the trajectories for /b/
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would tend to be attracted to the point for /bl/ instead. Indeed, "black blug's blood" is the
error most speakers report experiencing when trying to repeat this tongue twister several
times (Kupin, 1982).

We have now considered two examples of "phoneme-based" tongue twisters, and will
next examine several "pattern-based" tongue twisters. These examples demonstrate that
there are noticeable differences in the nature of the attractive states invoked by the tongue
twisters, but the dynamics underlying the difficulty in production is unchanged. Figure 5
shows an abstract representation of the "pattern-based" tongue twister toy boat. The unfilled
trajectory denotes the segment "toy," and the striated trajectory denotes the segment "boat."

Insert Figure 5 about here

As in the previous examples, it is readily apparent that the trajectories for "toy" and
"boat" require a counterphasic motion (indeed, a virtual reversal) through the state space.
This again represents a phase shift in the middle of the utterance, but the shift is global
across a larger stretch of the trajectories. To return once again to speculations derived
from dynamical systems theory, it could be argued that the trajectories described during the
production of such "pattern-based" tongue twisters can develop cyclic attractors. In more
general terms, it is reasonable to assume that if the articulatory system is required negoti:Ae
opposite pathways through a rather constrained area of the possible phonotactic space over
and over again, both of the syllables' cycles will assume the properties of attractors. If the
system is stressed by rapid repetition of the phrase, then one of the cycles will become the
stronger attractor and will subsume the other. Another possibility is that some hybrid cycle
representing an "average" of the two will become the attractive minimum cycle. If this were
the ease, the commonly reported errors of "toy boyt", "toe boat," or something decidedly
incomprehensible would be expected.

Thus, we have seen some indication that the two different kinds of tongue twisters that
Kupin identifies by error type may also be distingIishable by descriptions of their dynamic
attractive states. I have argued that all the errors reported in tongue twisters may be
accounted for by simple articulatory dynamics, rather than by a more complex model of
activation and selection of phonological entries. Before moving on to "normal phrases,"
however, we examine one last example of a "pattern-based" tongue twister, along with its
most common mispronunciation. The upper panel of Figure 6 shows the tongue twister
unique New York. The unfilled trajectory denotes the segments for "unique," whereas the
striated trajectory denotes the segments for "New York." The lower panel of Figure 6 shows
the common mispronunciation for this tongue twister, unique Yew Nork. Again, the unfilled
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trajectory denotes the segments for "unique," whereas the striated trajectory denotes the
segments for "Yew Nork."

Insert Figure 6 about here

As ith the tongue twisters, toy boat, unique New York consists of two trajectories that
follow closely neighboring paths through the articulatory space defined here, but the trajec-
tories pass through these areas while heading in opposite directions. Once again, the cycle
for "unique" is out of phase with the cycle for "New York." Work on dynamical physical
systems done by Schemer and Kelso (1988) has shown that cyclic patterns are strongly at-
tracted to phase-consistent rhythms. Given this observation, if the difficult nature of tongue
twisters such as unique New York are somehow originated by competitive cyclic attractors,
we would expect the counter-phasic sequence unique New York (ABBA) to be erroneously
replaced by unique yew nark (ABAB). This is indeed the most common error, as Kupin
(1982) reports and, as can be seen in the lower panel of Figure 6, the errorful utterance con-
sists of two phase-consistent cycles. As one might expect, unique yew nark is considerably
easier to repeat several times than unique New York is.

We have now examined several different examples of tongue twisters and have noted that
dynamical systems interpretations of these representations are consistent with the difficulties
speakers report. Before this preliminary investigation can be closed, however, it is necessary
to examine some examples of "normal utterance;," phrases that do not cause speakers any
profound difficulty during repeated productions. l'igure 7 shows the abstract representation
of the phrase Golden Gate Bridge. The unfilled trajeci.t.zy represents "golden," the striated
trajectory respresents "gate," and the cross-hatched trajectory represents "bridge."

Insert Figure 7 about here

As Figure 7 shows, there is a. great deal of variety in the pathways approaching the
segments necessary to produce the utterance Golden Gate Bridge. Indeed, the trajectories
described by this utterance through the space are quite distinct, appearing nearly random.
Returning to dynamical systems terms, if attractors originate from repetitive points or cy-
cles, this utterance does not seem inclined to engender any such attractors. Of course,
throughout the preceding discussions of attractors and errors produced in tongue twisters,



Unique New y9rk

.`

Unique Ysw..Nork

Figure 6. Articulatory trajectories of Unique New York (top panel) and Unique rrt.

Nork (bottom panel). Unfilled trajectory is unique. Hatched trajectory is New York in the
top panel and Yew Nork in the bottom panel.
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I have repeatedly mentioned the obvious control parameter of the system, which is rate of
production and repetition. It appears that repetitive passes over points or cycles will only
yield strong attractors if the instances of repetition are close together in time. Therefore,
tongue twisters become easier if spoken more slowly, and even Golden Gate Bridge becomes
difficult if spoken very rapidly. The important notion here, however, is that when all else
is equal and all phrases are spoken at a uniform rate, "normal phrases" are much easier
than tongue twisters. Accordingly, their pathways through th- state space are less tightly
constrained, do not require multiple phase shifts, and are replete of competitive attractors.

This notion is again illustrated in the "normal" phrase puppy dog, shown in Figure 8.
The unfilled trajectory denotes "puppy," whereas the striated trajectory denotes "dog."

Insert Figure 8 about here

Again, as in Golden Gate Bridge, note that the trajectories described for puppy dog
exploit a more variable amount of the possible state space, and there is little basis for
predicting the development of any strong attractors. This is not to imply, however, that
only random selections of the phonetic space can constitute "normal phrases." Tightly
constrained selections of the phonetic inventory need not be experienced as tongue twisters,
so long as the particular pathways connecting the phonetic gestures respect phase relations.
An example of a "normal phrase" that occupies a relatively small portion (.1 the articulatory
space, but is phase-consistent is free pizza, shown in Figure 9:

Insert Figure 9 about here

Figure 9 shows an example of a phrase that may actually depend on the development.
of a strong cyclic attractor to make the repetitive task even easier. This final example of
free pizza may be taken as an existence proof that neither mere phonetic inventory or tight
cyclic articulations are sufficient to engender the difficulty of production indicative of tongue
twisters. Principles of the movement dynamics of the articulators appear to adequately
describe what makes tongue twisters more difficult than simple generic phrases.
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Conclusions, caveats, and a call for further investigation

The approach that has been advocated in this preliminary paper seems to show promise
in helping us understand, in a qualitative sense, what it is that makes a tongue twister a
tongue twister instead of just a more pedestrian phrase. It is an approach that does not
rely heavily on introspective reports from thick-tongued speakers or phonological theory,
and that can be readily applied to the variety of examples one could accumulate. Princi-
iles of dynamical systems and explorations of abstract state spaces have much to offer for
further investigation of complex systems such as the speech articulation system. However,
further work is necessary to determine the adequacy of the account for those phenomena the
approach can address, and there remain some difficult questions that the present approach
may not .be able to adequately address. I conclude the present introduction to these ideas
by first discussing what I consider the next important steps for investigation, followed by a
discussion of some more difficult issues that should be addressed in the future.

The next logical steps for investigation of the claims made here are as follows: The obvious
first necessary step is actual data collection. The state spaces employed in the descriptions
above were circumscribed by three dimensions that were derived directly from directions of
tongue and lip movements during speech. These dimensional selections were not arbitrary.
Although the present discussion was not based on empirical observations, the estimations of
articulator positions were intended to be empirically evaluated. Accordingly, the dimensions
were not selected to correspond to, for instance, binary feature-present / feature-absent val-
ues, which are of a more abstract, derived nature. The selection of dimensions based or,
attributes of real mouths makes it possible to re-create the trajectory representations used
here with real data. Techniques such as x-ray pellet tracking could be easily applied to mon-
itor tongue height, position, and lip rounding, allowing direct evaluation of the movement
dynamics found in tongue twisters. (Additionally, empirical observations may allow for a
more formal, quantitative presentation of the kinematic dynamics involved. Such analyses
would be an important component of further research, provided that the qualitative appear-
ance of the fit between theory and data remained intact). Although my linguistic intuitions
are fair, and the estimates presented here may be reasonably close to prototypical produc-
tions of the utterances considered, the value of this approach to explanation can only be
adequately assessed after production data is available.

The second logical step for further research, presuming the empirically - derived represen-
tations still displayed the intriguing properites of the estimates presented here, would be
to use the observed dynamics as a sole basis for prediction of new tongue twisters. The
analyses presented here and those proposed for pellet-tracking data are decidedly ad-hoc:
Perhaps the only way to paoperly evaluate this approach is to determine its predictive power
for utterances that are not tongue twisters by convention, as the tongue twisters considered
here were. An experiment using simple measures of difficulty, such as latencies to first errors,
could provide far more knowledge than any number of analyses such as those presented here.
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Beyond the theoretical questions that relate directly to the claims made in this paper,
a host of further questions demand further attention. This is especially true of questions
that relate in one way or another to the notion of levels of linguistic planning: At what level
do these attractors attract? At first glance, since the state spaces presented here were de-
rived from physical articulatory gestures, it is tempting to conclude that the phenomenon of
attractive states' establishment during the production of tongue twisters is a purely motor-
based effect. In other words, contrary to Kupin's (1982) claim, perhaps tongue twisters twist
tongues. The most extreme version of this hypothesis would totally segregate actual motor
output from motor planning, leading to the hypothesis that it is only the actual motion that
makes tongue twisters difficult to produce. However, there is evidence that is inconsistent
with such a strong claim. For example, Dell (1977) and McCutchen and Perfetti (1982) has
shown that speakers will report errors even during silent rehearsal of tongue twisters (the
"visual tongue twister effect"). Effects such as this suggest that perhaps the true locus of
these attractive states' effects during production of tongue twisters is at a motor planning
stage (Kupin, 1982). The validity of this sort of phenomenon makes it far more difficult
to distinguish a view based on motor dynamics from a view based on the proper sequential
selection of activated features. Nevertheless, despite appearances, the "visual tongue twister
effect" is not completely inconsistent with a motor dynamic view of the difficulty of tongue
twisters. If one simply makes the modest assumption that lexical access' involves activation
of several types of knowledge, including not only semantic knowledge, but orthographic,
phonologickl and productive knowledge as well, it can still be argued that movement dy-
namics are responsible for the difficulty of silent tongue twisters. Fully distributed lexical
representations of this sort have been proposed several times in the literature, perhaps most
recently by Seidenberg and McClelland (1989). The concession that motion dynamics can
make even silent tongue twisters difficult weakens the approach somewhat, but the irterest-
ing theoretical stance is not substantially modified. Finally, it is worth noting that, whereas
an activation and selection model would predict no differences, I am reasonably sure that
a motion dynamic view would predict that spoken tongue twisters should be harder than
silent tongue twisters. This is, of course, a very difficult prediction tc test and I know of no
data that bear on the comparison directly.

Many discussions have appeared in the speech production literature about the possibilities
of multiple planning stages for speech production, ranging from the most abstract level of
generating the intended message from linguistic primitives to the fine-grained planning of
articulator motion (see, e.g., Stemberger, 1983, for a review). At present, the work described
here cannot provide unambiguous support for either side of the debate. However, if the locus
of the effects is at a planning stage, it is interesting to note that the motor plans generated
do not seem to be based on phoneme-by-phoneme instructions. Instead, as several theorists
(e.g. Abbs, Gracco, & Cole, 1984; Browman Sr Goldstein, 1987) have claimed, it appears that

'The term "lexical access" is used here in the sense that it is used by Dell (1986) and other speech
production researchers. It is taken to imply access to the lexicon "from the inside," rather than access to
the lexicon in response to a stimulus impinging the ear.
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the instructions given to the motor system are more wholistic in nature, perhaps specifying
syllable-sized units. Phoneme-by-phoneme instructions should not be sensitive to cyclic
attractors that span numerous segments, but the speech planning system seems to show just
such sensitivities.

Finally, what can errors produced during the repetition of tongue twisters reveal about
errors produced during casual speech? This is a more difficult question that again addresses
the issue of multiple stages of planning. Many of the errors that speakers produce during
casual speech are qualitatively different from the sorts of errors that have been addressed
here. For instance, common speech errors may involve substituting an early word in a
sentence with a word intended for a later position in the sentence, as in the error, It makes the
warm breather to air for the intended sentence, It makes the air warmer to breathe (Garnham,
1985). Other times, words that are semantically associated with each other (e.g. opposites)
will be mistakenly substituted for each other. Another important finding is that words that
are substituted for each other in casual speech errors maintain their syntactic class (Fromkin,
1971). Certainly, findings such as these will require a more in-depth treatment and a level
of analysis far more abstract than the tongue twisters considered here have received. The
most difficult problems in speech production will certainly involve these complex domains of
abstract representations h.nd manipulations-- a state space where angels fear to tread.
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Abstract

Investigations of speech production have shown that talkers will systematically
alter the acoustic-phonetic properties of their utterances in response to changes in the
context. in which the words are spoken. Well-known examples of such contexts are
the presence of a loud background noise, coginitive workload, or the linguistic context
surrounding the target word in a sentence. Recent work by Balota, Boland, and Shields
(1989) suggests that factors intrinsic to words, such as their frequencies, may also affect
the durations of spoken words. The present paper reports the results of a preliminary
investigation of the effects of similarity neighborhood structure on speech production.
Global, as well as segmental, comparisons of subjects' productions of words from dense
and sparse lexical neighborhoods will be presented.
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Lexical Neighborhoods in Speech Production: A First Report

Research on both the production and perception of speech has long been represented by a
search for the acoustic and phonetic invariants in the signal. By now, we may safely conclude
that speech production is best described as a dynamic process, or an "open system". Our
use of the term "open system" is intended to convey the idea that the characteristics of the
physical signal in speech communication may be simultaneously modulated by numerous
factors both intrinsic and extrinsic to the talker.

It has been known for many years that conditions extrinsic to the talker can affect
speech production. A well-known example is the Lombard effect, the phenomenon originally
reported by Lombard in 1911 (cited in Lane k Tranel, 1971), in which talkers increase their
vocal effort in the presence of a loud background noise (see also Summers, Pisoni, Bernacki,
Pedlow, & Stokes, 1988). Beyond the findings that extrinsic ambient or physical conditions
affect speech production, further research has shown that talkers modify their speech in
accordance with the unique needs of the listener. For example, Mos lin and Keating (1977)
have shown that mothers tend to produce the stop consonants /b/ and /p/ with a greater
voicing distinction when they spry': to their young children than when they speak to adults
or to older children.

In addition to the findings that conditions extrinsic to talkers affect speech production,
several findings indicate that conditions intrinsic to talkers affect speech production as well.
More specifically, there is evidence to suggest that variations in talkers' representations of lan-
guage and linguistic communication may underlie changes in speech. For example, whereas
Moslin and Keating (1977) noted that mothers alter their speech for the benefit of young
ears, other research has shown that the intrinsic "information value" of a message affects the
spoken quality of the utterance. without special reference to any particular ambient situation
or kind of listener.

The most notable example of such an effect was reported by Lieberman (1963), who
found that words spoken in highly predictable contexts are less intelligible when removed
from context than words spoken either in isolation or in less predictive sentence contexts.
Furthermore, Lieberman found that words were more precisely articulated upon first pro-
duction than upon subsequent productions (the distinction that. has come to be known as
the given vs. new distinction). This experimental manipulation reflects Lieberman's work-
ing assumption that words lose some of their communicative value when they are spoken in
highly redundant contexts, such as in cliches, or when one simply repeats the same word over
and over. Following this reduction of information inherent to the word in a particular lin-
guistic context. articulation of the word becomes less precise. More generally, Lieberman has
shown that talkers decrease articulatory effort in production when the linguistic or semantic
context of the utterance itself provides enough information to keep the words' meaning ro-
bust to phonetic inconsistencies. Similar experimentation on this redundancy effect has been
performed by Charles-Luce (1987), who studied neutralization in both given and new words



and found results that corroborate Lieberman's earlier findings.

Beyond the speaker's semantic or pragmatic interpretations of the linguistic contem,
recent evidence suggests that more subtle linguistic variations can also affect speech pro-
duction. Recent. naming studies by Balota and his colleagues (Ba.lota & Chumbley, 1985;
Balota & Shields, 1988; Balota, Boland, k Shields, 1989) suggest that a talker's familiarity
with different words may have direct effects on their production. The common finding in
the word recognition literature is that subjects in a naming task respond to high frequency
words more rapidly than low frequency words. Balota and his associates have replicated
the classic word frequency findings in their recent work, but have also included additional
acoustic measures on their subjects' spoken responses. Balota. et. al. (1989) observed not only
reliable reaction time differences for subjects to initiate responses to high and low frequency
words, but they observed reliable differences in spoken word durations as well. Not only
was phonation initiated later for low frequency words, but, once initiated, the durations of
low frequency words were longer than the durations of high frequency words. Balota et al.
suggested that this result may reflect different degrees of familiarity with the articulatory
motor programs necessary to produce rare and common words.

In the present study, we were interested in examining the effects of another intrinsic
characteristic of words on their production. Specifically, we investigated the effects of words'
similarity neighborhood structures on production. A similarity neighborhood is defined sim-
ply as a group of words that sound similar to any given word (see, e.g., Luce, 1986). The
basic property of similarity neighborhoods that we examined in the present study is neigh-
borhood density, which refers to the total number of words resident in the referent word's
neighborhood. An example of two neighborhoods with differing densities is shown in Figure
1:

Insert Figure 1 about here

As these schematic neighborhoods show. some words have many neighbors while others
have few neighbors. For convenience, we refer to these kinds of neighborhoods as "dense"
and "sparse," respectively.

It has been observed in several spoken word recognition experiments that neighborhood
density affects the speed and accuracy of recognition (Luce, 1986; Goldinger, Luce, & Pisani,
1989). In experiments using a variety of tasks, it has been shown that words from sparse
neighborhoods are recognized more quickly and accurately than words from dense neighbor-
hoods. One might expect that neighborhood density may affect speech production as well,
and the reasons for such an expectation are closely related to the perceptual consequences of
large neighborhoods. For instance, in dense neighborhoods, small variations in articulation
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may result in the phonetic realization of an unintended word. In general, this is less likely
to occur in sparse neighborhoods. Accordingly. it may be reasonable to hypothesize that
the articulation of words from dense neighborhoods proceeds more slowly, carefully, or de-
liberately than the articulation of words from sparse neighborhoods. This prediction entails
only the observation that dense neighborhoods provide a more narrow margin of error (for
either word perception or production), and the assumption that. the talker has some tacit
representation of these limitations available during production. The present study attempts
to address this assumption.

In order to assess the influence of lexical neighborhood density on speech production, we
employed a repetition paradigm. Minimal pairs of words, differing only in voicing of initial
consonants, were selected from both sparse and dense neighborhoods. Subjects were asked
to read these pairs aloud and acoustic measurements were taken from their utterances. We
were primarily examining the degree of contrast within pairs, with special attention to dif-
ferences in VOT (voice onset. time). We considered several predictions. First, we predicted
that the VOT differences between words in pairs from dense neighborhoods would be larger
than the VOT differences between words in pairs from sparse neighborhoods. Our second
prediction was based on the Lieberman (1963) experiments, in which it was demonstrated
that redundant contexts produce reducfons in phonetic contrasts. Following Lieberman's
findings, we hypothesized that if our subjects were required to produce minimal pairs re-
peatedly, some reduction of the phonetic contrast within the pairs would occur across trials.
However, we did not expect this reduction to occur to equivalent degrees for pairs from both
dense and sparse neighborhoods. Instead, we predicted that, across trials, the absolute VOT
difference between the members of pairs from sparse neighborhoods would decrease consid-
erably, whereas the difference between members of pairs from dense neighborhoods would
decrease less, or perhaps remain unchanged. Our third, related, prediction was that the
acoustic-phonetic chap :teristics of spoken words from dense neighborhoods would be less
variable across repetitions than the characteristics of spoken words from sparse neighbor-
hoods. This prediction was again derived from the assumption that the articulatory motor
programs associated with words from dense neighborhoods may be more constrained than
those associated with words from sparse neighborhoods.

Method

Stimuli. The stimuli for this experiment were 12 minimal pairs of words, distinguished
within each pair by differences along the dimension of initial consonant voicing, such as the
minimal pair dutch touch. Four of the twelve pairs of words contrasted labial stops, four
pairs contrasted alveolar stops, and four pairs contrasted velar stops. Half of these sets of
minimal pairs were from dense neighborhoods, and half were from sparse neighborhoods.
The order of words within each of these pairs was counterbalanced, yielding a total of 24
minimal pairs for presentation to subjects.
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Procedure. The experiment was conducted in three blocks. Each block contained sixteen
presentations of each of eight minimal pairs. In any given block of presentations, the phonetic
contrast remained constant. That is, one block consisted entirely of /b/ /p/ or /p/ /b/
pairs, and so on. The pairs were presented in random order at a. fixed rate of one pair every
two seconds. The subject's task was to read each pair as it appeared on a. CRT monitor, and
to produce each pair in a natural manner. This procedure lasted approximately one hour
and generated 384 tokens.

Results and Discussion

Two main findings were obtained. The first set of data pertain to word-initial VOT, and
are shown in Figure 2:

Insert Figure 2 about here

Figure 2 shows the averaged absolute differences in VOT for all pairs of words. These
data were computed by measuring the duration of VOT for the first word in any minimal pair
and subtracting the duration of 1' OT for the second word of the pair from this initial value.
This figure displays the averaged absolute values of these differe .ces for pairs from dense
and sparse neighborhoods. Because we were interested in the possibility that the magnitude
of these differences might change over trials, the data are plotted in two halves. Recall that
all pairs were spoken 16 times over the course of the experiment. The left side of the figure
shows the mean differences observed across the first eight repetitions of all pairs. The right
side shows the mean differences observed across the last eight repetitions.

Two effects that deserve mention are shown in Figure 2. First, there was a main effect of
neighborhood density; the VOT differences within word pairs from dense neighborhoods was
larger than the difference within word pairs from sparse neighborhoods. While this finding
was statistically significant W(1. 380) = 6.80,p .01j. it should he noted that. the difference
was confined to only the pairs spoken in the second half of the session. This observation
relates to the second interesting result. There was a significant interaction of neighborhood
density and trials [F(1, 380) = 6.58,p .021. As the talker repeated these minimal pairs
over and over, the distinctions between words in the pairs from sparse neighborhoods became
smaller, but the distinctions between words in the pairs from dense neighborhoods actually
became slightly larger.

A second set of measurements performed on the utterances are shown in Figure 3:
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Insert Figure 3 about here

Figure 3 shows the mean durations of the inter-ward intervals produced within pairs,
across all trials. This value is simply the duration of the silent period that occurred between
the offset of the first word and the onset of the second word within each minimal pair. As
the figure shows, we obtained a large main effect of neighborhood density on the durations
of these intervals [F(1,380) = 71.65,p ' .001]. The pause durations between words in
pairs from dense neighborhoods are, on the average, 53 ms longer than the pause durations
between words in pairs from sparse neighborhoods. Although, as the figure shows, there was
a decrease in the average magnitude of these interval durations across trials, the implied
interaction was not statistically reliable.

Taken together, the present findings regarding RIOT changes across repetitions and pause
durations suggest that similarity neighborhood densities in the mental lexicon can affect
speech production. One potential explanation for such effects relates to the particular motor
programs associated with the words in memory. As discussed above, greater constraints
may be required for the articulation of words from dense neighborhoods, simply because
small variations in the acoustic-phonetics of such words are more likely to result in the
production of an unintended word. Accordingly, one might expect minimal pairs from dense
neighborhoods to display less sensitivity to the repetition manipulation employed in the
present study.

Although we have only described articulatory constraints as a possible explanation for
these findings, another potential account is available as well. In keeping with the spirit of the
Lombard effect and the observations of "motherese" reported by Mos lin and Keating (1977),
one might speculate that words from dense neighborhoods are more carefully articulated
only for the benefit of the listener. Essentially, this claim implies that the speaker "knows",
in some tacit sense, which words are from dense neighborhoods, and also that words from
dense neighborhoods are more difficult for listeners to recognize. The differing strictures
of the production constraints applied to words from dense and sparse neighborhoods would
then mirror the listener's needs. The same explanation could also be applied to the differ-
ences in word durations, noted by Balota et al.. for high and low frequency words. Although
a "communication-based" explanation such as this is consistent with the present findings,
it rests upon several assumptions that may or may not be reasonable. Primarily, this sort
of explanation requires that speakers have tacit awareness of all the frequencies and relative
neighborhood densities of all the words in their lexicons, and that this information is con-
tinuously accessed throughout speaking. On the other hand, an articulatory/motor-based
explanation requires a far simpler mechanism- the degrees of freedom associated with pro-
ducing intended versus unintended words in different-sized neighborhoods, combined with
the weak assumption that speakers try to produce intended words. Given the data available
at present, the articulation-based explanation appears more parsimonious and reasonable.
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While the findings related to VOT contrasts and pause durations within pairs suggest
that neighborhood densities can indeed affect word production, we should mention several
analyses that did not reveal any reliable differences between words from sparse and dense
neighborhoods. Some of the measures we have not detailed in this report include degrees
of variability in durations of VOT and pauses, and degrees of variability in Fl and FO. We
had considered the hypothesis that temporal or spectral variability would be greater for
pairs from sparse neighborhoods than for pairs from dense neighborhoods, again because of
the stricter production constraints that may apply for words from denser neighborhoods.
These predictions were not supported by our measurements. Similarly, we considered the
possibility that if the speaker were actually trying to accentuate the differences within pairs
for the listener's benefit, there would be a tendency for the speaker to vary the intonation
pattern more for pairs from dense neighborhoods, so the pairs would sound like bill PILL.
Again, we did not find this pattern in our data (which may be considered further evidence in
favor of an articulation-based explanation of these results, as opposed to a communication-
based theory).

In summary, the present data. suggest that lexical neighborhood densities can affect speech
production. Although the effects observed were small, there is enough consistency in the data
to warrant further research on the role of lexical organization in speech production. Simply
collecting more data from more speakers is certainly a first necessary step, but may not be
sufficient in and of itself. Alternate measures may provide a cleaner, more comprehensive
account of the phenomenon. The measurements made in the present study were focused
primarily on VOT in word initial stops. Clearly, there are many other aspects of the speech
signal that could have been examined as well. With more extensive study using a wider
range of dependent. measures, we hope to learn more about how the organization of the
mental lexicon affects the production of lexical items.
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Abstract

This paper presents the results of a study in which vowel production and percep-
tion were compared in two ways. First, the perceptual vowel space (as indicated in
a 'direct. prototype estimation' experiment) was compared with the Fl, F2 space of
vowels produced by the same subjects. In this experiment, all of the subjects selected
prototypes which have formant values between those of vowels produced by male and
female speakers. The second type of comparison involved testing two types of vowel
spectrum representation - whole-spectrum representation and spectral-peak represen-
tation. Whole spectral templates constructed from the subjects' vowel productions
were better able to predict the perceptual data than could templates which contained
information about the frequency and amplitude of spectral peaks.

344



On the Perceptual Representation of Vowel Categories

The preliminary study which is reported here was concerned with two important issues in
vowel perception. The first. issue is the relationship between the perceptual vowel space and
the acoustic description of vowels. Most previous research concerning the perceptual vowel
space has used multidimensional scaling (Fox, 1982; Pols, van der Kamp and Plomp, 1969;
Singh and Woods, 1970; Terbeek, 1974), and it has been difficult to relate the perceptual
dimensions to acoustic dimensions beyond statements to the effect that 'dimension I is
correlated with Fl frequency', and so on. The method used here is an attempt to collect
perception data which can be directly related to production. The second issue which I
attempted to address has to do with the perceptual representation of vowel spectra.. There
has been some debate about the perceptual role of vowel formants or, perhaps more generally,
spectral peaks (Bladon, 1982; Plomp, 1974). To address this issue, I compared two types of
spectral representation - whole spectrum representations and spectral peak representations.

Three types of data were considered. First, vowel production data were collected. These
data served as a reference point for the two other types of data Perception data were
collected in a task which I will call 'direct estimation of vowel prototypes' (see Samuels.
1982). These data. can be described in terms which allow a direct comparison with vowel
formant values and will, therefore, make it possible to study the rOationship between the
perceptual vowel space and the acoustic vowel space. The third type of data comes from a
model study of vowel representation. In this study, two types of vowel representations were
constructed from naturally produced vowels and then compared in terms of their relative
success at predicting the perception data.

Production Data

Four subjects (2 male, 2 female) participated in the experiment. The subjects were college
undergraduates who were linguistically unsophisticated, and speakers of the same dialect of
American English. These four subjects participated in both the production and perception
portions of the study.

In the production portion of the experiment. the subjects read 10 repetitions of the
ihVdi words in a carrier phrase (see Peterson and Barney. 1952). Formant values during a
steady-state portion of each vowel were measured using the autocorrelation LPC analysis
with rootsolving for formants. Average formant values of the 9 monophthongal vowels are
shown in Figure 1. Notice three features of this data: (?) vowels are unevenly distributed in
the F1, F2 space, (2) vowels produced by the female subjects had generally higher formant
values, and (3) separation between /a.` and fail was maintained.
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Insert Figure 1 about here

Perception Data

The perception portion of the study involved a task which was used by Samuels (1982).
This task allows subjects to directly estimate the formant values of their vowel prototypes.
Samuels' task was modified for the present experiment in two ways; first, subjects estimated
two dimensions (FI in F2), instead of one (Samuels' subjects estimated prototypical values
of VOT), and second, step sizes for Fl and F2 were fixed. Samuels (1982) varied step size
in order to insure that subjects would not rely on a step counting strategy in the task. In
the current experiment, there were several differences which suggested that fixed step sizes
could be used. Subjects estimated prototypes of 11 different phonemes (rather than two in
Samuels' experiment) along two dimensions (instead of one). As will be noted below, the
decision to use a fixed step-size complicated the interpretation of the results. The Fl and
F2 values of the stimuli used in the task are shown in Figure 2. This is a plot of the Fl and
F2 values of each token in an array of 305 synthetic syllables. The range of these formant
values covers the ranges for both male and female speakers, and the tokens are evenly spaced
in Bark. F3 was computed by a formula published by Nearey (1989). The tokens were 150
ms long with five steady-state formants.

Insert Figure 2 about here

In each trial, the subject saw one of the lh Vd} words (in normal orthography) on a video
monitor and heard the token indicated by a triangle in the figure. The subject's task was to
adjust Fl and F2 until the synthetic token sounded like the vowel in the %isuallv presented
word. They adjusted Fl and F2 by pushing buttons labelled 'up', 'down', 'left' art i 'right' to
hear a new token from the array. F2 was increased by pushing the 'up' button and decreased
by pushing the 'down' button. Fl was increased by pushing the 'right' button anu decreased
by pushing the 'left' button. Subjects had to rely on auditory information alone, a.s there
was no visual indication of their location in the F1. F2 space.

Since the subjects were linguistically naive, they, at first, had no idea what to do, and
a single trial could last as long as ten minutes. They had to explore the space and find the
best examples of each vowel category. They soon learned, though, which buttons to press to
find the appropriate area of the F1, F2 space for each vowel.

There were three conditions in the experiment, corresponding to three stimulus sets -
low FO (120 Hz), high F0 (V^ Hz), and noise excited. Conditions were presented in same
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Figure 1. Vowel formant measurements for the male and female subjects.



Synthetic Vowel Matrix
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order (low, high, then noise) to each subject. Each of the four subjects estimated the vowel
prototypes of the 11 vowels 10 times in each condition for a total of 330 observations per
subject. The same four subjects who participated in the production portion of the study
participated in this perception experiment.

Results averaged across subjects and conditions are shown in Figure 3. Notice in this
figure: (1) vowels are more evenly distributed in the Fl, F2 space. This seems to validate
Liljencrants and Lindblom's (1972) suggestion that, all things being equal, hearers will prefer
a vowel system in which the vowels are evenly distributed in the vowel space. The fact that
this pattern was not found in production indicates that the constraint can be relaxed when
other, nonspectral, cues are available. (2) /a/ and /D/ are merged. This seems to reflect the
confusion in this dialect of /a/ and /D/ and parallels other cases in which production and
perception are different for contrasts which are in the process of change).

Insert Figure 3 about here

The pattern seen in this figure was found in the data of all four subjects in all three
stimulus set conditions. Figure 4 shows the data broken down by subject gender in the top
panel and by condition in the bottom panel. The top panel indicates that the female subjects
chose values which were slightly more extreme than those chosen by the male subjects. Note
that they did not choose items with generally higher formant values. Thus, this data seems to
be indicative of the subjects' diligence in the task more than anything else. The remarkable
feature of the bottom panel (data broken down by condition) is the lack of an effect for FO
diffrences. At the present it is not clear whether this is an artifact. If subjects adopted a
step-counting strategy, we would expect no difference between conditions. Therefore, in the
next experiment in this line of research, the starting point for each trial will be varied.

Insert Figure 4 about here

Figure 5 shows the production and perception data plotted together. The estimated per-
ceptual prototypes are plotted with solid symbols and the formant values for male and female
productions are plotted with open symbols. Note that the perceptual prototypes (as mea-
sured in this task) have formant values between those of male and female productions of the
same vowels. This raises the tantalizing possibility (subject to the methodological concerns
mentioned earlier) that the perceptual categories for vowels are some sort of compromise
between typical male and female vowels.
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Perception Data - Broken down by subject gender
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Insert Figure 5 about here

Modeling Study

We now turn to the question of vowel representation. To investigate the perceptual
representation of vowels, I attempted to model subjects' performance in the perception test
by the use of pseudo-auditory vowel spectra generated from the subjects' vowel productions.

Figure 6 shows the steps involved in generating the auditory spectra. After calculating
an FFT, the spectrum was filtered using the auditory filter shapes and bandwidths published
by Patterson (1976). A smearing function was then applied to the spectrum. The smearing
function was a Gaussian filter with a bandwidth of 3 Bark. This step in the construction
of spectra is an attempt to model Chistovich, Sheikin and Lublinskaja's (1979) suggestion
that spectral components are integrated over a 3 Bark range in speech perception. Finally,
an equal loudness contour was applied to the spectrum (see Bladon and Lindblom, 1981).

Insert Figure 6 about here

Pseudo-auditory spectra of the subjects' productions were generated by analysing the
same window of samples from which the forrnants were measured. Templates for the vowel
categories were constructed by averaging across subjects (speaker dependent. templates were
also constructed and tested with generally poorer results than these cross-speaker averages).
Auditory spectra of the synthetic stimuli which had been used in the perception test were
also generated.

Figure 7 is an outline of the test of spectral representation. For each of the templates
constructed from the subjects' productions, one of the synthetic stimuli was selected as
the best match. Two types of representation were used to select the best match between
production template and synthetic token. In one case, the Euclidean distance between
spectra was calculated. This will be called the whole-spectrum model because each point in
the spectrum contributed an equal weight tot he distance measure. In the other case, spectral
peaks were compared. Spectral similarity in this spectral-peak model was dependent upon
the frequency and amplitude of peaks in the auditory spectra.

4
Insert Figure 7 about here
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The representations were evaluated by comparing the formant values of the tokens se-
lected by template matching with the formant values of the tokens chosen by the subjects in
the prototype estimation experiment. Root mean squared (RMS) error values (comparing
the Fl and F2 of the tokens selected by the models with the average Fl and F2 selected
by the subjects in the listening task) were calculated. Results, of the study are shown in
Figure 8. Plotted here are R.NIS error values for Fl and F2 (dark versus light bars) as a
function of stimulus set (low FO, high Fl), or noise excitation) and type of spectral represen-
tation (whole-spectrum, versus spectral-peak). The figure shows that the whole-spectrum
matching produced predictions which were closer to the perceptual data than did spectral-
peak matching, although it is also evident in this figure that neither method produced a
remarkably close fit. Also, this figure indicates that the whole-spectrum approach produced
predictions which were consistent across the different stumulus sets.

Insert Figure 8 about here

Conclusions

To summarize the present findings:

(1) The direct prototype estimation method produced data which reflect dialect charac-
teristics and assumptions concerning the utilization of spectral space and so seems to provide
useful data concerning the perceptual vowel space.

(2) There was little difference between the prototypes chosen for vowels with different Ft)
values (although it is possible that this is an artifact).

(3) The perceptual prototypes found in this experiment had formant values which were
between the formant values of vowels produced by men and women.

(4) Who!,e-spectrum representations were better at predicting the perceptual data than
spectral-peak representations.
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Abstract

Linear Predictive Coding (LPC) analyses of synthetic speech tokens are reported.
Results indicate that both FO and glottal spectral tilt affect the LPC estimate of
The pract'cal implications of these effects for acoustic-phonetic research are discussed.
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Glottal Effects on LPC Estimation of Fl

This paper reports the results of a set of Linear Predictive Coding (LPC) analyses of
synthetic vowels which were carried out in an attempt to determine the extent and nature
of glottal influence on LPC estimates of Fl. Fitch's (1989) recent criticism of the use of
LPC by Summers et al. (1988) has cast doubt on the utility of LPC analysis in acoustic
phonetics. Fitch (1989) was primarily concerned with the influence of glottal factors on LPC
estimates of Fl. Since LPC analysis is used extensively in the study of speech acoustics it
is important to understand the effects of source characteristics (such as FO and glottal tilt)
on LPC estimates of Fl.

The Synthesizer

A version of the Klatt (1980) cascade/parallel formant synthesizer was used. The syn-
thesis program was written in the C programming language by Dennis Klatt (see Klatt and
Klatt, 1990). This version of the program includes several changes in the voice source which
make it possible to control spectral tilt and the proportion of the voice period during which
the glottis is open (the "open quotient"). These changes will be briefly described here.

The synthesis program has two voice sources. One is the impulse source which was de-
scribed in 1980. The other is a more natural source which was first proposed by Rosenberg
(1971, see Klatt and Klatt, 1990, p. 838). One of the chief differences between the two voices
is that the natural voice source has a definite closing time, and thus, more high-frequency
energy. Open quotient is manipulated explicitly in the natural source and implicitly in the
filtered-impulse source. The nominal control of open quotient is achieved in the impulse
source by use of a critically-damped second-order filter with frequency equal to 0 and band-
width proportional to the open quotient.' The effect of changes in the value of the open
quotient is limited to frequencies below 500 Hz as illustrated in Figure 1(a). In addition
to the open quotient, the newer version of the synthesizer includes a parameter for the ma-
nipulation of the tilt of the voicing spectrum (of either voice). A soft one-pole low-pass
filter reduces energy in the higher frequencies while leaving energy below 500 Hz relatively
unchanged. Figure 1(b) illustrates the spectral effect of this parameter.

Insert Figure 1 about here

'The time constant of the filter is determined by its bandwidth, so the temporal decay of the impinge
source is manipulated nominally by the bandwidth of the glottal filter.
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Figure 1(a) The effect of Open Quotient.
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Figure 1. (a) The effect of changing the synthesizer open quotient. (b) The effect of changing

the synthesizer tilt parameter. (c) The effect of changing preemphasis during LPC analysis
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Figure 1(c) The effect of Preemphasis
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FO effects on LPC estimation of F1

Atal and Schroeder (1974) found that LPC estimates of Fl fluctuate around the actual
Fl as a function of FO, and that high values of FO showed greater fluctuation. This effect
was also found in the present study. In addition, the data reported here suggest that the
LPC estimate of Fl is drawn toward the strongest harmonic of the fundamental in the Fl
region.

In the present study, Fl was estimated for a set of tokens which were synthesized with
constant formant values (F1 500 Hz, F2 1500 Hz, F3 2500 Hz) and FO ranging from 100 to
400 Hz in 10 Hz steps. The filtered-impulse source (with an open ituotient of 50% and no
added tilt) was used. The sampling rate of the tokens was 10 kIi. LPC coefficients (14)
were calculated by the autocorrelation method and formants were estimated by peak-picking.
Preemphasis was 99% and a 256 point Hamming window was applied to the waveform before
the coefficients were estimated.

Insert Figure 2 about here

As indicated in Figure 2, FO did have an effect on estimated Fl. The estimate of Fl is
drawn toward the strongest harmonic in the Fl region. Atal and Schroeder (1974) suggested
that the decreased accuracy of LPC estimates of formant values (as FO is increased) is a
result of periodicity in the LPC residual signal. "The prediction error is periodic and exhibits
strong correlation at delays eqiial to a pitch period and its multiples. Such correlations can
introduce errors in the predictor coefficients" (p. 29). Because the pitch period for high
FO is smaller, the relative proportion of correlated speech samples is greater and thus, the
amount of error in the predictor coefficients is greater for high FO thaw for tow FO. Atal and
Schroeder suggest two methods to overcome this problem. First, they suggest that, "the
errors due to voice periodicity can be completely avoided if the predictor memory is made
large enough to include at least one period of the signal" (p. 29). Since the pitch period for
even very high FO is a good deal larger than the normal number of coefficients used in LPC
analysis (for instance the pitch period for FO cif 490 Hz is 25 samples), Atal and Schroeder
recommended the use of two sets of predictors - one for the region from 0 to 1000 Hz, and the
other for the frequency region above 1000 Hz. Predictors of the first frequency region would
be calculated from a down-sampled series of data points to allow for the desired increase in
predictor memory.

Their second suggestion involves the fact that "prediction error is generally very large
at the beginning of every pitch period." They suggest that "the interval over which the
prediction error is minimized" be limited to "portions of the pitch period where the prediction
error is relatively small" (p. 30). This suggestion was implemerted quite directly in the
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"sample selective LPC" method of Miyoshi et al. (1987), and more indirectly in the various
techniques of pitch-synchronous LPC analysis (of which the most promising for phonetic
research is the two-channel analysis technique of Krishnamurthy and Childers (1986)).

The finding reported here is that the LPC estimate of Fl is drawn toward the strongest
harmonic in the Fl region. However, it should be noted that listeners' perceptual estimates
of Fl display a similar pattern (Darwin and Gardner, 1985 and Assman and Nearey, 1987).
In fact, Assman and Nearey report that of all the techniques that they used to predict
listeners' estimates of Fl from the vowel spectrum, peak-picking from the power spectrum
of the LPC coefficients corresponded most closely with the perceptual data.. So, although it
can be demonstrated that LPC estimates of Fl decrease in accuracy as FO increases (which
is quite definitely undesirable for the acoustic phonetician), it should be borne in mind that
human perception seems to run up against the same limits in resolution that are faced by
I.PC analysis (see also Ryalls and Lieberman, 1982).

Spectral tilt effects on LPC estimates of F1

Makhoul and Wolf (1972) reported that the spectral tilt change produced by preernphasis
(taking the first difference of the signal) results in an increase in LPC estimates of Fl. Markel
and Gray (1976) claimed that the tilt. change produced by preemphasis (as normally used in
LPC analysis) provides a more accurate representation of the vocal tract filter function (than
na preemphasis at all) by compensating for the -6dBioct tilt of the voice source. Since glottal
tilt varies in speech production, it is important to know how naturally occurring variation
in spectral tilt affects LPC estimates of formant values.

Summers et al. (1989) argued that the spectral tilt c'eange produced by preemphasis is
qualitatively different from the spectral tilt change produced by a change in glottal source
function. This point is illustrated in Figure 1(b) and 1(c). Preemphasis affects (almost
exclusively) the frequency region below 1000 Hz, while (un)rounding the corners of the
glottal function affects higher frequencies.' It also should be noted that the spectra shown
in Figure 1(c) represent a small change in preemphasis (from 99% to 66%). The difference
between full preemphasis (differencing) and no preemphasis is over 20 dB in the region of Fl.
The spectral effect of preemphasis has been noted before (see Makhoul and Wolf, 1972 and
Wong, Hsiao and Markel, 1980), but a comparison of preemphasis with natural tilt changes
has not The simulation reported below was carried out as a means of comparing the effect
e LPC formant tracking of tilt changes produced by preemphasis with those produced by
"rounding the corners" of the glottal source function.

2Changing the open quotient (which is normally correlated with (un)rounding the corners of the glottal
function) affects low frequencies (below 500 Hz) almost exclusively, so in naturally produced tilt changes we
expect to see change across the entire spectrum - as reported by Summers et al. (1989).
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The effect of these two sources of spectral tilt on LPC estimates of Fl was investigated
by synthesizing a set of neutral vowels (F0=100, F1=500, F2=1500, F3=2500 Hz) with four
different levels of tilt (0, 10, 20 and 30 dB drop over the first 3000 Hz). One set of four
tokens was synthesized using the filtered-impulse source and one set of four tokens using
the natural voice source. LPC coefficients were then calculated with four different levels of
preemphasis (99, 66, 33 and 0%).3 The average LPC estimates of Fl are plotted in Figure
3 as a function of the measured tilt of the LPC spectrum.' Note that this combination of
FO and Fl (in Figure 2) resulted in an LPC estimate of Fl which was some 20 Hz below the
actual Fl. This magnitude of error is reflected in the Fl estimates shown in Figure 3. The
LPC estimates of Fl were entered into an analysis of variance with factors; voice (impulse
or natural), tilt (0, 10, 20 or 30) and preemphasis (99, 66, 33, 0%). Both the preemphasis
and tilt factors produced a reliable effect on estimated F1 [F'(3, 9) = 21.t5,p < 0.01] and
[F(3, 9) = 28.36,p < 0.01]. respectively. As spectral tilt increased th.! ',PC estimate of Fl
was pulled down.

Insert Figure 3 about here

Interestingly, a change in glottal tilt had a different effect on the estimate of Fl than did
a change in tilt produced by changing preemphasis (the interaction between preemphasis
and glottal tilt was significant [F(9, 9) = 6.78, p < 0.01]). The same degree of spectral tilt
change produced by a. change in glottal function produced a smaller change in estimated Fl
(for moderately tilted spectrum; -4 to -7 dB /oct) than it did when it was produced by a
change ;n preemphasis. This suggests that the warnings of Makhoul and Wolf (1972) and
Fitch (1989) about the impact of tilt on LPC estimates of F1, although basically right, need
to be tempered by a realization that a change of tilt produced at the glottis is not the same
as a change of tilt produced by preemphasis.

3This analysis used the same parameters as the LPC analysis of the FO items. 14 coefficients, Hamming
window, window length of 258 samples at 10 kHz sampling rate.

4Spectral tilt was measured by fit ,rig a regression line to the LPC spectrum.
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Conclusions

The first study reported here indicates that error in the LPC estimate of Fl increases
as FO increases, but the error is non-monotonically related to FO (the LPC estimate is both
higher and lower than the actual Fl depending on the relationship between FO and F1). The
practical upshot of this finding is that the LPC error constitutes statistical noise in acoustic-
phonetic studies. The magnitude of the error may preclude the use of LPC for the study
of children's voices, but otherwise does not pose too serious a problem. The fact that the
error could be reduced by the use of a. pitch-synchronous analysis also suggests that phonetic
research could benefit by the availability and use of systems such as Krishnamurthy's two-
channel analysis.

The second study shows that the effect of glottal tilt on LPC estimates of Fl is monotonic
and small. Because it is monotonic this source of error cannot be treated as statistical noise,
but because it is small (over the range of glottal tilt variation found in natural speech) it
is not overly problematic. As a precaution it is advisable that those studies which report
small changes in Fl across conditions also report spectral tilt data to insure that the small
formant differences are not the result of significant differences in glottal tilt.
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Abstract

The experiment reported in this paper investigates the possibility that stress clash
should be called "accent clash". Stress dash in the phonological literature has been
defined in terms of lexically specified stresses, while experimental investigation of stress
clash candidates defined in this way has failed to find evidence for such rhythmic effects

in speech production. This study tests the hypothesis that lexical stress defines the
candidates for a clash and that the plazement of accents during speech production
determines whether a clash will actually occur. Subjects produced pairs of adjective
noun phrases in which the presence of a stress clash was manipulated (loose cannon/
loose canoe) both as isolated phrases and within sentence environments. It was found
that subjects showed the segmental duration effects which are predicted by metrical
phonology when the clashing stressed syllables were both accented (the phrase contexts)
but not when only the noun was accented (the sentence contexts). It was also found

that the temporal location of the peak of Fl was not affected by the clash /nonclash
manipulation and that Fl trajectories for the clash and nonclash conditions diverged
after the peak of Fl.
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Stress Clash in Isolated Phrases and Sentence Contexts

Patterns of segmental duration variation can be attributed to a number of segmental
and structural factors. Among the factors commonly acknowledged are (1) inherent segment
duration, (2) segmental context, (3) lexical stress, (4) location of a word within a syntactic
structure, and (5) the presence or absence of emphasis. Klatt (1976) demonstrated that most
of the observed phenomena in the literature on segmental duration in American English can
be accounted for if these factors are included in a concatenative model of segment duration.

In contrast to a concatenative model of segmental duration, a hierarchical model has been
proposed as appropriate for the description of rhythmic properties of speech production
(Pike, 1943; Lehiste, 1977; Huggins, 1975,1978; Fourakis and Monahan, 1988), and thus,
indirectly also for some aspects of segmental duration. According to this hypothesis, in
addition to the segmental and structural factors which play a role in concatenative models,
rhythmic structure affects segmental durations in speech production.

Although this metrical approach is intuitively appealing, there is very little experimental
evidence for rhythmic effects in speech production. It has been clearly demonstrated that,
even in the most favorable situations, English speakers do not produce speech in which the
intervals between stressed syllables are isochronous (see for example Nakatani et al., 1981).
Rather, the strongest evidence that rhythm plays a role in speech comes from studies of
speech perception (see Lehiste, 1977; Darwin and Donovan, 1980; Martin, 1970; and Allen,
1975). The evidence against isochrony in speech production taken together with the evidence
that rhythm plays a role in speech perception indicates that rhythm (if it plays a role in
speech production at all) is only onf... -If a number of factors which determine segmental
durations. This further suggests that evidence of rhythmic effects in speech production
will be in the form of subtle (but predictable) changes in segmental durations within the
constraints of other, concatenative factors affecting segmental duration.

Cooper and Eady (1986) took this attitude and measured utterances for which the metri-
cal theory of phonology (Liberman and Prince, 1977; Selkirk, 1984) makes explicit predictions
concerning rhythmic effects in speech production. They investigated two putative phenom-
ena, (1) stress shift and (2) stress clash. In stress shift, it is predicted that the location of
stress in a multi-syllabic word will be shifted to the left (earlier in the word) in order to
preserve an alternating stress pattern. For example, "bamboo" is normally stressed on the
last syllable (e.g. bamB00), but in the phrase "bamboo tables" the stress seems to fall on
the first syllable (BAMboo TABles). This stress shift results in an alternating stress pattern
whi .1 is the prefered state of affairs in English and perhaps universally (Selkirk, 1984, p. 12,
passim). Stress clash has a similar description and motivation, except that in stress clash
situations it is not actually possible to shift the location of stress within the word because
there is no "stressable" syllable to the left of the lexically stressed syllable and thus, other
rhythmically motivated effects occur. For example, the phrase "cement tables" involves the
same type of situation which results in stress shift in "bamboo tables", but the reduced vowel
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in the first syllable of "cement" (in some dialects of English) is unstressable. Of course, whenthere is only one syllable in a word, stress clash is the only possibility (e.g. "big tables").In cases of this type, Selkirk (1984, p. 186iT) has suggested that the first stressed syllable(the "-ment" of "cement" or "big") is phonetically lengthened "as a manifestation of the
tendency toward isochrony of beats." Cooper and Eady (1986) tested both the stress shiftand stress clash predictions of (this version of) metrical phonology and found evidence forneither. So, even with rather more subtle expectations concerning the phonetic realization ofspeech rhythm, there is still very little evidence for rhythmic patterns in speech production.

Johnson and Evans (1987) replicated one of the experiments conducted by Cooper and
Eady (1986) and added a manipulation of speaking style. Subjects read sentences in whichthe presence of a stress clash was manipulated in both a normal reading style and in acareful reading style (as if speaking over a bad telephone line). In neither reading stylewas there evidence for a durational adjustment resulting from a stress clash. Johnson and
Evans suggested that rhythmic phenomena such as stress clash may depend less on lexically
specified stressed syllables and more on accent placement within an utterance. This relatesback to Bolinger's (1972) maxim, "Stress belongs to the lexicon. Accent belongs to theutterance." Lexically specified stressed syllables may or may not be accented when an
utterance is pronounced, because the presence of a pitch prominence (intonational accent) ona. particular word depends on semantic, pragmatic and perhaps syntactic factors (Bolinger,
1972; Bresnan, 1972; Schmerling, 1976; Selkirk, 1984). The hypothesis of Johnson andEvans (1987), which was tested in the experiment reported here, is that the "beats" in
speech rhythm are the intonationally prominent syllables, not lexically stressed syllables. In
order to test this hypothesis we had subjects read utterances which involved stress clash and
nonclash environments (as defined by lexically specified stress) in two conditions. In onecondition, only one of the lexically stressed syllables was given a pitch prominence; in the
other condition, both lexically stressed syllables received a pitch prominence. We predicted
that there would be a durational adjustment to stress clash only in those utterances which
also involve an accent clash. The data of this experiment suggest that stress clash is best
defined at the level of the utterance and in terms of pitch accents rather than at the level of
lexical stress. "Stress clash" is therefore really "accent clash".

Method

Materials. In Webster's Pocket Dictionary , all nouns with primary lexical stress on the
first or second syllable were identified through the use of a lexical search program. Sixty-five
noun pairs which had the characteristics shown in Table 1(a) were selected. Examples of
noun pairs that fit these criteria are: person-percent, broker-brochure, raven-ravine.

3 c,
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Insert fable 1 about here

Next, a semantically appropriate adjective was selected for each noun pair, and the
nouns were paired with both the adjective and its comparative or superlative (two syllable)
counterpart. Examples of the test noun phrases are shown iii Table 1(b). The phrases were
embedded as the first NP in simple NP-VP sentences. In addition, the number of syllables
in the sentences were balanced, in order to control for possible effects of sentence length.
Thus, 260 sentences were constructed, four for each noun pair. Examples of the sentences are
shown in Table 1(c). Note that the first sentence of each pair with a monosyllabic adjective
contains a lexical stress clash, while the second does not.

Procedure. Two native speakers of American English, ,..)ne male and one female, who
were unfamiliar with the purpose of the study, spoke each of the 260 items twice. In the
first session, subjects read the test noun phrases in their sentence contexts. The subjects
were instructed to emphasize the noun of the subject noun phrase in a normal declarative
intonation. In the second session, the noun phrases were produced in isolation. The subjects
were instructed to read the phrases as if someone had just made a statement involving
the item in the phrase, and that they were repeating the phrase with some surprise. The
subjects produced phrases which had two pitch accents as illustrated in Figure 1. In this
figure, the average of the FO contours of the items produced in phrases (by subject LM) have
two pitch prominences, while the average FO contour of the items produced in sentences is
characterized by only one p',tch accent.'

Items to be read were presented to subjects on a video terminal located in a sound-
attenuated booth and item presentation, randomization and digital sampling were all under
computer control (Dedina, 1987).

Insert Figure 1 about here

Thus, there were three independent variables manipulated in this study; (1) clash versus
nonclash environments (such as "loose cannon" versus "loose canoe"), (2) the number of
syllables in the adjective ("loose canoe" versus "looser canoe"), and (3) the number of
intonational accents in the subjects' productions of each item (items read in sentences were
produced with one intonational accent, while items read as isolated phrases were produced

*The contours can be transcribed in Pierrehumbert's (1980) system of intonational transcription as L+H*
L* 11 II% (phrase condition) and H* L L% (sentence condition). Traces for Figure I are time normalized
averages of voiced frames across all tokens,
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Table 1

Criteria used in selecting materials, and examples of the test noun phrases and sentences
used in the experiment.

(a) Criteria.

1. Members of the pair had the same number of syllables.
2. They had segmentally similar first syllables.
3. One member of the pair receives primary stress on the first syllable,

while the other receives primary stress on the second syllable.

(b) Example Noun Phrases.

First syllable stress Second syllable stress
One syllable Adjective
Two syllable Adjective

"the loose cannon" "the loose canoe"
"the looser cannon" "the looser canoe"

(c) Example Sentences.

The loose/looser CANNON knows government secrets.
The loose/looser CANOE glides along the current.
The large/larger BUFFER fills the computer's memory.
The large/larger BUFFET fills a very long table.
The long/longer OVERTURE precedes a short opera.
The long/longer OVATION inspires the singer.
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Average FO contours - Subject LM

Time

Figure 1. Average FO =tows of the test NP's for the items produced in sentence con-

texts and items produced in isolated phrases (subject LM). The phrase items show pitch

prominence for both the adjective and the noun.



with two pitch accents). The dependent variables were the duration of the adjectives and
the temporal locations of the peaks of Fl and RMS amplitude during the first syllable of
the adjective.

Results

Durations of the adjectives were measured from waveform and pseudo-spectrogram dis-
plays of the digital signal.2 1 I was estimated by LPC analysis at intervals of 12.8 ms
throughout the adjective. The attocorrelation method of LPC was used to calculate LPC
coefficients and a peak-picking algorithm was used to find Fl. Gross errors and missing
values were corrected by interpolation and the Fl contours were then smoothed by a three
point smoothing filter.

Insert Figure 2 about here

The adjective duration results are shown in Figure 2. There was a main effect for sen-
tence versus phrase contexts. Adjectives produced in phrases were longer than those read in
sentences [F(1,128) = 2064.1,p < 0.0011 (phrase=469.6 ms, sentence=338.2 ins). We maynote two possible sources of this effect. First, the adjectives produced in phrases carried an
intonational accent and thus, may be considered more emphatic, or focused than those same
adjectives in sentential context (see Klatt, 1976 on the effect of emphasis on segmental dura-
ticn). Second, Huggins (1978) has suggested that, "The more words there are in a sentence,
the shorter each word tenis to become" (p. 287). Without addressing the issue of whether
the unit of analysis for this generalization should be the sentence or the intonational phrase,
we may point out that the extra length for adjectives produced in phrases fits Huggins'
observation.

The statistical analysis also revealed (unsurprisingly) an effect of the number of syllables
on overall word duration [F(1,128) =- 383.3,p < 0.0011. Two syllable adjectives were longer
than one syllable adjectives (448.6 ins versus 359.3 ins).

There was a main effect for the stress clash factor [F(1,128) = 21.04, p < 0.0011 (non-
clash=398.6 ins, cla.sh=409.2 ins) as well as a significant interaction of stress clash and
accentual structure (phrase context versus sentence context) [F(1,128) = 19.41,p < 0.001j.

2We also measured the interval between the onset of the adjective and the onset of the following noun (i.e.adjective plus pause). An analysis of the onset-to-onset data was also conducted, but because this analysis
showed the same statistically reliable effects which were found in the analysis of the adjective duration data,only one set of data is presented here (the adjective duration data).
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Figure 2. Adjective duration results averaged across subjects. (a) Items produced in sentence
contexts. (b) Items produced in phrase contexts. The filled bars are the clash tokens and
the open bars are the items produced in noclash environments.
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This interaction is shown in Figure 2. In a post-hoc comparison of means it was found that

the difference between stress clash and no stress clash was reliable only for the items which
had been produced in the phrase condition (for both monosyllabic and bisyllabic adjectives).
This was true for both subjects. The fact that there was no effect of stress clash in the sen-
tence condition replicates the findings of Cooper and Eady (1986), while the change in the
duration of the adjective in the phrase condition supports our view of speech rhythm.

There was also an interaction between the accentual structure condition and the number
of syllables [F(1, 128) = 26.01, p < 0.00011. The difference between one and two syllable

adjectives %yrs smaller when the items were produced in a phrase context. Recall that items
produced in phrasal context had a pitch accent on the adjective, while items produced in
sentences did not. This interaction suggests that when accent is placed on a monosyllabic

word, the relative overall increase in duration is greater than when accent is placed on a

bisyllabic word.

An analysis of the temporal locations of the peak of F1 in these utterances revealed no
differences in the location of Fl peaks as a function of stress clash. The only statistically
reliable effect in the analysis of the F1 peak data was the accentual structure main effect
[F(1, 115) = 29.09,p < 0.00011. The peak of Fl occured on average 178 ins into the word
when items were produced in sentence contexts and 189 ins into the word when items were
produced in phrase contexts. This effect is consistent with the large duration difference
found for these contexts, although interestingly, the magnitude of peak shift is much smaller
(11 ins) than tilt magnitude of duration difference (>130 ms).

Similarly, only the accentual structure effect was reliable in the analysis of the RMS peak
data [F(1,128) = 110.12, p < 0.00011. The average location for the peak of RMS amplitude
was 162.6 ms in tokens produced in sentences while the peak occurred later (210.3 ins) when
the items were produced in phrases.

Figure 3 demonstrates the relevance of the peak data. This figure shows average Fl
contours for subject LM's productions of monosyllabic adjectives in the phrase condition.
The temporal locations of the peaks mere not reliably different across the clash and no-
clash environments while the clash iteLls had longer duration. As illustrated in Figure 3 the
durational difference between cash and nonclash items was realized on the end of the word.

Insert Figure 3 about here

Conclusions

Overall this pattern of results suggests: (1) that rhythmic effects in speech production
are best described in terms of accents rather than lexically stressed syllables, and (2) that
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Figure 3. Average Fl contours for the monosyllabic adjectives produced in phrases by subject
I.M.
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the rhythmic adjustment to stress clash involves a change in speech production localized on
the final portion of the word and not a wlolistic resealing of articulation.

The first conclusion is motivated by the fact that we found the durational effect which
is predicted by a metrical or hierarchical approach to thr! description of speech production,
but that this effect was only found when subjects produced the utterances which involved a
stress clash with accents on the "clashing" syllables. In other words, we found a durational
adjustment to accent clash, but not to stress clash. Our null result in the case of stress clash
is consistent with that reported by Cooper and Eady (1986) and so the two studies are in
that sense mutally confirming. However, our results suggest a different conclusion. Cooper
and Eady concluded, "At least some of the presumed 'facts' of rhythmic patterns presented
in metrical phonology do not hold up under empirical testing" (p. 383). We would rather
conclude that the rhythmic patterns described in metrical phonology have been wrongly
attributed to lexically determined stresses when, in actuality, they are better described as
properties of actual (rather than potential) pronunciations; the timing of pitch accents.

Insert Figure 4 about here

The second conclusion is motivated by the fact that the temporal locations of the peaks of
Fl and RMS amplitude were not reliably affected by stress clash even in those cases in which
overall duration was affected. This indicates that the durational difference between clash
and no-clash environments occurs over the last part of the word. Note that we found the
same pattern of results (durational difference coupled with no change in peak of Fl or RMS
amplitude) in both monosyllabic and bisyllabic adjectives. This suggests that intervening
syllables (whether one or two) impinge upon the closing gesture of an accented syllable and
have almost no effect on the opening gesture. This is illustrated in Figure 4. The top
panel of this figure shows hypothetical F1 contours of the four types of utterance used in
this experiment. In these idealized schema the peaks of sonority for the clash and no-clash
items are isochronous. In the nonclash case the intervening unstressed syllable(s) overlaps
with the closing gesture of the first word and the opening gesture of the second word. The
bottom panel in Figure 4 is data from subject EC. Each function is an average across the
65 tokens produced in each condition (items produced in phrases). The data diverge from
the hypothetical situation in that the interval between the Fl peaks for the first and second
words are clearly dependent upon the number of intervening syllables (anisochrony). They
are, however, similar to the hypothetical data in that the closing portion of the first word
in the clash condition is different from that in the no-clash condition. This data (for one
syllable adjectives, at least) is comparable to that reported by Beckman (1989), "the jaw
opening gesture was relatively shorter and the closing gesture relatively longer in the stress
clash context."
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Time

Figure 4. hypothetical (a) and actual (b) Fl contours. The actual contours are averages
(n=65) of subject EG's productions of the monosyllabic and bisyllabic adjectives (F1 traces
of the entire noun phrase are shown) in clash and no-clash conditions in phrases. The
contours were aligned at the onset of the phrase.
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Abstract

in this report we consider the possibility that speech analysis techniques may be
used to determine whether an individual was intoxicated at the time that a voice
recording was made, and discuss an analysis of the speech produced by the Captain
of the Exxon Valdez recorded at several points around the time of the accident at
Prince William Sound, Alaska. A review of previous research on the effects of alcohol
and other effects on speech production suggests that it may be possible to attribute a
certain, tutinue pattern of changes in speech to the influence of alcohol. However, the
rate of occurrence of this pattern or the reliability of a decision based on observations
such as these is not known. Acousticphonetic changes observed in a small number of
tokens of Captain Hazelwood's speech recorded before, during and after the accident
revealed a number of changes in speech behavior which correlate well with the findings
of previous research on the effects of alcohol on speech production.
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Final Report to the NTSB
on the Speech Produced by the Captain of the Exxon Valdez

In this report, we briefly summarize previous research on the effects of alcohol on speech
production and previous research on other effects on speech production. We then discuss
an analysis of the speech produced by the Captain of the Exxon Valdez recorded at several
times before, during and after the accident at Prince William Sound.'

The Problem of Unique Specification

Before discussing this particular case, we wish to place the present investigation within
a general framework. The question which we are implicitly attempting to address in this
report is whether it is possible to determine if an individual was intoxicated at a particular
point in time based on acoustic analyses of voice recordings. This question hinges crucially
on whether there are properties of speech which occur when a speaker (any speaker) is
intoxicated and which do not occur in any other circumstance. We will call this the problem
of unique specification.

In the following section, we review several studies which have found that there are a
number of acoustic-phonetic characteristics of speech which occur when individuals are in-
toxicated. This research is an important first step in determining whether speech patterns
may uniquely specify alcohol intoxication, but, to our knowledge, there is no published re-
search which directly addresses the problem of unique specification. In spite of this lack of
previous research, there are at least two reasons to believe that voice recordings may contain
reliable information which uniquely indicates that an individual was intoxicated at the time
of the recording. These have to do with the physiological and pharmacological effects of
alcohol and the complexity of speech motor control.

Although the effects of alcohol at. a cellular level in the nervous system are not fully
understood, the general functional effects are clear. "The principal effects of acute dosage
of ethyl alcohol are observed in the nervous system, where there is a progressive and simul-
taneous impairment of function at many levels" (Berry & Pentreath, 1980, p. 43). Ethanol
diffuses easily through cell boundaries (Wallgren & Barry, 1970. p. 36), and results in a
biphasic neural response. At low concentrations. nerve cell excitability is increased, while at
high concentrations there is a progressive reduction of excitability (p. 254). This reduction

'The tapes that we analyzed and information concerning the communications/recording equipment, the
times of the recordings and the results of the blood alcohol test were provided to us by the staff of the
National Transportation Safety Board.

2Berry & Pentreath (1980) review some of the data having to do with the effects of alcohol on neural
membrane permeability and the synthesis and release of neurotransmitter. They note e variety of specific
cellular effects and affected sites in the nervous system.
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in nerve cell excitability leads to behavioral responses to alcohol which (particularly relevantfor speech) include decreased motor coordinat; 'n.

In addition to the neurological effects of alcohol when it reaches the brain through theblood stream, it is likely that the local contact of alcohol with the surfaces of the mouthand throat have some effect on speech production. It is well known that local concentrationsof alcohol in the stomach irritate the mucosa and paralyze the muscles of the stomachwall (Wallgren & Barry, 1970, pp. 40, 61). There is also some evidence which suggests thatalcohol applied to the tongue (at least the tongues of cats) can produce a biphasic sensitivityto mechanical stimulation (Bellekant, 1965). These local effects of alcohol in the mouth andthroat may result in effects on speech production which differ from the effects which resultfrom other central nervous system depressants or other factors, although we are aware of noprevious research which has attempted to test this hypothesis.

Tests of motor coordination (such as walking a, straight line or standing on one footwith eyes closed) are commonly used to indicate whether a person is intoxicated. Speechproduction is another complex motor activity which requires a high degree of coordinationand so may also be affected by alcohol consumption. Two types of motor complexity inspeech production can be distiguished. First, speech production requires very precise inter-gestural coordination. For example, the main difference between /d/ and /t/ in Englishis the timing of a gesture of the vocal folds relative to a gesture performed by the tip ofthe tongue. The relative timing of these two gestures ("voice onset time") is measured inmilliseconds (ins) (Linker and Abramson, 1964). The onset of voicing (vocal cord vibration)for /c1/ in word initial position occurs approximately simultaneously with the release of oralstop closure, while the onset of voicing for /t/ occurs 40 to 60 ms after the release of oralstop closure. Mistiming the two gestures by as little as 20 ms results in a perceptually
different consonant. Second, speech involves fine motor control in moving the articulators tothe target positions for different speech sounds. For example, the fricative /s/ is producedby pressing the sides of the tongue against the upper molars and depressing the center ofthe tongue, creating a narrow groove with the tip of the tongue. The articulatory difference
between /s/ and Ali/ is very subtle even though the acoustic difference is quite large. Thelocation of the tongue relative to the front teeth and the length of the constriction at theroof of the mouth (the tongue groove) distinguish these two sounds in speech production
(Subtelny, Oya & Subtelny, 1972). If the tongue tip is kept close to the front teeth andthe constriction at the roof of the mouth is relative ly short (2.5 cm), an /s/ is produced.
However, if the constriction is slightly longer or wider, or the tongue tip is held a little furtherback in the mouth, the resultant sound is more like /sh /. These observations suggest thatsmall variations in speech timing or gestures can have acoustically reliable consequences forspeech production (Stevens, 1972). Alcohol's effects on the central nervous system and the
local effects of alcohol on the muscles and proprioceptors of the vocal aparatus, coupled withthe inherent complexity of speech production, suggest that there may be patterns of speech
production which are uniquely attributable to alcohol intoxication.
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Previous Findings on Alcohol Impaired Speech

This section is a brief review of previous research on the effects of alcohol on speech
production. For more complete reviews of the literature see Pisoni, Hathaway and Yuchtrnan
(1986), Klingholz, Penning and Liebhardt (1988) and Pisoni and Martin (1989). The effects
of alcohol on speech production that have been observed in controlled laboratory studies
can be divided into three types: gross effects, segmental effects and suprasegmental effects.
Examples of each of these effects are listed in Table 1.

Insert Table 1 about here

Gross effects involve word level alterations in speech production. These effects are very
noticeable when intoxicated subjects are instructed to read a passage. Subjects may revise,
omit or interject words (Sobell and Sobell, 1972; Sobel', Sobell and Coleman, 1982). It has
been assumed that this class of errors reflects changes or modifications in speech planning.
As neural function is depressed by alcohol, the speaker's ability to control the articulators
is impaired which in turn may affect the planning stage in speech production. Thus, word
level alterations occur when the subject is required to read a passage. In spontaneous speech,
however, it is much harder to decide what should count as a gross error because the speaker's
intended utterance is not known. Therefore, gross effects are less valuable for the evaluation
of spontaneous speech and diagnosis of any impairment due to alcohol.

Segmental effects involve the misarticulation of specific speech sounds. The segmental
effects which have been most often reported are: misarticulation of /r/ and /1/, misproduc-
tion of /s/ (more like ish/), final devoicing of obstruents, and deaffrication. Examples of
the last two effects are given in Table 1. Obstruent devoicing involves a problem of timing
and glottal control similar to the example of /d/ and /t/ given in the previous section. The
other segmental effects involve the control of the tip of the tongue. Lester & Skousen (1974)
found that segmental effects such as these did not appear until subjects had consumed about
10 ounces of 86 proof straight bourbon over a period of about 3 and 1/2 hours.

Phonetic theory makes some predictions about the changes/modifications of speech ar-
ticulation after alcohol consumption. These predictions derive from the study of articulatory
ease (see for example Lindblom, 1983) which suggests that not all speech sounds are equally
easy to produce. Evidence of this comes from studies of the development of speech in children
(de Villiers & de Villiers, 1978), the patterns of historical language change (Anti lla, 1972),
and patterns of language dissolution in aphasia (Jakobson, 1941), as well as model studies
of articulation (Lindblom, 1983). Most of the segmental effects observed in speech produced
while intoxicated have analogs in these data. For instance, it is common for children to
misarticulate /r/ and /1/ as in the production of "train" as /twee /. Also, final devoicing
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Table 1

Summary of previous research on the effects of alcohol on speech production.

Gross effects word/phrase/syllable interjections

word omissions"

word revisions'

broken suffixes'

Segmental effects misarticulation of and /If'

/s/ becomes /sh /34

final devoicing (e.g. /iz/ > /is/)"

dcaltrication (e.g. 'church' `shursh'346)

Suprasegmental effects reduced speaking ratC1235

decreased an-iplitude2

Increase of unvoiced to voiced ratio356

decreased spectral tile

mean change in pitch range (talker dependent)4567

increase in pitch variabilitv56

1Sobell & Sobel! (1972). 16 alcoholics, 5-10 ounces. 86 proof alcohol.
'Sobel', Sobel' & Coleman (1982). 16 talkers. 0.05 BAL 0.1%.
3Lester & Skousen (1974). Number of talkers not mentioned, 86 proof straight bourbon, one ounce/20

min. up to 14 ounces.
4Trojan & Kryspin-Exner (1968). 3 talkers, I to 1.38 liters of heavy Austrian wine (13% alcohol).
5Pisoni, Hathaway & Yuchtman (1986) and Pisani & Martin (1989). 5 talkers, 0.1 BAL 0.37%.
61(lingholz, Penning & Liebhardt (1988). 16 talkers, 0.067 BAL 016%.
?Dunker & Schlosshauer (1964). 1 talker, "consuming alcoholic beverages liberally" and shouting.

*..1
4.0
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and deaffrication are very common in child speech and in historical language development.
The substitution of /sh/ for /s/, however, is not typically found in child speech, and is/
is more common than /sh/ in the languages of the world. Therefore, this segmental effect,
rather than being the result of a general loss of motor coordination (as is most likely th,?
case for the other segmental effect.i), seems to have a different cause. The change of /s/
to /sh/ may be related to loss of responsiveness of the surface muscles of the tongue or
a loss of proprioceptive feedback from the tongue after direct contact with ethanol during
consumption.

Suprasegmental effects are perhaps more perceptually salient than segmental effects, but
require quantification. These effects involve the rate and amplitude of speech an vocal
cord function. Trojan & Kryspin-Exner (1968) reported an increase in voice fundamental
frequency (rate of vocal cord vibration). Pisoni & Nlartin (1989) found that fundamental
frequency decreased for some, but not all subjects. Klingholz et al. (1988) also found a
tendency for decreased fundamental frequency. Fundamental frequency (FO) is also more
variable in spec :h produced while intoxicated when compared to a control condition (Pisani
Sr Martin, 1989; Klingholz et at., 1988). Klingholz et al. (1988) also found that the speech
harmonics-to-noise ratio decreased after alcohol intoxication. This measure reflects a change
in the mode of vocal cord vibration indicative of increased breathiness after alcohol intoxi-
cation. They also found a change in the long-term average (LTA) spectrum in intoxicated
speech. There was an increase in high frequency energy, which may reflect an increase in
the unvoiced/voiced ratio after alcohol consumption (as reported by Pisoni Sc Martin, 1989).
All of these effects can be measured directly using digital signal processing techniques (see
Pisoni & Martin, 1989 and Klingholz et al., 1988).

The effects on speaking rate and FO can be related to the general physiological effects
of alcohol in the following ways. The reduction in speaking rate may be the result of an
attempt to compensate for the loss of motor coordination which accompanies intoxication.
The effect of alcohol on FO seems to have an origin in the interaction of alcohol and the
tissue of the vocal cords. .Klingholz et al. (1988) suggest that the effect of alcohol on FO
may be the result of irritation and swelling of the mucous membranes of th..! vocal cords and
desensitization of the proprioceptors of the vocal cords. They cite evidence from Dunker

Schlosshauer (1964) which indicates that vocal cord vibration after alcohol consumption
(like vocal cord vibration for people with hoarse voices) is more variable and lower in pitch.
Klingholz et al. posited a connection between vocal cord swelling due to mechanical stress
(shouting or speaking for 7.n extended time) and swelling due to alcohol consumption. This
explanation may also account for the increase in the unvoiced/voiced ratio in intoxicated
speech.

Other Effects on Speech Production

In this section, we briefly review some of the previous research on environmental and
emotional effects on speech production and compare these effects with the effects of alcohol on

400
395



speech production. Table 2 is a summary of some previous research addressing environmentaland emotional effects on speech production. As indicated in this table, most researcherswho have investigated the effects of these factors on speech production have focussed onsuprasegmental phenomena. Only occassionally have segmental phenomena other than vowelformant measures been investigated. This research focus reflects a practical concern for thedesign of automatic speech recognition devices for use in a variety of circumstances, wheresuprasegmental changes and some types of segmental changes could be detrimental to theperformance of recognition systems. There;vre, the data-base we are reviewing here is notentirely comparable to that collected in the study of the effects of alcohol on speech.

Insert Table 2 about here

Hansen (1983) and Summers et al. (1988) studied the effects of noise on speech pro-duction (the Lombard effect). These studies found that speech produced with a high levelof noise at the ears had increased fundamental frequency (FO) and duration, and reducedspectral tilt.' The spectral tilt measure indicates that there was a relative increase of highfrequency glottal energy in the Lombard condition. Surprisingly, Hansen (1988) found nochange in amplitude. The Summers et. al. (1988) result is in better agreement with earlierresearch. Finally, the studies indicate some individual variability in the effect of noise onvowel formant values.

Moore Sz Bond (1987) studied the effects of accelerfrlion and vibration on speech producedby two subjects. The two situations resulted in comparable effects on FO, intensity and vowel
formants. FO increased relat;ve to that found for the same subjects in benign environments,
vocal intensity was unchanged and vowels were less distinctive (more like /O. There wasindividual variability in the effect of acceleration on segmental duration, while speaking
rate increased (reduced segmental durations) in the vibration condition. The small number
of subjects in these studies is problematic, but this, is the only available data on these
environmental effects.

A large number of studies have employed workload tasks to simulate environments withhigh cognitive demands such as airplane cockpits. These studies have generally found thatspeech produced while performing a cognitively demanding task has higher FO, decreasedspectral tilt and increased intensity. Data on the variability of FO (SD Fl)) is mixed. Thisreflects a problem in the use of this measure due to the fact that Ff1 variability can be affected
311ansen (1988) measured the tilt of the glottal spectrum (after inverse filtering) while the other authorslisted in Table 2, who reported spectral tilt changes, measured changes in the spectral tilt of the unfilteredsneech signal. There is general agreement between studies using the two measures, although note that validtilt compariir.ms using the simpler method require careful control of the phonetic content (pIrticularly vowelqualities) of the tokens being compared.
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Table 2

Summary of some recent research on environmental and emotional effects on speech pro-
duction.

Condition FO SD FO Jitter Tilt. Duration Intensity Formants
Noises
Noise'

ft

ft

.11. 4
JJ.

ft
ft

NC
ft

Fl ti
Fl i

Acceleration' 1). J 1.1 NC centralized
Vibration' ft 4 NC centralized
Workload'
Workload4
Workload'

ft
I

11.

11

I
I

4

4

NC

I
4

I
I
ft

Fl & F2 1
NC

Stessa
Stress'
Stress'
Perceived Stress'

I
I

11

11-

I
4

4

t
ft

ft

I
ft

Fear'
Fear'

ft
ft

ft
ft

ft NC
4

ii
NC 11-

NC
Fl St F2 ft

Anger'
Anger'

ft

ft

11

ft

NC IL

4

NC
11 ft

Fl ft
Fli

Sorrow
Depressed'

4 ft it ft

ft

NC
centralized

[ IntoxicatecP° f< it ft I

11. reliable increase for all subjects.
1= increase for some, but not all subjects.
.1.1.= reliable decrease for all subjects.
i= decrease for some, but not all subjects.
tt= some subjects showed a reliable increase, while some a reliable decrease.
NC = no change.

'Hansen, 1988 (8 talkers).
'Summers, et al., 1988, see also Pisani, et al., 1085 (2 talkers).
3Moore & Bond, 1987 (2 talkers).
''Summers, et al., 1989 (5 talkers).
'Griffin & Williams, 1987 (20 talkers).
6Brenner & Shipp, 1988 (17 talkers).
7Brenner, Shipp, Doherty & Morrissey, 1985 (7 talkers).
"'Streeter, et al., 1983 (2 talkers).
°Williams & Stevens, 1972, see also Williams & Stevens, 1981 (3 talkers).

'"See Table 1.
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in two very different ways. Variability will be reduced if the FO contour of utterances are more
monotonic in the workload condition (as suggested by Summers et al., 1989) or if there is less
period-to-period variation in the vibratory cycle of the vocal cords (as suggested by Brenner
et al., 1987, who also used a cognitively demanding task). On the other hand, FO variability
could be increased if utterances in the workload task had more extreme fluctuations in
their FO contours even if vocal cord jitter (period-to-period variation of FO) were reduced.
Williams & Stevens (1972) provide a good example of the conceptual distinctions which
need to be maintained in this area, although the; did. not have digital signal processing
techniques at their disposal. They reported both changes in FO range and (inferences about)
changes in FO jitter. In the absence of this distinction in some of the research on the effects
or cognitive workload, it is impossible to determine whether the reported differences in FO
variablity in speech under workload reflect real individual differences or merely differences
in data collection techniques. Table 2 also indicates some differences across studies in the
effects of workload on segmental duration, although it is interesting that the study on the
effects of workload which employed the greatest number of subjects (Griffin & Williams,
1987) reported a consistent decrease in duration. Finally, there is also some discrepancy
concerning the effects of workload on vowel formant frequencies.

The term psychological stress has been used to describe situations ranging from lying to
being in a fatal airplane crash. Scherer (1981) outlined some predictions for speech produc-
tion in stressful situations based on the general physiological response to stress (similar to the
discussion above of physiological predictions for the effects of alcohol) and then concluded
that "virtually all of the studies in this field have found very strong individual differences
in terms of the number and kind of vocal parameters that seem to accompany stress" (p.
179). He focussed on two problems in the literature, (1) the likelihood that subjects in
laboratory studies of stress were differentially stressed, and (2) the fact that "subjects may
differ in terms of the degree of control they can exert as far as their vocal production under
emotional arousal is concerned" (p. 180).4 In spite of these problems, some general trends
emerge from studies of stress in laboratory and real-life emergency situations. These are
indicated in Table 2 and include an increase in FO, an increase in intensity, and a decrease
in FO jitter. Brenner, Shipp, Doherty & Morrissey (1985) examined FO jitter in situations of
high stress by analyzing voice recordings of pilots involved in aircraft crashes. They found
that speech in stressful situations had increased FO, and decreased FO jitter. In a related
laboratory study, Brenner et al. (1985) also found that the activity of the cricothyroid mus-
cle, which is the primary muscle of the larynx involved in controlling FO, increased as sti ss

increased. This provides an explanation of both the increased FO and decreased Fl) jitter
found in the other studies.

Streeter, MacDonald, Apple, Krauss and Gallotti (1983) reported a case of individual

4Both of *hese problems have analogues in studies of the effects of alcohol on speech. Although, it is
possible to objectively measure the subjects' blood alcohol level, not all previous research on the effects of
alcohol on speech production have reported BALs. Also, subjects may differ in the degree of articulatory
control they can exert while intoxicated.
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variability in the vocal effects of stress. They examined a recorded telephone conversation
between a system operator and chief system operator for Consolidated Edison during the
New York City blackout, July, 1977. One talker had increased FO, duration, and ampli-
tude as the situation developed (and presumably stress increased), while the other showed
a different pattern (decreased FO and duration, and no change in amplitude). This study
illustrates Scherer's (1981) point about individual differences in response to stressful situa-
tions, and suggests that there may be no consistent phonetic pattern for any but the most
extremely stressful, life-threatening situations. Interestingly, though, Streeter et al. found
that naive listeners used phonetic cues consistently in making judgements about the degree
of stress being experienced by the talker. Listeners judged utterances with higher FO, hieler
amplitude and longer segment durations as more stressed even though, for one speaker, these
judgements were not correlated with degree of experienced stress. The speech parameters
which were found in this study to be correlated with perceived stressed are listed in Table
2. Streeter et al. concluded that listeners have stereotyped expectations for vocal responses
to stress, which evidently are accurate for the most extreme levels of stress, but speakers
who are actually experiencing some less than maximal degree of stress do not always fit the
perceptual stereotype.

Table 2 also present., a summary of several studies on the effects of emotional state
(fear, anger and sorrow) on speech production. The study of the effects of emotion on
speech production involves methodological problems that are not involved in the study of
environmental effects on speech, where it is possible for the experimenter to create conditions
which can be carefully controlled and described. In order to study the effects of emotion on
speech production, however, it is necessary to rely on subjective measures of the emotional
(mental) state of the speaker or have speakers simulate various emotions. In spite of these
methodological difficulties, we are including this summary of previous research in an attempt
to present a complete review of the factors that may affect speech production.

Williams & Stevens (1972, 1981) hired three actors to perform short plays in which the
characters displayed various emotions. Their data are summarized in Table 2 and compared
with some recent data from Hansen (1988), who studied the effect of fear by having his
subjects read a prepared wordlist as they were decending steep drops on a roller - coaster.
There is good agreement between these two studies concerning the effects of fear on FO.
Both found that FO increased and that FO variability increased. Williams & Stevens also
suggested that, in addition to increased FO range, Fl) jitter increased. Whereas XVilliams
& Stevens reported no change in spectral tilt, Hansen found that the glottal spectrum was
flatter in the fear condition. The more sophisticated signal processing techniques employed
by Hansen may have allowed him to detect a small change not seen by Williams & Stevens.
The two studies also found different effects on segmental duration. Hansen found no change,
while Williams & Stevens found an increase in word duration of about 3 ins. This seems
to reflect a real difference, and again may be a result of methodological differences. Hansen
reported that intensity increased in the fear condition. This effect is consistent with findings
for psychological stress and increased workload and seems to reflect a change in arousal
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(Scherer, 1981). Finally, Hansen found changes in the first two vowel formants which were
not found by Williams & Stevens.

Hansen (1988) and Williams & Stevens (1972) also studied the effects of anger on speech
production. Here the two studies had similar methodologies and very similar results. They
both found that FO, FO varibility and Fl increased, and that spectral tilt decreased. Williams
& Stevens found no changes in FO jitter, although they were using a somewhat crude measure
(fluctuation in narrow-band spectrograms). Hansen found an increase in intensity. The only
discrepancy between the two studies has to do with the effect of anger on speaking rate.
Where Williams & Stevens found no reliable change, Hansen also found that speaking rate
decreased (increased segmental durations) in the anger condition. Notice the similarities
between the effects of anger and the effects of workload and fear.

The final emotion listed in Table 2 is sorrow. Again, the data listed in the table are from
Williams & Stevens (1972) and Hansen (1988).5 Speech produced by actors protraying sorrow
was characterized by decreased FO, decreased FO range but increased FO jitter. Williams
& Stevens also found that spectral tilt increased in the sorrow condition (i.e. that there
was a reduction of high freqency energy). Both Hansen and Williams & Stevens found an
increase in segmental durations, but they found different effects on vowel formants. Williams
& Stevens found no change in vowel formants while Hansen suggested (based on very few
measurements) that vowels were more centralized in the depressed condition.

We have also included in Table 2 a summary of the suprasegmental effects found in
the studies of alcohol and speech which were listed in Table 1. There are no situations or
emotions listed in Table 2 which have exacJy the same pattern of effects found in the studies
of alcohol and speech, and so, given adequate measures of these acoustic correlates, it would
be possible to classify the changes observed across two or more samples of speech as more
like the pattern found for intoxicated speech than, for instance, speech produced in noise.
It is not possible, however, to give any kind of confidence rating to such a classification,
because there is not enough published data on individual differences which would allow the
calculation of hit rates and false alarm rates for classifications based on these measures (this
is true of the other effects shown in Table 1 also).

Another problem with &assifying speech samples is that there are some possible phys-
iological effects on speech production, which have not been previously studied. The effect
of fatigue on speech production has not been examined in any controlled study of speech
production. Also, we lack any data on speech production just after the speaker has been
awakened. Our subjective impression is that speech produced in these circumstances may in-
volve changes in vocal cord activity (extremely low FO or pulse register phonation), decreased
speaking rate and perhaps some effects related to dehydration of the mucous membranes in

5The data reported by Hansen are based on a small number of observations. These data are included
in the table because they come from a real life situation (recordings made during counselling sessions in a
psychiatrist's office) and as such offer some degree of validation of the observations of Williams & Stevens.
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the mouth, which may be similar to the effects seen after alcohol consumption. However, the
relevant controlled laboratory studies haven't been done. There are also no data on more
complex situations involving combinations of effects. For instance, no one has studied what
happens to speech when the speaker is both tired and under stress.

The Speech of Captain Hazelwood

We have analyzed five different samples of speech provided to us by NTSB. Also, we
examined a small number of utterances from Capi,ain Hazeiwood's televised interview with
Connie Chang which was broadcast on March 31, 1990. We will refer to the speech samples
according to the times at which they were recorded: (-33) 33 hours before the accidents, (-1)
one hour before the accident, (0) immediately after the accident, (+1) one hour after the
accident, (+9) nine hours after the accident and (CC) televised interview. We will discuss
gross errors, segmental changes, and suprasegmental changes.

Insert Table 3 about. here

Gross Errors

Several of the speech errors in the NTSB tapes may be classified as gross phonetic errors.
These are listed in Table 3. Note, however, that such pnenomena are not uncommon in
spontaneous speech regardless of alcohol consumption. What is needed in order to evaluate
the condition of the speaker is a large amount of speech in rhich it is possible to compare
the rate of occurrence of such errors across speech samples. Also, since the talker was not
reading a prepared text, it is a matter of subjective judgement to say that something is or
is not an error. To attempt to control for this problem, we are only reporting caves in which

61t is important to note here that the recording made 33 hours before the accident has a different history
than the other recordings. All of the NTSB recordings were initially recorded using the same Coast Guard
equipment, but this sample was then re- recorded onto a handheld cassette recorder before the original tape
was mistakenly erased. The recording which we analyzed was produced by playing back the cassette tape
using the same cassette recorder which had been used to record the sample. We investigated the possibility
that the recording was corrupted by analyzing an unidentified background sound which seemed to be present
in both the -33 sample and in the -1 sample. In the -33 recording, the sound I ad a higher average fundamental
frequency (480 Hz, n=4 versus 472 Hz, n=10) and a greater FO range (438 Hz to 588 Hz versus 456 Hz to 481
Hz) as compared with the -1 recording. The variability of the FO in the -1 recording suggests that the sound
was not constant in frequency and, thus, is not an adequate benchmark for determining the validity of the
-33 recording. However, even if the -33 recording is corrupted by tape speed fluctuations of the magnitude
indicated by these measurements (-9% to 4-22%), this degree of difference is not enough to account for the
changes in speech production we report below.
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Table 3

Summary of phenomena found in the analysis of the NTSB tape. Numbers in parentheses
indicate the time of recording.

Gross effects revisions

(-1) Exxon Ba, uh Exxon Valdez

(-1) departed > disembarked

(-1) I, we'll

(-1) columbia gla, columbia '.)ay

Segmental effects misarticulation of In and /I/

(0) northerly, little, drizzle, visibility

/s/ becomes /sh/

see Figure 3

final devoicing (e.g. /z1 '. /s/)

(-1,0,41) Valdez > Valdes

Suprasegmental effects reduced speaking rate

see Figures 4 & 5

mean change in pitch range (talker dependent )

see Figure 6

increased Ftl jitter

see Figure 6
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the speaker corrected himself. As indicated in the table, the only examples of gross speech
effects which we found in the NTSB tape "ccured in the recording made one hour before
the accident.

Segmental Phenomena

Also in Table 3, we have listed some examples of segmental errors. The problem with
these data is that the recordings ore noisy. Identifying most. of the examples listed in the table
required repeated listening and phonetic transcription (the exception is the /s/ > /sh/
example). The atncunt of noise on the tape increases the probability that the transcriptions
are inaccurate. Therefore, we performed acoustic analyses of several productions of is/.

Figure 1 shows power spectra of Is/ and /sh/ produced by the first author (KJ). The
horizontal axis in these graphs shows frequency from 0 to 5000 Hz and the vertical axis shows
amplitude in decibels. Many speech sounds (including /s/ and /sh /) can be distinguished
by their amplitude spectra because they have differing amounts of energy at different fre-
quencies. In particular, /s/ is characterized by a peak of energy in the range from 4000 to
5000 Hz, while /sh/ has a lower frequency peak (in the range from 3000 to 4000 Hz) and a
lower amplitude peak of energy in the range from 2000 to 3000 Hz. The spectra in Figure 1
illustrate what the power spectra of /s/ and /sh/ look like in recordings which have a high
signal-to-noise ratio and frequency information up to 5000 Hz (see also Borden and Harris,
1984, p. 189).

Insert Figure 1 about here

Figure 2 shows power spectra of the ishis of shout and she 5 (and spectra of background
noise near the fricative) as spoken by Captain Hazelwood in the recording made 33 hours
before the accident. The spectra in Figure 2 give an indication of what this speaker's /sh/
will look like in this type of display. The lower amplitude peak between 2000 to 3000
Hz, illustrated in Figure 1, is present in the spectra in Figure 2, but the higher frequency
information which would serve as the most reliable information distinguishing /s/ and /sh/
is not present in these spectra because the radio transmission equipment was band limited
at 3000 Hz7. In making these comparisons, we had to be concerned also about the spectral
shape of the background noise in the NTSB recordings. The spectra in Figure 1 were
calculated from recordings made in a quiet recording booth, while the NTSB recordings
have background noise which may be confused with fricative noise. Therefore, paired with
each fricative spectrum from the recordings, we also show a spectrum of nearby background
noise as a baseline against which the fricative spectrum can be compared.

?Energy above 3000 Hs was attenuated at approximately 50 dB per octave with a noise floor 50 dP below
maximum signal level.

403



U 1 0, 4 . 

a 4 

IMMO OM= MEM MIN= 
NIINIIIMIIIIIIIIIIIIIIIIINIM MINIM 

INIIIIINI MOM MINI MIMI IIIIIIMINI 
MIN MEM 11.1111111111111NINIMINININI 
OMNI IMMO MIMI r salmi mom MIME 11111111111111 NMI grouses 

III 8 um 
INII NM IMRE MB NNW IT " A 
NI NOM 111111111111 to seke 1 t ir 

, 

16. 
, 

..; i . l' 
IllIlrINIIIINIIINNIIf Al'. t WW1 

13 HMI 1.1111..11 i ANNE UMW 
' '` 't'T IPIIIIIIII! I I IlL MIN 1111111111101 

Air :i iil INN= MEM 
LI li L 

. 
14 

, 'Ii' IR iIIIIIIIIIIIIIIIBIIIIIIIMIM 
MINE IA . 

I 
t Ai i iii MEM 

MIMI NEM 4 
. I MIMI MIMI IM1111111 MIMI 1.IIIIIIII 

t ' 

IIIIIIIIIIII MIMI =MIN 11111111111 MOM= MI= MOM =MN MEM 111111111 IN MINIM 
IMIIMIN IMMO MOM NOR EP MIMI =MI 1111111 III IF I - IS VP I na 

MINI IN IN 1E7 W ill VI ern 
mewl Fix HI ' l'' 1 

111111111111 UR.' ' 
, "I 

. 
' I 

MEN IMIIIIP I' I iha Lk L ill NM, fling t ' I iliAi alAii mar memo 
mem I MI 1 I U AM 

NMI! Iltr L. MILO= 
/MU M ' .1.1111INIMI 

I it I i 
li 1 t ,4 MIME MINN MEM 

i LI i MI= ENNUI 111111111111 111111111 
I.LL LthIll IINIIIN1111111111111111111111 MIMI MIMI 1111111111111 MIME NMI. INIENIIII MN. MN= MIMI III1 MIMI INININIIII1111110111111111MINI 

ann. 



Insert Figure 2 about here

Figure 3 shows power spectra of the /s/ of sea (or see) from the five different recordings
paired with spectra of background noise from the same recording. The noise spectra were
taken from nearby, open-mike background noise. On average the noise segments were 1.3
seconds from the /s/ segments'. The /s/ spectrum from the earliest recording (33 hours
before the accident) has the same basic shape that the background noise has, suggesting
that the /s/ is buried beneath the noise, or more accurately, that the main spectral energy
for /s/ is not within the frequency range of the transmission system. The same is true for the
/s/ of sea recorded one hour before the accident. The spectra of Is/ from the recordings made
immediately after the accident and one hour after the accident have peaks of energy (relative
to the background noise) in the region from 2000 to 3000 Hz. Finally, the spectrum of /s/
recorded 9 hours after the accident does not have a peak of energy in the region from 2000
to 3000 Hz. We interpret the peaks in the /s/ spectra from samples recorded immediately
before the accident and one hour after the accident as evidence for a segmental change from
/s/ to /shi. There is no evidence in these spectra, nor in the other /s/ spectra which we
examined, for this segmental change between the earliest recording and the one made one
hour before the accident. These spectral changes reflect a change in the articulation of /s/
which has been observed in earlier studies of the effects of alcohol on speech production
(Lester & Skousen, 1974; and Trojan & Kryspin-Exner, 1968).

Insert Figure 3 about here

Suprasegmental Properties

Finally, we examined the suprasegrnental properties of the speech samples. Because
the communication equipment had an automatic gain control and the distance between the
microphone and the speaker's lips was (presumably) variable, it is inappropriate to compare
measurements of speech amplitude or long-term average spectra. Therefore, we focussed

our attention on speaking rate and voice fundamental frequency. We took care to control
for discourse position and the position of words within sentences because these factors can

8We estimate that the signal-to-noise ratio in these samples ranges from 5 to 10 dB. This estimate of
signal-to-noise ratio was taken from measurements of background noise during stop closures because the
transmission equipment had an automatic gain control making amplitude measures from pauses inappropri-
ate. Note also that this means that the amplitudes of the background noise spectra in Figures 2 and 3 do
not accurately reflect the amplitude of background noise in the fricative spectra.
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effect the suprasegmental properties of speech (Lehiste, 1970; Klatt, 1976). We analyzed two
phrases, "Exxon Valdez" and "thirteen and sixteen ", because these phrases were repeated
several times during the recordings and occupied comparable positions in discourse and
sentence contexts across the different recordings. Thus, these phrases provide a measure of
control which is needed in making valid suprasegmental comparisons across speech samples.

Figure 4 shows durations of the speech segments in Exxon Valdez from each of the record-
ings. Each bar in this figure is the average of two occurrences of the phrase. As indicated
in the top panel, it took longer to say the phrase in the samples recorded near the time of
the accident. The bottom panel of Figure 4 (which is another plot of the same data) shows
that this effect was more pronounced for the vowels and the /v/ of Valdez. If we take this
as an index of speaking rate, it is reasonable to conclude from these measurements that the
Captain was speaking more slowly in the samples recorded around the time of the accident
than in the other samples on the NTSB tape.

Insert Figure 4 about here

One occurrence of the word Valdez occurred in the televised interview. This word was
spoken in a discourse position which was comparable to that of Exxon Valdez in the NTSB
recordings (utterance initial position in a short sentence). The top panel of Figure 5 compares
the duration of Valdez in the interview with the occurrences of this word in the NTSB
recordings. This comparison suggests that the Ca ,tain was speaking at his normal rate in
the recording made 33 hours before the accident, and more slowly in the recordings made
around the time of the accident.

We also measured the duration of the phrase thirteen and sixteen which occurred in
discourse final position in three of the recordings (33 hours before the accident, one hour
before the accident and one hour after the accident). These measurements are shown in the
bottom panel of Figure 5. As with the durations of the phrase Exxon Valdez, this analysis
indicates that Captain Hazelwood was speaking more slowly in the recordings made around
the time of the accident than in the recording made 33 hours before the accident.

Insert Figure 5 about here

Durational changes are perhaps the most reliable effects we have found in the NTSB
recordings and they suggest that Captain Hazelwood was speaking more slowly than normal
around the time of the accident. These changes in duration are consistent with the laboratory
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33 Hrs before

1 Hr before

At accident

1 Hr after

9 Hrs after

Interview

Duration of "Valdez"

0 200 400 600 800

Duration (ms)

Duration of "thirteen and sixteen"

33 Hrs before

1 Hr before

1 Hr after

400 500 600 700 800 900 1000 1100

Duration (ms)

Figure 5. Top panel: Duration of the word I aide: from the NTSB tapes (data is the same
as that in Figure 4) compared with the same word produced in a similar discourse position
in the televised interview. Bottom panel: Duration of the phrase thirteen and sixteen from
recordings made at three times around the time of the accident.

410 415



findings reported by Pisoni, et al. (1986) and Pisoni & Ma-tin (1989) for speech produced
while intoxicated.

The top panel of Figure 6 shows voice fundamental frequency (F0) averaged across the
phrase Exxon Valdez in each of the speech samples, the phrase thirteen and sixteen from
three of the NTSB recordings, and one sentence from the televised interview. We took FO
measurements from each of the four vowels in Exxon Valdez (which occurred at least twice
in each of the NTSB recordings). We were not able to measure FO in all of the vowels in
thirteen and sixteen because this phrase occurred in utterance final position in the recordings
and was produced with quite low amplitude. Each point in Figure 6 for thirteen and sixteen
is based on measurements from at least two vowels. The last point in each panel shows data
averaged across a sentence in the televised interviews.

The normal pitch detection algorithms were unable to operate on the NTSB speech
samples because of the degree of background noise; therefore, we modified an existing vocal
jitter algorithm (see Pinto & Titze, 1990 for a recent review). We adapted the existing
technique by rectifying and low-pass filtering the signal (to remove high frequency noise)
before attempting to find successive pitch periods. The results of the algorithm were visually
confirmed and then FO and jitter measures calculated. We calculated Davis' (1976) pitch
perturbation quotient (PPQ) which is the ratio of the "average perterbation measured from
the pitch period" and the average pitch period (p. 51, 123).

As the top panel shows, voice fundamental frequency was dramatically lower in the
samples recorded around the time of the accident." Also, this panel shows the average FO
range in each speech sample. The different samples cannot be distinguished by their FO range
(except perhaps the items from the recording made nine hours after the accident), but there
was a trend for items near the time of the accident to have more FO jitter (bottom panel of
Figure 6). This finding is consistent with Pisoni & Martin's (1989) observation that speakers
had higher standard deviation of FO after alcohol consumption. (Note the discussion above
concerning the ways in which SD FO may be affected.) The lower jitter in the sentence taken
from the televised interview (CC) is consistent with Brenner et al.'s (1985) observation that
talkers have less FO jitter when in stressful situations.

Insert Figure 6 about here

In summary, the acoustic-pLonetic measurements presented here are all consistent with
the findings of previous controlled laboratory studies of the effects of alcohol on speech pro-

9The sentence was, "I would say the same for the state of Alaska. they came after me, hammer and tong."
'"Fundamental frequency as low as that seen here normally occurs only in a mode of vocal cord vibration

called creak, or pulse register phonation. In English this mode of vocal cord vibration is usually seen only
at the ends of declarative sentences, although this varies somewhat from speaker to speaker.
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duction. In listening to the recordings, we observed a number of gross misarticulations and
segmental misarticulations around the time of the accident. We also found acoustic evidence
in two of the recordings made near the time of the accident (0, +1) for a misarticulation
of /s/. Finally, we found that Captain Hazelwood was speaking more slowly, and used a
lower fundamental frequency with more fundmental frequency jitter around the time of the
accident as compared with his speech 33 hours before the accident and his speech in the
televised interview.

Conclusions

We now return to the theme with which this report began. Is it possible to determine,
from acoustic analyses of speech, whether an individual is intoxicated? We have presented a
priori arguments that it is. We also found in a. review of previous research on environmental
and emotional effects on speech production, that the effects of alcohol are unique among
the previous findings. In our present analyses, we have also found a pattern of changes
in Captain Hazeiwood's speech which is consistent with the pattern of changes observed
in previous laboratory studies on the effects of alcohol on speech production (this was as
much as we concluded in our preliminary report). Taken together, these findings suggest
that the Captain was intoxicated at the time of the accident. There are, however, several
methodological and empirical problems that must be taken into consideration with regard
to this conclusion.

First, there are gaps in the previous research; both in research concerning the effects
of alcohol on speech production and in research on other effects on speech production. For

instance, we have reported here measurements of vocal jitter. This is the first time that vocal
jitter measurements havt been reported in the context of a study of the effects of alcohol
ca speech. We also noted several gaps in previous research on environmental and emotional
effects on speech. For instance, we are not aware of any research which has attempted to
explore the effects of fatigue on speech, or any research which explores the ways in which
various environmental and/or emotional factors may interact in their effects on speech. In
the absence of these types of additional data, we cannot rule out a number of other possible
causes for the changes we have observed in Captain Hazelwood's speech.

Second, in addition to a lack of breadth in the existing knowledge, there is a lack of depth
There are no normative data on the effects of alcohol on speech production. We don't know
how general the effects summarized in Table 1 are. Normative data are also unavailable for
the effects summarized in Table 2. This lack of data makes it impossible to make reliable
probabilistic statements such as, "Captain Hazelwood had this pa' tern of changes and 95%
of the people who exhibited this pattern were intoxicated while only 10% of fatigued speakers
show this pattern." Currently, statements of this type are based on studies which employed
very small numbers of talkers.

Third, the recordings which we were working with in the present case limited the type
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and quality of the measurements we could make. For instance, it would have been very
informative to know whether the Captain was speaking more loudly or softly in the recordings
near the time of the accident. This measure was not possible with the NTSB recordings
because automatic gain control was used in the transmission equipment and the placement of
the microphone in relation to the speaker's lips was (presumably) variable. Furthermore, the
variability of the background noise made the calculation of long-term average (LTA) spectra
invalid, though Klingholz et al. (1988) found reliable changes in LTA spectra when speakers
were intoxicated. Our analysis of fricative spectra was also hampered by the presence of
background noise and the frequency response characteristics of the transmission equipment.
Finally, the complicated history of the recording made 33 hours before the accident casts
some doubt on the measurements taken from that recording. We have outlined the magnitude
of error which may have resulted from this situation and have taken measurements from a
televised interview to serve as another "control" condition. Still, this extra link in the history
of the recording introduces an additional source of error that would not have existed if the
original Coast Guard recording had not been erased.

A number of aspects of the data we have reported here suggest that Captain Hazelwood
was intoxicated when the Valdez ran aground. Especially suggestive is the pattern that we
have observed in measurements of four different speech parameters. The changes in FO, FO
jitter, duration and fricative spectra measurements are all consistent with the hypothesis that
Captain Hazelwood was intoxicated at the time of the accident. These four parameters also
have an inflection point around the time of the accident. This, coupled with the knowledge
that the Captain's blood alcohol level ten hours after the accident was 0.06%, suggests that
his blood alcohol level may have been higher at the time of the accident. In addition to these
fine-grained acoustic analyses, we also found some additional segmental misarticulations
and some gross errors in the recordings made around the time of the accident. From these
findings, we conclude that Captain Hazelwood displayed changes in sensory-motor behavior
that are similar to those found in earlier laboratory based studies in which the talkers were
intoxicated to known BALs. This similarity suggests that the Captain was intoxicated at the
time of the accident. However, this conclusion should be qualified in light of the limitations
of the present recordings and the limited scientific data on the effects of alcohol and other
variables on speech production.
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Abstract

Comparec to lists of words produced by a single talker, lists produced by multiple
talkers lead to decreased accuracy of serial recall in the primacy portion of the recall
curve at fast presentation rates. This pattern of recall for multiple and single talkers
reverses at slow presentation rates (Goldinger, Pisoni & Logan, under review). Ex-
planations for these differences in recall have proposed that processing multiple-talker
stimuli either increases rehearsal demands during transfer to long-term memory (LT111)
or increases difficulty of perceptual encoding. The present experiments examine these
competing explanations for differential serial recall of multiple- versus single-talker
word lists using voices that subjects have been trained to identify. As listeners be-
come familiar with a talker's voice, it is possible either that mandatory rehearsal will
encompass richer recall cues, including talker-specific information, or that perceptual
normalization will become more automatic. Results provide support for the proposal
that rehearsal of enriched cues leads to the differences in recall of multiple- and single-
talker lists. Using familiar voices increases serial recall for multiple-talker lists over
single-talker lists in the primacy portion of the recall curve, but does not appear to fa-
cilitate perceptual encoding. Primacy recall for multiple-talker lists is further enhanced
at a slower presentation rate.



Effects of Talker Familiarity on Serial Recall of Spoken Word
Lists

The physical representation of the speech signal varies widely depending on phonemic
and sentential context (Pisoni & Luce, 1987; Mullennix, Pisoni, and Martin, 1989), and
on the dialect, age, gender, and vocal tract length of the speaker (Mattingly, Studdert-
Kennedy, & Magen, 1983; Mullennix, et al., 1989). The process of talker normalization
involves extracting a consistent linguistic representation of speech from this highly variable
speech signal. Intuitively, it seems that talker normalization is automatic and cost-free.
Recent research, however, indicates that. increasing talker variability leads to measurable
deficits in information processing. Same-different judgement tasks (Mullennix & Pisoni,
1988), word identification (Mullennix, et al., 1989), and serial recall from the primacy portion
of the serial position curve (Martin, Mullennix, Pisoni & Summers, 1989; Logan & Pisoni,
1987), all seem to be more difficult for stimuli produced by multiple as opposed to single
talkers. In an interesting new study, however, Goldinger, Pisoni, & Logan (under review)
have shown advantages for recall for multiple-talker stimuli by slowing the presentation rate
of to-be-remembered (TBR) word lists. The present research seeks to replicate the findings
of Goldinger et al., and to offer additional insight into the role of talker-specific information
in serial recall.

The classic distinction between short and long-term memory stores has been supported,
in part, by the finding that numerous manipulations differentially affect the primacy and
recency portions of the serial position curve (Glanzer & Cunitz, 1966; Sumby, 1963). There is
some evidence that the explanation for increased primacy recall lies in an increased number of
rehearsals for early list items (Greene, 1986; Rundus, 1971), leading to increased probability
of transfer to long-term memory. In support for this theory of primacy recall, Rundus
(1971) used an overt rehearsal task to demonstrate that the number of rote rehearsals an
item receives is positively correlated with the probability of recall across the primacy region
of the serial position curve (see Shimizu, 1987, and Modigliani & Hedges, 1987 for alternative
views). The primacy effect has also been shown to disappear when rehearsal is prevented
(Glenberg, Bradley, Stevenson, Kraus, Tkachuk, Gretz, Fish, & Turpin, 1980).

Another variable which has been shown to selectively affect primacy recall, however, is
the depth of stimulus processing, or the degree of elaborative rehearsal that each stimulus
receives (Craik & Lockhart, 1972): the richer the processing of each stimulus, the better
the recall for that stimulus, at least in initial positions of a word list. Shimizu (1987), for
example, has shown that while the number of rote rehearsals in a overt rehearsal paradigm
increases with slowed presentation rates, this increased rehearsal was not correlated with
long-term recall. The nature of the rehearsal process and distinctiveness of encoding for TIM,
material might provide a better *ndex of primacy recall. In fact, primacy effects in recall
probably reflect an interaction of rote rehearsal and depth of processing (Crowder, 1976).
Atkinson and Shiffrin (1968), for example, propose that rote rehearsal minimally maintains
information in short term memory while other items are being processed elaboratively and
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transferred to long-term memory. Maintenance rehearsal does seem to play an important
role in recall from short-term memory: recency effects are thought to represent the "dumping
out" of the contents of short term memory, which are maintained through rote rehearsal (see
Bjork & Whitten, 1974 for an alternative view).

With regard to recall of spoken word lists, the process of talker normalization could
operate on either the efficiency of maintenance rehearsal, or elaborative rehearsal processes,
or both in a memory task. Previous studies have shown that the process of rehearsal and
transfer to long-term memory is different for multiple- and single-talker stimuli. One possible
explanation for these differences is that multiple-talker stimuli are simply more difficult to
encode, which leads to a time lag before rehearsal of each item can begin. This time-lag
could affect the efficiency of maintenance rehearsal for multiple-talker word lists, leading
to a greater loss of information in processing of multiple-talker stimuli. An encoding delay
could interact with the depth of elaborative rehearsal as well. An alternative account of
multiple- and single-talker recall differences, proposed by Goldinger et al. (under review),
is that talker-specific information provides a richer set of cues for elaborative processing.
Talker information may, in fact, demand mandatory processing and rehearsal (Mullennix
Pisoni, 1988; Mullennix & Pisoni, in press), leading to enhanced rehearsal demands for lists
composed of multiple-talker stimuli.

There is some support, however, for the hypothesis that multiple-talker stimuli are more
difficult to perceive or encode than comparable single-talker stimuli. Research in the area of
talker normalization has shown that processing of words and vowels produced by multiple
as opposed to single talkers does exert observable costs in perceptual tasks (Verbrugge,
Strange, Shankweiler, & Edman, 1976; Cole, Coleheart, & Allard, 1974; Creelman, 1957,
Mullennix & Pisoni, in press). Mullennix et al. (1989), for example, investigated the process
of talker normalization in word recognition and attempted to isolate the level of processing
at which talker normalization occurs in speech perception. Mullennix et al. manipulated
variables thought to affect low level accoustic processing (signal degradation and signal-
to-noise ratio), and variables thought to interact with lexical access (word frequency and
lexical density) for words produced by either multiple talkers or a single male talker. They
found that the multiple- versus single-talker condition interacted reliably with low level
perceptual interference, but not with changes in word frequency or lexical density. Mullennix
et al. concluded that talker normalization may be independent of processes used in word
recognition or lexical access, although this ,:saclusion was based on a failure to reject the
null hy: othesis.

There is also evidence that perceptual costs in speech processing may divert limited
capacity resources from higher level cognitive processes: the perceptual demands associated
with talker normalization may "cascade up" the speech processing system (Luce, Feustel, St
Pisoni, 1983; Mattingly, Studdert-Kennedy, & Magen, 1983; Craik & Kirsner, 1974; Martin
et al., 1989; Logan & Pisoni, 1987). These processing costs may then affect encoding in
memory or efficiency of rehearsal, presumably impairing transfer of to-be-remembered items



to long-term memory. This account is supported by the finding that synthetic-speech word
lists, as well as multiple-talker word lists, produce pronounced deficits in serial recall in the
primacy region of the serial position curve (Luce et al., 1983; Mattingly et al., 1983; Martin
et al.,1989; Logan & Pisoni, 1987). Luce et al. (1983), for example, examined serial recall of
lists of synthetic and natural speech and found reliable decrements in the primacy portion
of the learning curve for recall of synthetic speech. While synthetic speech is probably more
difficult to perceive than natural speech (e.g. Luce et al., 1983), there is little reason to
believe that consistent synthetic speech characteristics would lead to better serial recall cues
than natural speech produced by a single talker. Presumably multiple-talker information
acts by increasing the distinctiveness of memory cues, or by providing distinctive order cues
for serial recall. Because synthetic speech is uniform within lists, however, it is unlikely to
provide unique recall cues for word or order information. This explanation remains to be
tested however.

Martin and his colleagues (Martin et al., 1989) examined the effects of talker variability
on memory for lists of isolated words. Like Luce et al. (1983), Martin et al. found that
the process of perceptual normalization produced decrements in the primacy portion of
the serial position curve for a serial recall task. Using a free recall paradigm, however,
Martin et al. found no significant effects for talker variability. Martin et al. explained these
results by suggesting that serial recall imposed additional processing demands on subjects
compared with a free recall task. In serial recall subjects must encode both the item and
order information. This additional cognitive load presumably combined with processing costs
for talker normalization in the serial recall task, leading to decreased efficiency of rehearsal
and decreased primacy recall. In an additional experiment, Martin found impaired recall
for preload digits as a function of talker variability, again indicating increased processing
demands for talker normalization in multiple-talker lists.

Martin et al. (1989) proposed two alternative explanations for decreased primacy effects
in subjects who heard multiple-talker word lists. They suggested this effect could be ex-
plained either by impaired efficiency of rehearsal and transfer to long-term memory, or by
less effective retrieval of acoustic cues from residual short term memory in the multiple-talker
condition. In a final experiment, Martin et al. attempted to eliminate the contribution of
talker specific acoustic cues from short term memory by introducing a distractor period
between list presentation and recall. The length of the distractor task had no effect on
the primacy portion of the curve in either the multiple-talker or single-talker conditions.
although the recency effect was selectively decreased as the length of the distractor period
increased. Based on these results, Martin et al. rejected an explanation based on short term
memory acoustic cues, and attributed the decreased primacy effect for the multiple-talker
condition to impaired efficiency of rehearsal and transfer to long-term memory.

Several other recent studies have further elaborated the differences in perception and
memory of multiple- and single-talker stimuli. Mullennix & Pisoni (1988, in press) used
multiple-talker stimuli in a Garner speeded-classification paradigm. The;r results indicate
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that phonetic information and talker-specific voice cues may be processed as integral di-
mensions: subjects found it very difficult to selectively ignore voice information and process
only phonetic cues, even when the task required them to attend to phonetic differences alone.
Mullennix & Pisani (1988) investigated the duration of multiple-talker interference in a same-
different judgement task over interstimulus intervals (ISIS) of 100 to 4000 milliseconds. They
found that talker information was retained and processed mandatorily for periods of up to
four seconds. Cole et al. (1974) found similar results for periods of up tc eight second .

Geiselman & Bellezza (1976) demonstrated long-term recall for voice information in an in-
cidental recall task. All of these results suggest automatic processing, rehearsal, and recall
of talker-specific cues. The results of these studies are also compatible with the theory that
multiple-talker voice cues demand, mandatory attentional processing. It is possible that dif-
ferences in primacy recall for multiple-talker stimuli reflect additional rehearsal demands for
richer auditory cues, instead of, or in addition to, additional perceptual encoding demands
for multiple-talker stimuli.

Goldinger et al. (under review) specifically examined the hypothesis that multiple-talker
stimuli require increased rehearsal demands. Goldinger et al. manipulated two types of
factors in a serial recall experiment using multiple- and single-talker word lists: factors af-
fecting rehearsal efficiency and factors affecting ease of encoding. Goldinger et al. argued
that if increased rehearsal demands due to richer cues lead to deficits for multiple talker
lists, the differences between recall for multiple and single talkers should interact strongly
with manipulations of rehearsal time. Specifically, multiple-talker lists should show greatly
depressed recall in the primacy portion of the curve at fast presentation rates, where en-
coding talker information will overload the system and interfere with rehearsal of the words
themselves. At slow presentation rates, on the other hand, this effect should disappear: with
longer rehearsal intervals, both word and talker information -nay be transferred to long-term
memory, resulting in more elaboration, thus providing an extra set of recall cues for item or
order information.

Goldinger et al. (under review) argued that if multiple-talker deficits were due only to
increased encoding demands, on the other hand, the multiple-talker condition would still
lead to larger deficits in the primacy region of the curve at fast rates (see Sumby, 1963).
But talker condition should also interact with other manipulations of encoding difficulty.
To test this hypothesis, Goldinger et al. used two types of lists in their serial recall task:
lists composed of easy-to-recognize words and lists composed of hard-to-recognize words.
Words that were easy to recognize were defined as high frequency words from sparse lexical
neighborhoods composed mostly of low frequency words. Hard-to-recognize words were low
frequency words from high-density, high frequency neighborhoods. Under the hypothesis
that multiple-talker recall will be depressed because of difficulties in perceptual encoding, the
talker manipulation was expected to interact strongly with this confusibility manipulation.
Specifically, the difference between multiple and single talkers should be much more marked
for "hard" word lists than for "easy" word lists.

c
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Goldinger et al.'s results unambiguously favored a rehearsal-based explanation for ..nultiple-
versus single-talker differences in primacy recall. The pattern of differences in recall for
multiple- and single-talker lists changed dramatically with presentation rate. At fast pre-
sentation rates, single-talker word lists were recalled much more accurately in the primacy
portion of the recall curve. At slower presentation rates, however, this pattern showed an
unexpected reversal: multiple-talker word lists showed a marked advantage in early list
positions, presumably due to more elaborative rehearsal, or to the additional recall and tem-
poral order cues provided by the variations in talker information within lists. Goldinger
et al. found no interaction, on the other hand, between the talker manipulation and the
confusibility manipulation, or between the rate manipulation and the confusibility manipu-
lation.

The present research provides a further test of Goldinger et al.'s (under review) hypoth-
esis. In these studies, the availability of talker specific cues for serial recall was manipulated
in two ways. In the first experiment, familiarity with the talkers in the recall lists was
manipulated between subjects. Ti.ining subjects to exploit talker specific cues in an identi-
fication task should show some eegree of transfer to a serial recall task using word and voice
information. In the second experiment; serial recall for familiar voices was examined at a
slow presentation rate. If slowing presentation allows more complete rehearsal and transfer
of items to long-term memory, as Goldinger et al. (under review) have suggested, there
should be even greater advantages for serial recall for multiple-talker lists at this slower rate
compared to single-talker lists.

In Experiment 1, half of the subjects were familiarized with the voices of the single
and multiple talkers over a period of two weeks of identification training. Subjects in the
trained condition demonstrated a stable, long-term representation of these talkers' voices by
achieving consistent, high degree of accuracy in identifying the talkers. Following iden-
tification training, the trained subjects and a group of naive subjects were run in a serial
recall experiment. The presentation rate used in Experiment 1 was compatible with earlier
studies showing reliable multiple-talker decrements in primacy recall. For the trained sub-
jects, talker-specific recall cues should be much more accessible, even at faster presentation
rates, leading to increased multiple-talker performance in the primacy portion of the serial
recall curve. Alternatively, familiarity might have no effect, or might have its effect at a
low-level of perceptual encoding. Familiarity with voices, for example, might allow subjects
to recognize words produced by different talkers more easily, because of familiarity with the
idiosyncracies of the particular speech patterns of those talkers. In this case, an interaction
with a confusibility manipulation might be expected. As in Goldinger, et al's (under review)
study, the present experiment included a confusibility manipulation as a within subjects
variable. This confusibility manipulation was included to test for interactions between the
talker manipulation and factors associated with encoding difficulty. If confusibility interacts
with the talker condition or with the training manipulation, this would provide evidence
that perceptual or encoding difficulties are responsible for differences in recall for multiple-
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Experiment 1

Method

Subjects. Subjects were 36 paid volunteers from the Bloomington, Indiana community.
All participants were native speakers of English who reported no history of a speech or
hearing disorder at the time of testing. Subjects were tested individually or in groups of
two to six in testing booths in a sound-treated room. Trained subjects participated in a
two-week training program prior to the memory test. Untrained subjects participated in the
memory test only.

Materials. Two sets of stimuli were used in the course of the experiment: Memory stimuli
and training stimuli. Memory stimuli included a subset of words from the Modified Rhyme
Test (House, Williams, Hecker, & Kryter, 1965). These stimuli were selected, recorded, and
digitized by Logan and Pisoni (1987). All stimuli were monosyllabic words that received
average ratings of "highly familiar" in a previous study by Nusbaum, Pisoni, and Davis
(1984). In the multiple-talker condition, stimuli were recorded by ten different talkers, five
of whom were female and five of whom were male. Words in the single-talker condition
were produced by a single male speaker who was also represented in the multiple talker
lists. Training stimuli were 150 phonetically balanced, single-syllable words produced by the
same ten talkers who had produced the memory stimuli. All speech stimuli were digitized
on a PDP 11/34 computer using a I2-bit analog-to-digital converter. RMS amplitude across
words was equated using a signal processing package. Stimuli were presented to subjects
over TDH-39 headphones at a level of 80 dB SPL (a comfortable listening level). Digitized
stimuli were reproduced using a I2-bit digital-to-analog converter and were low pass filtered
at 4.8 'Hz before presentation. A PDP 11/34 computer was used to generate word lists and
to control the presentation of stimuli in real-time (Logan & Pisoni, 1987).

Procedure

Training. All trained subjects completed nine training secsinns over a period of two weeks
prior to the final memory test. A training session, which lasted approximately one hour,
consisted of two learning cycles and a test cycle. During each learning cycle, subjects were
first exposed to the voices (familiarization phase) and then attempted to identify the voices
with trial-by-trial feedback on their performance (training phase). During the familiarization
phase, subjects heard five word lists from each of the ten talkers in succession. They then
heard the same lists a second time. Finally they heard a ten-word list composed of one
word from each talker in succession. Each time a token was presented to subjects during
familiarization, the name of the appropriate talker was displayed on the center of the CRT
screen in front of them. This familiarization procedure was intended to help subjects develop
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a robust representation of the talkers' voices by giving them some direct. experience with the
degree of variability within each talker's speech, and by juxtaposing the talkers' voices against
each other.

During the training phase of the learning cycles, subjects practiced identifying the talkers
who had produced each token. The number keys on the CRT response board were labelled
with ten common English names. The keys 1-5 were labelled with male names (John, Mike,
Tom, Brad, Dan), and the keys 6-10 were labelled with female names (Kate, Lisa, Carol,
Kim, Ann). On each of the 100 training trials, a ready signal appeared on the center of the
CRT screen, and a word was subsequently played over the headphones. Subjects used the
labelled keys on the monitor to enter the name of the correct talker. After all the subjects
had entered their responses, or after three seconds, the correct name appeared on the screen.
Pesponses entered after three seconds were recorded as failures to respond, and counted as
incorrect.

After subjects completed two cycles of familiarization and training, they participated in a
test phase. The test phase was identical to the training phase, except that subjects received
no feedback indicating the correct talker for each token. After each day of training, subjects
were given score cards indicating their percent correct for the two training phases and the
test phase.

Test words were drawn from the same hundred word subset as those used in the famil-
iarization and training phases, but there was no overlap of individual tokens between the
test phase and the familiarization and training phases. The training stimuli were re-selected
for each training day, so as to maximize variability in learning stimuli. On the tenth day
of the experiment, trained subjects completed a final generalization test before they began
the memory task. The generalization words were 50 new words, which the subjects had not
heard previously, produced by the same ten talkers. That is, the words themselves, as well
as the tokens, were novel. The generalization test was similar to the test phase on training
days, but consisted of only 50 trials instead of a hundred.

Memory Test. Both trained and untrained subjects participated in the memory test.
Subjects recelled a total of twelve ten-word lists: the first two were considered practice lists,
and the remaining ten were scored for accuracy of serial recall. Words were presented at a
rate of one every 1.5 seconds. A 500 ms 1000 Hz tr 'Ile cued subjects when the word lists were
about to begin, and also signalled the beginning and end of the recall period. Subjects were
instructed to recall word lists in exact order of presentation, and to record their answers on
separate response sheets. Subjects were given 60 seconds to recall the items between each
list presentation. Half of the subjects heard lists produced by a single male talker, and half
heard lists composed of tokens from each of the ten talkers.
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Results and Discussion

Results of Training. Results of the training procedure are shown in Figure 1.

Insert Figure 1 about here

Average percent correct identification of talkers in the test phase of training is plottedacross training days. Chance performance is set a twenty percent correct, assuming thatsubjects could minimally discriminate between male and female talkers, and limit the possiblechoices to gender appropriate talkers only. The results displayed in Figure 1 show 'thatsubjects consistently identified talkers above chance, and improved steadily across trainingdays. An independent t-test confirmed that subjects were consistently operating at abovechance, even after only 1 day of training [06) = 12.08,p < .0011. This pattern of resultssupports the hypothesis that training with voices helped subjects develop some stable, long-term memory representation for talker information.

Afemory Results. Trained subjects were assigned randomly to groups, with the stipula-tion that identification performance for trained subjects should not vary significantly betweenconditions. An independent t-test for the means of training performance on the last day oftraining showed no differences between talker identification performance for trained subjectsin the two talker conditions ft(14) = .27,p < .79). Subjects' responses on the memory testwere scored for accuracy of serial recall. Responses were only scored as correct if subjectsprovided the correct word, or phonetic equivalent, in the exact serial position at which itoccurred on the list. A four way analysis of variance (Training x Talker x Confusibility xSerial Position) revealed a significant effect for serial position [F(9, 279) = 82.89, p < .05), re-flecting the characteristic shape of the serial recall curve. A significant main effect for talkerwas also found [F(1, 31) = 4.34, p < .05), replicating the results of Martin et al. (1989),Logan & Pisoni (1987), and Goldinger et al. (under review).

Figure 2 shows the pattern of recall across serial positions for multiple- and single-talkerlists for the two groups of subjects.

Insert Figure 2 about here

The first panel shows the results for untrained subjects. At this relatively fast pre-sentation rate, untrained subjects show the typical advantage for single-talker lists over
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Figure 1. Average percent correct talker identification across nine days of training.
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multiple-talker lists for serial recall in the primacy portion of the curve. The second panel
of Figure 2 shows the recall results for trained subjects. For trained subjects, the recall
advantage for single-talkers lists has been eliminated. In fact, serial recall for trained sub-
jects shows a slight trend toward a multiple-talker advantage for primacy recall. Training
subjects to encode and recall talker specific information seems mainly to have benefited
recall for the multiple-talker lists: recall for single-talker lists is relatively unaffected by
training. A siginificant three-way interaction between training, talker, and serial position,
[P(9, 279) = 3.45, p < .011 also reflects this pattern of results. This cross-over advantage for
trained subjects on multiple-talker lists in primacy is similar to that found by Goldinger et
al. (under review) with slowed presentation rates. Apparently, by increasing accessibility of
talker information, subjects are able to use talker-specific cues in serial recall from long-term
memory, even at faster presentation rates. The main effect for training, however, did not
reach significance [F(1, 31) = 2.03,p = .161. This may be due in part to the cross-over effect
for training, including a slight decrement in single-talker recall for trained subjects.

The word-list confusibility factor also produced a significant main effect [F(1,31)
90.37, p < .01), replicating the results of Logan & Pisoni (1987) and Goldinger et al. (under
review), and confirming the effectiveness of this manipulation. A significant interaction was
also found for confusibility by serial position [F(9, 279) = 4.71,p < .01). As in Goldinger et
al.'s study, confusibility had a greater effect in the primacy portion of the recall curve. This
pattern of results can be seen in Figure 3, which shows recall for easy and hard word lists
collapsed across talker and training condition.

Insert Figure 3 about here

This primacy-specific effect of word confusibility is assumed to reflect either decreases in
rehearsal effeciency due to encoding lags for hard-to-recognize or low frequency words, or
difficulty in retrieving low frequency words from memory (Goldinger et al., under review).

Two final, somewhat puzzling results were a significant two-way interaction between
confusibility and talker [F(1,31) = 6.07,p < .051 and a marginal three-way interaction
between confusibility, training, and serial position [F(9,279) = 1.86, p = .058). Figure 4
shows the pattern of results for confusibility in the two talker conditions, collapsed across
training.

Insert Figure 4 about here

For easy words, multiple- and single-talker performance was comparable, but for hard
word lists, multiple talkers did much worse than single talkers in the primacy portion of the
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Easy Versus Hard Words at 1.5 Second ISI

Serial Position

Figure 3. Percent correct serial recall for easy (non-confusible) versus hard (confusible)
words.
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recall curve. Because perceptual difficulty seems to have had a greater effect on multiple-
talker lists than single-talker lists, this interaction suggests that encoding difficulties may be
partially responsible for the deficits in recall for multiple-talker word lists found at very fast
presentation rates. The interaction between talker and confusibility, however, has not been
found previously in studies manipulating confusibility and multiple- versus single-talker recall
(Martin et al., 1989; Logan Sz. Pisoni, 1987; Goldinger et al., under review). Furthermore,
if perceptual encoding deficits were responsible for primacy recall differences for multiple-
and single-talker word lists, we would also expect to see a significant interaction between
confusibility, talker, and serial position. The three way interaction between confusibility,
talker, and serial position did not acheive significance [F(9, 279) = 1.42,p =

The interaction between confusibility, training. and serial position can be interpreted by
examining Figure 5, which shows recall for easy and hard words at two levels of training.

Insert Figure 5 about here

The difference between easy and hard words is larger for trained subjects than for un-
trained subjects. Again, the differences are restricted to the primacy region of the curve.
Trained subjects appear to do slightly better on easy word lists and slightly worse on hard
word lists than untrained subjects. It is unclear how to explain these result, unless the
salience of highlr familiar talker information leads to greater perceptual deficits for familiar
voices. This explanation is highly tentative and post hoc, and probably incorrect given the
marginal nature of the result and the small number of subjects run. It is also important to
note that training, if anythi: ,, makes encoding more difficult for multiple-talker stimuli. It
is highly unlikely then, that training produces an increase in multiple-talker recall in primacy
by easing encoding of words produced by multiple talkers.

The results of Experiment 1 show improvement in primacy recFll for multiple-talker word
lists for highly familiar voices, even at relatively fast presentation rates. This effect is unlikely
to be due to automatization of perceptual encoding of multiple-talker stimuli: if anything,
training seemed to increase the difficulty of encoding confusible words. When subjects are
trained to identify voices, recall for multiple-talker word lists improves to the level of recall
for single-talker word lists, even at a relatively fast presentation rate. These results suggest
that further increasing accessibility of talker-specific cues by slowing presentation rate may
lead to a multiple-talker advantage for recall of words produced by familiar talkers. In
Experiment 2, this hypothesis was explored directly by slowing down the presentation rate
for trained subects from a 1.5 IS! to a 4 second LSI. At this slower rate, highly familiar voice
cues should lead to greatly improved recall for multiple-talker word lists in the primacy
region of the serial recall curve.
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Experiment 2

Method

Subjects. The same 17 subjects that participated in the training condition of Experiment
1 served as subjects in Experiment 2. One subject dropped out because of illness. Subjects
were paid for their participation.

Materials and Procedure. The stimuli and procedures for the memory test were identical
to those for Experiment 1, with one exception. The presentation rate in the memory exper-
iment was slowed from a 1.5 second ISI to a 4 second ISI. Prior to the memory experiment,
subjects participated in a review training session, which lasted approximately an hour. They
repeated a full (lay of training, except that instead of the final 100-trial identification test,
they received a 50-trial generalization test. After a five to ten minute break, subjects then
completed the memory test.

Results and Discussion

Subjects showed evidence of retention for long-term memory representation of talker
information. The mean percent correct identification in the generalization test was well
above chance [t(12) = .55, p < .59). Memory protocols were scored for serial recall as in
Experiment 1. Figure 6 shows recall for trained subjects on single- and multiple-talker lists
at two presentation rates: the trained-subject data from Experiment 1 versus the data from
Experiment 2.

Insert Figure 6 about here

A three-way analysis of variance (Tallier x Confusibilit; x Serial Position) on the data
for Experiment 2 showed a significant main effct for serial position [F(9,126) = 16.6, p <
.011, but no main effect for talker [F(1, 14) = .26, p .62). This null result for the talker
manipulation is surprising given the robustness of the differences between single and multiple
talkers in serial recall found by Martin et al., (1989), Logan & Pisoni (1987), and Goldinger
et al. (under review). This may be accounted for, however, by the cross-over effect for
serial recall between the two talker conditions displayed in the lower panel of Figure 6.
Multiple-talker lists do show the expected large advantage for serial recall in the first two
list positions. In the remaining list positions, however, there is a recall advantage for single-
talker lists. A marginal serial position by talker interaction supports this interpretation of
the data [F(9,126) = 1.74,p < .09).
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As in Experiment 1, the analysis of variance revealed a significant main effect for con-
fusibility [F(1,14) = 14.5,p < .01), and a significant two-way interaction between confusibil-
ity and serial position [F(9,126) = 3.0, p < .01). Again, these results reflect a greater
advantage for easy words over hard words in early list positions. The confusibility by serial
position by talker interaction was not significant [F(9,126) = .6I,p < .78). This replicates
earlier findings (Martin et al., 1989, Logan & Pisoni, 1987; Goldinger et al., under revie v),
and again fails to support the hypothesis that encoding time lags are responsible for talker
differences in primacy.

General Discussion

The present experiments were designed to further examine the role of encoding differences
for single- and multiple-talker word lists in serial recall. Subjects were trained to become
familiar with talker-specific cues in order to test two hypotheses. One account of the multiple
and single talker differences in recall states that subjects mandatorily rehearse talker-specific
cues, leading to worse recall for multiple talkers at fast presentation rates, but a multiple-
talker advantage at long presentation rates, where talker specific cues can aid in retrieval
from long-term memory. Under this hypothesis, training subjects to recognize and use talker-
specific information should lead to enhanced serial recall in the primacy portion of the recall
curve, even at faster presentation rates. Furthermore, training should interact with both
talker condition and serial position, reflecting differences in rehearsal efficiency and ease of
retrieval from long-term memory.

An alternative explanation for differences in recall between multiple- and single-talker
word lists is that normalizing for talker differences in multiple-talker word lists increases
the difficulty of encoding, leading to a time lag in processing, which decreases efficiency of
rehearsal and transfer to long-term memory. Under this hypothesis, training subjects to
recognize voices was predicted to ease the process of talker normalization, again leading to
increased efficiency of processing, and increased recall for multiple-talker word lists in the
primacy portion of the serial recall curve. Training would also be expected to interact with
'-oth talker condition and confusibility under this hypothesis, reflecting the role of encoding
difficulty in serial recall for single and multiple talkers.

The results support an explanation based on rehearsal and elaboration of enriched stim-
ulus information for multiple-talker stimuli. Multiple-talker lists showed improvement in
primacy recall with training, and began to surpass single-talker lists at a relatively fast pre-
sentation rate. When presentation rate was slowed, this multiple-talker primacy advantage
for trained subjects appeared to increase even further, although direct statistical comparisons
could not be made between the first and second experiments. Previous research indicates
that subjects do develop incidental memory representations of talker-specific information
(Geiselman & Belezza, 1977), and that the processing of this voice information may be re-
sponsible for differences in recall for multiple- and single-talker word lists (Goldinger et al.,
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under review). Apparently, training subjects to develop stable and accessible memory rep-
resentations of voice information eases either rehearsal or retrieval of these talker cues in a
serial recall task.

The results are more ambiguous with regard to the second hypothesis. If training acted
to decrease encoding time for multiple-talker lists, we would expect to see an interaction
between training condition and both talker condition and list confusibility. Neither of these
results was obtained. A significant interaction was found, however, between the confusibility
factor and talker condition, indicating a possible role for encoding factors in recall differences
for multiple and single talkers. This could be an indication that encoding efficiency is also
in part responsible for recall differences for multiple and single talkers.

In an earlier study from our laboratory, Luce, Feustel, and Pisoni (1983), for example,
found depressed recall for synthetic speech word lists when compared with natural speech
word lists. Intuitively, it seems unlikely that subjects would be more likely to rehearse
talker information for synthetic speech as opposed to natural speech, unless attention is
directed to rehearsing voice information only when it deviates from a norm or expectation.
More importantly, recall for synthetic word and natural word lists failed to interact with
presentation rate in this study. Unfortunately, Luce et al. manipulated rate in a free recall
task, as opposed to a serial recall task, making direct comparisons with Goldinger et al.'s
results difficult. Changes in presentation rate have been shown to affect rehearsal processes
in both serial and free recall, however, making a rehearsal-based explanation of Luce et al.'s
findings somewhat implausible. Deficits in serial recall in the primacy portion of the serial
position curve may be due in part to perceptual deficits as well.

There is the additional possibility, however, that the interaction between confusibility
and talker condition simply represent a sampling error. A number of previous studies have
failed to find an interaction between confusibility and talker condition (Martin et al., 1989;
Logan & Pisoni; 1987; Goldinger et al., under review). The pattern of recall for easy and
hard word lists at two levels of training indicates that, if anything, training enhanced the
difficulty of encoding relativ; to untrained talkers. Furthermore, there was no interaction
between confusibility, talker condition, and training, yet training did improve multiple-talker
recall in the primacy region of th,

Given that deficits associated with multiple-talker stimuli have been demonstrated to
interact with low level perceptual processes, it is reasonable to assume that these perceptual
deficits may lead to differences in rehearsal efficiency and recall as well. This hypothesis is
not, however, incompatible with the finding that talker cues are processed integrally with
phonetic and semantic information (Mullennix & Pisoni, 1988; Goldinger et al., under re-
view). Taken together, the results of Experiments I and 2 provide support for Goldinger et
al.'s hypothesis that mandatory rehearsal of multiple-talker cues accounts at least in part,
for differences in multiple- and single-talker recall. The role that perceptual deficits play in
these recall differences, however, remains less clear.
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In summary, the present investigation has shown that training subjects to use and re-
member voice-specific information improves multiple-talker recall in the primacy portion of
the serial recall curve even at a relatively fast presentation rate. When the presentation rate
is slowed, trained subjects show an advantage for recall of multiple-talker lists, at least in
early list positions. These results support the conclusion that talker-specific cues are pro-
cessed mandatorily in speech perception. In the case where the subject has no long term
representation of voice information, or where processing demands are too high to allow for
complete processing and transfer to long term memory, it is proposed that processing of
complex talker information leads to recall deficits in the primacy region of the serial recall
curve. If talker specific cues are more accessiiLle, however, or if subjects are allowed sufficient
time for processing and transfer of talker-specific information to long term memory, unique
talker-specific cues may lead to greater elaboration of the item during rehearsal or to the
formation of more effective retrieval cues for serial recall (Martin et al. 1989; Logan & Pisoni,
1987; Goldinger et al., under review).
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Abstract

Two recently reported experiments employing similar auditory priming paradigms
to study spoken word recognition have yielded opposite results. In one study, Slowiaczek,
Nusbaum and Pisoni (1987) observed facilitation of target word identification when
related prime-target pairs shared common phonemes. In a second study, however,
Goldinger, Luce and Pisani (1989) observed inhibition of target word identification
when related prime-target pairs were phonetically confusable, but shared no common
phonemes. The present investigation replicated the major results of these two exper-
iments using the same priming task, the same target words, and the same unrelated
primes. The only factor that varied was the degree of phonetic overlap between the
related prime and its target. The results supported the previous findings: the repli-
cation of the Slowiaczek et al. conditions yielded facilitation of target identification,
and the replication of the Goldinger et al. conditions yielded inhibition of target iden-
tificaion. However, by utilizing a common pool of unrelated prime-target pairs across
both experimental contexts, we could compare the experiments more directly. The
present findings suggest that the facilitation reported in the Slowiaczek et al. (1987)
study may be due to expectancies or biases generated by the subjects after continued
presentation of prime-target pairs that contain identical word-initial phonemes. The
inhibition obtained by Goldinger, et al. appears to be due to the phonetic confusabil-
ity between the related primes and their targets, not expectancies generated by the
subject. The results are discussed in terms of the role of expectancies and selective
attention in the priming paradigm.



Inhibition or Facilitation? An Investigation of Form-based
Priming and Response Bias in Spoken Word Recognition

A common methodology employed in the investigation of spoken word recognition is
the auditory priming paradigm. A priming task typically consists of the presentation of
a test word, called a target that is preceded by another word, called a prime. Typically,
following target presentation, subjects are required to either identify or execute some speeded
response to the target. The independent manipulation of interest in priming experiments is
the particular relations shared between primes and targets. For example, primes may share
acoustic-phonetic information (e.g., bat - bill) or knowledge-based information (e.g., eat
mouse) with the targets. Primes may also be totally unrelated to the targets, and thereby
serve as a control against which subjects' performance on related prime-target pairs may be
evaluated. The dependent variable of interest in priming tasks is usually either the subjects'
reaction times or percentages of correct identification of the targets. Recognition of primed
targets can be compared to unprimed targets, or to targets paired with unrelated primes, to
assess the magnitude of any effects the primes exert on the identification of the targets.

Typically, priming manipulations yield facilitation of responses to primed targets, relative
to unprimed targets. Indeed, Ratcliff and McKoon (1978) define a semantic priming task as

.. . the facilitation of response to one test item as preceded by another." There are numerous
examples in the literature of experiments demonstrating the facilitatory effects of priming
targets by visually presenting semantically-related words (Martin & Jansen, 1988; Collins &
Loftus, 1975;). Similarly, facilitatory priming effects have been observed in experiments using
visually-presented phonologically-7elated words as primes and targets (Hillinger, 1980), and
in priming of visually-presented targets by spoken, phonologically-related primes (Jakimik,
Cole & Rudnicky, 1985). Although less research has been conducted to investigate the
effects of priming on recognition of spoken words than of printed words, facilitatory priming
for spoken primes and targets has been reported in the literature by Slowiaczek, Nusbaum,
and Pisoni (1987).

Although the facilitation of target recognition in both semantic and form-based priming
experiments is well-established ',e.g. Collins & Loftus, 1975; Neely, 1977), some recent studies
have demonstrated inhibition of target recognition, using both visual (Meyer, Schvaneveldt &
Ruddy, 1974; Neely, Schmidt k Roediger. 1983; Tarahan k McClelland, 1987), and auditory
priming tasks (Tanenhaus, Flanigan k Seidenberg, 1980; Slowiaczek & Pisoni, 1986). To
date, few cohesive accounts have been offered for both the inhibitory and facilitatory effects of
priming. A single explanation that encompasses both priming effects may not be possible; it
may be the case that qualitatively different processes underlie the inhibition and facilitation
of target identification produced by prinnag, despite the apparent methodological similarities
across tasks. Our understanding of the processes involved in priming may be improved if
we consider the reported findings in light of theories of spoken word recognition and lexical
access. Two contemporary theories will be discussed. in order to examine their postulated
processes and consider how they may account for both inhibitory and facilitatory priming
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effects.

Cohort theory (Mars len-Wilson & Welsh, 1978; Mars len-Wilson & Tyler, 1980; Mars len-
Wilson, 1987) is perhaps the most prominent theory in the spoken word recognition liter-
ature. Cohort theory assumes a bottom-up basis of lexical activation, and subsequent in-
teractions with top-down syntactic and semantic information that allow listeners to identify
words quickly and accurately. In cohort theory, word recognition proceeds in the following
way: The initial acoustic-phonetic information provided by the speech waveform activates a
"cohort" of all the words in the lexicon with the same initial sound sequence. As the speech
input proceeds, word candidates are eliminated from the original cohort (e.g., deactivated)
by an interaction of top-down contextual information and mismatched acoustic-phonetic in-
formation until all but one word, the "recognized" word, remains, Cohort theory assumes
that as words are processed in real time, more weight is given to the beginnings of words than
to the endings of words. In a phonological priming task, therefore, the residual activation
from the recognition of the prime word should pre-activate the initial cohort of the target
word. Given this assumption, cohort theory predicts facilitation in a task in which the prime
shares word-initial phonological information with the target word.

Slowiaczek, Nusbaum, and Pisoni (1987) conducted a series of three experiments using
an auditory priming paradigm to test this prediction of cohort theory. The first two ex-
periments used related prime-target pairs, in which either real-word primes or pseudoword
primes sham(' zero, one, two, three, or all phonemes in common with the target words. Ac-
cording to cohort theory, facilitation of target identification should increase as the number
of word-initial phonemes shared by primes and targets increases. This is precisely the result
Slowiaczek et al. obtained in both experiments, although the effects were attenuated in the
experiment with the pseudoword primes. In addition, facilitation of target identification
increased as the target stimuli were increasingly degraded by noise. These results support
cohort theory's assumptions that words are recognized sequentially, from "left to right", in
accordance with their temporal presentation, and that activation of the components of the
word-initial cohort may occur via bottom-up, acoustic-phonetic input.

Despite the support for cohort theory implicit in the results of their first two experiments,
the results of the third experiment conducted by Slowiaczek et al. contradict cohort theory's
prediction that facilitation of target identification should occur only if the primes and targets
share word-initial phonemes. In the third experiment, primes were related to the target words
by the number of phonemes shared from the ends of the words. Contrary to cohort theory's
prediction, Slowiaczek et al. found that facilitation of target identification also increased
as the number of word-final phonemes shared by primes and targets increased. Since an
initial cohort is activated by the first phoneme of a word, cohort theory predicts that primes
and targets that do not begin with the same sounds should have no residual effects on each
other. Accordingly, the results of Slowiaczek et al's third experiment calls the directionality
of Marslen-Wilson's proposed cohorts into question.
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Another theory of word recognition, proposed recently by Luce and Pisoni (1987), is
the neighborhood activation model (NAM) of spoken word recognition. NAM describes the
recognition of words as a function of similarity neighborhoods, which are comparable to
the cohorts of word candidates described by Marslen-Wilson. Similarity neighborhoods are
defined as collections of words in memory which are phonetically similar to any given referent
words. In NAM, however, the importance of phonetic similarity in lexical processing is not
limited to the initial segments of words. Instead, in NAM, the similarity neighborhood
for any given word is determined by global phonetic similarity between the word and its
neighbors, not exclusively by word-initial similarity.

Two structural characteristics of similarity neighborhoods have been shown to affect word
recognition speed and accuracy: neighborhood density and neighborhood frequency. Neigh-
borhood density refers to the absolute number of words in a similarity neighborhood; sparse
neighborhoods contain few words, and dense neighborhoods contain many words. Neighbor-
hood frequency refers to the average frequency of all words in a similarity neighborhood; high
frequency neighborhoods contain mostly high frequency words, and low frequency neighbor-
hoods contain mostly low frequency words.

In NAM, word recognition is hypothesized to be a two-stage process. Upon. the pre-
' ,1 itation of a stimulus word, a similarity neighborhood of all acoustically similar words is
....vated in long-term memory. Once the neighborhood has been activated, word decision
:Ands function to discriminate the target word from its activated neighbors. According to
NAM, increased activation of a target word's neighbors should decrease the probability of
identifying the target word itself. One way of manipulating the level of activation of a neigh-
borhood is by means of a priming task. If the stimulus word is primed with a phonetically
related word, the residual activation created by the related prime should produce neighbor-
hood competition for recognition (Goldinger, Luce, & Pisoni, 1989). Thus, NAM predicts
inhibition of target word identification in form-based priming tasks.

NAM is formally represented by the neighborhood probability rule, which is based on R.D.
Luce's (1959) choice rule, and has the form:

p(StimuiasWord) * Free),
D) =

p(Stimulus Word) * Freq, E7,_1(p(Neighbori Freq3]

in which p(stimulus word) is the probability of the stinkalus word, freq. is the frequency of
the stimulus word, p(neighbori) is the probability of neighbor j, and freq.; is the frequency
of neighbor j.

The rule states that the probability of correctly identifying a target word is equal to the
probability of the target word divided by the probability of the target plus the combined prob.
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abilities of the target word's neighbors', given neighborhood density, neighborhood frequency
and stimulus word frequency. Neighborhood density is represented in the denominator of
the target as the summed probabilities of all the target word's neighbors. Frequency is used
as a weighting function on the probabilities of the stimulus word and its neighbors, biasing
an identification decision in favor of higher frequency words. The neighborhood probability
rule predicts that priming with a phonetically related neighbor should increase the summed
neighbor probability term in the denominator of the rule, thereby decreasing the probability
of target identification.2

Goldinger, Luce, and Pisoni (1989) conducted two experiments to test two of the predic-
tions that NAM makes regarding form-based priming effects in spoken word recognition. The
first prediction was that phonetically related primes would inhibit target identification be-
cause of increased neighborhood competition. The second prediction was that low frequency
primes would produce relatively more inhibition than high frequency primes. The results of
both experiments supported the predictions of NAM. Goldinger et al. found that priming
with phonetically related words significantly inhibited target recognition, that words from
sparse neighborhoods were identified more accurately than words from dense neighborhoods,
and that high frequency words were identified more accurately than low frequency words.
Furthermore, the three conditions in which the priming effect reached statistical significance
all contained low frequency primes. This finding demonstrated that low frequency primes
produce stronger inhibition of target word identification than high frequency primes.

The findings reported by Slowiaczek et al. (1987) and by Goldinger et al. (1989) show
opposite effects of priming in apparently very similar experimental situations. The tasks used
in each set of experiments were very similar, differing primarily in the degree and type of
phonological overlap between the related primes and their targets. Whereas Slowiaczek et al.
selected prime-target pairs that shared common phonemes, Goldinger et al. selected prime-
target pairs that were phonetically similar but shared no common phonemes. Conflicting
findings such as these warrant further investigation.

Goldinger et. al used prime-target pairs that seared no common phonemes in an attempt
to dissuade subjects from developing response strategies. A number of researchers have sug-
gested that facilitation in priming tasks may be due to expectancies or biases generated by
subjects, because of the high degree of salient similarity or association between the primes
and their respective targets. Becker and Killion (1977), for example, proposed that, via
priming, an experimenter can manipulate the expectancies of the subject such that "If sub-
jects can be induced to expect one of a small set of stimuli, to the exclusion of others, then

'The expressions "probability of the target" and "probabilities of neighbors" refer to confusion matrix
estimates of the intelligibility of the separate segments of the words in question for our particular speaker's
voice, at several signal-to-noise ratios. See Luce (1986) for details.

21t should be stressed that this prediction of the neighborhood probability rule is assumed only for cases
of form-based priming, and is not assumed without modification for cases of semantic, or knowledge-based,
priming.
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the expected stimulus may benefit from the bypassing of feature extraction, whereas the un-
expected stimuli may not" (p. 400). In a similar vein, Posner and Snyder (1975) state that
in their matching and classification experiments, "...attention to the prime often appears to
be used to match the prime item against the array [target]. This serves to facilitate the
eyes' responses to matching pairs when the prime matches the array and (no' responses to
mismatching prime-array pairs. This strategy alone can account for many of our results..."
(p.680).

The present experiments were conducted to determine the reason or reasons for the
conflicting results of the Goldinger, et al. and Slowiaczek et al. studies. Specifically, the
study was designed to allow for direct comparison of the experiments, in order to determine
whether both experiments demonstrated "true" activation-based priming effects, as opposed
to bias effects. Modified replications of both of the original studies were conducted. First,
the studies were rendered comparable by using identical experimental procedures, identical
unrelated primes and identical targets. New stimuli were generated for each experiment;
the replication of the Slowiaczek et al. (1987) experiment utilized related primes which were
chosen so that they were neighbors to the targets, and contained one word-initial overlapping
phoneme (e.g. bull and beer). In the replication of the Goldinger et al. (1989) study, prime-
target pairs related only by phonetic similarity were generated. Primes were chosen to be the
nearest neighbors of the target words that shared no common phonemes. Thus, for example,
bull and veer are considered related because they have a high probability of confusion of
individual phonemes within the pair, yet they do not share any identical phonemes. In
addition to the related primes-target pairs, unrelated prime-target pairs were also generated
for both experiments so that a baseline could be obtained, against which the priming effects
could be evaluated. Neutral prime-target pairs had a confusability rating of approximately
zero and did not share any identical phonemes.

Across both replications, then, the prime-target pairs were either phonetically unrelated,
only phonetically related, or phonemically related. As both experiments are essentially
direct replications of previously published work, we predicted that in the replication of the
Slowiaczek et al. (1987) study we would observe facilitation of the recognition of primed
targets, and that in the replication of the Goldinger et al. (1989) study we would observe
inhibition of the recognition of primed targets. However, by replicating the two experiments
with a common set of stimulus materials, a critical comparison may be performed. The
common element across both replications performed here is the selection of unrelated prime-
target pairs. Although the unrelated pairs are typically selected to serve only as a control
condition that may be used to determine the magnitude and direction of a priming effect, in
the present study the unrelated pairs are actually of primary interest. Specifically, we may
examine the nature of subjects' incorrect guesses on the unrelated prime-target trials across
different experimental contexts. If subjects in one cemtext or the other are employing a bias
in selecting their responses, noticeable differences should be apparent in either the number of
incorrect responses to the unrelated pairs, or in the nature of the specific errors committed.
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Experiment 1

Method

Subjects. Forty-four Indiana University undergraduates participated as partial fulfillment
of requirements of an introductory psychology course. All subjects were native speakers of
English and reported no history of a speech or hearing disorder at the time of testing.

Stimuli. One-hundred and sixty-eight phonetically related prime-target pairs were se-
lected from a computerized database based on Webster's Pocket Dictionary (1967). In ad-
dition, neutral primes were selected for each of the 168 targets, for a total of 504 words.
The related prime-target pairings were created by searching the database for each target's
nearest neighbor with no common phonemes. Degree of similarity of a given prime to its
target word was computed usin7, 'onfusion matrices for individual consonants and vowels
(see Luce, 1986, for a complete description). The neutral primes were selected by searching
for words from neighborhoods that had approximately the same density as their prospective
targets, but were not phonetically confusable with the targets.

From the original lists of words generated by these searches, the final 504 words selected
were those which met the following constraints: (1) All targets and neutral primes were three
phonemes in length; related primes were either two or three phonemes in length; (2) all words
were monosyllabic; (3) all words were listed in the Ku.tera and Francis (1967) corpus; and
(4) all words had a rated familiarity of 6.0 or above on a seven-point scale. These familiarity
ratings were obtained from a previous study by Nusbaum, Pisoni, and Davis (1984). In that
study, all the words from Webster's Pocket Dictionary were presented visually to subjects for
familiarity ratings. The rating scale ranged from (1) "don't know the word" to (4) "recognize
the word, but don't know its meaning" to (7) "know the word and its meaning." The rating
criterion of 6.0 and above was used to ensure that all prime and target words would be
known by the subjects.

All stimuli were recorded in a sound-attenuated booth by a male talker with a midwestern
dialect. All words were spoken in isolation. The stimuli were then low-pass filtered at 4.8
kHz and digitized at a sampling rate of 10 kHz using a 12-bit analog-to-digital converter.
All words were excised from the list using a digitally controlled speech waveform editor
(WAVES) on a PDP 11/34 computer (Luce and Carrell, 1981). Finally, all words were
paired with their appropriate counterparts and stored digitally as stimulus files on computer
disk for later presentation to subjects during the experiment.

To ensure that all stimuli could be identified accurately, an additional group of subjects
was asked to identify all the words in the clear. Words which were not correctly identified
by at least 8 of 10 subjects were re-recorded and replaced.

Design. After selection constraints were satisfied, the sets of primes and targets were
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divided into four cells constructed by combining two levels of each of two variables: (1) target
frequency and (2) neighbourhood density. In each of the four conditions, low frequency
related and unrelated primes were used. Only low frequency primes were selected for the
present experiments because Goldinger et al. (1989) found that only low frequency primes
produced significant inhibitory priming effects. Once the prime-target pairs were assigned
to their proper conditions, all conditions contained 42 pairs. Because ever:; target item had
two corresponding primes and no subject was to be presented the same target item twice,
the stimuli were divided into two lists. Every subject responded to all 168 targets, but the
related and unrelated primes varied across groups of subjects. For a given group, 84 targets
were primed by related primes, 84 targets by control primes. An equal number of subjects
were presented with each list. In this manner, all subjects were presented all targets, but
the primes associated with those targets varied across groups. The dependent measure in
each condition was the mean percentage of correctly identified targets.

Procedure. Subjects were tested in groups of six or fewer. Each subject was seated in a
testing booth equipped with an ADM computer terminal and a pair of TDB-39 headphones.
The presentation of stimuli was controlled by a PDP 11/34 computer. All stimuli were
presented in random order.

A prompt appeared on the CRT screen saying, "GET READY FOR NEXT TRIAL." Five
hundred milliseconds after the prompt appeared, a prime was presented over headphones at
75 dB (SPL) in the clear. Immediately upon the offset of the prime, 70 dB of white noise
was presented. Fifty milliseconds after the presentation of the noise, the target item was
presented at 75 dB (SPL), yielding a +5 dB signal-to-noise (S/N) ratio. The subject's task
was to identify each target word and type the response on the ADM keyboard as accurately
as possible following each trial. Subjects were not under a time constraint for responding.

After completion of the task, a questionnaire was administered to subjects. This ques-
tionnaire was designed to find out exactly what types of information the subjects were using
to identify the target words in noise and to investigate the types of strategies subjects may
have employed in response selection. There were three main questions included: (1) Were
there any characteristics of the primes that helped the subject identify the targets? (2) In
any of the word pairs, did the subjects notice identical speech sounds produced in both the
prime and the target? (3) Did the subjects consciously make the task easier for themselves
by using any type of strategy? Also, four questions about the experimental procedure but
not about any strategy were included to allow the experimenters to assess the reliability of
the data in each subject's questionnaire and to mask the motivation of administering the
questionnaire as well. (See Appendix A for complete questionnaire.)

Results and Discussion

The percentage of words correctly identified was determined for each subject. For a
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response to be considered correct, the entire response either had to match the target item
exactly, or had to be a homophone of the target word (e.g. ate, eight). All simple spelling
or typing errors, such as letter transpositions, were corrected prior to data analysis.

Figure 1 displays the results of the priming manipulation in Experiment 1. Light bars
show performance for targets preceded by related primes, dark bars show performance for
targets preceded by unrelated primes. Three main effects and one significant interaction are
displayed. Main effects were observed for prime type, target frequency, and neighborhood
density, and a significant interaction was observed between target frequency and neighbor-
hood density.

Insert Figure 1 about here

A three-way analysis of variance (prime type X neighborhood density X target frequency)
was performed on the mean percentages of correct responses. A significant main effect of
prime type was obtained [F(1,43)=19.56, iliSe=0.0176, p < .0011. (All results reported are p
< .01 or beyond unless specifically stated otherwise). Targets primed with unrelated primes
were identified more accurately than those targets presented with related primes. In all con-
ditions, significant inhibition was obtained when targets were preceded by related primes. A
significant main effect of target frequency was obtained [F(1,43)=124.08, ilfSe=0.01161. In
both sparse and dense neighborhoods, high frequency targets were correctly identified signif-
icantly better than low frequency targets. A significant main effect of neighborhood density
was also obtained [F(1,43)=174.80, MSe=0.01261. In all conditions, target words that came
from sparse neighborhoods were identified more accurately than target words that came
from dense neighborhoods. In addition to the main effects, the ANOVA revealed a signifi-
cant interaction of neighborhood density X target frequency [F(1,43)=21.68, MSe=0.00871.
The difference in response accuracy between sparse and dense neighborhoods was greater for
low frequency targets (20.45% difference) than for high frequency targets (11.2% difference).
These results suggest that the priming manipulation had a more robust effect when low fre-
quency targets were used, compared to the conditions in which high frequency targets were
used.

This experiment can be considered a successful replication of the main findings obtained
in the Goldinger, Luce, and Pisoni (1989) experiment. The data show that priming with
phonetically related primes produces inhibition of target word identification, compared to the
identification of targets paired with unrelated primes. These results are consistent with three
basic predictions of NAM: (1) high frequency targets should be identified more accurately
than low frequency targets; (2) targets from sparse neighborhoods should be identified more
Rectlrately than targets from dense neighborhoods; and (3) phonetically related primes should
it_ bit the identification of target words. These predictions were based on the assumption
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Figure 1. Percent correct identification for high and low frequency target words as a function
of neighborhood density for related and unrelated primes. The light bars indicate conditions
for primes that were related to their targets by phonetic similarity and dark bars indicate
conditions with unrelated (neutral) primes. The mean percent. correct identification for high
frequency targets is shown on the left and performance for low frequency targets is shown on
the right. Performance for sparse neighborhoods is indicated in the left, half of each target
frequency condition; performance for dense neighborhoods is indicated in the right half of
each target frequency condition.



that residual activation remains in the target's neighborhood for some brief period after
recognition of the prime.

In Experiment 1, we assumed (following Goldinger et al., (1989)) that the acoustic-
phonetic similarity between the related primes and their targets was not explicit enough to
be recognized by the subjects. Therefore, we predicted that subjects would not generate
and/or apply any expectancies (or response strategies) based on this similarity. The only in-
formation we expected subjects to use to identify the target words was the acoustic-phonetic
information provided by the target words themselves.

The data obtained in the post-task questionnaires supported this working assumption.
When asked if there were any characteristics of the first word of each pair (the words in the
clear) that the subject used to help identify or guess the second word of each pair (the words
in noise), 61% of the subjects answered "yes" and 39% answered "no". However, of the 61%
that answered "yes", only 37% said that the sounds of the first word (prime) helped them
identify the second word (target), and only 40% of these subjects cited the initial sounds of
the words as aids to identifying the target. So, overall, 0.9% of the 41 subjects said that
the initial sounds of the prime helped them identify the target word. The remainder of
the subjects who answered "yes" to this question said that they used relations between the
words to help them identify the targets. The way the stimuli were selected, occasionally there
could have been a semantic prime-target coupling, but overall the prime-target pairs had
no obvious or predictable semantic relationships. Therefore, we assume that subjects who
reported using semantic information to select their responses were most likely generating
incorrect responses based on semantic expectations.

When subjects were asked if there were identical speech sounds produced in both words
of the prime-target pairs, 77% said, incorrectly, that there were, and 23% said, that there
were not. Of those that answered "yes" to this question, 30% said that the beginning sounds
of the prime and target were identical. One subject stated, "The consonants seemed to be
alike, but the vowels are more easily understood in the noise."

The stimuli were selected so that the prime and target. were phonetically confusable with
each other, but there were no identical phonemes present in any segments of the prime-target
pairs. After reviewing the questionnaires, it appears that some subjects may have noticed
the phonetic similarity between the primes and targets. However, since an overall effect of
inhibition was obtained, we assume that subjects were not able to utilize this information in
identifying the targets.

Finally, when asked if they had used a strategy, or thought. a strategy was possible, 25%
of the 44 subjects answered "yes" they had, and 75% answered "no" they had not. Of those
subjects who said that they had used a strategy, none said that they used the initial sound
of the prime to identify the target. Instead, they stated that they tried to use relations
between the words, or tried to listen for similar vowel sounds. One subject responded, "No.
For a while I started to believe that the second word began with the same letter as the first.
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However, after a while I found this wasn't the case." Similarly, another subject stated, "I
think it would take more trials to develop a strategy in order to find patterns." Tl, a majority
of the subjects in this experiment said that they either tried to ignore the primes, or that
they did not think any strategy was possible.

In summary, the results of this experiment show that even though many of the subjects
may have detected the phonetic similarity between the related primes and their targets,
they could not effectively utilize this information to aid them in their identification of the
targets. Further, most of the subjects reported that they did not consciously use any type
of strategy to help them in the experimental task. Thus, we assume that these subjects
used only the acoustic-phonetic information provided to identify the targets. Finally, the
overall effect of inhibition of target identification appears not to be due to a misuse of
strategic processing, but rather appears to be due to the residual activation remaining in
the similarity neighborhoods upon target presentation.

Experiment 1 was conducted, in part, to replicate the major findings of the experiment
reported by Goldinger et al. (1989). Experiment 1 was conducted also to serve as a corn -
narison condition to the method employed in Experiment 2. Whereas, in Experiment 1, the
related prime-target pairs contained only similar, but non-identical, phonemes, the related
prime-target pairs in Experiment 2 contain identical phonemes in word-initial position.

Experiment 2

Method

Subjects. Forty-four Indiana University undergraduates participated in partial fulfillment
of requirements of an introductory psychology course. All subjects were native speakers of
English and reported no history of a speech or hearing disorder at the time of testing. None
of the subjects had participated in Experiment I.

Stimuli. The same targets and neutral primes that were used in Experiment 3 were used
in Experiment 2. A new set of related primes were created. Unlike the related primes in
Experiment 1, these related primes share one common initial phoneme with the targets.

As in Experiment 1, all aew stimulus items satisfied several fundamental constraints:
(1) All related primes were either two or three phonemes in length; (2) all words were
monosyllabic; (3) all words were listed in the Kilt:era and Francis (1967) corpus; and (4) all
words had a rated familiarity of 6.0 or above on a seven-point scale. The related primes were
recorded in the same recording session as the stimuli described for Experiment 1.

Design. The experimental design and procedures employed in Experiment 2 were iden-
tical to those. employed in Experiment 1.
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Results and Discussion

The percentage of words correctly identified was determined for each subject. As in Ex-

periment 1, only wholly correct identifications were scored as correct, although responses

were corrected for simple spelling or typing errors prior to any statistical analyses. Figure

2 displays the results of the priming manipulation in Experiment 2. Light bars snow per-

formance for targets preceded by related primes, dark bars show performance for targets

preceded by unrelated primes. Three main effects and one significant interaction are dis-

played in Figure 2: a main effect of prime type, a main effect of target frequency, a main

effect of neighborhood density, and an interaction effect of target frequency and neighbor-

hood density.

Insert Figure 2 about here

A three-way analysis of variance (prime type X neighborhood density X target frequency)

was performed on the mean percentages of correct responses. A significant main effect of

prime type was obtained {F(1,43)=110.84, A/Se=0.0110, p < .0011. (As in Experiment 1, all

results reported are p < .01 or beyond, unless specifically stated otherwise). Across all condi-

tions, significant facilitation was obtained when targets were preceded by related primes. A

significant main effect of target frequency was obtained [F(1,43)=140.91, MS,=0.01041. In

both sparse and dense neighborhoods, high frequency targets were correctly identified more

accurately than low frequency targets. A significant main effect of neighborhood density

was obtained [F(1,43)=506.56, itiSe=0.0046). In all conditions, target words from sparse

neighborhoods were identified more accurately than target words from dense neighborhoods.

In addition to the main effects observed, the ANOVA revealed a significant interaction of

neighborhhod density X target frequency [F(1,43)=43.47, Ai Se=0.0054]. The difference in

response accuracy between sparse and dense neighborhoods was greater for low frequency

targets (21.54% differei ce) than for high frequency targets (11.2% difference). These results

suggest that the priming manipulation had a more robust effect when low frequency targets

were presented than when high frequency targets were presented.

The overall pattern of results clearly indicates that targets preceded by related primes

that contained the same word-initial phoneme were identified more accurately than targets

that were preceded by unrelated primes. In other words, facilitation of target identification

was observed when the related prime shared a common word-initial phoneme with the target.

These results replicate the previous results of Slowiaczek, et al. (1981) and are contrary to

those observed in Experiment 1. The question of major interest in this experiment, however,

is whether the phonological relationship between the related primes and their targets may

have been explicit enough to be noticed and utilized strategically by the subjects. Therefore,
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Figure 2. Percent correct identification for high and low frequency target words as a function:
of meghborbood density. The light, bars indicate conditions for primes that were related to
their targets by initial phoneme overlap and dark bars indicate conditions with unrelated
(neutral) primes and targets. The mean cirreci percent, identification for high frequency
targets is shown on the left and performance for low frequency targets is shown ern the right..
Performance for sparse neighborhoods is indicated in the left half of each target frequency
condition; performance for dense neighborhoods is indicated right half of each target
fregiu rendition
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it cannot confidently be stated that the results observed in Experiment 2 are due to a true
priming effect. Instead, the subjects may have used the fact that there was a phonological
overlap between the related primes and targets to limit their lexical search space and thereby
overcome the residual neighborhood activation produced by low frequency primes. If this
were the case, it could be considered a response strategy, as opposed to a "true" priming
effect.

The data obtained in the post-task questionnaires supports the notion that subjects
noticed the initial phonemic overlap between primes and targets, and that many subjects
uses this information strategically to help them identify the targets. When asked if there
were any characteristics of the primes that helped identify the targets, 75% of the 44 subjects
in the experiment responded "yes", and 25% responded "no". Of those who answered "yes",
79% said that the beginning sounds of the primes and targets were the same. One subject
stated, "Sometimes the beginning sounds were the same and it helped me identify the second
word [target]." It appears that many of the subjects in this experiment did notice the initial
phoneme overlap between related primes and targets, and then utilized this ;:: ->rmation to
aid in the identification of the target words.

When subjects were asked if identical speech sounds were present in both the primes
and the targets, 84% reported that there were, and 16% reported that there were not. Of
those who answered "yes", 61% said that these similarities occured in the beginnings of
the prime-target pairs. Finally, the subjects were asked if they used any kind of response
strategy to make the task easier for them, or if they believed any type of strategy was
possible in this task. Of the 44 subjects, 37% said that they did use a strategy, and 63%
said that they did not. Of the 37% that said they clid use a strategy, 65% said that they
tried to related the prime and the target, and 35% said that they used the initial sounds
of the prime to help identify the target. It appears that even though the majority of the
subjects in this experiment did say that they recognized the phonemic overlap between the
primes and their targets, many of them allegedly did not to use this information to aid
them in their identification of the targets. However, a large facilitation effect was obtained.
One explanation may be that once the subjects realized that there was a phonemic overlap
between the prime and target words in a pair, they unconsciously utilized this information
in their identification of the targets.

General Discussion

Two priming effects were obtained in the present investigation. Both facilitation and
inhibition of target word identification were observed in two experiments that differed only
in the presence or absence of initial phonemic overlap between primes and targets. Subjects
who were presented with phonetically related, non-overlapping prime-target pairs (e.g. bull
and veer) showed inhibition of target word identification. Subjects who were presented with
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related prime-target pairs in which the word-initial phoneme was identical for both prime
and target (e.g. bull and beer) showed facilitation of target word recognition. Neutral-target
pairs that shared no phonetic similarity at all (e.g. bull and gum) were used as controls. All of
the target words and all the neutral primes were identical in both experiments. Nevertheless,
two opposite priming effects were still observed.

In Experiment 2, the subjects may have generated "expectancies" or biases toward certain
responses. Subjects may have noticed the initial phoneme overlap in the related prime-
target pairs. By using this information, subjects could generate a response strategy to help
them identify the target words that were presented in noise. Thus, these subjects may
have been responding on the basis of more limited sets of lexical candidates than those
subjects in Experiment I. If such a strategy were established, each trial would not be
evaluated independently on the basis of acoustic-phonetic input. Instead, the facilitation of
target word recognition could arise from a combination of acoustic information and subjects'
expectancies. If this were the case, the facilitation observed in Experiment 2 could not be
considered a true priming effect, but rather an erect of selective attention.

The questionnaires administered to subjects after the task lend support to the proposed
hypotheses. The responses from the subjects in Experiment 1 indicated that, for most of the
stimulus pairs, subjects did not notice any obvious relationship between the primes and their
targets, and they stated that no information from the primes helped them identify the targets.
One subject stated, "I didn't use any [strategy], and I really don't think any are possible.
I saw no recognizable patterns to use." Many of the other subjects (75%) in Experiment
I responded similarly. From both the patterns of priming observed and the questionnaire
responses collected, it appears that the subjects in Experiment 1 were evaluating the targets
mainly on the basis of their acoustic-phonetic properties and that higher level processes were
not invoked to facilitate target identification.

Many of the subjects in Experiment 2, on the other hand, noticed and stated that the
first word often began with the same "letter" as the second word, which "narrowed down the
possibilities." Some subjects claimed that this information helped them identify the target
word. As one subject noted, "I tried to listen to the second word with the first word's first
consonant in mind." The overall effect of facilitation of target word identification cannot,
however, be explained only in terms of a conscious bias on the part of the subject. Only 14%
of the subjects in Experiment 2 reported consciously using the one phoneme overlap b-4ween
the primes and targets of a pair to help them identify the targets. One subject states, el
tried to related the two words, but it wasn't always possible. I used no set strategy and I
don't think the words were organized in any way that a strategy would be helpful." In fact,
another subject states, "I didn't try any strategy really, because I didn't think there was
any real pattern that could be picked up. f tried to avoid a strategy so I wouldn't be led by
the sound of the first word."

In light of these comments, an alternate explanation of the results may be that some of
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the subjects in Experiment 2 consciously noticed the overlap between the prime and target
words in a pair, but then unconsciously utilized this information when they identified the
targets. This may also explain the fact that the error rates for the neutral prime-target pairs
in both experiments were practically identical. Intuitively, if subjects in Experiment 2 were
consciously biasing their decisions in a certain way, the percent correct identification of the
targets from prime-target pairs that did not conform to this bias would be lower than if no
strategies were being applied. Put another way, if subjects were led to believe that the target
will begin with the same sound as the prime, they would have been more likely to make an
error when this expectancy was not met. The data indicate, however, that in Experiment 1,
where it was assumed that the subjects did not expect a certain kind of target to follow the
prime, the error rates were nearly identical to those in Experiment 2, where an expectancy
was assumed to operate.

Although there was no difference in overall error rates on unrelated prime-target trials,
a subsequent error analysis revealed important differences between the responses given by
the subjects in Experiments 1 and 2. Frequency counts were conducted on those errors
in which the subjects' incorrect responses had the same initial phoneme as the precedinz.
unrelated prime. Frequency counts were conducted on the total number of errors as well. In
Experiment 1, in which the related priming trials employed only confusable between primes
and targets, there were a total of 1801 errors committed on the unrelated priming trials, 160
of which showed "biased" responses, by the metric described above. In Experiment 2, in
which the related priming trials employed overlapping phonemes between primes and targets,
there were a total of 1333 errors committed on the unrelated priming trials, 238 of which
showed "biased" responses. This is approximately a two-to-one ratio of biased guessing in
Experiment 2 to biased guessing in Experiment 1, and the difference is statistically reliable
(xi = 41.93, p < .0001). This difference may be interpreted as evidence that the subjects
in Experiment 2 did, in fact, learn the relevant relation between primes and targets during
the course of the experiment, and that they utilized this information relatively frequently in
response generation.

McLean and Shulman (1978) have suggested that expectancies are not a simple function
of the direction of attention by the subject. Rather, attentional processes may be used to
construct an expectancy, but this expectancy can then affect performance independently of
the direction of attention. Therefore. in the context of Experiment 2, subjects could con-
sciously notice the initial overlapping phoneme in the prime-target pairs, and then removed
their attention from this characteristic of the experiment, but still maintain the expectancy
of a p.'lonemic overlap for the rest of the experiment. By McLean and Shulman's analysis,
then, subjects may not think that a strategy was employed in the identification of the target
where, in fact, responses were strategically selected.

Posner and Snyder (1975) propose a "pathway activation" explanation of attentional
effects related to priming. Any item that is presented activates a pathway that contacts
a memory representation of that item. This activation is automatic, requires no conscious
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attention, and will facilitate the processing of any subsequent item that shares the same
pathway, but will not inhibit the processing of dissimilar items. If attention is conciously
directed to the active information, however, inhibition of items that have dissimilar pathways
will occur. The limited capacity of conscious attention will only facilitate the recognition of
those items to which the attention is directed and unexpected items will be processed less
efficiently. By Posner and Snyder's account, there is more than one way that attention can
affect subjects' performance in a priming task.

In a later paper, Posner and Presti (1987) discuss the effects of attention on semantic
priming. They state that semant;c priming may occur automatically, even if the subject tries
to ignore the prime. This automatic processing improves the processing of the primed item
compared to an unprixned control item, but does not significantly inhibit the processing of
items that are unrelated to the prime. When attention is directed toward the prime, however,
there is a combination of facilitation of items that are related to the prime, and inhibition
of items that are unrelated to the prime.

In a more recent paper, Farah (1989) proposed that qualitative differences exist between
perceptual and semantic priming, and that the attentional mechanism that underlies each
type of priming may be quite different. After examining the results of perceptual priming
experiments concerning the direction of attention to spatial locations, Farah concludes that
directing "...attention to a region in visual space increases subject's sensitivity for stimulus
identification in that region" (p. 190). Nosofsky (1986; 1987) has made similar suggestions
with regard to the role of selective attention in perceptual classification.

In several semantic priming experiments employing lexical decision tasks (Antos, 1979;
Schvaneveld & McDonald, 1981), a misspelling detection task (O'Connor & Forster, 1981),
and a sequential word-matching task (Johnston & Hale, 1984), it has been shown that se-
mantic priming consists of large changes in bias and no changes of sensitivity. Thus, it seems
as if two different kinds of attention are of importance in perceptual and semantic priming
tasks. These differences in the utilization of attention may be the key to the differences
observed in performance between the Slowiaczek, et al. (1987: " Y;nger, et al. (1989)
experiments.

In summary, these experiments have shown that two very different. ng effects can
be obtained using nearly identical tasks. Experiment 1 yielded an overall effect of inhibition
of target word identification, presumably due to residual activation in the targets' similarity
neighborhoods from the earlier presentation of the primes. Experiment 2 yielded an overall
effect of facilitation of target word identification. This appears to be largely ar effect of
selective attention on the part of the subjects. From these findings, we suggest that there are
qualitatively different processes that underlie the inhibitory and facilitatiory effects observed
in priming experiments. The above discussion of the facilitation and inhibition of target items
due to attentional effects underscores the importance of further investigation of priming
effects in spoken word recognition. Future studies in spoken word recogniton which draw
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conclusions from the priming paradigm must recognize and address the different effects of
attention on subject& performance.
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Appendix A

Word Identification Task Post-Test Questionnaire

Please take a few moments to carefully fill out this questionnaire. This

questionnaire is a very important part of this experiment, and it would help

us tremendously if you would answer each question as fully as possible.
**********************************************************************

I. What did the noise presented with the second word of each pair sound like

to you?

2. Were there any characteristics of the first words of each pair (the words

in the clear) that helped you identify or guess the second word of each pair

(the words in noise)? (Circle one)

YES NO

If so, what were these characteristics?

3. Were the words presented in noise easily understandable?
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4. Were the word pairs meaningful? That is, were there any obvious semantic

relations between the two words of any pair (e.g. DOCTOR-NURSE...)? (Circle
one)

YES NO

If there were semantic relations, did you notice a common theme to the

experiment?

5. Were the words within any of the pairs "related" or "similar" to each

other in any way? (Circle one)

YES NO

If so, how were they related, or similar to each other? Did this relationship

appear to hold in all trials of the experiment. or only sometimes?

If there were no relations between the words within each pair, why do you

suppose the words used were selected to be paired with each other?
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6. In any of the word pairs that you heard, were there identical speech sounds

produced in both words? (Circle one)

YES NO

If yes, in what part of the words did these similarities occur?

7. Did you consciously make this task easy for yourself in any way? Did you

try to take advantage of any aspects of the words to help you identify the

word in noise more easily? Did you use any type of strategy? If so, what

strategy did you use? If you did not use any strategies, do you think any

such strategies are possible?
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Abstract

The effects of talker variability on spoken word recognition were studied developmen-tally in three, four, and five-year old children. Subjects listened to lists of words andidentified each word by pointing to a picture in a six alternative visual display. Thewords and pictures were taken from the Word Intelligibility by Picture Identification
test (WIPI). Three conditions were examined: single talker, single talker with varyingamplitude, and multiple talker. Each child heard one Est from a particular talker con-dition. Results showed a main effect of age and an interaction between talker conditionand age. As expected, we found an increase in overall accuracy with age. However, the
three-year olds did better in the single talker condition than the other two conditions(which did not differ). The four and five-year olds generally displayed ceiling levels ofperformance which may have obscured other differences. Further studies with youngerchildren are underway to examine the nature of the differences in perception betweensingle-talker and multi-talker word lists.
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Talker Variability and Word Recognition:
A Developmental Study

In the process of acquiring language, from the moment of birth forward, human listeners
are regularly exposed to a wide variety of speakers who talk under an extremely diverse
set of conditions. The acoustic characteristics of these voices vary quite dramatically from
talker to talker, even when the same utterance is produced. Yet, this inherent variability
apparently seems to cause little perceptual difficulty for the listener, even during the early
years of childhood. Humans of all ages are amazingly adept at perceptually normalizing
the, acoustic :ties that vaz., from talker to talker. This ability to adjust or compensate
for talker variability is just one of the remarkable and as yet unsolved problems in speech
perception. Normalization also occurs across differing phonetic, phonological, lexical and
sentential contexts within a single speaker. In this report we will be concerned mainly with
inter-talker variability and will ignore intra-talker normalization processes.

Talker normalization in normal conversational context seems so effortless that it is taken
for granted most of the time. However, recent experimental evidence from our laboratory
using both infants and adults demonstrates that there are costs incurred by this normal..
ization process. In the area of adult word recognition, Mulleni , Pisoni and Martin (1989),
replicated an earlier study conducted by Creelman (1957) who found .hat performance in
a speech identification test was poorer for lists spoken by more than one talker than for
lists spoken by only c. single talker. Mullennix, et al. (1989) used both perceptual identifica-
tion and naming paradigm; and manipulated several variables such as signal to noise ratio,
lexical density and word frequency. They found that talker variablity not only increased
naming latency and reduced identification of degraded stimli, but that these effects were
more robust and less task dependent than structural differences related to word frequency
and lexical density. The authors concluded that talker variability affects very early acoustic-
phonetic processes and does not interact with higher level structural variables related to
word recognition and lexical access.

Another study was carried out by Martin, Mullennix, Pisoni and Summers (1989) who
investigated the effects of talker variability on memory for spoken lists of words. In a series
of three experiments, Martin et al. (1989) manipulated talker variability, and several other
variables, such as short-term memory load and r-teiition interval using an interference task.
They found significant effects for talker varia} 'n the recall of early list items. Specif-
ically, subjects in the multiple-talker conditi t-,..,..11ed fewer list items from the primacy
portion of the serial position curve than subjects single-talker condition. The results
also showed better recall of visually presented prelt,_ .I digits in the single talker condition
than in the multii-e talker condition. The authors argued that their results were due to
interference in the rehearsal process. Specifically, they claimed that recall of multiple talker
items requires more processing resources than single talker items, thereby reducing the speed
and/or efficiency of the rehearsal process used to transfer items into long-term memory.
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Unfortunately, Martin et al. (1989) were unable to distinguish between two alternative
hypotheses. One is that talker variabilility directly effects only early perceptual processes
requiring extra resources for encoding. This effect would indirectly effect rehearsal capacity.
A second possibility is that talker variability directly effects both early perceptual encoding
and later rehearsal processes. In an effort to evaluate these two hypotheses and determine
the exact locus of the effects, a study was conducted by Goldinger, Pisoni, and Logan (in
review). Goldinger, et al manipulated talker condition, confusability of stimulus words,
and rate of presentation in a serial recall paradigm. Rate of presentation was manipulated
because it is believed to primarily effect rehearsal processes. The authors found that recall
of multiple-talker lists was much more effected by the rate of presentation than was recall of
single-talker lists and they, therefore, concluded that talker variability has an effect on both
perceptual encoding and later rehearsal processes.

In summary, studies with adults investigating multiple talker effects have found costs
associated with both initial perceptual processing and encoding of the signal into long-term
memory. These costs have been shown to effect identification, naming, and recall of stimuli.
Despite the fact that there are very few investigations into the effect of talker variability
except with adults, there is some recent evidence that a cost of processing is evident as early
as 2 months old.

Recent studies by Kuhl (1979, 1983) have shown that infants at six months of age who
have learned to distinguish a vowel contrast in one voice can successfully generalize to dif-
ferent voices. This does not result from an inability to distinguish voices however, because
newborns are capable of distinguishing their mothers voice from other voices. Based on
these findings, it appears that infants have at least some rudimentary talker normalization
processes. The next question is whether or not there are processing costs associated with
normalization that can be measured in newborns. A recent study by Jusczyk, Pisoni and
Mullenix (1989) attempted to address just these questions.

Using the high amplitude sucking (HAS) procedure, Jusczyk et al (1989) recently tested
two-month old infants' perception of several speech contrasts. The critical test in this ex-
periment was whether or not the infants would be able to detect a contrast between two
syllables while ignoring changes in the speakers' voice(s). Results showed that infants were
able to detect the change in all of the single talker conditions and in the multiple talker
conditions where only the syllable changed. However, in the multiple talker condition, talker
change group, where the talkers in the habituation phase and talkers in the test phases were
different, infants could not discriminate the syllables. It is also notable that infants in multi-
ple talker conditions took longer to habituate to the stimuli than infants in the single talker
conditions. So, while infants are capable of talker normalization in various conditions, there
appear to be processing costs for them as well as for adults.

Given this brief review of earlier findings, the motivation for the present experiment
should be clear. The present investigation was an initial attempt to bridge the gap between
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the earlier infant and adult studies. Given the findings that infants are capable of normal-
izing, albeit at an apparent expense, we wanted to explore the developmental trend in a
population just acquiring spoken language. More specifically, we wanted to investigate the
effect that talker variability would have on word identification in three, four and five-year
old children. In addition to using single and multiple talker conditions, we also included a.
third condition (single talker with varying amplitude) in order to assess the effects of another
type of variability that was perceptual') less complex than talker variability. We hoped that
comparison of the results from the amplitude varying condition with the results from the
other two conditions would shed more light on the nature of talker variability effects. In
particular, if the earlier differences are due to perceptual normalization for a talker's voice,
then the ampliitude varying condition should be similar to the single-talker condition. On
the other hand, if young children respond differentially to any stimulus differences then both
the amplitude varying and multiple-talker condition should be different from the control
condition.

In this experiment we had several expectations. The simplest and most obvious prediction
was an effect of age. We anticipated that older children would identify more words correctly
than younger children across all three stimulus conditions. A more qualified prediction had
to do with the effect of talker variability. Given that the pointing task was sensitive enough
to measure a difference, we predicted better performance for the single talker than multiple
talker lists with the varying amplitude condition falling somewhere in between. That the
task would be sensitive enough to assess these differences was not at all a given. In word
identification studies with adult listeners, the stimuli must be degraded with noise before
an effect of talker variability becomes apparent. Based on the expectation of lower levels
of performance with children in general, stimuli were presented in the clear, rather than
embedded in noise. We view the present investigation as a pilot study and as much a test
of the methodology as of the experimental hypotheses under consideration.

Method

Subjects. Forty-five children, 15 each at ages 3, 4 and 5, were recruited from the sur-
rounding community by an ad in the local newspaper to participate in this experiment. The
average for each age group was 3.69, 4.43 and 5.54 years. Five subjects at each age were
randomly assigned to one of three talker conditions (single, amplitude varying and multiple).
Each subject was run separately in a single session lasting approximately half an hour. Sub-
jects were paid for their participation. Two subjects who partially completed the experiment
received payment but were not included in the final analyses.

Stimulus materials. Three word lists (25 words each) from the Word Intelligibility by
Picture Identification (WIPI) test were used as stimuli for this experiment (Ross & Lerman,
1970). The WIPI is a test designed to assess speech discrimination abilities of young children.
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All words are monosyllabic and have an average familiarity of 6.957 (Nusbaub, Pisani &
Davis, 1984) and an average frequency of 99.45 (Kucera & Francis, 1967). In regular clinical
applications, the person administering the test reads the test words aloud in a live voice.
The child is shown a display of six pictures (a different display is used for each word) and is
instructed to identify the picture of the word they hear. For our purposes, it was necessary
to prerecord the lists of stimulus words on audio tapes and to play the tapes back to children
over headphones. The rest of the procedure remained the came.

Seven male and seven female adults served as talkers to produce the stimulus materials.
The 75 test words were presented randomly on a CRT screen in front of the talker who was
seated in a sound-attenuated booth (IAC model 401A). Utterances were recorded on audio-
tape using an Electro-Voice model D054 microphone and an Ampex AG-500 tape recorder.
The talkers were instructed to read the words aloud in a normal voice at a constant rate
of speech. The words were then converted to digital form using a 12-bit analog-to-digital
converter running at a 10-kHz sampling rate. The RMS amplitude levels of the words were
digitally equated and the test words were edited using a digitally controlled waveform editor
(Luce & Carrell, 1981). These operations resulted in a database of 75 words spoken by 14
talkers for a total of 1050 stimulus tokens.

The 1050 stimulus tokens were then presented to adult subjects to obtain identification
scores. Six subjects participated in two, one-hour sessions. In one session, subjects heard the
525 tokens spoken by males, and in OP? other session they heard the 525 spoken by females.
All stimuli were presented via headphones and subjects were instructed to record what word
they heard by typing their response into a computer keyboard in front of them. Results
were tallied and taken as a measure ,3f the intelligibility of each token. The male talker wi h
the highest identification score across all 75 tokens was chosen for use in the single-talker
condition. All tokens from this talker were identified correctly by at least 86% (or 6 out of
7) of the judges. Audio tapes were made using this voice for each of the three different lists,
For the varying amplitude condition, one third of the words from each list were randomly
chosen to remain at the original amplitude. One third of the words were increased 3dB, and
the remaining one-third were decreased 3 dB. The same male voice used in the single talker
condition was also used to construct tapes for each of the three lists in the varying amplitude
condition. The one male voice and two female voices with the lowest identification scores
were eliminated from the data base leaving five male and five female voices from which to
construct the multiple-talker tapes. Tokens were chosen at random with the requirement
that each stimulus was identified at least above 86% (or 6 out of 7) correct identification.
The number of words spoken by each of the 10 talkers was as equal as possible on each list
(five of the voices spoke two words each, the other five voices spoke three words each). Lists
were also balanced for gender of the speaker.

Design & Procedure. Testing occurred in a single session lasting approximately half an
hour. All children were tested individually by the same experimenter in a small, well-lit
room. All subjects were given a pure-tone screening test (at frequencies of 500, 1000, 2000,
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and 4000) prior to participation in the experiment to ensure that they had no major hearing
problems. No children were r:_.jected as a_ result of the pure-tone screening test. During the
experiment, the child sat across from the experimenter either in the parent's lap or in a
chair next to the parent. Parent! were asked not to assist or coach the child in any way
throughout the course of the experiment. Children were told that they were going to play a
game with the experimenter where they could win a sticker. They were instructed to listen
to the words presented over the earphones and point to the pictures of what they heard. A
practice trial was completed to ensure that the child understood the instructions and could
carry out the task.

In the practice trial, the child was shown a sample page with six pictures. The experi-
menter asked "What would you point to if you heard the word tx'?" with 'x' being one of the
6 pictures (i.e.,Lcat'). This procedure was repeated one or two more times to ensure that the
child understood the nature of the task. None of the children had any difficulty understand-
ing the experimental procedures. The exveriment then began with stimulus words presented
to the subject through TDII-39 headphones using a I.Ther 4000 Report-L tape recorder. The
experimenter would say "show me this," or some analogous prompt, play a test word, then
stop the tape recorder until the subject responded. Responses were recorded by the experi-
menter on a response sheet. The experiment continued in this fashion until the 25 words on
the list were completed. Once or twice per list the experimenter would remind the child of
the instructions. After the list was completed, the child got to choose a 'prize' sticker.

Results & Discussion

All analyses were carried out on arcsine transformations of the percent correct scores.
Because the initial analyses indicated no effect of subject gender, the data were combined
and will be presented as group means summed across males and females. Performance was
extremely high at all ages. The overall mean was 20.79 or 83% of the words correct. Figure
1 shows the overall data for each of the three talker conditions.

Insert Figure 1 about here

Data were analysed in an ANOVA using the factors of age and talker condition. There
were three age levels and three levels of talker condition: single-talker, varying-amplitude
and multiple-talker. The ANOVA revealed a main effect of age [F(1,2)=7.40, p.002) and a
marginally significant interaction between age and talker condition [F(1,4)=2.35, p.071. As
shown in Figure 2, accuracy increased with age as expected. Five-year olds did better than
four-year olds who performed better than three-year olds. The overall mean percentages of
of correct responses were 85.67, 84.53, and 72.53, respectively.
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Figure 1. Average percent of words correct as a function of talker condition. Data is
shown collapsed across ages.
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Insert Figure 2 about here

When we further partition the data, it is easy to see the source of the interaction be-
tween age and talker condition. The relevant breakdown is shown in Table 1 and Figure 3.
The three-year olds did well in the single-talker condition but much worse in the varying-
amplitude and multiple-talker conditions. Four and Five-year olds did consistently well in
all three talker conditions.

Insert Table 1 and Figure 3 about here

In an effort to further investigate the interaction, the data for each age group was ana-
lyzed separately. Analysis of variance on the three year olds revealed a main effect of talker
condition [F(1,2)=7.37, p<.0081. Analysis of variance showed no significant effects for four or
five-year olds. The significant results within the three-year old group appear to account for
the marginal interaction across ages. Post. hoc Tukey's HSD analyses were conducted on the
three-year olds' data to compare the results from the three talker conditions. These analyses
showed that the single-talker condition differed significantly (p< .05) from the varying am-
plitude and multiple-talker conditions. The latter two conditions did not differ. From this
result we can conclude that the single-talker list is easier than the varying-amplitude and
multiple-talker lists for three year olds. We believe that large ceiling effects have resulted
in no differences for the four and five year olds. A more difficult task that would result in
lower performance is probably needed to elicit any differences that may be measurable for
the older children.

Further analysis of the data remains to be conducted. It is possible that an item analysis
would shed more light on some of the findings. For instance, if it were true that children
missed more in the varying-amplitude list due to the one third of the words that were lower
in amplitude, then we would have ar: explanation for the poor performance in that condition.

In summary, the results of the present study further emphasize that the right task is
critical for measuring the effects of talker variability in young children. While the data
from the three-year olds show significant differences between conditions, we believe ceiling
effects in the four and five-year olds' data prevent the possibility of observing any significant
differences in those -groups. Several next steps are possible, many of them being the same
steps often taken in studies with adults. First, noise could be added to the tapes in order
to make the task more difficult. Second, we could add a time limit in order to pressure the
children to respond quickly and decrease ceiling effects. This manipulation would probably
be difficult or impossible with children this young. Third, instead or imposing a time limit,
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Figure 2. Average percent of words correct as a function of age. Data is shown collapsed
across talker condition.
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Table I

Mean percent correct by age and talker condition.

Age (yrs) Talker condition

Single Variable Multiple

Three 82.4 68.0 67.2

Four 81.6 91.2 80.8

Five 86.4 84.0 87.2

*N=5 for all cells.
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Figure 3. Average percent of words correct shown as a function of age and talker condi-
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a more feasible option is to measure reaction times in a naming task and look for differences
there. A fourth possibility is to move down to two-year olds whose level of function should
be less than the older children, thereby avoiding the possibilty of ceiling effects. This is the
option we are currently pursuing in our next study.
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Abstract

The work presented here examined the effects of cognitive workload on speech pro-
duction. Cognitive workload was manipulated by having subjects perform a visual
compensatory tracking task while they were speaking test sentences. Sentences pro-
duced in this workload condition were compared with control sentences which were
produced in a no workload condition. Subjects produced utterances in the workload
condition with increased amplitude, increased =phi tide variability, decreased spec.
tral tilt, increased FO variability, and increased speaking rate. These changes involve
both laryngeal and sublaryngeal structures and changes in articulatory timing. There
was no evidence of vowel reduction or other changes in subjects' abilities to acheive
supralaryngeal articulatory targets.
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Effects of Cognitive Workload
on Speech Production: Acoustic Analyses

Attentional and cognitive demands placed upon pilots, flight controllers, and others in-
volved in information-intensive jobs may influence the acoustic characteristics of their speech
in demanding situations. Very little research has explored whether consistent changes can
be identified in the characteristics of utterances produced in demanding or "high-workload"
environments. This type of research could have several important applications. First, if
speech characteristics could be identified wW.ch correlate with the level of workload an oper-
ator is experiencing, this information could be used in training and selecting operators or in
testing environments for their human-factors acceptability. This information could also be
important in the design of speech-recognition devices which may operate in high-workload
settings. These d.tvices must be able to tolerate changes in acoustic characteristics that oc-
cur as a result of variability in workload. The present study was aimed at exploring whether
consistent changes in speech could be identified which were the result of changes in the
attentional and cognitive demands o: the environment.

Previous research involving workload tasks have generally assumed that workload in-
creases are associated with increased psychological stress (e.g., Hecker, Stevens, von Bismark
and Williams, 1968; Tolkmitt and Scherer, 1986). Therefore, the results of these studies have
often been equated with studies in which stress is manipulated through exposure to aversive
stimulation, instructions requiring subjects to lie to the experimenter (or an accomplice)
or other means of increasing emotional stress (Scherer, 1979). In addition, the majority of
previous studies concerned with these issues have focused on fundamental frequency (FO)
chara:teristics as an indicator of workload or stress (see, for example, Williams and Stevens,
1969; Kuroda, Fujiwara, Okamura and Utsuki, 1976; Tolkmitt and Scherer, 1986). Few
studies have examined a larger arra:, of acoustic characteristics in an effort to produce a
more complete description of the effects of increased workload on the speech signal (but see
Hansen, 1988). The present study examined how changes in cognitive workload affect various
acoustic characteristics of the speech signal and whether changes that can be associated with
increased workload are similar to changes that have previously been ascribed to increased
emotional stress.

In the present study, :ognitive workload was manipulated by requiring speakers to per-
form an attention-demanding secondary task while speaking. The task chosen was a com-
pensatory tracking task which was first descriLed in Jex, Mc Dor nell and Phatak (1966). The
tracking task will be referred to as the "JEX" task hereafter. The task involved manipulating
a joystick in order to keep a pointer centered between two boundaries on a computer screen
(see Figure 1). ri.he program deflected the pointer away from the center position and the
subject was required to continuously compensate for the movement of the pointer by ma-
nipulating the joystick in order to keep it from crashing into one of the boundaries. Phrases
which the subjects were required to produce were visually presented on the cow_ titer screen
while the subjects continued to perform the JEX task.
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Insert Figure 1 at-out. here

Method

Subjects. Five male native English speakers were recruited as subjects. Three subjects
(ME, TG, and EG) were psychology graduates student who were paid for their participation.
Two subjects (MC and SL) were members of the laboratory and participated as part of their
routine duties. All speakers were naive to the purpose of the study. None of the speakers
reported a hearing or speech problem at the time of testing.

Procedure. Subjects were run individually in a single-walled sound-attenuated booth (IAC
Model 401A). The subject was seated comfortably facing a video screen which contained the
JEX task display and (during sessions in which speech was collected) the phrases to be
produced. The subject wore a headset fitted with an Electrovoice condenser microphone
(Model 0090) which was attached to the headset with an adjustable boom. Once adjusted,
the microphone remained at a fixed distance of 4 inches from the subject's lips throughout
the experiment. Subjects wore the headset during training sessions on the JEX task and
during the experimental sessions in which utterances were collected.

Subjects were trained on the JEX task alone for several days. When a subject was able
to consistently perform the task at a fairly high level of difficulty, the actual experiment was
conducted. During the experiment, subjects simultaneously performed the JEX task and
produced phrases presented on the video screen. Test phrases consisted of /h/-vowel-/d/
utterances in the sentence frame: "Say hVd again". The English vowels, ii,c,a,Ee,0,,o,u,n,
oG),e/ appeared in the hVd context. During the actual experiment, JEX task difficulty was
set to 80% of the level attained by the subject during training. Test phrases were only
presented while the subject was performing the JEX task at this level of difficulty.

For each subject, utterances were collected in two experimental sessions. Each session
consisted of 4 blocks of 20 trials with each of the 10 phrases presented twice within each
block. Blocks of trials alternated between "JEX" and "control" blocks. During JEX blocks,
subjects performed the JEX task while producing the test phrases; during control blocks,
subjects produced the test utterances without performing any simultaneous task. For each
subject, a total of 8 tokens of each phrase were produced in each condition

I For subject EC, we report data from experimental session 2 only. The level of SEX task difficulty (80% of
the level attained during training) used in experimental session I was apparently too low for this subject. He
performed the task without any crashes for the entire session and did not appear to be under any workload.
SEX task difficulty was increased in session 2. With this increase in difficulty, performance on the JEX task
was similar to the performance of the ocher subjects. The exclusion of session I data for EG left 4 tokens of
each utterance available from etch condition.
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Figure I. Illustration of the JEX compensatory tracking procedure. The subjects' task
is to keep the moving pointer located at the bottom of the display from crashing into the
sides of the display. During speech-collection intervals, bentences were presented in the top
portion of the display as shown.
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Speech Signal Processing. Test utterances were analyzed using digital signal processing
techniques. Utterances were sampled and digitized on-line by a VAX 11/750 computer
during the experimental sessions. Utterances were first low-pass filtered at 4.8 kHz and then
sampled at a rate of 10 kHz using a 16 bit A/D converter (Digital Sound Corporation Model
2000). Each utterance was sampled into a separate waveform file.

Linear predictive coding (LPC) analysis was performed on each waveform file. LPC
coefficients were calculated every 12.8 ms using the autocorrelation method with a 25.6 ms
Hamming window. Fourteen linear prediction coefficients were used in the LPC analyses.
The LPC coefficients were then used to calculate the short-term spectrum and overall power
level of each analysis frame (window). Formant frequencies, bandwidths, and amplitudes
were also calculated for each frame from the LPC coefficients. In addition, a pitch extraction
algorithm was employed to determine if a given frame was voiced or voiceless and, for voiced
frames, to estimate the fundamental frequency (F0).

Total duration for each phrase was determined by visual inspection and measurement
from a CRT display which simultaneously presented the waveform along with time-aligned,
frame-by-frame plots of amplitude, FO (for voiced frames), and formant parameters. Cursor
controls were used to locate the onset and offset of each utterance. The onset and offset of the
/h/ frication, vowel, and /d/ closure segments from the hVd portion of each utterance were
also identified and labelled. Following identification of utterance and segment boundaries,
a program stored durational and RMS energy information for each utterance and segment.
Fundamental frequency and formant frequency information were also stored for the phrase
and for the vowel of the hVd portion of the phrase.

Results and Discussion

The influence of cognitive workload on various acoustic characteristics of the test utter-
ances is described below. In each cases an analysis of variance was used to determine whether
workload had a significant effect on a given acoustic measure. Separate analyses were carried
out for each speaker. The analyses used phrase and workload condition (JEX or control)
as independent variables and a p value of .05 as the critical value in all tests of statistical
significance. The presentation of results will focus on the effect of workload on the various
acoustic measures. The phrase variable will be discuss( d only in cases where a significant
phrase X workload interaction was observed.

Amplitude. The upper panel of Figure 2 shows amplitudes averaged across entire phrases
for utterances from the JEX and control conditions. The data are plotted separately by
speaker. The lower panel of the figure shows amplitudes at the segmental level. Amplitudes
of the /h/ frication, vowel, and /d/ closure portion of eaz.h hVd utterance are shown for
each workload condition. An asterisk above a pair of bars indicates a significant difference
between values in the JEX and control conditions for a particular speaker.
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Insert Figure 2 about here

As the figure shows, there was a tendency for amplitude to increase in the JEX condition.
The pattern is very consistent for speakers SL, ME, and TG who showed significantly higher
amplitudes in the JEX condition for the entire phrase and for the separate /h/, vowel,
and /d/ closure segments. Speaker MC showed significantly higher amplitudes in the JEX
condition for the vowel and /d/ closure segments. Speaker EG did not show as clear a
pattern of amplitude increases under workload as the other speakers. For this speaker,
/h/ frication amplitude was significantly higher in the control condition than in the JEX
condition. However, this significant main effect was mediated by a significant phrase X
workload condition interaction. For EG, /h/ frication amplitude was higher in the control
condition in 7 of the 10 vowel contexts. Of all of the analyses reported in this study, this
was the only case of a significant phrase X workload interaction.

Amplitude variability (across utterances). Along with an increase in mean amplitude,
amplitude variability from one utterance to the next also tended to increase in the workload
condition. Figure 3 shows standard deviations of phrase amplitude across utterances for each
condition. For the entire phrase, four of the five subjects showed an increase in amplitude
variability in the JEX condition. For three of these subjects, the increase in variability
was statistically significant. One subject showed the opposite pattern with significantly less
amplitude variability in the JEX condition. As the lower panel of the figure shows, the
pattern just described for the P*:re phrase was also true for amplitude variability of vowels
and /d/ closure segments in the h-vowel-d context. In each case, four of the five subjects
showed greater amplitude variability when performing the workload task. The effect was
statistically significant for three of these four speakers in the case of vowels but was only
signficant for one speaker in the case of id/ closure.

Insert Figure 3 about here

Spectral tilt. Amplitude increases are often correlated with ..nanges in "spectral tilt".
That is, high amplitude utterances generally show flatter spectra with relatively more high
frequency energy than is seen in low amplitude utterances. We examined the long-term
spectra of the hVd vowels in each condition to determine if the amplitude increases seen in
the JEX task were correlated with decreased spectral tilt. Figure 4 shows the difference in
energy between JEX-condition and control-condition vowels across 40-Hz linear frequency
bands.
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MC St ME TO ED - MC St ME TO E0 - MC St ME TO HO

/hi vowel hi/ closure

Segmental Amplitudes

Figure 2. Phrase amplitude (upper panne!) and segmental amplitudes for "Say hVd
again" utterances produced in JEX and control conditions. The * symbol appears between
mean values that are significantly different. Values are collapsed across utterances and
presented separately for each speaker.
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Figure 3. Between-utterance standard deviations for phrase amplitudes (upper panel)
and a egmental amplitudes. The * symbol appears between mean values that are significantly
different. Values are collapsed across utterances and presented separately for each speaker.
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Insert Figure 4 about here

A positive slope in these figures indicates that the difference in energy between JEX-
condition and control-condition vowels is increasing with frequency. This is the pattern seen
for speakers MC, SL, ME, and EG. Thus, as in the amplitude data, four of the five subjects
show a consistent pattern. However, the four subjects who showed changes in spectral tilt
across conditions are not the same four who showed amplitude differences. Subject EG,
the subject who did not show significant amplitude differences across workload conditions,
shows one of the clearest cases of changes in spectral tilt. Overall, the data suggest that the
workload task produces effects on spectral tilt that are not always correlated with changes
in overall amplitude.

Hansen (1988) has provided further evidence that decreases in spectral tilt under workload
are not necessarily linked to amplitude increases. For the both the JEX task and the dual
task examined by Hansen, spectral tilt decreased under workload without any amplitude
increase.

Fundamental frequency. We also analyzed fundamental frequency for each phrase and
for the hVd vowel segments in each condition. Figure 5 shows mean FO values for the phrase
and hVd vowels in each condition for each talker. Two speakers (MC and SI,) showed a
significant increase in FO for the entire phrase and for the hVd vowel when performing the
JEX task. The pattern of FO increase under workload was not replicated for either the
phrase or hVd vowel in the other three subjects' data.

Insert Figure 5 about here

The absence of a consistent effect of workload on mean FO values was also reported by
Hansen (1988). Hansen examined speech produced while performing the JEX task and a
"dual task" requiring the simultaneous performance of two tracking tasks while speaking.
Neither of these workload tasks had any consistent effect on mean FO. Conversely, previous
research examining the effects of emotional stress on speech have generally reported increases
in mean FO accompanying increased stress (Williams and Stevens, 1969; Kuroda et al., 1976;
Streeter, MacDonald, Apple, Krause and Galotti, 1983).

Fundamental frequency variability (within utterances). A different characteristic of the
FO data does, however, show a fairly consistent pattern across workload conditions. Figure
6 shows the standard deviations of the frame-by-frame FO values for each phrase and for
each hVd vowel in each condition. As the figure shows, three subjects showed a significant
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Figure 4. Mean difference in energy between utterances produced in the JEX and control
conditions across frequency bands. Values are collapsed across utterances and presented
separately for each speaker. For clarity of presentation, the traces for speakers EG, ME, MC
and SL have been elevated by 2.5, 5, 7.5 and 10 dB respectively.



Fundamental Frequency

MC SL ME TO EG - MC SL ME TO EG
Phrase h Vd vowel

Figure 5. Mean fundamental frequency values for utterances produced in JEX and control
conditiokis. The * symbol appears between mean values that are significantly different.
Values are collapsed across utterances and presented separately for each speaker.
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reduction in FO variability when performing the JEX task. A fourth subject showed the
same general pattern, although the difference was not significant. The pattern is not seen
in the vowel data. Given that FO variability decreases for the entire phrase but not the
vowel, the pattern is more likely due to a flattening of the overall FO contour rather than a
decrease in period-to-period FO variability or "vocal jitter." In other words, the whole phrase
is apparently produced using a monotone pitch when the subject is under workload.

Insert Figure 6 about here

The decrease in FO variability under workload is interesting in light of previous research
examining the performance of the Psychological Stress Evaluator (P5E), a commercially-
available "vocal lie detector". The PSE responds to an 8-14 Hz frequency modulation (FM)
in the vocal signal. Brenner, Branscomb and Schwarz (1979) report that this frequency
modulation is decreased when sufjects are required to perform a speeded arithmetic task.
This type of decrease in FO modulation could produce the decrease in FO variability reporteci
above although it should be observed for individual vowels even more readily than for entire
phrases.

Duration. Figure 7 shows the effect of cognitive workload on phrase durations and
segmental durations. Four of the five speakers showed significantly shorter overall phrase
durations while performing the JEX task. One speaker showed the opposite pattern with
longer phrase durations while under workload. This speaker showed the smallest change
in phrase duration across conditions. Segmental durations also tended to be reduced while
performing the JEX task. The four speakers who showed shorter phrase durations in the
JEX condition also tended to show shorter /h/ frice.tion durations and shorter /d/ closure
durations. Vowel duration (in hVd words) was less consistently affected by the workload
condition. The durational shortening observed for the entire phrase, the /h/ frication, and
the /d/ closure, replicate results mentioned briefly in Hecker e:. al. (1968).

Insert Figure 7 about here

Given that the vowel in the hVd contexts was the only part of the phrase containing "new"
information from trial-to-trial, speakers may have treated the production of this vowel as
more important than the production of surrounding context. This may explain why vowel
duration was not consistently reduced in the JEX condition while other segmental durations
were reduced in the remainder of the utterance.
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Figure 6. Mean within-utterance FO stande:4 deviations for utterances produced in JEX
and control conditions. The * symbol appears between mean values that are significantly
different. Values are collapsed across utterances and presented separately for each speaker.
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Figure 7. Mean phrase duration (upper pannel) and mean segmental duration values for
utterances produced in JEX and control conditions. The * symbol appears between mean
values that are significantly different. Values are collapsed across utterances and presented
separately for each speaker.
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Goldman-Eisler (1968) reports data on speech pauses and spontaneity that may be re-
lated the present findings. Her data suggest that hesitations decrease and fluency increases
as subjects repeat a given passage. This may explain why subjects increase their speech
rate (i.e., decreased durations) for the part of the phrase which they continued to repeat.
Presumably this decrease in duration would allow more time to be allocated to the workload
task. On the other hand, the identity of the hVd vowel changed from trial-to-trial so that
this increase in fluency/rate did not occur for this portion of the phrase.

Formant frequencies. Workload did not have a clear influence on the frequencies or
band xidths of the first three formants for any of the five speakers. Thus, it appears that
workload had a greater influence on sub-laryngeal and laryngeal (source-related) functions
and speech timing than it did on the supralaryngeal control of speech.

Summary and Conclusions

Very little previous research has attempted to identify consistent changes that occur in
the acoustic-phonetic properties of speech pladuced in severe environments. Research in this
area may have important implications for human-to-human and human-to-machine speech
communication in demanding environments such as cockpits and air traffic control towers.

The present results show that increased cognitive workload produces a number of effects
on the acoustic-phonetic properties of speech. Utterances produced under cognitive workload
show higher amplitudes and greater amplitude variability between utterances. Spectral tilt
was reduced for vowels produced under workload and this change in tilt was not always
correlated with a change in amplitude. FO variability within an utterance was reduced under
workload, suggesting that these utterances were produced with a flatter and nerhaps less
expressive FO contour. Overall phrase durations and segmental durations were also reduced
under workload, suggesting an overall increase in speaking rate as workload increased.

The patterns reported here are tendencies that emerged across a small number of subjects.
Some differences were not always present for each subject. We believe that these patterns
may be more consistent in an actual "high workload" environment than could be seen in this
investigation in which performing 1.0arly on the workload task had only minor consequences
(compare, for example, Williams & Stevens, 1968, analysis of F characteristics in tape-
recordings of actual conversations between pilots and flight controllers versus Hecker et al.'s
(1969) analysis of FO in a laboratory task designed to increase workload). Of the five speakers
examined here, subject MC performed the JEX task at the highest level of difficulty and
may have been the most highly motivated of the five subjects. It is interesting to note that,
in general, MC showed the most consistent effects of workload on the acoustic-phonetic
properties of speech.

The absence of any effect of workload on formant frequencies in combination with the
other findings suggests that the main effect of workload occured at or below the level of the
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larynx. The changes in amplitude, FO characteristics, and spectral tilt that we found in this
study may be related to change! the shape and variability of the glottal waveform (Hecker
et al, 1968). We are currently analyzing our data further to determine the extent to which
the various acoustic changes described above can be ascribed to this one source.

In summary, the resulis of this study demonstrate a number of reliable changes in the
acoustic-phonetic properties of speech produced under increased cognitive workload. The
findings add to a growing body of literature showing that talkers will consistently modify their
speech in response to both physical and mental changes in their immediate environments.
These results have important implications for the use of speech recognition devices in severe
environment k;
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Abstract

This report describes the expansion and development of the computer facilities and
software in the Speech Research Laboratory for the period from 1985 through 1989.
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Current Computer Facilities in the Speech Research Laborator,r

Throughout the history of the Speech Research Laboratory at Indiana University, there
has been a major commitment of resouces for the development of a facility capable of sup-
porting virtually every aspect of speech research. In a. continuing effort to provide researchers
with the state-of-the-art acoustic-phonetic analysis and synthesis tools, we have expanded
the computer facilities from the previous central computer and terminal environment to one
using several networked graphics workstations. As described in our most recent instrumen-
tation review (Forshee, 1984), the laboratory facilities consisted of a VAX 11/750 with a
DSC 200 analog interface system for signal processing and general purpose computing, a
Symbolics Lisp machine for symbolic computing, and three PDP 11/34 systems for online
experimental control and data collection.

Three areas of expansion of computing resources and connectivity were completed this
year. The first was the acquisition of several VAX workstations. Two desktop color VAXs-
tation 3100s, and a VAXIab 3500 operating under VMS were installed to serve as dedicated
speech processing and stimulus preparation workstations. The DSC 200 analog interface
system was transferred from the VAX 11/750 to the VAXIab 3500 to serve the VAXstation
3100s.

The second area of expansion was to the laboratory networking system. This included
an expansion of Ethernet to include the two VAXstations and the VAXIab, two IBM PC
compatibles and two Apple Macintosh Hs. Laboratory connectivity to the campus Ethernet
has been made by the addition of two terminal servers and an Ethernet bridge. The campus
system additionally provides a link to Internet and BITNET.

The third expansion was in the area of manuscript preparation. We acquired two MAC-
Ils with Ethernet interfaces, an Apple Laserwriter, and upgraded two IBM clones to AT
compatibility. We are also planning to connect the PDP 11/34 systems to the network
in the near future. The VAX 11/750 now provides personal accounts for wordprocessing.
EMAIL, and statistical analyses, as well as LEXICON accounts for computational analyses
(Luce, 1986).

The following sections prege.nt brief details of these hardware systems and our software
development efforts. Additional information on specific software packages may be available
in the form of unpublished documentation.

The Hardware

VAX Hardware. The microVAX expansion centered around a VAXIab 3500 system. This
system was configured with a 19" color monitor, 16 Mbyte of memory, an Ethernet port,
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a SCSI port, a mouse, a TK7O cartridge tape drive, and a CDC 9720 850Mbyte hard disk
with a QD34 controller. This VAXIab serves as the hub of a VAX cluster including two
VAXstation 3100 workstations. These computers were each configured with a 104Mbyte
hard disk, a 19" color monitor, 16 Mbyte memory, an Ethernet port, a SCSI port, and a
mouse. The VAXstations will be upgraded with additional 330 Mbyte hard disks during the
first quarter of 1990. The three computers were configured in a DEC LAVC (Local Area
VAX Cluster), with the VAXIab serving as the boot node, and the VAXstations as satellite
nodes. In addition to the new VAX workstations, the VAX 11/750 was upgraded with a
DEC TU81-plus High Density Magnetic tape drive (9 track, 6250 bpi). This unit provides
an efficient mass-storage backup capability for all systems on the local DECnet.

DSC 200 Analog I/O System. The transfer of the DSC 200 system from the VAX 11/750
required the installation of a QBUS-to-Unibus converter on the VAXIab 3500. The DSC
200 analog interface system was located with the VAXIab adjacent to an IAC booth for
recording and execution of single-subject experiments. In addition to the transfer to the
VAXIab, the DSC 200 system was upgraded with filters for 16 kHz sampling rates to provide
compatibility with other laboratories and public speech databases using this format. The
subject interface in the IAC booth consists of a terminal and headphones with attached
microphone. The VAX 3100 workstations located in other rooms utilize the DSC 200 device
on the VAX 3500 via remote DSC 240 analog interface units. In addition to the computer
upgrades, new analog audio acquisitions include a NAD stereo cassette deck model 6155 and
a Nakamichi DMP-100 Digital Mastering Processor with a Sony SLD-420 BETA recorder.
These units are interfaced with the DSC 200 system and provide media compatibility as
well as high quality audio archiving. For the measurement of the glottal function, a special
microphone apparatus (Sondhi, 1975) was constructed and installed for use with the DSC
200 in the VAXIab IAC booth.

DECnet Expansion. The availability of connectivity is central to the implementation of
a multiple workstation environment. In addition to local networking, we made provisions
for connections to the campus network and via that system of connections to the national
INTERNET. Our local laboratory network connects to the Psychology building baseband
Ethernet via a DEC LAN Bridge 100. From there, a DEC DELNI interconnect distributes
the thickwire Ethernet to the VAX 11/750, the Symbolics, the two DEC terminal servers, and
to a DEC DEMPR thinwire Ethernet repeater. The thinwire Ethernet serves the VAXIab,
the two VAXstations, the PDP I 1/34s. the IBM PC/AT compatibles, and the MAC Its.
Ethernet interface cards were installed on the IBM PC/AT compatibles and the the MAC
Its to provide thinwire connectivity.

In order to provide greater flexibility for terminals on the network, we installed two
DECserver terminal servers, providing a total of sixteen terminal lines. The DECservers
allow users to log simultaneously into multiple computers on the local or campus networks.
Benefits cf the terminal servers include reduced overhead on the VAX 11/750 and higher
speed throughput to terminals. For offnet communications, two 2400 baud modems were
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installed on a DECserver.

Mini/Micro Computers. For manuscript preparation, two Apple MAC-II personal com-
puters, in conjunction with an Apple Laserwriter and Laserwriter Nt (Postscript) board
were installed for word-processing and graphics. A. mentioned above, these computers are
connected to the laboratory Ethernet and are supported by both DECnet and TCP/IP
software.

To provide file transfer compatibility, all three PDP-11/34 minicomputers and the VAX
11/780 now have Kennedy Inc. magnetic tape drives. We have 9300 series (9 track, 125ips)
and 9100 series (9track, 75ips) drives. Other upgrades to these mincomputers consisted of
replacing the previous obsolete hard drives with CDC 9720 368Mbyte hard disks and Emu lex
UD33 disk controllers. The additional mass storage capability greatly facilitates scheduling of
behavioral experiments and setup efficiency by permitting several digital stimulus databases
to reside online simultaneously.

The Software

VAXstation Software (External). To provide a broad spectrum of connectivity, TCP /IP
was installed on the VAX computers. In addition to local file transfers, TCP/IP provides
access to computing resources at remote laboratories via TELNET on INTERNET. The
VAX workstation complement of system software includes VWS, DECWindows, FORTRAN
compiler, C compiler, and LAVC software under VMS.

Extending our utilization of Signal Technology's ILS signal processing environment, the
VAX 11/750 license was transferred to the VAXIab and the package upgraded to ILS version
6.1. This version offers an improved spectrographic display and a more intuitive windowed
environment. For the creation of experimental stimuli, a recent version of the Klatt software
synthesizer was installed on the VAXIab. Following our philosophy of maintaining com-
patibility with systems in various other speech laboratories, we also installed the SPEED
software designed by Phil Rubin of Haskins Laboratories. This program provides waveform
editing and speech analysis in a flexible windowed environment on the DEC VAXIabs and is
now used by several speechlaboratories.

VAXstation Software (In-house). In order to take full advantage of the new hardware ca-
pabilities, we began the process of updating and porting our various software packages from
the previous graphics terminal and minicomputer environment to the VAXcluster worksta-
tion environment. Among the programs ported from the PDP 11/34 RT-11 environment
were WAVMOD (Bernacki, 1981) and a new version of WAVES (Luce and Carrell, 1981)
now renamed KiWE (Keypad Waveform Editor).

While ILS provides a broad range of analysis capabilities, the early versions were rather
awkward for large scale acoustic-phonetic analysis. To provide a more user-friendly and
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custom-tailored environment, we created a program called SRD (Speech Read). This ILS
compatible program provides an integrated display, query, and measurement environment for
time and spectral domain data as well as phonetic labeling. Within the program, users can
mark acoustic-phonetic events of interest in the signal. Marked segments or single frame data
can then be labeled with any of a variety of phonetic systems. Optionally, the labeled acoustic
data can be recorded to a parameter file. A non-interactive version of SRD, SPP (Speech
Post-Processor), utilizes previously segmented SRD files to apply new analysis measures
post-hoc to the speech waveforms. A companion program, TSA (Talker Specific Analysis),
permits convenient statistics and histograms for the "fine-tuning" of the analysis programs.
The application of TSA ensures optimal speech analysis information for use in SRD. Another
companion program, SDP (Speech Data Processor), combines parameter files for all tokens
across conditions and words and formats the data for statistical analyses using bMDP. The
SRD program has become a mainstay of acoustic-phonetic analysis in the laboratory.

The first version of SRD was implemented on the VAX 11/750 and a Tektronix 4027
compatible graphics terminal. The displays were fixed on the screen and limited to waveform,
enhanced pseudo-spectrogram, fundamental frequency, energy, cross-section spectrum, and
a vowel-space plot. SRD was transferred to the VAXlab and expanded to take advantage of
the DEC VWS operating system. This new version, WSRD, permits the segmenting task
to be performed at a quicker pace, due to increased computation speed and improved user
interface. WSRD displays are presented in windows which may be re-sized, positioned and
shaded according to user preferences. The entire layout of the display can be custom tailored.
With the availability of greater monitoi resolution, more displays are available at one time,
and the editing process becomes much more precise. The program provides mouse control
and menu driven commands.

The SAP (Speech Acquisition Program) developed by Dedina (1987) was transferred to
the VAXIab for the online sampling of speech. Digitizing may be performed under benign
conditions or during experimental manipulations of the speaking environment. SAP provides
visual cues on a terminal while digitizing an utterance into a file. This process is carried
out via a control/configuration file. Hundreds of utterances may be collected automatically
during one run of the program. Ongoing software developm .!nt of SAP provides improved
stimulus presentation and user interface.

An expanded version of the SAP software also has been developed. This program, called
IOSAP, provides for auditory stimulus presentation from digitized files while simultaneously
digitizing utterances of a talker in an on-line experiment. This will enable us to implement an
on-line NAMING paradigm, in which a subject responds vocally to an auditory signal. The
start of the digitized recording is time-aligned to the digitized audio output. This permits
reaction-time measures to be made from the utterance:. to within one millisecond accuracy.

A special utility program, RTSTM, for transferring files between RT-11 and VMS via
magnetic tape was written in response to the difficulties in applying DEC utility software to
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this task. RTSTM provides for wildcard file specification and file count for transfer control.
In addition, the software preserves RT-11 file names during transfer to VMS.

Due to the complexity and variety of systems and software tools available to researchers in
our laboratory, we developed a. help utility called SRLHELP. This utility provides convenient
access to information on all Speech Research Laboratory resources. It covers basic procedures
such as backups, file transfering, and use of software packages, as well as more advanced
procedures. It is implemented as a menu driven package with a versatile text editor style
of search and browse. The utility is implemented as a program operating on various text
databases, thus providing for rapid updates. The system has been very successful in providing
a wide range of information while eliminating hardcopy documentation.

Manuscript Preparation. The Apple MAC-II personal computers, in conjunction with
a Laserwriter, are now utilized for word-processing in Postscript. Data may be transferred
from the VAX computers to the MAC-Ils via DECnet and Alisa System's TSSnet software.
Data may then be formatted and plotted with packages such as Excel and Cricket Graph.
Hardcopy of plots may then be obtained from the Laserwriter on either paper or overhead
transparencies. The PC/AT workstations provide media transfer compatibility as well as
supporting word processing, the Microsoft CHART plotting package, and the Lotus 1-2-3
package for spreadsheet analysis.

Symbolics Software. Software upgrades for the SYMBOLICS Lisp machine have been
installed for versions of the MIT programs ALEXIS, SPIRE, and SEARCH, providing an
integrated environment for lexical searching, speech segmentation, and acoustic analysis. To
support ALEXIS, we converted our SCRL dictionary from a VMS format to one suitable
for the SYMBOLICS (Luce, 1986). For waveform transfer from the VMS environment, we
created a file conversion program to provide SPIRE with access to ILS speech files residing
on the VAX computers. The file transfer takes place over the network via DECnet DNA 6.0
software.

Summary

In summary, as the research demands have changed aver the years. we have had to
develop new and more sophisticated software and hardware systems to meet the needs of
the researchers in our laboratory. Changes in the computer resources have been continuous
in an environment like ours at Indiana where new, ideas and techniques are constantly being
generated to solve a variety of problems in speech perception, analysis, synthesis, and spoken
word recognition.
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