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This is the fifteenth annual report summarizing the research activities on speech per-
ception, analysis, synthesis, and recognition carried out in the Speech Research Laboratory,
Department of Psychology, Indiana University in Bloomington. As with previous reports,
our main goal has been to summarize various research activities over the past vear and make
them readily available to granting agencies, sponsors ind interested colleagues in the field.
Some of the papers contained in this report are extended manuscripts that have been pre-
pared for formal publication as journal articles or book chapters. Other papers are simply
short reports of research presented at professional meetings during the past year or brief
summaries of “on-going” research projects in the laboratory. From time to time, we also
have included new information on instrumentation and software support when we think this
information would be of interest or help to others. We have found the sharing of this infor-
mation to be very useful in facilitating our own research.

We are distributing reports of our research activities because of the ever increasing lag
in journal publications and the resulting delay in the dissemination of new information and
research findings in the field of speech processing. We are, of course, very interested in
following ine work of other colleagues who are carrying out research on speech perception,
production, analysis, synthesis, and recognition and, therefore, we would be grateful if you
would send us copies of your own recent reprints, preprints and progress reports as they
become available so that we can keep up with your latest findings. Please address all corre-
spondence to:

Professor David B. Pisoni

Speech Research Laboratory

Department of Psychology

Indiana University

Bloomington, Indiana 47405

USA

(812) 855-1155, 855-1768

E-mail (BITNET) "PISONI@IUBACS”

E-mail (INTERNET) "PISONI@UCS.INDIANA.EDU”

Copies of this report are being sent primarily to libraries and specific rusearch institutions
rather than individual scientists. Because of the rising costs of publication and printing, it
1s nnt possible to provide multiple coptes of this report to people ai the same institution
or issue copies to individuals. We are eager to enter into exchange agreements with other
institutions for their reports and publications. Please write to the above address.

The information contained in the report is freely available to the public and is not re-
stricted in any way. The views expressed in these research reports are those of the individual
authors and do not reflect the opinions of the granting agencies or sponsors of the specific
research.

iv

-\:{
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RESEARCH ON SPEECH PERCEPTION
Progress Report No. 15 (1989)
Indiana University

Perceptual Learning of Nonnative Speech Contrasts:
Implications for Theories of Speech Perception

David B. Pisoni, John S. Logan and Scott E. Lively!

Speech Research Laboratory
Department of Psychology
Indiana University
Bloomington, Indiana {7405

!Chapter to appear in H.C. Nusbaum and J. Goodman (Eds.). Development of Speech Perception: The
Transition from Recognizing Speech Sounds te Spoken Words. Cambridge, MIT Press, 1990 (In Press).
Preparation of this chapter was supported bv NIDCD Research Grant R01 DC00111-13 to Indiana University
in Bloomington. We thank Daniel Dinnsen, Judith Gierut and Robert Nosofsky for suggestions and advice
at various stages of this work.



Perceptual Learning of Nonnative Speech Contrasts:
Implications for Theories of Speech Perception

For many years, there nas been a consensus among investigators working in the field of
speech perception that the linguistic environment exerts a very profound and often quite
permanent effect on an individual’s ability to identify and discriminate speech sounds. The
first report of categorical perception by Liberman and his colleagues at Haskins Laboratories
(Liberman, Harris, Hoffman & Griffith, 1957) and the subsequent cross-language studies of
voicing by Lisker and Abramson (1964, 1967) provided very convincing evidence for the
important role of perceptual learning in speech perception. These initial studies, and many
others since then, have demonstrated that the effects of perceptual learning are long-lasting
and often produce permanent and seemingly non-reversible changes in the speech perception
abilities of adults. Indeed, most attempts to selectively modify speech perception abilities
using short-term laboratory trairing techniques have been generally unsuccessful (Strange
& Jenkins, 1978; Strange & Dittman, 1984). The failure of these eatlier training studies to
produce robust changes in speech perceptior has been interpreted by some researchers as
strong support for the proposal that during development the underlying neural mechanisms
used in speech perception become very finely tuned to oniy the distinctive sound contrasts
used in the linguistic environment, and they cannot be selectively modified or “retuned” very
easily in mature adults in a short period of time (Strange & Jenkins, 1978; Eimas, 1975,

1978).

The present chapter is concerned with several general issues surrounding perceptual learn-
ing in speech perception. While our major interest will be focused primarily on learning of
nonnative speech contrasts in mature adults, much of what we have to say here will also be
relevant to several other issues dealing with current theoretical accounts of speech percep-
tion, perceptual development and units of perceptual analysis. Central to our discussion is a
concern for the nature of the changes that take place when the sound system of a language
is acquired in development. In particu'ar, we are interested in what happens to a listener’s
perceptual abilities when he/she acquires a native language. What happens to a listener's
ability to identify and discriminate speech contrasts that are not present in the language-
learning environment? Are the listener’s perceptual abilities permanently “lost” because the
neural mechanisms have atrophied due to lack of stimulation during development, or are
they simply realigned and only temporarily modified due to changes in selective attention?
Despite the existence of several recent studies in the published literature demonstrating that
under certain experimental conditions listeners can be trained to perceive and discriminate
very fine phonetic details, many researchers continue to maintain and proliferate the view
that the effects of linguistic experience on speech perception are difficult, if not impossible,
to overcome and modify in a short period of time. The quotations below should give the
reader sufficient evidence of the pervasiveness of these views in the literature:

10



Thus, for adults learning a foreign language, modification of phonetic perception
appears to be slow and effortful, and is characterized by considerable variability
among individuals. (Strange & Dittman, 1984, p. 132)

These difficulties with non-native speech contrasts may indicate that certain dis-
tinctions are extremely difficult for adults to learn, or even that adults can-
not learn to make certain distinctions in a lingnistically meaningful manner.
(Jamieson & Morosan, 1986, p. 206)

An English-speaking adult, for example, has difficulty perceiving the difference
between the two /p/ phones that are used in Thai (Lisker & Abramson, 1870). So
too, a Jepanese-speaking adult initially cannot distinguish between the English
/ra/ and /la/, because Japanese uses a single phoneme intermediate between the
two English phonemes. (Werker, 1989, pp. 54-55)

The language environment modifies the speech perception abilities found in early
development. In particular, adults have difficulty perceiving many phonetic con-
trasts that young infants discriminate. (Best, McRoberts, & Sithole, 1988, p.345)

The extreme difficulty that Japanese adults demonstrate in learning to different-
ate these phonemes illustrates the profound effect that first language learning has
in modifying what may be innate discriminative processes. (Sheldon & Strange,
1982, p. 254)

As noted previously, in the absence of early experience with ¢ language in which
/1/ and /r/ are contrastive, many native speakers of Japanese are unable to
distinguish utterances which contain English /l/ and /r/ in either iabeling or
discrimination tasks which focus on the /1/-/r/ distinction. (Mann, 1986, p.
174)

Everyone knows, of course, that native speakers of Japanese have trouble pro-
nouncing /r/ and /l/. What is not so well known ‘s that native speakers of
Japanese do not hear the difference between /r/ and /1/ either. That is, when a
speaker of American English says rock or lock, the Japanese canaot tell you which
one was said; in fact. they may not be able to tell the syllables were different
from each other. (Jenkins, 1989, p. 481)



Role of Early Experience in Perceptual Development

Most current theories of speech perception are vague and it has often been difficult
to generate specific, testable experimental hypotheses (see Pisoni, 1978; Pisoni & Luce,
1986). A detailed examination of these theories will reveal that none of them currently
incorporate mechanisms or procedures to deal with developmenta. change or the effects
of the linguistic environment on speech perception. All contemporary theories of speech
perception are concerned with the mature adult listener who is presumably in the end-state
of development. We believe this is an unfortunate state of affairs because theories of speech
perception should not only characterize the perceptual abilities of the mature listener but
also should provide some principled account of how these abilities developed over time and
how they come to be modified selectively by the linguistic environment. Some initial efforts
have already been made by Jusczyk (1985; 1986) and Studdert-Kennedy (1986; 1987) to deal
with problems of development in speech perception in young infants, but many researchers
continue to focus their attention and efforts exclusively on the mature adult listener with
little, if any, concern for how these abilities developed. The results we describe below maks
it very clear that current theories of speech perception will have to be modified in several
ways to incorporate principles of developmental change to account for how mature adults
can acquire new linguistic contrasts that are not present in their native language.

To place our work in a developmental framework, we first consider some possible interac-
tions between genetic and experiential factors in perceptual development. These ideas were
initially formulated by Aslin and Pisoni (1980) in an attempt to deal with the ontogeny of
infant speech perception. An examination of the literature on infant speech perception re-
vealed a complex set of interactions among genetic and experiential factors in development.
Following observations of researchers working in visual system development and suggestions
made by Gottlieb (1981), it became clear to us that a simple dichotomy between nativist and
empiricist views of development was inadequate to account for the interactions that underlie
normal perceptual development. To deal with these interactions, Aslin and Pisoni (1980)
proposed an account of the possible roles that early experience can play in the development
of speech perception. These alternatives are shown in F ignze 1.

Insert Figure 1 about here

First, a perceptual ability may be present at birth but require certain specific types of
early experience to maintain the integrity of that ability. The absence or degradation of the
prerequisite early experience can result in either a partial or complete loss of the perceptual
ability, a loss that may be irreversible despite subsequent experience at a later point in
development.

12
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Second, a perceptual ability may be only partially developed at birth and require specific
types of early experience to facilitate or attune the further development of that ability. The
absence of early experience with these critical stimult, which may serve a facilitating function
during “sensitive periods” in development, could result either in the absence of any further
development or a Joss of that ability when compared to its leve] at birth.

Third, a perceptual ability may be absent at birth, and its development may depend on a
process of induction based on specific early experiences of the organism in the environment.
The presence of a particular ability, then, would depend to a large extent on the presence of
a particular type of early experience. Thus, specific kinds of early experience are necessary
for the subsequent development and maintenance of a particular preference or tendency.

Finally, early experience may, of course, exert no role at all in the development of a par-
ticular perceptual ability. That is, the ability may be either present or absent at birth and it
may remain, decline or improve in the absence of any specific type of early experience. Ab-
sence of experiential effects is difficult to identify and often leads to unwarranted conclusions,
especially those that assume that an induction process might be operative. For example, it
has been common for researchers to argue that if an ability is absent at birth, the ability must
have been learned (see Eilers et al., 1979). In terms of the conceptual framework outlined
here, this could be an instance of induction. However, it is quite possible that the ability
stimply unfolded developmentally according to a genetically specified maturational schedule
- a schedule that required no particular type of early experience in the environment. This
unfolding of an ability may be thought of as adhering to the general class of maturational
theories of development.

The complexity of these numerous options -~ maintenance, facilitation, induction, and
maturation - and their possible interactions suggest that researchers should be cautious
about drawing any strong conclusions about the developmental course of specific perceptual
abilities. In the context of speech perception, we believe that several conclusions that are now
quite prominent in the literature about the role of early experience may have been premature
and possibly even unjustified given the findings described below (see Pisoni et al., 1982). In
order to clarify the roles of early experience in the development of speech perception and
to put these ideas into a somewhat broader theoretical context, we briefly consider four
general classes of theories of perceptual development. These theories are: Universal Theory,
Attunement Theory, Perceptual Learning Theory and Maturational Theory.

Universal Theory assumes that at birth infants are capable of discriminating all the pos-
sible phonetic contrasts that may be used distinctively in any natural language. According
to this view, early experience functions to maintain the ability to discriminate phonetically
relevant distinctions ~ those distinctions actually used in the language-learning environment
of the infant. However, the absence of exposure to phonetically-irrelevant contrasts may
result in a selective loss of ihe abilities to discriminate those specific contrasts. The percep-
tual mechanisms responsible for this loss of sensitivity may be neural, attentional or both.

14



Universal Theory makes several specific predictions concerning the possible reacquisition of
the lost discriminative abilities in mature adults, a topic that is relevant to the goals of the
present chapter. For example, if a child is exposed to some phonetic contrasts that are not
phonologically distinctive in the language because of allophonic variation, it may be possible
to discriminate these quite easily because the underlying perceptual mechanisms are still
operative. In contrast, lack of exposure during development may produce a permanent loss
or attenuation in the ability that cannot be overcome by training or exposure. In either case.
it becomes important to determine if the loss has a sensory-perceptual basis or if it is due
primarily to changes in selective attention.

Attunement Theory assumes that at birth all infants are capable of discriminating at
least some of the possible phonetic contrasts present in the world’s languages, but that the
infant’s discriminative capacities are incompletely developed, quite broadly tuned or both.
According to this view, early experience functions to “align” and/or sharpen these partially
developed discriminative abilities. Phonetically-relevant contrasts in the language-learning
environment become more finely tuned with experience and phonetically-irrelevant contrasts
either remain broadly tuned or become attenuated in the absence of specific environmental
stimulation.

In contrast with the other two views, Perceptual Learning Theory assumes that the ability
to discriminate any particular phonetic contrast is highly dependent on specific early experi-
ence with that sound contrast in the language-learning environment. The rate of development
could be very fast or very slow depending on the relative importance of the phonetic con-
trasts during early life, the relative psychophysical discriminability of the acoustic attributes
compared with other phonetic contrasts, and the attentional state of the infant. According
to this view, however, phonetically-irrelevant contrasts would initially never be discrimi-
nated better than the phonetically-relevant ones that are present in the language-learning
environment.

Finally, Maturational Theory assumes that the ability to discriminate a particular pho-
netic contrast is independent of any specific early experience and simply “unfolds” according
to a predetermined developmental schedule. According to this view, all possible phonetic
contrasts would be discriminated equally well irrespective of the language-learning environ-
ment, although the age at which specific phonetic contrasts could be discriminated would be
dependent on the developmental level of the underlyving sensory mechanisms. For example,
if young infants did not show sensitivity to high frequencies until later in development, one
would not expect them to discriminate phonetic contrasts that were differentiated on the
basis of high frequency information at birth.

These four general classes of theories make specific predictions about the developmental
course of speech perception and the underlying perceptual abilities of mature listeners. It is
important to point out here that probably no single class of theories will uriquely account fo:
the development of all speech contrasts. Rather. it may be the case that some hybrid parallel
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version of the theories provides the best overall description of the perception of specific classes
of speech sounds. In fact, this view of parallel developmental processes appears to be well
supported by current research findings. Examples of Attunement Theory have been found by
Werker (1989) who has reported a series of studies showing evidence for excellent phonetic
sensitivity in young infants followed by a developmental decline of these perceptual abilities
in adulthood. For the phonetic contrasts she studied, the decline in phonetic sensitivity and
perceptual reorganization occurred between six and twelve months of age and appeared to
be a function of specific language experience. An example of Universal Theory was reported
by Best, McRoberts, and Sithole (1988) who studied the perception of Zulu clicks by English
adults and infants. In contrast to Werker’s findings, they found that both infants and adults
were able to discriminate these sounds despite the lack of experience hearing clicks spoken in
their language learning environment. Considering the potential complex interactions between
genetic and experiential factors in perceptual development described above, an important
long-term goal of research in speech perception becomes the investigation of the development
of as many phonetic contrasts in language as possible in order to understand the underlying

perceptual mechanisms and the way they become selectively modified by early experience
(Aslin, 1981; Aslin, 1985; Werker, 1989; Best et al., 1988).

In the sections below, we consider two phonetic contrasts that have occupied the atten-
tion of speech researchers over the last few years. The first contrast is the voicing distinction
in initial stop consonants. The second contrast is the distinction between /r/ and /I/. Both
phonetic contrasts have played an important role in recent theorizing about the effects of
early experience on speech perception and both contrasts have been used in studies that
were designed to selectively modify the perceptual analysis of these sounds in mature adult
listeners. Because these two contrasts have quite different acoustic correlates and phono-
logical properties in different languages, they are ideal candidates to consider in studies of
perceptual learning.

Perception of Voicing Contrasts in Stop Consonants

Over the last twenty vears numerous studies employing synthetically produced speech
stimuli have investigated the perception of voice-onsef-time (VOT) in human adults, human
infants, chinchillas and monkeys. These developmental and cross-species comparisons have
been undertaken to study the potential interactions between genetic predispositions and ex-
periential factors in speech perception. The results of these diverse studies have shown the
combined influence of both factors. First, linguistic experience has been shown to have a
substantial effect on speech perception, particularly in human adults exposed to different
language-learning environments (Lisker & Abramson, 1964). Subjects identify and discrimi-
nate speech sounds with reference to the linguistic categories of their language. Second, basic
sensory and psychophysical constraints on auditory system function seem to affect perception
of both speech and nonspeech control signals in similar ways. For example, the perception
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of voicing in stop consonants apparently requires the analysis of a temporal relation between
laryngeal and supralaryngeal events (Pisoni, 1977). Basic constraints on auditory percep-
tion appear to play an important role in defining the inventory of acoustic correlates for
distinctive features used in speech (Stevens, 1972; 1980). This inventory is then modified
and reorganized selectively by the speakers and hearers in a language-learning environment.

The results of the earliest cross-language experiments on the perception and production of
VOT by Lisker and Abramson (1964, 1967) confirmed that the linguistic environment exerts
a profound influence on the ability to produce and perceive voicing differences in initial stop
consonants. They examined the voicing and aspiration differences among stops produced by
native speakers from eleven diverse languages and were able to identify three primary modes
of voicing: (1) a lead mode in which voicing onset precedes the release from stop closure, (2) a
short-lag mode in which voicing onset is roughly simultaneous with release from stop closure,
and (3) a long-lag mode in which voicing onset occurs substantially after the release. In
addition to measurements of VOT in the production of stop contrasts, Lisker and Abramson
(1967) and Abramson and Lisker (1970) also carried out several perceptual experiments using
synthetically produced speech stimuli that differed in VOT. The results of these perceptual
experiments demonstrated that subjects from different linguistic backgrounds identify and
discriminate speech stimuli in terms of the distinctive phonological categories used in their
language.

Insert Figure 2 about here

Figure 2 shows the identification functions for native speakers of English, Thai and Span-
ish for three series of synthetic stimuli differing in VOT. The functions display perceptual
boundaries at either onc or two locations along the VOT continuum, corresponding to the
presence of two or three voicing categories. The discrimination functions which are not
shown here revealed discontinuities along the stimulus continuum with peaks,located at the
cross-over points separating perceptual categories in identification. The correspondence of
heightened discrimination at the category boundaries combined with relatively poor discrim-
ination within perceptual categories demonstrated that subjects could discriminate between
stimuli only as well as they could identify them as different on an absolute basis and suggested
that the perceptual categories are determined, in large part, by the linguistic experience of
the listener.

The subjects in these early perceptual experiments, as well as those used in more recent
studies, appeared to have a great deal of difficulty in identifving and subsequently discrim-
inating between stimuli that were nof distinctive in their native language. The failure of
adults to perceive non-native distinctions in voicing has been interpreted by a number of
investigators as support for the view that linguistic experience exerts a profound and lasting

11
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effect on an individual's ability to discriminate spcech stimuli. Indeed, based on his work
with young infants, Eimas (1978) has even suggested that the neural mechanisms mediating
VOT perception might atrophy or degenerate if stimulation is not forthcoming during an
early period of language development. Eimas states that “The course of development of
phonetic competence is one characterized by a loss of abilitics over time if specific experience
is mot forthcoming,” p. 346. Thus, like the adult, if phonetic differences are not used distinc-
tively in the language-learning environment of an infant, sensitivity to the relevant acoustic
attributes of these speech sounds may be attenuated and the child may fail to develop the
specific mechanisms needed to discriminate the differences between these sounds (see elso
Werker, 1989). Eimas (1978) has argued further thst the lack of experience with partic.® ir
phonetic contrasts in the local environment during language acquisition may have the efect
of modifying the appropriate phonetic feature detectors by reducing their sensitivity to spe-
cific acoustic cues in the speech signal. Thus, some detectors that were originally designed to
process certain phonetic distinctions in speech may be “captured” or “subsumed” by other
detectors after exposure to particular acoustic signals in the language learning environment.
These detectors might, therefore, assume the specificity for only those attributes present in
the stimuli to which they have been exposed. As a consequence, then, the poor discrimi-
nation observed for some phonetic contrasts might actually be due to the modification of
low-level sensory mechanisms employed in discrimination of these acoustic attributes. If this
view of development is correct, it would imply that mature adults would never be able to
reacquire a phonetic contrast that was not present in their language-learning environment
(see however, Best et al. 1988; Werker, 1989).

These conclusions concerning the role of linguistic experience in speech discrimination
have become widely accepted in the literature on speech perception despite the existence of
several studies demonstrating that subjects can discriminate small differences between speech
sounds that were identified as belonging to the same phonological category (see Pisoni, 1973;
Pisoni & Lazarus, 1974; Pisoni & Tash, 1974; Streeter, 1976a, b). When the experimental
conditions are modified to reduce uncertainty or when the subjects’ attention is explicitly
directed to the acoustic differences between stimuli rather than to their phonetic qualities,
subjects can accurately discriminate very small differences in VOT (see also Carney, Widin
& Viemeister, 1977). These findings undermine the general conclusion prevalent in the
literature for over thirty years - namely, that subjects cannot discriminate b=tween speech
sounds unless they are used distinctively in their native language. Nevertheless, the strong
claim about the role of early experience continues to be made in the literature (see Strange

& Dittman, 1984; Werker, 1989).

In a review of the effects of linguistic experience on speech perception, Strange and
Jenkins (1878) concluded that the use of laboratory training techniques with adult subjects
was generally ineffective in promoling enhanced discrimination of phonetic contrasts that
were not employed phonemically in the subject’s native language. After reading this chapter
and examining results from the training experiments carried out by Strange (1972), we
became interested in reexamining the performance of adults in identifying and discriminating
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VOT contrasts that were not phonemically distinctive in their native language (see Pisoni
et al., 1982). In particular, we wanted to know why previous attempts to use laboratory
training procedures appeared to be so uniformly unsuccessful in producing changes in the
perception of VOT. Given the previous work from our laboratory which demonstrated that
fivc and six-month old infants from English speaking environments could discriminate both
lead and lag contrasts from a VOT continuum (Aslin et al., 1981), we fully expected that
native English-speaking adults would be absie to discriminate these VOT contrasts as well,
unless there was a real sensory loss in their underlying perceptual abilities.

In carrying out this training study, we were also interested in determining precisely how
much training and experience would be required for adult English listeners to “reacquire” a
nondistinctive perceptual category in voicing; whether it could be accomplished easily in the
laboratory in just a few hours, or whether it would require substantially more experience and
training to produce reliable changes in both identification and discrimination performance.

Insert Figure 3 about here

The results of our first training experiment on VOT are shown in Figure 3. Two groups
of naive subjects were brought into the laboratory for two days and were required to identify
a set of synthetic stimuli varying in VOT twice. In the first condition, subjects used only two
response categories corresponding to the phonemes /b/ and /p/. In the second condition,
they were given three response alternatives corresponding to [b], p] and {[ph]. The conditions
were counter-balanced across both groups over the two-day period. As expected, subjects
showed very reliable and consistent two-category identification functions for the English
voicing categories. More interestingly, both groups of subjects also were able to reliably
identify stimuli into a third perceptual category, a category with VOT values in the voicing
lead region of the continuum that are not phonologically distinctive in English. Only two
out of the twenty subjects we tested failed to use three responses at all. Although there
was some variability in the labeling data for individual subjects, there was also a surprising
amount of consistency among most of the subjects as shown in these group data.

Another experiment was also carried out with two additional groups of subjects using the
same stimuli, procedures, and methodology. However, now subjects were required to identify
and discriminate the same synthetic stimuli twice, once using two response categories and
once using three response categories. The average identification and ABX discrimination
functions from this experiment are shown in Figure 4.

Insert Figure 4 about here

o 14



EXPERIMENT 1

GROUP I (N=)i) GROUP T (N=9)
Z '00 - 0000 B — T..m«»- ooe)
O |oar | DAY 2 DAY | DAY 2
=i 80} - +- .
< <{
WO 60} - 1
2 A
w407 T T -
Q< 20)- i 1 |
)
— Olesdenes 4._ "nhta]
-50 O +50 -50 O +50 -50 O +50 -50 O +50
VOICE ONSET TIME (ms)
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The two- and three-category identification functions shown in the left-hand panel of each
figure are quite similar to those obtained in the first experiment. Although the average
two-category data shown here are consistent and representative of individual subjects, the
average three-category data are less consistent and show greater variability in the minus
region of the VOT continuum.

Examination of the average ABX discrimination functions shown in the right-hand panels
of Figure 4 reveals the presence of two distinct peaks in discrimination regardless of prior
labeling experience. The larger peak occurs iu the voicing lag region of the continuum at
roughly 20 ms whereas a smaller peak can be observed in the voicing lead region at roughly
-20 ms. It should be emphasized here that the subjects in the two-category labeling condition
showed evidence of discriminating stimuli in the voicing lead region of the stimulus continuum
despite the fact that these stimuli were all identified as belonging to the same perceptual
category. Such a finding 1s not surprising given previous demonstrations of within category
discrimination in speech perception (Pisoni & Lazarus, 1974). However, it should be noted
that no special efforts were made to control or direct the subjects’ attention to the differences
between stimuli in this region of the VOT continuum or to modify the discrimiration task
to improve subjects’sensitivity.

Despite variability among individual subjects, the results of these two experiments in-
dicate that a large majority of naive, unselected subjects can identify and discriminate an
additional perceptual category in voicing quite easily without any special training or feed-
back. The differences in the voicing lead region are apparently discriminable, and subjects
can reliably identify these sounds if given the opportunity to do this with an additional
response category. Given the strong conclusions by Strange and Jenkins (1978), about the
difficulty of discriminating these differences in VOT, we were surprised with the results
obtained with such simple experimental manipulations.

In order to reduce intersubject variability and increase response consistency in perceptual
categorization, we carried out another experiment. To accomplish this in a relatively short
period of time, we used a discrimination training procedure with immediate feedback after
exposure to representative exemplars of the three voicing categories. The training sequences
presented only three stimuli, one representative token of each of the three voicing types,
arranged in a predictable order. After the training phase was completed, subjects whe met
a predetermined performance criterion in identification were selected for suhsequent testing
in which both identification and ABX discrimination data were collected. The purpose
of this experiment, therefore, was to determine if subjects who received a brief period of
training would show more robust perceptual data: that is, steeper slopes in identification
and heightened peaks in ABX discrimination at both voicing boundaries.

Of the original twelve subjects we recruited. six passed the 85 percent criterion on Day !
and werse invited back for the remaining sessions. Subjects who failed to meet this criterion
all responded to the three training stimuli at levels well above chance, although they did
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not reach the required performance level. Since the previous experiment demonstrated som=
variability amoug individual subjects in VOT identification, these results were anticipated.

Insert Figure 5 about here

———— —

The average identification functions for the six criterion subjects are shown in the left-
hand panel of Figure 5. These are the data collected on Day 2 of testing. As expected,
these six subjects showed a high level of consistency in labeling stimuli in the voicing lead
region of the continuum despite receiving only a very modest number of training trails on
the three VOT exemplars (-70, 0, +70 ms). Moreover, the very steep slopes in the group
identification function indicates the presence of three discrete and well-defined perceptual
categories. The slope in the minus VOT region is much steeper in this experiment than in
the previous experiments in which no specific training procedures were used.

The average identification and ABX discrimination data collected on Days 3 and 4 are
shown in the right-hand panel of Figure 5. As observed in the previous experiment, the ABX
discrimination functions obtained here also show peaks, corresponding to the boundaries be-
tween the voicing categories, and troughs, corresponding to the centers of well-defined per-
ceptual categories. The results of this training study also demonstrate that native English-
speaking adults can reacquire non-native contrasts in voicing and they can accomplish this
relatively easily in a short period of time using simple laboratory training techniques.

Insert Figure 6 about here

In another training study from our laboratory, McClasky, Pisoni, and Carrell (1983)
showed that knowledge about VOT perception gained from discrimination training on one
place of articulation (e.g., labial) can be transferred readily to another place of articulation
(e.g., alveolar) without any additional training on the specific test stimuli. The results of
the transfer experiment for one group of subjects are shown in Figure 6. Apparently, naive
subjects can learn very detailed and specific information about the temporal and spectral
properties of VOT that is independent of the specific stimuli used in the original training
sessions.

Taken together, the results of our training experiments on voicing perception demonstrate
quite clearly that naive English listeners can reliably perceive differences in the minus region
of the VOT continuum. The findings d:ffer markedly from the results reported in earlier
investigations of VOT perception by Strange and Jenkins (1978) which indicated that prior
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linguistic experience substantially diminishes perceptual sensitivity to nonphonemic voicing
contrasts in adults. Qur results also contradict the major conclusions of Strange and Jenk-
ins (1978) that short-term laboratory training procedures are ineffective in modifying speech
perception (see also Strange & Dittman, 1984). Given appropriate experimental procedures,
our results show that naive subjects can quite easily perceive an additional perceptual con-
trast in voicing in the laboratory after a very short training period and they can transfer
their knowledge of VOT to new stimuli with a different place of articulation that they were
never trained on before. Qur findings are robust and reliable and demonstrate that the
underlying sensory-perceptual mechanisms have not been permanently modified or lost by
prior linguistic experience.

Why have previous researchers been unsuccessful in selectively modifying the perception
of VOT in adults? Is there something peculiar about the specific speech stimuli used, or might
the differences be a consequence of the particular experimental methodologies employed? To
answer these questions, let us turn first to an examination of the earliest cross-language
speech perception experiments on VOT carried out by Lisker and Abramson (1967). They
found that subjects could readily identify synthetic VOT stimuli into the phonological cat-
egories of their native language. Subjects were required to name the initial stop consonant
by identifying it with one or another words in their language. Unfortunately, as far as we
know, Lisker and Abramson never asked their subjects to identify the synthetic stimuli into
additional perceptual categories in any of their experiments.

Although subjects in the Lisker and Abramson cross-language experiments might have
been able to use additional categories by having more response choices available to them
in identification, the results of oddity discrimination tests indicated that their subjects ap-
parently could not reliably discriminate within-category differences in VOT. When discrim-
ination is measured in the “oddity” paradigm, subjects are strongly encouraged to adopt
a “context-coding” mode of response (Durlach & Braida, 1969). That is, the stimuli are
immediately recoded into a more durable phonological form for maintenance in short-term
memory in order to solve the discrimination problem (see Pisoni, 1873, 1875). Such a
“context-coding” mode of perception is also favored by the high uncertainty conditions of
the oddity discrimination task brought about by the use of a roving standard from trial to
trial which effectively mixes “easy” trials with “hard” trials. Finally, immediate feed back was
not provided during identification or discrimination testing. The absence of feedback in com-
plex discrimination tasks like the oddity procudure promotes the use of highly overlearned.
familiar phoneme labels and discourages fine discrimination of phonologically nondistinctive
information.

Under testing conditions such as these. naive listeners apparently have great difficulty
in determining precisely which acoustic attributes of the speech signal they are supposed
to attend to, and which ones they are to ignore. Thus. subjects may consistently fail to
discriminate fine phonetic differences within a perceptual category if they adopt a very lax
criterion for detecting small differences between speech sounds. Taken together, the present
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results demonstrate that the poor performance in VOT discrimination in earlier studies
clearly is not due to a capacity limitation of any kind in processing the sensory input. We
suspect that the particular combination of experimental tasks and their order of presentation
to subjects may have been the major methodological factors responsible for the observed
relations between identification and discrimination found by Lisker and Abramson in their
well-known cross-language investigations of voicing.

In an experiment specifically designed to study the learning of a new contrast in voicing,
Lisker (1970) attempted to train native speakers of Russian to distinguish between voiceless
unaspirated and voiceless aspirated stops, a voicing contrast that is distinctive in English but
not in Russian. In this task, although the Russian subjects learned to identify the endpoint
stimuli (i.e., +10 and +60 ms VOT) slightly better than chance, their performance was not
the same for both stimuli. While the majority of Lisker’s subjects could differentiate the
training stimuli and apparently could use two discrete labeling responses, their performance
on this task was not always very consistent or reliable. Since immediate feedback for cor-
rect responses in identification was also not provided after each training trail, the subjects
probably had a great deal of difficulty in determining what specific acoustic attributes of the
stimuli they were to attend to selectively.

Another attempt to modify voicing perception in adults was carried out by Strange (1972)
who tried to train a small number of college-age students to identify and discriminate differ-
ences in VOT in the lead region of the continuum where the Thai voiced/voiceless unaspirate
boundary occurs. In her first study, four subjects received training in the oddity discrimina-
tion paradigm with “right”-“wrong” feedback provided verbally by the experimenter after
each trial. When the training phase was completed. subjects carried out the oddity discrim-
ination task without feedback. In comparison {.. ine pretest data, all four subjects showed
slightly improved overall oddity discrimination performance on the VOT stimuli during the
posttest. However, no improvement was observed for discrimination of pairs of stimuli strad-
dling the Thai labeling boundary at -20 ms VOT. The greatest increase in discrimination
occurred for stimuli adjacent to the voicing boundary in English. Based on these results,
Strange (1972) concluded that her subjects did not “learn” to discriminate the VOT dimen-
sion as native Thai-speaking subjects typically do. Moreover, she concluded that “there is no
prepotency for adult native English speakers to discriminate differences in the region of the
Thai prevoiced-voiced boundary that can be easily realized by mere practice with feedback”

(p. 40).

In the second study, Strange (1972) trained three subjects to identify the members of a
truncated apical series of VOT stimuli (i.e..-100 to + 10 ms) into two perceptual categories.
Imitial training involved presentation of the endpoint stimuli in alternation without immed;-
ate feedback. However, subjects were told the number of errors they made after each block
of trails by the experimenter. Oddity discrimination testing was carried out afte. jabeling
and the results showed some evidence for a shght increase in discrimination at the bound-
ary between these two new perceptual categories. However, identification and discrimination



tests using a labial VOT series failed to show any transfer of training from one VOT series to
another. Nevertheless, subjects in this experiment were able to reliably identify members of
the truncated apical-place series into two categories and, moreover, this labeling experience
was carried over to discrimination of the same series.

Strange (1972) also carried out a third training study using a scaling procedure. Subjects
were required to rate each stimulus along a scale between two endpoint reference stimuli.
This procedure was adopted as a way of training subjects to perceive the VOT dimension
as an acoustic continuum rather than directing their attention to discrete labeling responses
as in the identification task. After training in the scaling task, subjects also carried out
oddity discrimination. Although the results of this study were complicated by very high
subject variability in both tasks, there was some weak evidence that training with the scaling
procedure did produce effects on pereption of VOT. Posttest resuits for some subjects showed
a shift in the scaling responses toward more gradual or continuous functions. The oddity
discrimination results were more inconsistent. Some subjects showed an overall improvement
in discrimination whereas others did not. As in Strange’s second experiment, no consistent
transfer effects from one VOT series to another were observed. Based on the outcome of
these three training experiments, Strange and Jenkins (1978) offered the following summary
conclusions about the effects of laboratory training in speech perception:

“The results of these three studies show that, in general, changing the percep-
tion of VOT dimensions by adult English speakers is not easily accomplished by
techniques that involved several hours of practice spread over several sessions.
Although performance on each of the kinds of tests did change somewhat with
experience, only the identification training task {which involved practice with
general feedback only)} produced categorical results approaching those found for
native speakers of Thai.” (p. 154).

When the results of our recent experiments on VOT are considered in light of these
previous findings and the conclusions of Strange and Jenkins, it is apparent that numerous
methodological factors contributed to the poor performance observed by other investigators.
Nevertheless, it has generally been assumed that the failure to “learn” to perceive 2 new
voicing contrast was somehow related to a permanent change of the perceptual or sensory
mechanisms of the listener. We believe that there is little solid empirical evidence that the
underlying sensory or perceptual apparalus used in voicing perception has been “retuned”
or modified in any permanent manner as a result of selective early experience. Qur results
suggest that the perceptual selectivity observed in almost all of the previous studies on VOT
perception is a consequence of attentive processes brought about by exposure to a specific
subset of distinctive acoustic attributes used in the phonological system of the listener’s
native language.

In short, mature English adults appear to be quite capable of discriminating and cate-
gonzing acoustic information that is not phonologically distinctive in their native language.
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We conclude that the underlying sensory, perceptual and cognitive mechanisms are not lost
or realigned and that the attentional strategies used in speech perception are far from being
as rigid and finely tuned as a number of investigators have assumed in the past. These
conclusions are appropriate for voicing perception in stops. However, it remains to be seen
if they apply to the perception of other speech contrasts as well. In the next section we
consider the case of /r/ and /l/ perception which differs in several important respects from
the voicing contrast.

Perception of /r/ and /1/

A great deal of research in speech perception has been concerned with the perception of
VOT in stop consonants. This was due, in part, to the availabilitv of high-quality synthetic
stimuli which could be used quite easily to test interesting experimental hypotheses in new
paradigms using a variety of subject populations (Eimas, Siqueland, Jusczyk & Vigorito,
1971; Kuhl & Miller, 1975; Streeter, 1976a,b; Lasky, Syrdal-Lasky & Klein, 1975). More
recently, investigators have turned their attention to a wide variety of other phonetic con-
trasts in order to study the effects of early experience on perceptual development (Best et al.,
1988; Werker & Tees, 1984; Werker, 1989). One speech contrast that has been investigated
in some detail is the /r/ versus /l/ distinction in English (Goto, 1971; Mochizuki, 1981).

In the first cross-language study of /r/ and /l/, Goto {1971) studied a group of na-
tive Japanese subjects who were fluent in English and found that they had great difficulty
discriminating /r/ and /lI/ produced by native English speakers even though they could
produce the contrast reliably in their own utterances. Miyawaki, Strange, Verbrugge, Liber-
man, Jenkins, and Fujimura (1975) tested both English and Japanese listeners with a set of
synthetic speech stimuli and a set of nonspeech control stimuli containing the formant tran-
sitions appropriate for /r/ and /I/. Both groups of subjects were required to discriminate
pairs of stimuli selected from each test series using an oddity test. For the English listeners,
discrimination of the speech stimuli was nearly categorical. That is, discrimination of pairs
of stimuli that were perceived as different phonemes was very good, whereas discrimination
of pairs of stimuli that were perceived as the same phoneme was very poor. In contrast,
for the Japanese listeners, discrimination of the speech stimuli was close to chance for all
comparisons. Discrimination of the nonspeech stimuli, on the other hand, was significantly
above chance and was comparable for both the English and Japanes;» listeners. The results
of this study were interpreted by Miyawaki and her colleagues as aaditional support for an
effect of linguistic experience on speech perception. Familiarity with the /r/ - /1/ distinction
plays a major role in a listener’s ability to correctly discriminate these stimuli. Furthermore,
the differences in discrimination between the speech and nonspeech stimuli suggested that
the effects of linguistic experience are apparently restricted to the phonetic coding of the
acoustic signals as speech and not to the sensory processing of the underlying acoustic cues
to the /r/ versus /1/ contrast. The lack of any differences in discrimination of the nonspeech



stimuli by the two groups of listeners demonstrated that the nonspeech stimuli were pro-
cessed equivalently on an auditory basis and were not affected by prior differential linguistic
experience. This finding was obtained with the same identical acoustic cue for the /r/ versus
/1/ distinction, although it was presented in isolation in the nonspeech case.

These earlier findings on /r/ and /l/ are also consistent with other, more recent studies of
the perception of /r/ and /I/ by Japanese listeners. MacKain, Best and Strange (1981) found
that, even after several years of living in an English-speaking environment, adult Japanese
listeners still differ in several ways from native speakers of English in their identification and
discrimination of synthetic /r/ and /l/ stimuli. In addition, Sheldon and Strange (1982)
showed that Japanese listeners even have difficulty perceiving natural tokens of /r/ and /1/
produced by native speakers of English. Other studies using Japanese listeners have shown
that the perception of /r/ and /l/ is highly context dependent (Gillette, 1980; Mochizuki,
1982; Sheldon & Strange, 1982). Performance is generally lowest for perception of /r/ and /1/
in initial singleton or initial clusters and highest for /r/ and /l/ in final position. While there
are no obvious phonological reasons for these context effects, acoustic analyses of /r/ and
/1/ in several different phonetic environments have revealed large and systematic differences
in the durations of the formant transitions (Dissosway-Huff, Port & Pisoni, 1982).

In & more recent study, Strange and Dittman (1984) attempted to modify the perception
of /r/ and /l/ in Japanese listeners using several laboratory training procedures. Although
Strange and Dittman (1984) were primarily concerned in their study with assessing gen-
eralization of the training procedures to naturally produced English words, they did raise
several important criticisms of the earlier training studies of VOT carried out by Pisoni and
his colleagues. Their criticisms of our training experiments and many of the previous siudies
of VOT perception are well motivated in our view and will be summarized below because
they played an important role in the design of Strange and Dittman's study and in our own
work reported below.

First, Strange and Dittman note that earlier training studies used highly controlled syn-
thetic stimuli instead of tokens of natural speech. When synthetic speech stimuli are used
in perceptual experiments subjects are exposed to highly improverished stimuli that con-
tain only the minimal acoustic cues that are necessary to distinguish a particular phonetic
contrast (Liberman, Cooper, Shankweiler & Studdert-Kennedy, 1967). In contrast, natural
speech is extremely redundant. Each phonetic contrast has multiple acoustic cues encoded
in the speech signal which maintain intelligibility under verv adverse conditions. When syn-
thetic speech stimuli are used in training experiments, it is very likely that listeners will
focus their attention only on the cues that are present in the signal and fail to generalize
to other stimuli containing multiple redundant cues to the same phonetic contrast. In this
connection, it is interesting to note that Mochizuki (1981) actually found very high levels of
performance for naturally produced tokens of /r; and /1/ although only the results from her
synthetic speech conditions appear to be cited in the literature (MacKain, Best & Strange,
1981; Strange & Dittman, 1984).




Second, Strange and Dittman point out that all of the previous training studies used
nonsense syllables rather than real English words. The use of nonsense syllables as stimuli in
training experiments is problematic for several reasons. First, nonsense syllables remove any
lexical contributions to recognition and consequently focus the listener’s attention on only
the individual phonemes that distinguish the test syllables. Second, in most of the previous
training studies that used nonsense syllables as stimuli, the range of phonetic environments
was very small. Thus, subjects received very little stimulus variability during learning. The
lack of stimulus variability may prevent the development of robust perceptual categories that
would be helpful in later tests of generalization with real words where there is typically a
great deal of variability across different phonetic environments.

Third, Strange and Dittman argue that there are important differences in the phonetic
and phonological distributional properties of voicing in stop consonants compared with the
distributional properties of /r/ and /l/. In particular, the voicing contrasts that were used
in the previous training studies on VOT perception were allophonic in English. Listeners
were, in fact, exposed to these sounds in their environment even though the contrasts are
not used distinctively. In contrast, as Strange and Dittman point out, this is not true for the
phonemes /r/ and /l/ which do not occur as allophones in Japanese. Thus, native speakers
of Japanese are never exposed to these contrasts during language acquisition ( Werker, 1989).

Finally, Strange and Dittman (1984) note that the acoustic cues underlying the voicing
distinction in stops are markedly different from the complex temporal and spectral changes
that are used to distingunish the phonemes /r/ and /1/ in various phonetic environments.
Their argument here is that voicing may somehow be psychophysically more distinctive or
“robust” and therefore much more discriminable to listeners than the acoustic cues that
underlie other speech contrasts (see Burnham, 1986). Because the acoustic correlates of
phonetic contrasts differ widely and, therefore, have quite different psychological spaces, it
is often difficult to equate the underlying sensory scales (Lane, 1965). However, if a phonetic
contrast is discriminable on a psychophysical basis (i.e., diffetences are above threshold) then
the relative differences in perception between various speech contrasts must be considered
within the domain of selective attention, rather than viewed simply as a basic limitation on
sensory processing of the stimulus input (see Nosofsky, 1986, 1987). The distinction between
a “true” sensory loss and a loss due to selective attention has not been widely recognized
in the speech perception literature and is often treated as having the same underlying basis
(see Burnham, 1986).

Given these criticisms of the earlier training studies on VOT, Strange and Dittman
(1984) attempted to modify Japanese listeners’ perception of /r/ and /1/ in a set of naturally
produced real English words. A pretest-posttest design was used with the same set of
natural speech tokens to assess the effects of discrimination training with a synthetic “rock-
lock” continuum. Subjects were required to identifv a member of a minimal pair using a
two-alternative forced-choice identification test. The effectiveness of the training procedures
was assessed by comparing the initial levels of performance with naturally produced words
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to performance after discrimination training with the synthetic speech.

Strange and Dittman (1984) found that, although discrimination performance improved
gradually for all subjects over the training sessions with the synthetic speech series, the effects
of discrimination training apparently did not generalize at all to the naturally produced real
English words used in the posttest. Comparisons of pretraining and posttraining categorical
perception tests using the synthetic “rock-lock” training stimuli did show some changes
in performance for seven of the eight subjects. And, five of the seven subjects evidently
also showed improvement and more categorical-like perception in identification and oddity
discrimination tests on an acoustically dissimilar “rake-lake” synthetic test series. However,
transfer of training did not generalize to identifying minimal pairs of naturally produced
English words that contrasted /r/ and /I/. Based on these results, Strange and Dittman
(1984) concluded that “modification of perception of some phonetic contrasts in adulthood
is slow and effortful” and “required intensive instruction and considerable time and effort at
least for some types of phonetic contrasts.”

As in the studies of voicing perception described earlier, we believe that a number of
factors may have been responsible for Strange and Dittman’s failure to find improvement
in the perception on /r/ and /1/ in naturally produced words after discrimination training.
Some of these factors are primarily methodological in nature and are easy to modify but
others are more conceptual in scope and reflect deep theoretical biases. A close examination
of the design of Strange and Dittman’s study reveals a number of important theoretical
assumptions that were made about what listeners are actually learning in laboratory training
experiments of this kind. An examination of these assumptions provides some insight into
what Strange and Dittman’s subjects were learning in their training experiment and why
they failed to show any evidence of generalization to naturally produced English words.

First, let us consider the AX discrimination training procedure that Strange and Dittman
used. Based on earlier successful work of Carney et al. (1977), this procedure was employed
to improve listeners’ perception of within category acoustic differences by focusing attention
on the subtle acoustic cues that differentiate synthetic tokens of “rock” and “lock.” There
is now an extensive literature demonstrating that low-level sensory information is extremely
fragile and often quite difficult to maintain in sensory memory without additional recoding
into more permanent representations in short-term memory (Shiffrin, 1976). Except under
special testing conditions like the ones used by Carney et al. (1977). listeners in speech
perception experiments typically have access to only the product of this process, namely, the
phonetic representations, and not the intermediate forms (see Pisoni, 1973).

It appears very likely to us that discrimination training procedures like the AX task
that focus the listener's attention on low-level acoustic information in sensory memory will
probably not be very successful in promoting generalization to more robust conditions in
which naturally produced real words are used as test stimuli (see also Jamieson & Morosan,
1986). Discrimination training may generalize from the specific training stimuli to other



synthetic stimuli that have contrasts in the same identical phonetic environments but it
seems unlikely to us that traimng listeners to perceive small within category differences
between synthetic /r/ and /I/ will be of much help in identifying these phonetic contrasts
in other environments using natural speech where there is typically a great deal of acoustic-
phonetic variability. The outcome of Strange and Dittman's study is therefore not at all
surprising to us and is entirely consistent with this explanation of the extent to which this
particular kind of discrimination training will generalize to novel tokens of /r/ and /1/ in
natural speech. Jamieson and Morosan (1986) have made similar points with regard to
designing training methods to modify phonetic perception.

A second issue concerns ihe theoretical assumptions surrounding what listeners are ac-
tually learning and what kind of knowledge they are acquiring in discrimination training
experiments such as these. While not made explicit anywhere in their paper, Strange and
Dittman apparently assumed that by training Japanese subjects on /t/ and /l/ in initial
syllable position, their subjects would somehow be able to generaiize what they learned
about /r/ and /l/ to other phonetic environments that were not explicitly presented during
training. We believe this assumption implies that subjects are learning about fairly ab-
stract perceptual units such as phonemes in discrimination training and that the perceptual
learning that goes on is context-independent.

It may very well be the case, however, that during discrimination training subjects are
actually acquiriag highly stimulus-specific information about the acoustic cues for /r/ and
/1/ in diflerent phonetic environments that they are exposed to and that the training and
knowledge gained from one phonetic environment may not generalize to other environments
without explicit presentation of exemplars from these environments. Again, the results re-
ported by Strange and Dittman are consistent with this observation. They found some
improvements in identification and discrimination of synthetic tokens that were phonetically
similar to the stimuli used in training, but they failed to find any evidence of generaliza-
tion of the training to /r/ and /1/ contrasts in new phonetic environments or in naturally
produced English words. Thus, subjects were probably not learning about abstract context-
independent perceptual units such as phonemes but, instead, were encoding specific details
of the context into their representations.

Finally, Strange and Dittman used highly controlled synthetic speech stimuli in training
and in subsequent tests of identificatiorn and oddity discrimination, but they tested their
subjects for generalization of /r/ and /l/ with naturally produced words using a minimal pair
forced-choice identification test. In the AX discrimination training tests and the subsequent
categorical perception tests, subjects are required to focus their attention on the acoustic
cues used to distingeish phonemes in the same synthetic stimuli and the same phonetic
environments. In contrast, in the minimal pair test, subjects are required to identify real
English words contrasting in /r/ and /1/, not individual phonemes, and they are required to
do this for /r/ and /l/ in a variety of new phonetic environments.
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Training subjects to discriminate small acoustic differences between stimuli in a highly
restricted phonetic environment may not provide subjects with robust and useful knowledge
about the range of stimulus variability that can be generalized to an entirely new task -
namely, the identification of English words in which the same phonemes now occur in dif-
ferent phonetic environments. The changes in perception, gained by discrimination training
using one set of tasks, such as phoneme identification and oddity discrimination, to study cat-
egorical perception phenomena, may not be very helpful to subjects when they are required
to carry out lexical analysis of an entire word using a minimal pair test. The acoustic infor-
mation that subjects are trained to attend to and subsequently encode in the AX task may
be useful in phomeme identification and oddity discrimination tests which require subjects
to make fine “within category” discriminations. However, this kind of information may not
be very helpful in discriminating phonemes that appear in different phonetic environments
in naturally produced words (see also Jamieson & Morosan, 1986).

New Data on the Perception of /r/ and /l/

Recently, Logan, Lively and Pisoni (1988) carried out a training study to investigate the
conditions under which a group of native Japanese speakers could learn to identify naturally
produced words contrasting in /r/ and /lI/ in a variety of phonetic environments. The
experiment was motivated, in part, by the results of the earlier study carried out by Strange
and Dittman (1984) on /r/ and /1/ and our previous training studies on the perception of
VOT in stop consonants. In designing this study, we wanted to develop a set of training
procedures that would not only produce changes in the perception of /r/ and /lI/ in real
English words, but would also prove useful in settings outside the laboratory. We began by
adopting the same pretest-posttest design that Strange and Dittman (1984) used. In fact, so
that direct comparisons could be made between the two studies, we used the same identical 16
minimal pairs of test words contrasting in /r/ and /l/ and the same two-alternative forced-
choice identification test. However, our training procedures differed in several important
ways from the methods originally used by Strange and Dittman (1984).

The first change in the training procedure involved replacing the AX discrimination test
with a two-alternative identification test. This was done so that the responses used in training
would be directly compatible with the responses used in generalization testing. Maintain-
ing response compatibility throughout the experiment encouraged subjects to use the same
acoustic information they attended to and encoded during training in the subsequent gener-
alization tests. Thus, in contrast to the procedures used by Strange and Dittman, we began
by having subjects identify minimal pairs of words rather than focus their attention on small
within category differences between phonemes.

The second change in training involved the use of naturally produced tokens of real En-
glish words contrasting in /r/ and /l/ in five different phonetic environments. Strange and
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Dittman used only synthetic speech stimuli in training and their “rock-lock” continuum dif-
fered only in syllable initial position although they tested for generalization in four different
phonetic enrvironments using naturally produced words. Again, by training subjects to se-
lectively attend to words containing /r/ and /l/ in several different phonetic environments,
we hoped that they would focus their attention and encode the relevant criterial acoustic
features of these different contexts and then use this information when presented with novel
words in subsequent generalization tests. Examples of the test words used in the five phonetic
environments are shown in Table 1.

Insert Table 1 about here

Third, the naturally produced tokens used in training were produced by five different
talkers in order to present listeners with a wide range of stimulus variability in learning.
However, none of the items used during the training phase ever appeared in the pretest or
posttest conditions. The pretest and posttest items were produced by different talkers than
the ones used to produce the training items. This was done in order to dissociate talker-
specific and item-specific learning effects. The use of multiple test items produced by several
different talkers was motivated, in part, by the desire to present the subjects with a great
deal of stimulus variability during training. We hoped this would encourage subjects to form
“robust” phonetic representations for /r/ and /l/. Strange and Dittman trained subjects
to discriminate /r/ and /l/ in only one phoneiic environment using only one talker (i.e.,
a speech synthesizer) so it is not surprising that they failed to find any transfer between
pretest and posttest performance.

Finally, in addition to assessing the effectiveness of the training procedures by measuring
transfer from the pretest to the posttest, we also included two additional generalization tests
with novel words contrasting in /r/ and /1/. These words were never presented either in the
pretest~posttest or training phases of the experiment. One generalization test used a novel
talker; whereas a second generalization test used a familiar talker who had produced a set
of the training items. Both talkers produced novel words that contrasted in /r/ and /1/ in
a variety of phonetic environments. We hoped these additional generalization tests would
provide detailed information about what aspects of the stimuli subjects were encoding into
long-term memory.

For ease of exposition, the results of our experiment will be presented in three sections
below, corresponding to the pretest-posttest data, the training data and the generalization
data. In all cases, we will be looking at performance in perceiving naturally produced
English words containing /r/ and /l/ using the minimal pair identification test. In this
procedure, subjects are required to identify a word on each trial using one of two possible
response alternatives. Qur subjects were six native speakers of Japanese who were enrolled as
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Table 1
Phonetic Environments

(from Logan, Lively, & Pisoni, 1988)

Environments: Examples:
1. Initial Consonant Cluster -----~—----- brush-blush, grass-glass
(cx/lv..)
2. Initial Singleton rake-lake, rock-lock
tflvc)
3. Intervocalic pirate-pilot, oreo-oleo

(..vriv.)

4. Final Consonant Cluster ~---------~--- mart-malt, board-bold
{(cvric)

3. Final Singleton mare-mail, pear-pail
(.vr/)
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students at Indiana University. They lived in the U.S. for periods ranging from six menths to
three years at the time of testing. These subjects were comparable to those used by Strange
and Dittman (1984).

Insert Figure 7 about here

Pretest-Posttest Performance

The percentage of correct identification responses averaged over the six subjects in the
pretest and posttest conditions is shown in Figure 7. Overall, a significant increase in
performance was observed, p < .005. In all cases, subjects improved in their ability to
identifv English words containing /r/ and /l/ after the training phase. While the absolute
differ of eight percent was not large, the effect is highlv significant and was observed for
every one of the six subjects. The present findings sre quite different from those reported by
Strange and Dittman using the same pretest—positest items. They found no differences in
performance between pretest and posttest after training. Our results demonstrate that the
major factor distinguishing the two studies must be the training procedures since the pretest-
posttest items and the minimal pair testing procedures were identical. Before examining the
training data, however, it is useful to look at the pretest—posttest results broken down by
phonetic environment in order to gain some insight into the nature of the perceptual learning
that went on during the training phase.

Insert Figure 8 about here

The percentage of correct responses for each of the four phonetic environments in the
pretest-posttest is plotted in Figure 8. The figure shows two important trends. First, overall
performance on /r/ and /l/ differs substantially across the four phonetic environments.
Performance is best for /r/ and /l/ as singletons in final position and worst for /r/ and
/1/ in clusters in initial position. Second, the effects of training appear to have th. largest
influence on /r/ and /l/ in initial clusters and in intervocalic position. Training produced
almost no change in performance for /r/ and /1/ as singletons in initial position or in final
position. The latter is probably due to a ceiling effect because performance before training
on these items was quite high. The absence of any change in performance for the singletons
in initial position may be due to a variety of factors including the inherent discriminability
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Figure 7. Average percent correct identification of test words containing /r/ and /1/ in the
pretest and posttest conditions. {(From Logan, Lively & Pisoni, 1988).




Pretest-Posttest Performance
as a Function of
Phonetic Environment (N=6)
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Figure 8. Average percent correct identification of test words in the pretect and posttest
conditions as a function of phonetic environment. (From Logan, Lively & Piosni, 1988).
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of /r/ and /l/ in this environment and the attentional focus of the listener given several
potentially more salient cues to /r/ and /1/ in other phonetic environments.

Taken together, however, the present results show not only that perceptual learning
took place, but that the learning was apparently highly context-dependent in nature. The
non-uniformity across the four phonetic environments implies that subjects were attending
to and encoding different acoustic cues for different environments they were exposed to
during training. Rather than learning about an abstract context-independent unit such as
a phoneme, subjects were apparently learning very detailed context-dependent information
for /r/ and /1/ in these different environments.

Insert Figure 9 about here

Training

The percentage of correct responses for the training items, broken down by week, is shown
in Figure 9. Performance improved over the three week training period although the largest
change occured during the first two weeks. The change in performance from week 1 to week
2 was significant, but the change from week 2 to week 3 was not. Whatever subjects are
learning about the cues to /t/ and /I/ in these different phonetic environments, they are
apparently learning it in a relatively short period of time.

Insert Figure 10 about here

Figure 10 shows the percentage of correct responses to the training items as a function
of phonetic environment. As in the pretest -posttest data, performance varied over a wide
range The best performance was obse.ved again for /r/ and /l/ as singletons in final
position; the worst performance was observed for /r/ and /1/ in initial clusters. Thus, even
during training with feedback, not all phonetic environments are learned equally well under
these training conditions.

Insert Figure 11 about here
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Figure 9. Average percent correct identification of words used during training as a function
of week. (From Logan, Lively & Pisoni, 1988)
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Figure 10. Average percent correct identification of words used in training as a function of
phonetic environment. (From Logan, Lively & Pisoni, 1988).
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Figure 11. Average percent correct identification of words used in training as a function of
week for each phonetic environment. (From Logan, Lively & Pisoni, 1988).
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Figure 11 shows the effects of phonetic environment as a function of week of training.
The same overall pattern of results observed for the five different phonetic environments is
replicated each week suggesting the existence of inherent differences in perception of /r/ and
/1/ in different phonetic environments, a finding that has been reported previously by other
researchers (Mochizuki, 1981; Dissosway et al., 1982).

Insert Figure 12 about here

Because the training procedures were automated and under the control of a laboratory
computer, we were able to record response times from subjects during the two-alternative
identification task. Figure 12 shows the average response times for correct responses to
test items in the five phonetic environments as a function of week of training. The overall
pattern of the response times parallels the data shown in the previous figure ior percent
correct performance. Response times are fastest for /r/ and /1/ in final position and slowest
for /r/ and /1/ in initial clusters and intervocalic position. For those phonetic environments
in which identification was very high at the outset of training (i.e, final singletons and
final clusters), the response times appear to decrease consistently each successive week. In
contrast, for the other three phonetic environments, in which performance was low at the
outset of training, the response times show a very different pattern over the three week period,
perhaps reflecting subjects’ initial difficulty in focusing their attention on the appropriate
acoustic cues for /r/ and /I/ in these particular phonetic environments. The inverted U-
shaped functions for these phonetic environments suggest that once subjects learned what
aspects of the stimulus to attend to, their performance began to improve and their latencies
decr ased substantially.

Insert Figure 13 about here

-

In addition to variability in identification performance as a function of the phonetic
environment, we also observed differences among the talkers who produced the items used in
training. Figure 13 shows the percentage of correct responses in traimng for each of the five
talkers. The test words produced by Talkers 4 and 5 were more intelligible than the words
produced by the other three talkers used during training.! In pretesting these items with
native speakers of English, no reliable differences were observed among any of the talkers.

1The order of presentation of the talkers was the same for all of the subjects. so this finding may reflect
an effect of training (which in itself is interesting) rather than differences in talker intelligibility.
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Figure 12. Average response times for correct responses to test words used in training as a2
function of week for each phonetic environment. (From Logan, Lively & Pisoni, 1988).
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Figure 13. Average percent correct identification of words used in training as a function of
talkers. (From Logan, Lively & Pisoni, 1988).




The results of the training phase of the experiment show clearly that the perceptual
learning of /r/ and /l/ is highly context dependent. Large differences in accuracy and
response latency were observed in identification of words ccataining /r/ and /1/ as a function
of phonetic environment and talkers. While there was a general trend for the learning to
improve over the three weeks of the experiment, the largest gains were made during the
first two weeks. The pattern of response times suggests that subjects were actively trying
to learn the specific criterial properties that distinguish /r/ end /1/ in different phonetic
environments. Some environments appear to be relatively easy to learn whereas others
appear more difficult. Indeed, even after three weeks of training during which there were
large improvements in performance overall, the identification of /r/ and /1/ as singletons
in initial position, did not change reliably from pretest to posttest. In contrast, perception
of /r/ and /1/ in two of the other environments showed substantial changes in performance
after training.

—————

Insert Figure 14 about here

Generalization with Novel Words

Figure 14 shows the results of the two generalization tests with novel words. Condition
TG consisted of novel words produced by a novel talker; condition TG2 consisted of novel
words produced by a familiar talker {Talker 4) who was used during the training phase.
These results, which are based on only three subjects, show that identification of novel
words from condition TG2, a familiar talker, is better than identification of novel words
from TG1, a novel talker (p < .08). Apparently, familiarity with a talker’s voice improves
the identification performance on novel words that a listener has never heard before in the
experiment. Similar findings have been reported recently by Mullennix, Pisoni, and Martin,

(1989).

The present results suggest the intriguing possibility that listeners are not only encod-
ing context-sensitive information about the specific phonetic environments that /r/ and
/1/ appear in during training, but they are also encoding, along with this, quite detailed
acoustic-phonetic information about the specific properties of the talker’s articulation as
well. Acoustic information about a talker's voice may therefore be encoded along with a
phonetic representation of the input and stored in long-term memory for later use (see Mar-
tin, Mullennix, Pisoni & Summers, 1989).

Stimulus variability generated by exposure to speech produced by different talkers may
play a central role in developing robust phonetic categories in perception that are not defined
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Figure 14. Average percent correct identification of novel words in generalization tests {or
a new talker (TG1) and a familiar talker who was used in training (''G2). (From Logan.
Lively & Pisoni, 1988).




exclusively by a small number of absolute criterial acoustic features which must be present
in the signal for it to be identified reliably in different environments. Stimulus variability
produced through these experimental manipulations may be similar to the kind of stimu-
lus variability encountered by non-native speakers who have had intensive conversational
experience with English { MacKain, Best & Strange, 1981). Subjects involved in conversa-
tional instruction with native speakers apparently do show improved perceptual skills with
non-native speech contrasts (Gillette, 1980; Mochizuki, 1981; MacKain et al., 1981). Con-
versational experience may therefore provide exposure to speech produced by diverse talkers
producing phonetic contrasts in a wider variety of environments than would be encountered
in laboratory settings. Regardless of the precise explanation, the present findings demon-
strate that stimulus variability is useful in perceptual learning and may contribute to the
development of more robust context-sensitive perceptual categories.

General Discussion

The results of the training experiments summarized in this chapter demonstrate quite
convincingly that non-native speaker. Lan, in fact, learn to perceive speech contrasts that are
not distinctive in their native language. These findings, which were obtained with two very
different phonetic contrasts - the voicing distinction in stop consonants cued by VOT and
the /r/ and /l/ contrast - show that the developmental decline in discriminative capacities
and associated perceptual loss is not permanent and can be “reacquired” in a relatively short
period of time using relatively simple laboratory training procedures. Based on these find-
ings, we believe that the previous conclusions about the effects of early linguistic experience
on speech perception are unjustified and have been greatly cxaggerated in the literature on
perceptual development.

There can be little question in anyone’s mind that a major aspect of the development of
speech perception in infants and young children involves some form of developmental change
and perceptual reorganization as a function of specific experiences in the language-learning
environment. The acquisition of language, like the development of bird-song, requires an
intensive period of vocal learning during which the young child begins to acquire the local
dialect and lexicon of the speech produced in his/her language-learning environment. At
the present time, we are just beginning to develop adequate theoretical accounts of precisely
how this process takes place and how the sensory prerequisites and phonetically relevant
capabilities are shaped, modified or tuned to the important phonetic distinctions in the
language-learning environment (see Aslin. 19R1; Aslin, 1985; Aslin & Pisoni, 1980; Studdert-
Kennedy, 1086, 1987; Jusczyk, 1985, 1986).

When one considers the data from a wide variety of studies on infant speech perception
that have been carried out over the last 18 vears. it becomes obvious that prelinguistic
infants display evidence of a universal sensitivity to phonetically relevant sound contrasts
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in language (for reviews see Aslin, Pisoni & Jusczyk, 1983 Jusczyk, 1985, 1886; Kuhl,
1987; Werker, 1989). These findings have demonstrated consistently that infants have the
sensory and perceptual prerequisites to eventually acquire the phonetics and phonology of
any spoken language. Unfortunately, relatively few of these infant studies have addressed
the somewhat broader issues of the nature of the developmental change that takes place
when the child begins to acquire the first rudiments of spoken language and reliably starts
to assign meanings and communicative intent to sound patterns in his/her environment.
And, even fewer studies have addressed the issue of the apparent developmental decline in
the perceptual abilities of mature adults after they have acquired their native language (see
however Aslin & Pisoni, 1980; Best et al., 1988; Flege, 1987; Walley, Pisoni & Aslin, 1981).

Some attempts have been made recently by Werker (1989) to deal with developmental
change in speech perception, but her theoretical efforts to date have not been concerned
with the precise mechanism« that underlie change and perceptual reorganization in speech
perception. In addition, she nas focused most of her work on the period immediately before
the child's first words appear, thus effectively preventing her from addressing issues related
to the contribution of phonology and lexical knowledge to speech perception.

Taking a different approach, Jusczyk (1985, 1986) has recently suggested that young
infants actively adjust perceptual weights to encode phonologically distinctive information
in their enviroment. His proposal, which we will return to in the next section, places a great
deal of emphasis on attentional mechanisms in perceptual development. It therefore provides
2 unified way of dealing with both the infant data, showing universal phonetic sensitivity,
as well as the adult data, showing perceptual reorganization and developmental decline in
phonetic discrimination. However, like Werker, Jusczyk has also focused most of his efforts
on the period immediately before the child’s first words.

Both Ferguson (1986) and Studdert-Kennedy (1987) have remarked recently about the
serious gap in our knowledge and understanding of the relations between the infant speech-
sound perception data and the child phonology literature. Not only have there been few
efforts to relate findings from these two areas, but there has been little useful theoretical
work on the nature of the perceptual reorganization that takes place when the child begins to
use spoken language in a communicatively relevant way. Previous accounts of developmental
change, such as the one suggested recently by Werker (1989), have focused on a simple
dichotomy hetween language-based and sensory-based processes. But this is ohvionsly not
sufficient to account for the present set of findings with mature adults who are able to
reacquire the perceptual abilities needed to discriminate and identify phonetic contrasts
that were not distinctive in their language-learning environment.

If mature adults have the basic underlying sensory abilities needed to discriminate pho-
netically relevant speech contrasts, as the present findings demonstrate, then why do they
apparently have such great difficulty using these abilities when they are called upon to per-
form tasks that require linguistically relevant perceptual responses? Is it desirable to have
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two accounts of perceptual change: one for infants and young children acquiring their first
language, and another for adults reacquiring new phonetic contrasts in a second language?
Or should we attempt to develop a common approach that is appropriate for both sets of
findings? As we pointed out in the introduction, contemporary theories of speech percep-
tion were formulated to deal with the mature adult and little, if any, attention has been
devoted to issues of development, developmental change, or second language acquisition. In
the next section, we suggest an approach that can be applied to both the adult and infant
perceptual findings. Qur basic argument is that these seemingly diverse findings reflect the
operation of attentional processes in speech perception that are primarily perceptual rather
than sensory-based in nature.

The Role of Selective Attention in Speech Perception

Although cognitive psychologists have studied selective attention for many years, it has
only been recently that researchers working in speech perception have acknowledged the fun-
damental role of attentional processes in identification, categorization, and discrimination of
speech sounds (for a review see Nusbaum & Schwab, 1986; see also Jusczyk, this volume). In
a number of important studies on the identification and categorization of complex multidi-
mensional visual stimuli, Nosofsky (1986, 1987) has shown how selective attention to specific
stimulus dimensions can modify the underlying psychological space and therefore affect the
perceived similarity relations among componer.t dimensions in different tasks. According to
Nosofsky, selective attention can be thought of in terms of a metaphor that involves stretching
of psychological distances to attended dimensions and shrinking of distances for unattended
dimensions. When subjects are required to attend selectively to one specific stimulus dimen-
sion, two events occur. First, attributes of the attended dimensions become more dissimilar
from each other. Second, attributes of the unattended dimensions become more similar to
each other. Based on several categorization studies, Nosofsky (1986, 1987) has shown that a
selective attention strategy to one dimension serves to maximize within-category similarity
among exemplars sharing the same dimensions and minimize between-category similarity.
Using this strategy, he was able to account for a number of seemingly diverse findings in the
categorization-classification literature.

One consequence of this view of selective attention for speech perceptian is that it provides
a way to account for the effects of lingumistic experience quite easily in terms of modifications
in the relative salience of different phonetically relevant dimensions depending on the specific
language-learning environment. For example. in one study, Terbeek (1977) used a scaling
technique to measure the magnitudes of differences between pairs of vowels presented to
native speakers of five different languages. He found that prior language experience affects
vowel perception by modifying the perceived psychological distances. The perceptual dis-
tance between a pair of physically similar vowels was judged to be much larger if members
of the pair contrasted phonologically in the subject’s native language than if the pair was
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not phonologically distinctive in the language. Thus, the effects of linguistic experience ap-
parently modify thc underlying psychological scales by altering the similarity relations for
different perceptual dimensions. Jusczyk (this volume) has also made the same suggestions
based on infant data.

According to this approach, linguistic experience affects perception by modifying atten-
tional processes which, in turn, affect the underlying perceived psychological dimensions.
When viewed in this context, the apparent developmental loss brought about by acquiring
a language is not a “true” sensory-based loss but rather a change in selective attention. In
principle, it should be possible to demonstrate that all non-native speech contrasts can be
discriminated reliably by adulfs in a short period of time using relatively simple laboratory
training techniques. Because the underlying sensory abilities are still intact, discrimina-
tion training only serves to modify attentive processes which are assumed to be flexible and
susceptible to realignment {see Aslin & Pisoni, 1980).

If the changes in perceptual reorganization and the associated development loss in speech
perception are primarily attentional in nature, then what are the consequences of this ap-
proach for discrimination and categorization of non-native speech contrasts? One conse-
quence of this view is a systematic “warping” or restructuring of the psychological space,
favoring important distinctive contrasts that are present in a particular language and the at-
tenuation of cues for non-native distinctions. However, in addition to modifying the perceived
psychological spacing among dimensions, there are also changes in the memory representa-
tions for the psychologically more salient dimensions. Changes in memory could account for
the large and reliable differences observed in perception for within- versus between-category
comparisons in speech discrimination tasks (Pisoni, 1973, 1975). Similarly, changes in mem-
ory representations could also account for why discrimination training tasks, such as the AX
test which emphasizes verv fine within-category acoustic differences, fail to produce reliable
differences in subsequent .ulegorization and identification tasks with real words (Stravge &
Dittman, 1984). Listeners have the underlyving sensory mechanisms to make very fine pho-
netic discriminations but they cannot develop stable representations in long-term memory
that can be used later on in other tasks ihat require more abstract memory codes (Pisoni,

1973).

One additional point about Nosofsky’s work on selective attention is relevant here in
terms of tests involving transfer and gencralization of knowledge gained in training. Follow-
ing earlier work of Tversky (1977), Nosofsky (1986, 1987) has shown that similarity relations
for complex multidimensional stimuli are not invariant over tasks or contexts and that atten-
tional processes may operate differently under different experimental procedures. According
to this view, similarity is highly context-dependent and subjects may attend selectively to
different dimensions when the cues are in different contexts.

This view of similarity should come as no surprise to anvone working in the field of
speech perception. One of the most distinctive and pervasive characteristics of speech is its
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highly context-dependent nature. Given this view of attention and similarity, Strange and
Dittman's (1984) failure to find any transfer of training from pretest to posttest performance
is easy to understand. Indeed, the contexts used in training (i.e., synthetic “rock-lock™)
were so different from those used in testing (i.e., minimal pairs of natural speech) that
only a context-independent learning strategy using highly abstract perceptual units like
phonemes would have produced any positive transfer eflects. The data from a large number
of theoretical and experimental studies over the last 40 years show that while phonemes
may be extremely useful for linguistic descriptions, their status in the real-time processing
of spoken language is still problematic (see Pisoni & Luce, 1987).

Training and Perceptual Learning

While this chapter has been nominally concerned with training and perceptual learning
effects in speech perception, the major focus has been on a number of general issues related to
perceptual reorganization and developmental change and the mechanisms that underlie these
processes. One of our major findings was that short-term laboratory training procedures do
apparently produce changes in speech perception and these changes generalize to items that
subjects were not originally trained on. Our findings are also consistent with those reported
recently by Jamieson and Morosan (1986), who were also successful in modifving the speech
perception abilities of naive adults with laboratory training techniques. The outcome of
their training study on the perception of English fricatives by Canadian francophones, like
the present results on /r/ and /l/, demonstrated several important methodological principles
that should be followed to insure successful transfer of training. Acc-~ding to Jamieson and
Morosan (1986), previous failures to train non-native speech contrasts reflect deficiencies in
the specific training methods. They propose three training principles. The first principle
deals with acoustic context. They argue that training should ensure that the relevant speech
cues are presented in an acoustic context that is appropriate for normal speech rather than in
isolation. The acoustic cues for segmental distinction in speech are highly context dependent.
Removing a cue from context alters the perception of that cue when it is put back into the
context again.

The second principle involves identification training. According to Jamieson and Morosan
(1986), the training task should require subjects to make identification responses rather than
discrimination responses because the desired outcome of training is to selectively modify the
listener’s ability to classify speech sounds into new perceptual categories. Training subjects
in discrimination tasks will have the undesirable effect of enhancing perception of fine within-
category acoustic differences rather than encouraging categorization responses.

Finally, training should begin by initially focusing attention on the criterial acoustic cues
and then introducing a range of acoustic variability into the stimulus materials. If the goal of
training is to improve perception of natural speech, listeners must eventually learn to ignore
within-category acoustic variability while attending to relevant between-category variability.
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Jamieson & Morosan (1986) argue that it will be difficult to train listeners to perceive many
new speech contrasts without including some kind of stimulus variability in training so the
listener will be able to eventually deal with the inhercnt variability encountered in naturally
produced speech.

Segmentation, Perceptual Units and Language Development

The results of our /r/-/1/ training study also raise several theoretical issues about what
adult subjects are actually learning in experiments like these. An analysis of both the train-
ing data and the pretest-posttest data for /r/ and /I/ demonstrate that subjects are lear~ing
about these phonetic contrasts in a highly context-dependent manner. We found very little
evidence that subjects were “extracting” out or using context-independent perceptual at-
tributes or umis like traditional phonemes. If anything, the data demonstrate tis' ~:-}jects
were encoding very specific contextual information about the acoustic cues for /r/ and /i/
in the different phonetic environments that they were exposed to during training. While
these data are from mature adult listeners who have already acquired their native language,
the present results nevertheless raise several important questions about what infants and
young children are encoding from the speech in their environment. The aveilable evidence to
date suggests that infants and young children are not breaking down the speech signal into
phoneme-like segments at all but rather are responding to much more global characteristics

of the similarity structure of speech that they hear in their environment (Ferguson, 1986;
Studdert-Kennedy, 1987).

Since the initial report by Eimas et al., (1971), there has been a great deal of speculation
about precisely what the infant speech perception findings mean and how they may be
related to later stages of language development. Some investigators such as Werker (Werker
& Lalonde, 1988) and Best et al., (1988) believe that the discrimination data demonstrate
that infants are perceiving speech signals in a “phonetically relevant” manner and that the
underlying perceptual abilities will someday be useful for the eventual task of language
learning. An example of this line of reasoning is given below:

This mapping between biologically given sensitivities and phonetic categories
allows the young infant to segment the incoming speech stream into discrete
perceptual entities and enables the infant to divide the ongoing and overlapping
stream of speech into the units that will be required in the important task of
beginning to learn a language. (Werker & Lalonde, 1988, p. 681)

We believe there are some problems with these claims. Inherent in this line of speculation
is the assumption that voung infants somehow acquire the sound structure and lexicon of
a language by a bottom-up strategy involving the segmentation of the acoustic signal into

@ g7



. perceptual entities that correspond to adult-like units such as phones, allophones, phonemes
and words. While such a sensory-based approach is appealing it also lacks empirical support.

These speculations are aiso closely tied to a set of theoretical assumptions derived from
an adult model of language development in which segments and features play an important
theoretical role in studies of infant speech sound perception and early lexical development.
However, the data from studies of child phonology suggest a very different picture of devel-
opment. According to Studdert-Kennedy (1987), the child first uses relatively large undif-
ferentiated units, such as prosodic contours, to express meanings. When the child begins to
use sound patterns in a contrastive way, the units of production are more likely to approxi-
mate word-like patterns than smaller units such as segments. These early words appear to
function as wholistic units that have no coherent internal structure. Many of the phonetic
forms used in these first words are also highly context specific and suggest that the child
has little, if any, awareness or active control over the arrangement and sequencing of the
component sounds in these patterns.

Given what we currently know about the child's early attempts at speech production,
it seems very unlikely that children are actively segmenting the incoming speech signal
into relatively small perceptual units for subsequent identification and categorization into
phonemes and then words. Instead, the perceptual process may be just the opposite as
the child moves progressively from relatively large undifferentiated units, to smaller context-
dependent units as his/her lexicon begins to increase in size (see Moskowitz, 1973; Studdert-
Kennedy, 1986; Jusczyk, 1986). Only when the size of the child's lexicon becomes too large
for efficient retrieval, will a segmentally-based production strategy begin to emerge. At this
point, the child is able to control and coordinate articulatory gestures in speech production
so that the sound patterns can function contrastively to express different meanings. Until the
lexicon becomes organized, words and larger sound patterns are probably the units common
to both perception and production.

Thus, viewed in this manner, the extensive literature on infant speech sound perception
over the last 18 years merely provides information about the sensory capabilities of infants
and not much more than that. As Studdert-Kennedy (1989) has remarked, the infant be-
haves as a " psychophysical chinchilla”. The discrimination findings reported in the literature
must therefore be interpreted cautiously with regard to any strong claims about their direct
relevance to the development of the child’s lexicon or the emerging functional use of spoken
language as the child matures. It is clear from these studies that the young child can discrim-
inate phonetically relevant acoustic contrasts. contrasts that will later become important in
the langrage the child eventually develops. However, it is not at all clear precisely how
these phonetic proclivities interface with the child’s developing lexicon or his/her command
of phonology during the first two or three vears of life.



Conclusions

The findings reported in this chapter permit us to make several general conclusions about
the eflects of laboratory training on speech perception. First, based on the two studies
reviewed here, there can be little question that laboratory training procedures can be used
to selectively modify the perception of non-native phonetic contrasts. The limitations and
apparent perceptual difficulties ~bserved with non-native contrasts in the past appear to be
due to selective attention and memory processes rather than any basic limitation on the
sensory capabilities underlying these particular phonetic contrasts.

Second, the perception of /r/ and /1/ appears to depend quite extensively on the specific
phonetic environment in which the contrast appears. In both training and testing, subjects
displayed strong evidence that their encoding and subsequent internal representations of
these sounds were highly context dependent. We found no evidence to suggest that subjects
were attempting to encode these contrasts in terms of some abstract context-independent
perceptual units like phonemes or phonetic segments.

Third, the learning and generalization effects that we observed apparently were facili-
tated by the high degree of stimulus variability used during the training phase. By exposing
subjects to variability fromn different phonetic contexts and from different talkers, subjects
apparently developed “robust” phonetic categories which facilitated transfer of this knowl-
edge to new environments and new talkers.

Fourth, the use of nonsense syllables and highly controlled synthetic speech stimuli in past
training studies may have placed a number of constraints on subjects’ learning strategies.
The success of the present /r/ and /l/ study can be attributed, in part, to the use of
phonetically redundant naturally produced English words in which /r/ and /1/ appeared in
a wide variety of different phonetic environments. Using these procedures, subjects were able
to acquire knowledge about the range of variability these contrasts might assume in natural
speech tokens.

Finally, the results of our training studies are compatible with the view that develop-
mental change and associated perceptual reorganization in speech perception is due primar-
ily to selective attention rather than any permanent changes in the underlying sensory or
perceptual mechanisms. According to this view, selective attention to linguistically rele-
vant phonetic contrasts operates by “warping” the underlying psychological distances. For
speech contrasts that are distinctive in the language-learning environment, the psychological
dimenstons are stretched so that important phonetic differences become more salient; for
speech contrasts that are non-di.iinctive, the psychological dimensions are shrunk so that
unattended differences become more similar to each other. This view of the role of selective
attention in speech perception can accomodate a wide variety of developmental and cross-
language findings in the literature and provide a psychological basis for the mechanisms
underiying perceptual change.



References

Abramson, A. & Lisker, L. (1970). Discriminability along the voicing continuum: Cross
language tests. Proceedings of the fth International Congress of Phonetics Sciences (pp.
569-573). Prague: Academia.

Aslin, R. N. (1981). Experiential influences and sensitive periods in perceptual development:
A unified model. In R. N. Aslin, J. R. Alberts, & M. R. Peterson (Eds.), Development of
Perception: Psychobiological Perspectives, (Vol. II): The Visual System (pp. 45-93). New
York: Academic Press.

Aslin, R., N. (1985). Effects of experience on sensory and perceptual development: Implica-
tions for infant cognition. In J. Mehler & R. Fox (Eds.), Neonate Cognition: Beyond the
Blooming, Buzzing Confusion (pp. 157-183). Hillsdale, NJ: Erlbaum.

Aslin, R. N. (1987). Visual and auditory development. In J. D. Osofsky (Ed.}, Handbook of
Infancy, 2nd Edition. New York: Wiley.

Aslin, R. N., & Pisoni, D. B. (1980). Some developmental processes in speech perception. In
G. Yeni-Komshian, J. Kavanagh, & C. Ferguson (Eds.), Child Phonology: Perception and
Production (pp. 67-96). New York: Academic Press.

Aslin, R. N, & Pisoni, D. B., Hennessy, B. L., & Perey, A. J. (1981). Discrimination of
voice onset time by human infants: New findings and implications for the effects of early
experience. Child Development, 52, 1135-1145.

Aslin, R. N., & Pisoni, D. B, & Jusczyk, P. W. (1983). Auditory development and specch
perception in early infancy. In M. Haith & J.Campos (Eds.), Hendbook of Child Psychology,
Vol. 2, Infancy and Developmental Psychobiology (pp. 573-687). New York: Wiley.

Best, C. T., MacRoberts, G. W., & Sithole, N. M. (1988). Examination of the perceptual
re-organization for speech contrasts: Zulu click discrimination by English-spesking adults
and infants. Journal of Ezperimental Psychology: Human Perception and Performance, 14,
245-260.

Burnham, D. K. (1986). Developmental loss of speech perception: Fxposure to and experience
with a first language. Applied Psycholinguistics, 7. 207-240.

Carney, A., Widin, G., & Viemeister, N. (1877). Noncategorical perception of stop consonants
differing in VOT. Journal of the Acoustical Socictly of America,82, 961-970.

Dissosway-Huff, P., Port, R.. & Pisoni, D. B. (1982). Context eflects in the perception of /r/
and /l/ by Japanese. Rescarch or Speech Perception Progress Report No. 8. Bloomington,
IN: Speech Research Laboratory, Department of Psychology, Indiana University.

52

60



Durlach, N. 1., & Braida, L. D. (1969). Intensity per-eption: I. Preliminary theory of intensity
resolution. Journal of the Acoustical Society of America, 46, 372-383.

Eilers, R. E., Gavin, W. J,, & Wilson, W. R. (1979). Lingustic experience and phoneme
perception in infancy: A cross-linguistic study. Child Development, 50, 14-18.

Eimas, P.D., Siqueland, E. R., Jusczyk, P. W., & Vigorito, J. (1971). Speech perception in
infants. Science, 171, 303-306.

Eimas, P. D. (1975). Auditory and phonetic coding of the cues for speech: Discrimination of
the [r-1] distinction by young infants. Percr;tion & Psychophysics, 18, 341-347.

Eimas, P. D. (1973). Developmental aspects of speech perception. In R. Held, H. Leibowitz,
& H. L. Teuber (Eds.), Handbook of Sensory Physiology: VIIl. Perception (pp. 357-374).
New York: Springer-Verlag.

Ferguson, C. A. (1986). Discovering sound units and constructing sound systems: It’s child’s
play. In J. Perkell & D. Klatt (Eds.), Invariance and Variability in Speeck Processes (pp.
36-51). Hillsdaie, NJ: Erlbaum.

Flege, J. E. (1987). The production and perception of foreign langnage speech sounds. In H.
Winitz (Ed.), Humman Communication and its Disorders, Vol. I (pp. 224-401). Norwood,
NJ: Ablex.

Gillette, S. (1980). Contextual variation in the perception of L and R by Japanese and Korean
speakers. Minnesota Papers tn Linguustics and the Philosophy of Language, 6, 58-72.

Goto, H. (1971). Auditory perception by normal Japanese adults of the sounds “L" and “R”.
Neuropsychologia, 9, 317-323.

Gottlieb, G. (1981). The roles of early experience in species-specific perceptual development.
In R. N. Aslin, J. R. Alberts, & M. R. Peterson (Eds.), Development of Perception: Psy-
chobiological Perspectives, Vol. 1, Audition. Sematic Perception, and the Cherical Senses
(pp. 5-44). New York: Academic Press.

Jamieson, D. & Morosan (1986) Training wton-native speech contrasts in adults: Acquisition
of the English fo/-/0/ contrast by francophones. Perception & Fsychophysics, 40, 205-215.

Jenkins, J.J. (1989) The more things change. the more they stay the same: Comments from
an historical perspective. In R. Kanfer. P.L. Ackerman and R. Cudeck (Eds.), Abiitres,
Motivation, and Methodology (pp. 475-491). Hillsdale. NJ: Erlbaum.

Jusczyk, P. (1985). On characterizing the development of speech perception. In J. Mehler &
R. Fox (Eds.), Neonate cognitron: Beyond the Blooming Buzzing Confuston (pp. 199-228).
Hillsdale, NJ: Erlbaum.



Jusczyk, P. W. (1986) Toward a model of the development of speech perception. In J. Perkell
& D. Klatt (Eds.), Invariance and Variebility in Speech Processes (pp. 1-19). Hillsdale, NJ:
Zrlbaum.

Jusczyk, P. W. (1990; this volume). Infant speech perception and the development of the
mental lexicon. To appear in H. C. Nusbaum & J. C. Goodman (Eds.), The Transition
from Speech Sounds fo Spoken Words: The Development of Speech Perception (pp. 00-00).
Cambridge, MA: MIT Press.

Jusczyk, P., Bertoncint, J., Bijeljac-Babic, R., Kennedy, L., & Mehler, J. (1989). The role of
attention tn speech perception by young infants. Manuscript submitted for publication.

Kuhl, P. K. (19t7). Perception of speech in early infancy. In P. Salapatek & L. Cohen (Eds.)
Handbook of Infant Perception, Vol. 2 {pp. 275-381). New York: Academic Press.

Kuhl. P. K., & Miller, J. D. (1975). Speech perception by the chinchilla: Voiced-voiceless
distinction in alveolar plosive consonants. Science, 180, 69-72.

Lane, H. L. (1965). The motor theory of speech perception: A critical review. Psycholegical
Review, T2, 275-309.

Lasky, R. E., Syrdal-Lasky, A., & Klein, R. E. (1975). VOT discrimination by four to six
and a half month old infants from Spanish environments. Journal of Ezperimental Child
Psychology, 20, 215-225.

Liberman, A. M., Cooper, F. S., Shankweiler, D., & Studdert-Kennedy, M. (1967). Perception
of the speech code. Psychelogical Revew, 74, 431-461.

Libermar A. M., Harris, K., Hoffman, H., & Griffith, B. (1957). The discrimination of speech
sounds within and across phoneme boundaries. Journal of Ezxperimental Psychology, 54,

358-368.

Lisker, L., & Abramson, A. (1964). A cross language study of voicing in initial stops: Acous-
tical measurements. Word, 20, 384-422.

Lisker, L., & Abramson, A. (1967). The voicing dimension: Some experiments in comparative
phonetics. Proccedings of the 6th International Congress of Phonetic Sciences (pp. 563-567).
Prague: Academia.

Lisker, L. (1970). On learning a new contrast. Staefus Report on Speech Research (SR-24).
New Haven, CT: Haskins Laboratories

Logan, J. S., Lively, S. E., & Pisoni, D. B. (1988). Training Japanese listeners to identify /r/
and /1/: A first report. Eescarch on Speech Percepizon Progress Report Ne. 14. Bloomington,
IN: Speech Research Laboratory, Department of Psychology, Indiana University.

54



McClasky, C. L., Pisoni, D. B., & Carrell, T. D. (1983). Transfer of training of a new linguistic
contrast in voicing. Perception & Psychophysics, 34, 323-330.

MacKain, K., Best, C., & Strange, W. (1981). Categorical perception of English /r/ and /1/
by Japanese bilinguals. Applied Psycholinguistics, 2, 369-390.

Mann, V. (1986). Distinguishing universal and language-dependent levels of speech perception:
Evidence from Japanese listeners’ perception of “I' and "r“. Cognition, 24, 169-196.

Martin, C. S., Mullennix, J. W., Pisoni, D. B., & Summers, W. V. (1989). Effects of talker
variability on recall of spoken word lists. Journal of Ezperimental Psychology: Learning,
Memory & Cognition, 15, 676-684,

Miyawaki, K., Strange, W., Verbrugge, R., Liberman, A., Jenkins, J., & Fujimura, Q. (1975).
An effect of linguistic experience: The discrimination of /t/ and /1/ by native speakers of
Japanese and English. Perception & Psychophysics, 18, 331-340.

Mochizuki, M. (1981). The identification of /r/ and {1/ in natural and synthesized speech.
Journal of Phonetics, 9, 283-303.

Moskowitz, A. 1. (1973). The acquisition of phonology and syntax. In G. Hintikka, J.

Moravesik, and P. Suppes (Eds.), Approaches to Natural Language (pp. 48-84). Dordrecht:
Reidel.

Mullennix, J.W., Pisoni, D.B., & Martin, C.S. (1989). Some effects of talker variability on
spoken word recognition. Journal of the Acoustical Society of America, 85, 365-378.

Nosofsky, R. M. (1986). Attention, similarity, and the identification-categorization relation-
ship. Journal of Ezperimental Psychology: General, 115, 39-57.

Nosofsky, R. M.(1987). Attention and learning processes in the identification and categoriza-
tion of integral stimuli. Journal of Ezperimental Psychology: Learning, Memory € Cognition,
14, 700-708.

Nusbaum, H. C., & Schwab, E. C. (1986). The role of attention and active processing in speech
perception. In H. C. Nusbaum & E. C. Scwab (Eds.), Pattern Recognition by Humans and
Machznes, Vol. 1. Speech Perception (pp. 113-157). New York: Academic Press.

Pisoni, D. (1973). Auditory and phonetic codes in the discrimination of consonants and vowels.
Perception & Psychophysics, 13, 253-26(.

Pisoni, D. B. (1975). Auditory short-term memory vowel perception. Memory €Cagnition, 3,
7-18.

(-




Pisoni, D. B. (1877). Identification and discrimination of the relative onset of two component
tones: Implications for voicing perception in stops. Journal of the Acoustical Society of
America, 81, 1352-1361.

Pisoni, D. B. (1978). Speech perception. In W. K. Estes (Ed.), Hendbook of Learning and
Cognitive Processes, Vol. 6 (pp. 167-233). Hillsdale, NJ: Erlbaum.

Pisoni, D., Aslin, R, Perey, A., & Hennessy, B. (1982). Some effects of laboratory training
on identification and discrimination of voicing contrasts in stop consonants. Jeurnal of
Ezperimental Psychology: Human Perception and Performance, 8, 297-314.

Pisoni, D. & Lazarus, J. (1974). Categorical and noncategorical modes of speech perception
along the voicing continuum. Journal of the Acoustical Society of America, 55, 328-333.

Pisoni, D. & Luce, P. (1987). Acoustic-phonetic representations in word recognition. Cogni-
tion, 25, 21-52.

Pisoni, D. B., & Tash, J. (1974). Reaction times to comparisons within and across phonetic
categories. Perception & Psychophysics, 15, 285-290.

Sheldon, A. & Strange, W. (1982). The acquisition of /r/ and /l/ by Japanese learners of
English: Evidence that speech production can precede speech perception. Applied Psycholin-
quistics, 3, 243-261.

Shiffrin, R. M. (1976). Capacity limitations in information processing, attention, and memory.
In W. K. Estes (Ed.), Handbook of Learning and Cognitive Processes, Vol. { (pp. 177-236).
Hillsdale, NJ: Erlbaum.

Stevens, K. N. (1972). The quantal nature of speech: Evidence from articulatory-acoustic
data. In E. E. David & P. B. Denes (Eds.), Human Communication. A Unified View (pp.
51-66). New York: McGraw-Hill.

Stevens, K. N. (1980) Acoustic correlates of some phonelic categories. Journal of the Acoustical
Saciety of America, 68, 836-842.

Strange, W. (1972). The Effects of Training on the Perception of synthetic Speech Sounds:
Voice Onset Time. Unpublished doctoral dissertation, University of Minnesota.

Strange, W. & Dittman, S§. (1984). Effects of discrimination training on the perception of
/r-1/ by Japanese adults learning English. Perception & Psychophysics, 36, 131-145.

Strange, W. & Jenkins, J. (1978). Role of linguistic experience in the perception of speech.
In R. D. Walk & H. L. Pick (Eds.), Perception and Ezperience (pp. 125-169). New York:
Plenum Press.



Streeter, L. A. (19762). Kikuyu labial and apical stop discrimination. Journal of Phonetics,
4, 43-49.

Streeter, L. A. (1976b). Language perception of 2-month-old infants shows effects of both
innate mechanisms and experience. Nature, 259, 39-41.

Studdert-Kennedy, M. (1986). Sources of variability in early speech development. In J. Perkell
& D. Klatt (Eds.), Invarience and Variability in Speech Processes (pp. 58-76). Hillsdale,
NJ: Eribaumn.

Studdert-Kennedy, M. (1987). The phoneme as a perceptuomotor structure. In A. Allport, D.
MacKay, W. Prinz, & E. Scherer (Eds.) Language Perception and Production (pp. 67-84).
London: Academic Press.

Tees, R., & Werker, J. F. (1984). Perceptual flexibility: Maintenance or recovery of the ability
to discriminate non-native speech sounds. Canadien Journal of Psychology, 34, 579-590.

Terbeek, D. A. (1977). A cross-language multi-dimensional scaling study of vowel perception.
Working Papers in Phonetics (University of California at Los Angeles), 37.

Tversky, A. (1977). Features of similarity. Psychological Review, 84, 327-352.

Walley, A., Pisoni, D. B., & Aslin, R. N. (1981). The role of early experience in the de-
velopment of speech perception. In R. N. Aslin, J. R. Alberts, & M. R. Peterson (Eds.),
Development of perception: Psychobiological perspectives, Vol. 1, Audition, Somatic Percep-
tron, end the Chemical Senses (pp. 219-255). New York: Academic Press.

Werker, J. F. (1989, January-February). Becoming a native listener. American Scientist, T7,
54-59.

Werker, J. F., & Lalonde, C. (1988). Cross-language speech perception: Initial capabilities
and developmental change. Developmental Psychology, 24, 672-683.

Werker, J. F. & Tees, R. (1984). Phonemic and phonetic factors in adult cross-language sp~-ch
perception. Journal of the Acoustical Society of America. 75, 1866-1878.




RESEARCH ON SPEECH PERCEPTION
Progress Report No. 15 (1989)
Indiana University

Modes of Processing Speech and Nonspeech Signals’

David B. Pisoni

Specch Rescarch Laboratory
Department of Psychology
Indiana University
Bloomington, Indiana 47405

YThis is a draft of a paper presented at the Conference on Modularity and the Motar Theory of Speech
Perception, June 5-8, J98R, New Haven. Connecticut. P'reparation of this paper was supported by NINCDS
Research Grant NS-12179 to Indiana University.

59 A
XY




Modes of Processing Speech and Nonspeech Signals

I am delighted to be here today to honor Al Liberman and talk about speech perception,
particularly some findings that 1 know Al would be happy to hear about given the theme
of the conference on Motor Theory and Modularity. I feel a little awkward in talking to
this audience about some of these findings because 1 find myself in the rather uncomfortable
position of disagreeing with the major conclusions of Al Bregman's talk, on the one hand,
and defending Al Liberman’s views ahout speech on the other hand. This may seem a little
curious to most of you in the audience since I have always thought of myself as the “quiet”
little gadfly off working in my Lab back in Indiana in the heartland of America far away
from Haskins Laboratories and all the day to day excitement that goes on there.

After reading Al Bregman's paper and thinking about his major claims, I began looking
through my slide collection to find something to say about his arguments. As I thought more
and more about what he said about speech perception and auditory perception, particularly
“auditory scene analysis,” I began to realize that maybe Al Liberman's arguments for the
“preemptiveness” of speech might not be as “bizarre” as | once thought they were when 1
first read the Liberman and Mattingly (1985) Cognition paper a few years ago. When you
think about things one way for a long time, it is often very difficult, if not impossible, to see
them any other way! Perhaps it takes a paper like Al Bregman's to get one to think a little
like Al Liberman and to appreciate some of the very deep and unusual claims that Al has
made over the yvears about speech.

In order to see how my thinking went over the last few weeks, I will begin by going back
about 25 years to the days of the Pattern Playback in the 1950s and 1960s and briefly review
some of the now “classic” experiments in speech perception that form the knowledge base
and early history of our field (see Figure 1).

Insert Figure 1 about here

For a considerable number of vears, Al Liberman and his collaborators at Haskins Labo-
ratories have been interested in the differences in perception between speech and nonspeech
signals. That such differences might exist was suggested by the report of the very first find-
ings on categorical perception of stop consonants back in 1957 (Liberman, et al., 1957). As
is now well-known to everyone, even introductory psychology students, the discrimination
of most nonspeech continua is continuous and monotonic with changes in the physical scale.
Observers are able tn discriminate many more differences than they can reliably identify on
an absolute basis. However. in the case of categorical perception. listeners can discriminate
between two stimuli no better than they can identify them as different on an absolute basis,
suggesting that discrimination of speech was in some way limsted by absolute identification.
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Figure 1. A schematic representation of the Haskins Laboratories Pattern Playback speech
synthesizer. Simplified spectrographic patterns of spe sech were patnted by hand on a moving
acetate belt to represent the important time-varying fi:rmant structure of an utterance. The
device would convert these visual patterns inte highly intelligible speech that could be used
in perceptual experiments with human listeners. Photographs of natural spectrograms could
also be used as input to the deviee in order to repraduce utterances in synthetic form (From
Cooper, 1950).



Since, at least at that time in the late 1950s, categorical perception seemed to be restricted
to speech stimuli, particularly the perception of stop consonants. it became of some interest
to determine the underlving basts for the non-monotonic discrimination functions found for
speech as shown by the excellent discrimination observed at category boundaries and the
relatively poor discrimination observed within categories.

It was with this general goal in mind that the first “nonspeech control” experiment was
carried out by Al and his colleagues (Liberman et al., 1961). In this study, Liberman et al.
(1961) wanted to determine whether the peaks in the discrimination function observed for
stop consonants were a result of learning or whether they were given innately. If the peaks in
discrimination could be attributed to learning, then an additional concern was to determine
prcisely what kind of learning was involved in the process. In order to answer both of these
questions, Liberman et al. (1961) created a set of nonspeech stimuli by inverting the synthetic
spectrographic patterns appropnate for the /do/~/to/ continuum before converting them to
sound on the pattern plavback. The aim of this manmpulation was, at least in principle, to
generate a set of nonspeech control stimuli that had all the properties of the speech stimuli
but actually did not sound like speech. Examples of these stimuli are shown in Figure 2.
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Insert Figure 2 about here

The strategy of the Liberman et al. (1961) study was then to compare the discrimi-
nation functions for the speech signals with those obtained for their nonspeech controls in
order to ascertain whether the nonspeech signals would show comparable peaks and troughs
in discrimination. At least tweo outcomes were possible from such an experiment. First, if
discrimination peaks are present for the nonspeech stimuli and they occurred in roughly the
same regions as those found for the speech condition. the findings could then be attributed
to the spectfic acoustic properties of the signals themselves and not to any additional inter-
pretative process whereby the signals were identified or encoded as speech. Liberman et al.
(1961) suggested that this particular result would support an account of speech perception
in terms of innate factors presumably involving some sort of psvchophysical explanation.

The second possible outcome was quite different. Liberman et al. (1961) argued that
if the discrimination peaks were absent from the nonspeech control stimuli, then a learning
account would be appropriate. Moreover. depending upon the overall level of discrimination
observed in the nonspeech condition. one of twe possible learning explanations would be
possible. Both of these learning explanations may be contrasted for the idealized cases as
shown graphically in Figure 3.
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Figurc 2. Top panel shows schematized spectrographic patierns appropriate for generating
a continuum of synthetic speech stimuli ranging from /do/ to /tef. The bottom panel shows
the set of control patterns that were created by inverting the speech patierns shown in the
top panel. The contral patterns contained all of the timing information present in the original
speech patterns although they did not sound like speech (From Liberman, Harris, Kinney &
Lane, 1961).
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Insert Figure 3 about here

In both panels of this figure. 2 hypothetical ABX discrimination function for a selected
speech continuum is shown by the solid lines and filled circles; the functions for the nonspeech
control stimuli are shown as the dashed lines and open circles. Panel {a), on the left,
illustrates the results predicted by a learning interpretation of the discrimination peak in
terms of the concept of “acquired similarity.” According to this view, the peak in the
speech discrimination function arises from learning to ignore variations within phonological
categories and learning to aftend to variations across categories. Thus, discrimination of the
relevant acoustic parameter underlying the speech contrast was originally presumed to be
quite good, as shown by the high level of the nonspeech discrimination function. The effects
of perceptual learning, therefore, serve to attenuate sensitivity selectively.

In contrast, Panel (b), on the right, illustrates the results predicted by an interpretation
of the discrimination peak in terms of the concept of “acquired distinctiveness.” According
to this view, which was widely held by many psycholegists back in the 1950s (see Gibson
& Gibson, 1955), the peak in the discrimination function arises from learning to respond
to stimuli that have somehow become more distinctive or salient to the listener through a
process of differentiation. By this account, discrimination was originally assumed to be quite
poor and the effects of perceptual learning were to make certain stimuli more distinctive by
increasing the organism’s sensitivity to them through exposure and feedback.

The results of the Liberman et al. (1961) /do/~/to/ control study did not reveal a
peak in the ABX discrimination functions :or the nonspeech stimuli, suggesting a learning
explanation. In addition, the overall level of the discrimination function was quite low,
very close to chance. suggesting that the peaks in the speech discrimination function were
more likely to be the result of acquired distinctiveness than acquired similarity. At the
time, Liberman et al. (1961) assumed that the distinctiveness for speech arose during the
course of language learning through mediation of the production system in the process of
learning the relevant articulatory gestures needed to produce the same distinction, a position
characterizing what would eventually become one of the earliest statements of the “Motor
Theory of Speech Perception.” In the 1966ls, these nonspeech results were often cited not
only as evidence for the presence of important differences in perception between speech and
nonspeech signals, but also as additinnal support for the view that speech perception might
have very close ties with speech production (Liberman. Cooper, Harris & MacNeilage, 1963).

Numerous other speech-nonspeech comparisons have heen carried out over the vears at
Haskins. All of these studies have revealed quite similar results. particularly with regard to
comparisons involving the shape and relative level of the discrimination function (see Mat-
tingly et al., 1971; Miyvawak: et al.. 1975). The nonspeech control signals have uniformly
and consistently failed to show peaks in discrimination that were correlated with the peaks
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Figure 3. Idealized versions of ABX discrimination functions that would be expected from
either the processes of acquired similarity (Panel a on the left) or acquired distinctiveness
(Panel b on the right). These two functions attempt to itlustrate how carly linguistic expe-
rience might selectively modify speech discrimination capabilities.




in the speech identification functions. Moreover, these nonspeech stimuli were typically dis-
criminated at levels approaching chance responding. In more recent vears, Liberman and
his colleagues have tended to avoid explanations of these differences in terms of the older
notions of acquired similarity and acquired distinctiveness, preferring instead to characterize
the differences in perception between speech and nonspeech as reflecting two basically dif-
ferent modes of perception, a speech mode and a nonspeech mode (Liberman, 1970). Until
recently, the nonmonotonic discrimination functions observed for speech stimuli have typ-
ically been accounted for in terms of some additional, perhaps specialized, interpretative
process involving phonetic categorization rather than a purely sensory-based process involv-

ing responses to only the psychophysical properties of the signals themselves (see Pisoni,
1977).

A number of criticisms can be leveled at these speech-nonspeech comparisons, particularly
the results from the nonspeech control conditions. First, there is the question of whether the
same psychophysical properties found in the original speech stimuli are indeed preserved in
the nonspeech control stimuli. This criticism is appropriate for the original /do/~/to/ stimuli
and the Mattingly et al. (1471) “chirp” and “bleat” controls where the acoustic cues were
removed from speech context a1d presented in isolation. This manipulation, while nominaily
preserving the speech cue, results in a marked change in the spectral context which no doubt
affects processing of the speech cue itse'{ (see Stevens, 1980).

A second problem with these nonspeech control stimuli concerns the fact that subjects
did not receive any experience or familiarization with these signals prior to the discrimination
test. With complex multidimensional signals, it may be difficult for subjects to attend to
the relevant attributes that distinguish different stimuli. Thus, a subject’s performance may
be no better than chance if he is not attending selectively to the specific criterial attributes
that distinguish these stimuli. Since all of the early nonspeech experiments were also run
without feedback, listener may have focused their attention on one aspect or set of attributes
on a given trial and an entirely different aspect of the stimulus on the next trial. As a result,
listeners may have responded to the same stimulus quite differently at different times during
the course of the experiment thus revealing a level of performance no better tha. chance,
which is precisely what Liberman et al. found in their early studies.

Finally, subjects in almost all of these nonspeech experiments never overtly labeled or
identified these nonspeech stimuli into discrete perceptual categories before discrimination
was measured, as is commonly done in the speech experiments. The prior labeling experience
may tend to emphasize some aspects of the stimulus pattern and attenuate others in selective
ways not known to the investigator. Some of these criticisms were specifically taken into
account in the more recent nonspeech experiments. which may have been responsible for
their more successful outcome ~ompared to the earlier studies (see Pisoni, Carrell & Gans,

1983).

Despite the methodological criticisms that can be leveled at these early nonspeech control
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experiments, a number of very general issues were identified at the time by Al Liberman and
his colleagues, issues that still continue to occupy researchers today. Although discussion
of concepts like “acquired distinctiveness” and “acquired similarity” in speech perception
have faded away, there is currently a great deal of interest in the role of early linguistic
experience in the development of speech perception in infants and young children and the
effects of linguistic knowledge on speech perception in adults (see Aslin & Pisoni, 1980
Aslin et al., 1981). Many of the theoretical issues touched upon in these early Haskins
papers are still topics of great interest, although they have been modified to accommodate
recent developments in cognitive psychology, linguistics, and neurobiology.

A period of some ten years elapsed between the Liberman et al. (1961) /do/-/to/ study
and the first report by Peter Eimas and his colleagues on the discriminative abilities of
young infants (Eimas, Siqueland, Jusczyk, & Vigorito, 1971). This well-known study not
only showed categorical-like discrimination performance in infants, but it also demonstrated
that infants are able to make very fine discriminations of relevant speech cues at an early
age. In the years following this pioneering study, a great deal of data have been obtained
in infant studies that suggest that the form of learning in speech perception is probably
more nearly one of “acquired similarity” rather than “acquired distinctiveness,” at least
with regard to the discrimination of speech sounds. Interest in the “loss” of discriminative
abilities in language learning and the na‘ure of the perceptual mechanisms underlying this
loss is, of course, a topic of current interest and a great deal of research (Strange & Jenkins,
1978; Pisoni et al., 1982). Many people are now worki:-« on this problem with adults, infants,
young children, and animals as well, following up on ideas and suggestions that Al Liberman
made years ago.

Not only has there been recent interest and research on the nature and time-course
of the loss of discriminative abilities in infants and young children, but research has also
continued in several directions on the perception of nonspeech signals having properties
that are similar to speech. While the specific issues have changed somewhat since 1961,
many of the fundamental theoretical questions still remain the same today. It is hard to
think back to 1961 and imagine if anyone thought about the impact and importance that
the /do/-/to/ study would have for the future of research in speech perception, or for
the interesting directions this work would take in the vears to come. Indeed, it is rare
in the field of experimental psychology for any set of issues to last for more than a few
vears. However, in the case of speech perception. and. more specifically, with regard to
differences in perception between speech and nonspeech signals, the fundamental questions
have apparently endured for more than 25 years and, what is more surprising, is that they are
still prominent in current theoretical discussions today. Perhaps these issues have survived
so long because they deal with very deep and fundamental problems of perception and
knowledge and their relation to language. Perhaps they have endured simply because they
have not as yet received any satisfactory theoretical account. Who really knows? Regardless
of the final explanation, research continues on problems that were first identified by Al
Liberman back in 1961 using similar methodologies and experimeital designs. Some of
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these recent findings have revealed important new properties about speech which lead some
rescarchers to suppose that biologically specialized mechanisms are needed for perceptual
analysis (see Liberman and Mattingly, 1985).

In addition to several prominent differences in the acoustic characteristics of speech and
nonspeech sounds which set speech signals apart from other auditory signals in a listener’s
auditory environment, there are also a number of distinctive differences in the way in which
speech and nonspeech sounds are encoded, recognized, and identified. Research by Al and
his colleagues at Haskins has demonstrated that when human listeners are presented with
speech signals, they typically respond to them as linguistic entities rather than as isolated
auditory events in their environment. The set of labels used in responding to speech is not
arbitrary - the labels are intimately associated with the function of speech as the signalling
system used in spoken language. Speech signals are categorized and labeled almost imme-
diately with reference to the listener’s linguistic background and experience. Moreover, a
listener’s performance in identifying and discriminating a particular acoustic attribute is
often a consequence of the functional role this property plays in the listener’s own linguis-
tic system. In some of my own studies, we have shown that it is possible to get human
listeners to respond to the auditory properties of speech signals and to “hear out” certain
components with extensive training and the use of very sensitive psychophysical procedures
(Pisoni & Lazarus, 1974; Pisoni & Tash, 1974). But one of the fundamental differences in
perception Letween speech and nonspeech sounds lies in the linguistic significance of the
stimulus patterns to the listener and the context into which these patterns are subsequently
integrated.

One very clear example of differences in mode of processing comes from a study carried
out at Indiana by Mary Ellen Grunke and I several vears ago on the perception of complex
nonspeech auditory patterns that have properties that are similar to speech (see Grunke &
Pisoni, 1982). Subjects were required to identify auditory patterns with either acoustic or
phonetic labels. No feedback was provided in this experiment, since we wanted to measure
subjects’ ability to categorize these auditory patterns solely on the basis of the acoustic or
phonetic attributes implicit in these signals. Thus, we were not interested in the subjects’
ability to learn an arbitrary sound-to-label association in the context of a particular test
situation, as we have done in some of our previous experiments. The stimulus patterns
were the single-, double-, and triple-tone signals shown in Figure 4. Two conditions were
examined. In the “phonetic” condition, subjects were told that the stimuli were distorted
tokens of natural speech. The response labels provided to subjects were the syllables “ba,”
“da.” “ab,” and “ad,” which were placed under four separate buttons on a response panel. In
the “acoustic” condition, the subjects were told that the stimuli were frequency-modulated
tones generated by a computer and that they consisted of a short interval with constant
pitch, preceded or followed by a very rapid rise or fall in pitch. The response labels were
schematic line drawings of the time course of the frequency change of each stimulus, ,—,
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Responses were scored as correct or incorrect depending on whether the indicated label
was the most appropriate cue for the presented stimulus. Percent correct performance for
both labeling conditions across the three stimulus sets is displayed in Figure 5. For the
single- and double-tone stimuli, the subjects were able to use acoustic labels more accurately
than phonetic labels (single tones: 49.8% vs. 36.6% correct for acoustic and phonetic la-
bels, respectively; double tones: 61.0% vs. 42.2%). However, with the triple tones, which
contained energy in the first formant region, listeners assigned phonetic labels much more
accurately than acoustic labels (62.7% correct for phonetic labels compared with 42.6% for
acoustic labels). Subjects in the phonetic labeling condition were apparently able to hear
these triple-tone patterns as speech, whereas subjects in the acoustic labeling condition had
much more difficulty in focusing their attention on the individual components of the pat-
terns. The decrement in performance for the acoustic labeling group can be accounted for
by the presence of conflicting information in the F1 transition region for half the stimuli. In
the triple-tone patterns, the F1 always rises in initial position and falls in final position. For
stimuli containing rising transition in initial position (i.e., /ba/) or falling transitions in final
position (i.e., /ab/), the information in F1 is correlated and redundant with the direction of
the movements of F2 and F3. thus facilitating performance. However, for stimuli containing
falling transitions in initial position (i.e., /da/) and rising transitions in final position (i.e.,
/ad/}, the F1 component conflicts with the direction of the transitions in the remainder of
the pattern. Thus. listeners could attend to either the phonetic or acoustic properties of
these signals with better-than-chance accuracy, but their overall level of performance varied
with the complexity of the signal and the specific stimulus properties that were attended to
under the two labeling conditions.

Examination of the labeling performance for the four separate stimuli shown in Figure
6 indicated that, for acoustic labels, response accuracy was much greater for transition-
final signals (“ab,” 69.44%; “ad.” 62.83%) than for transition-initial signals (“ba,” 38.94%;
“da,” 33.39%). Interestingly, however. when listeners assigned phonetic labels to these same
signals, the differences between transition-initial and transition-final signals were reduced
substantially and did not differ significantly from each other (“ba." 45.17%; “da,” 43.00%:
“ab,” 51.28%; “ad,” 49.27%). The data shown in Figure 6 have been pooled across single-
, double-, and triple-tones, since the ohserved overali pattern of responses was essentially
the same for each stimulus set. These results demonstrate a very marked dissociation in
perception between auditory and phonetic categorization of the same acoustic signals.

—— e ———————— e ———

Insert Figure 6 about here
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Figure 5. Percent correct identification in the labeling task for acoustic and phonetic labels.

The data are shown separately for single-. double-, and triple-tone stimuli for each labeling
condition.
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Two other related findings obtained in Jim Sawusch's Lab at Buffalo have also demon-
strated marked differences in perception between speech and nonspeech signals as a function
of mode of processing. In one study, Eileen Schwab (1981) found substantial backward
masking effects and upward spread of masking for sine-wave stimuli heard as nonspeech
tonal patterns. However, both masking effects were subsequently eliminated when the same
identical sine-wave patterns were heard by listeners as speech. And, in a more recent study
by Tomiak, Mullennix, & Sawusch {1987}, using a Garner speeded classification task, sub-
Jects displayed evidence of processing separable dimensions with a set of noise-tone analogs
of fricative-vowel syllables when they were told the patterns were nonspeech sequences. Ir-
relevant variation in the noise spectra did not affect reaction times for the classification of
the tones and vice versa. However, when subjects were told the patterns were fricative-vowel
speech stimuli, the component dimensions were processed in an integral manner such that
irrelevant variation in the fricative increased the reaction times to classify the vowels and vice
versa. These results were obtained with a set of noise-tone analogs that did not contain any
consonant-vowel transitions from the noise into the steady-state segments of the patterns.
Thus, for the noise-tone analogs heard as speech, knowledge of coarticulation between adja-
cent segments appears to have been used even when the acoustic cues for coarticulation were
absent from the stimulus pattern. Tomiak et al. suggest that the use of knowledge about
courticulation in speech perception is “mandatory”, in Fodor’s sense, and is automatically

invoked whenever an auditory pattern is heard as speech and processed in the speech mode
(Fodor, 1983).

It is clear from these three sets of results and other recent studies carried out at Haskins
using nonspeech signals which have properties similar to those found in speech that dif-
ferences in “mode of processing™ can control perceptual selectivity quite substantially and
can subsequently influcnce the perception of individual components of the stimulus pattern
as well as the entire pattern itsell. This can occur in quite different ways with the same
identical stimulus patterns, depending primarily on whether the subject’s attention in the
task is directed toward coding either the auditory properties of the signals or the phonetic
content of the overall patterns. In the former case, the proc. s more analytic, involving

the processing or “hearing out” of the individual components 'us, whereas in the
latter case, the process is more nearly “holistic”, insofar as i ‘mponents may
be combined to form well-defined and highly familiar perceptual (puow..  stegories. With

regard to the perception of speech, these results imply that listeners probably do not isolate
and then subsequently process only the distinctive speech cues in the stimulus. Rather, it
seems very likei, that listeners respond io these so-called “speech cues” as simply part of the
configuration of a spectrally complex dynamic time-varying auditory pattern. In the case
of speech, the patterns have certain well-defined distinctive properties and display spectral-
temporal relations that elicit a qualitatively different mode of processing, a speech mode, that
appears to be quite different from the way other nonspeech auditory signals are responded
to under similar conditions. Such findings are probably not too surprising to anyone sitting
in the andience today. But in thinking about these results and what they imply for theories
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of speech perception, we should not forget that it was Al Liberman who first raised these
same questions more than 25 years ago in the now classic /do/-/to/ experiment and it was
Al Liberman who has relentlessly continued to pursue these and many other difficult and
challenging problems in speech perception ever since. Perhaps some of us will get around to
working on answers to the four questions that Al raised at the beginning of the conference
vesterday. Let’s just hope that it doesn’t take us another twenty-five veais to appreciate
the many insights that Al has shown us about speech and language over the years. When
this conference is over, maybe we can Just go back to the Lab with Al again and get started
working on some new experiments like many of us did years ago when we first learned about
speech from Al himself.
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Comprehension of Synthetic Speech Produced by Rule

Introduction

Most perceptual evaluations of synthciic speech to date have utilized restricted sets of
stimuli presented in isolation for identification and discrimination judgments (see Logan,
Greene & Pisoni, 1989). However, because comprehension of speech engages mechanisms
beyond those mediating phonemic and lexical recognition, it is likely that the processes
involved in comprehension of fluent connected speech cannot be adequately assessed from
intelligibility measures alone. Unfortunately, there have been very few studies assessing com-
prehension of passages of fluent connected speech reported in the literzcure. In this chapter,
we first discuss several preliminaries related to assessing the comprehension of synthetic
speech, including the nature of voice output devices, behavioral evaluations of segmental
intelligibility, the process and measurement of comprehension, and the role of attention.
Next, we review and evaluate the existing body of research devoted specifically to assessing
the comprehension of synthetic speech, including recent findings from our own laboratery.
Finally, we discuss the major issues that need to be addressed in the future and review some
promising techniques that can be applied to these problems.

Voice Output Devices

Qur primary interest in this chapter is with rule-based speech synthesis systems, in
particular, text-to-speech (TTS) systems. Most consumers are more familiar with systems
using stored speech - that is, naturally produced speech waveforms that have been digitally
recorded and processed, so they can be played back to listeners at a later time. The chief
advantages of stored speech are its high intelligibility and natural sounding speech quality.
However, digitally-stored waveforms require large amounts of storage capacity which depends
on such factors as sampling rate, amplitude resolution, size of the message set, and length of
the utterances. Therefore, digitally encoded speech is more appropriate for applications that
require relatively short utterances in a fixed repertoire, such as menus, warning messages,
and command systems. Some coding methods (e.g., LPC, CVSD, TDHS} reduce storage
requirements, but the storage constraints may still be fairly substantial with long messages
or a large corpus of utterances. If the output system is designed for the production of a large
or flexible set of messages, stored speech may become unwieldy and unfeasible (Allen, Klatt
& Hunnicutt, 1987; Kiatt, 1987). In the case of unlimited and unrestr.cted voice output,
the use of stored speech simply becomes impractical. In addition, if one desires to alter
the content of the stored messages, the entire recording process must be repeated for each
new message. To overcome these problems, it has become common to use synthetic speech
produced automatically by rule using a TTS system (Allen, Klatt & Hunnicutt, 1987; Klatt,
1987). '
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TTS systems are devices that take input text, typically ASCII characters, and trans-
form them into a speech waveform (see Klatt, 1987). In more sophisticated TTS systems
such as DECtalk, several linguistic rule-based modules are used to process the phonemic,
morphologic, lexical and syntactic aspects of the input string to derive a representation
that can be used to produce the final speech waveform (see Allen, Klatt & Hunnicutt, 1987).
Although less natural sounding and somewhat less intelligible than natural speech, these sys-
tems can produce an unlimited number of messages without recording or storage constraints.
Thus, text-to-speech systems are by their design more flexible than waveform coding systems
and are ideally suited for applications such as reading machines, computer-assisted learning
devices, data-base query systems, and voice mail, all of which must produce unrestricted
connected discourse {Allen, 1981).

Behavioral Evaluation

Because of the large number of different TTS systems currently available, it is important
to objectively evaluate and compare speech quality using reliable experimental techniques.
The most valid method is assessment of human preference and performance in situations re-
sembling actual applications environments. However, this is often not feasible and laboratory
studies have had to serve as the benchmark for assessing and comparing different systems.
Five major factors have been shown to influence listeners’ performance in laboratory situ-
ations (Pisoni, Nusbaum & Greene, 1985). These are: (1) the quality of the speech signal,
(2) the size and complexity of the message set, (3) short-term memory (STM) capacity of
the listcner, (4) the complexity of the listening task or other concurrent tasks, and (5) the
listener’s training state.

Generally, perform=nce is enhanced with higher-quality synthetic speech signals that are
closely modeled after natural speech. However, many current speech synthesizers produce
impoverished and inappropriate acoustic cues to signal phonetic distinctions. The size of
the message set affects listener expectations and indirectly affects performance. FPrevious
rescarch has shown that listeners display higher levels of performance with signals drawn
from smaller message sets. STM is one of the most important structural limitations on
human performance. STM functions as a general purpose mental workspace with liraited
processing resources (Baddeley & Hitch, 1974; Klatsky, 1980). Consequently, individuals
have a limited ability to encode and process the multitude of semsory inputs impinging
on the senses at any given time. The proportion of this limited capacity that different
mental tasks require has been shown to be related to the number and complexity of their
component subprocesses. Finally, the experience of a listener with a given task can have
profound effects on performance with even poor quality synthetic speech (Schwab, Nusbaum
& Pisomi, 1985). Perceptual learning allows the listener to adopt a processing strategy that
optimizes performance in a given task. The role of each of these factors on the comprehension
of synthetic speech will be addressed in the sections below.
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Intelligibility

As a first approximatior, intelligibility is often assumed to reflect signal quality. Intelli-
gibility measures listeners’ abil ty to recognize different phonemes or words when they are
presented in isolation. As such, speech intelligibility provides an index of the lower bounds
of perceptual performance for a given transmission device when no higher-level linguistic
context is provided (Schmidt-Nielson, this volume). Sta- dardized guidelines have been de-
veloped to measure speech intelligibility (ANSI, 1969). However, no standards have been
developed to date to measure intelligibility or comprehension of synthetic speech.

Several recent studies have compared the segmental intelligibility of synthetic and natural
speech (Hoover et al., 1987; Logan, Greene & Pisoni, 1989; Nusbaum, Pisoni & Dedina, 1984:
Nye & Gaitenby, 1973; Pisoni & Hunnicutt, 1980; Pratt, 1987). A popular intelligibility test
is the Modified Rhyme Test (MRT), in which a Lst of 300 monosyllabic CVC words are
presented to naive listeners in a forced-choice format (House, Williams, Hecker & Kryter,
1965). Subjects respond by choosing one of six alternative words on each trial. Overall,
these studies have found lower intelligibility and different patterns of perceptual errors for
synthetic speech compared to natural speech.

In one study carried out in our laboratory, Logan, et al. (1989) obtained MRT scores
for synthetic speech produced by ten TTS systems. The results of this study are presented
in Figure 1 along with control data from an adult male talker. Performance for different
synthesizers varied widely from nearly perfect scores for natural speech to about 90-95%
correct for "high-end” synthesizers and 60-70% correct for "low-end” synthesizers. Although
some of the segmental confusions for synthetic speech were similar to those observed for
natural speech, there were more errors overall for fricative and nasal phonemes. For some
systems, the errors appeared to be quite unique to the particular synthesis techniques used.

Insert Figure I about here

The same systems and the natural control stimuli were also tested usins an open response
format test. The original forced-choice form of the MRT provides a closed set of six alterna-
tive responses {House et al., 1965). Subjects in the open response condition were required
to write their responses to rach word on blank lines in a test booklet. Figure 2 shows error
data for open and closed formats for the same systems. Errc. rates for the open response
condition were roughly double those observed for the closed response condition across all
systems. In addition, the increase in errors from closed to open response set was larger for
synthesizers with the greatest closed response errors.

A closer analysis of the pattern of errors indicated a greater diversity of errors in the open
response condition. However, the rank order of the errors was the same for the two response
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Figure 1. Error rates (in percent) for several TTS systems tested with a closed-format MRT.
Open bars represent error rates for syllable-initial contrasts and striped bars represent error
rates for syllable final contrasts (from Logan et al., 1989)
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conditions. These results are important because they illustrate the effect of message set
size on listener performance. Although the stimuli were the same in both conditions, from
the listener’s perspective the potential set of stimuli on each trial was much larger in the
open response condition. Thus, in a listening task, performance decreases as the size of the
message set increases (Polleck & Decker, 1958).

Insert Figure 2 about here

Although differences in segmental structure are generally believed to account for most
performance differences between different synthesis systems, the suprasegmental structure
of an utterance (i.e., duration, stress pattern and intonation contour) also influences speech
intelligibility. Suprasegmental effects operate at two levels. First, inappropriate supraseg-
mental information often affects some phonetic judgments (Haggard, Ambler & Callow,
1970). Second, other evidence suggests that suprasegmental information provides syntac-
tic and semantic cues to clausal structure and directs attention to certain portions of the
speech signal, particularly stressed syllables (Cutler, 1976; Shields, McHugh & Martin, 1974;
Wingfield & Klein, 1971). “Low-end” synthesizers typically concatenate phoneme control
codes without smoothing, and often do not automatically encode suprasegmental informa-
tion. For example, the durations of words produced in sentential context by the Votrax
Type-N-Talk synthesizer are identical to those produced in isolation (Greenspan, Nusbaum
& Pisoni, 1988). On the other hand, systems such as Prose 2000, Infovox, and DECtalk en-
code substantial prosodic information which is governed by a large number of linguistic rules
that consider morphemic, lexical, and sy ntactic structure of an input text. Thus, differences
in intelligibility between various TTS devices are due not only to differences in segmental
cues to phonemes but also to differences in suprasegmental information as well.

Comprehension

Relatively few studies have examined the comprehension of synthetic speech, particu-
larly long passages of fluent connected speech. Whereas intelligibility measures assess the
perception of individual spoken segments or words, comprehension measures assess a lis-
tener’s “understanding” of the spoken message, not just the recognition of specific words
in the sentence. At the present time, there are no standardized methods for measuring the
comprehension of syrthetic speech. Webster's New World Dictionary (2nd Ed.) defines
comprehension as “the act of grasping with the mind, the capacity for understanding ideas
or facts, or the knowledge that results from these processes” (Guralnik, 1986). Psycholin-
guists have described comprehension as a process by which a listener constructs a coherent
mental representation of the propositional information expressed by a passage and relates
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this structure to other previously or currently available information in memory (Kintsch &
van Dijk, 1978). Although human listeners primarily remember the meaning of a passage,
evidence also indicates that information about the surface structure of an utterance may also
be retained for some time, particularly when task demands favor it (Anderson, 1974; Sachs,

1967).

In spite of the accumulated empirical knowledge, very few coherent theoretical models of
comprehensicn have been deveioped (Pisoni, Manous & Dedina, 1987). A number of models
address relatively restricted domains within the comprehension process. For example, most
psychological models of speech perception have emphasized peripheral auditory processing
and recognition of linguistic units such as phonemes or words (McClelland & Elman, 1986;
Klatt, 1979, 1988; Pisoni & Sawusch, 1973). At the other extreme, Kintsch and Van Dijk
(1978) have described a model of reading comprehension that takes a list of m.2aningful
propositions as its input and constructs a coherent information structure that can be used
in recell and question-answering tasks. The inputs to this system are presumably produced
by syntactic and semantic processes, neither of which are specified in the model. However,
there are no integrated models that include all the processing stages that are likely to be
involved in comprehension. Despite this problem, it is possible to study comprehension with
a variety of techniques.

In the sections below, we make a number of general assumptions about comprehension.
First, comprehension is not a monolithic process, but the product of multiple, continuously-
interacting processes (Cooper, Shankweiler & Studdert-Kennedy, 1967; Marslen-Wilson &
Tyler, 1980). Among the major processes are peripheral and central auditory coding as well
as processes related to phonetic, phonological, lexical, prosodic, semantic, syntactic, inferen-
tial, and pragmatic information (Pisoni & Luce, 1987). Second, comprehension is a nontrivial
mapping of surface structure (the exact sequence of words) onto a more abstract semantic
representation {the meaning of the words). Comprehension processes decode the surface
structure of sentences, producing propositions representing clausal information. The propo-
sitions are connected to one another and to other propositions concerning world knowledge
to represent the meaning of an utterance. Third, STM capacity is used by comprehension
processes (Baddeley & Hitch, 1974; Kintsch & Van Dijk, 1978). Because of the central role
of STM in perception and comprehension, wc review briefly several of the major findings in
the literature that are relevant to the comprehension of synthetic speech. Then we return to
methods of measuring comprehension.

Attention and Processing Resources

Limited Capacity. One of the major structural constraints on human cognitive perfor-
mance is the attentional capacity of STM in selecting and processing information (Newell
& Simon, 1972; Shiffrin, 1976). STM may be conceived of as a “mental workbench,” with
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a limited amount of available space and energy (Baddeley & Hitch, 1974). The energy con-
straint is often referred to as a limited pool of resources that may be allocated for various
tasks (Baddeley & Hitch, 1974; Navon, 1984; Wickens, 1087). Cognitive processes, particu-
larly those which require conscious effort or control, expend certain amounts of the resources
(Schneider & Shiffrin, 1977). The demands of various processes may not be apparent when
they run in isolation. However, if two or more execute concurrently, and if they place de-
mands on the same limited resources. then performance on any or all may suffer (Navon &
Gopher, 1979; Norman & Bobrow, 1975). Processes run simultaneously in most natural situ-
ations. For example, an individual driving an automobile can also talk and manipulate other
controls at the same time. If the demands of talking or manipulating controls is too great,
driving performance may suffer, resulting possibly in more driving errors. It is important to
determine the relative resource requirements for various processes. For example, one of our
research interests has been focused on whether the perception of synthetic speech demands
greater resources than natural speech (Luce, Feustal & Pisoni, 1983). H this is the case,
there may be reason to restrict the use of TTS systems to applications where the cognitive
load on the listener is relatively low. There is also evidence suggesting the existence of mul-
tiple resource pools, each available to different types of processes, such as vision, audition
and motor control (Brooks, 1968; Klatt & Netick, 1988; Navon & Gopher, 1979; Shiffrin,
1987, Wickens, 1987). If the resource requirements of separate processes do not exceed the
limited capacity of the reservoirs they draw from, and if the processes are not incompatible
or interfering, then no performance decrements should be observed when the processes are
executed simultaneously (Shiffrin, 1987).

Attention and Synthetic Speech. Several experiments have tested the proposition that
the perception of synthetic speech requires greater mental effort or attention. This line
of research followed from earlier research with lists of spoken digits (Dallett, 1964; Rabbit,
1966). These studies demonstrated that noise-degraded digits were more pootly remembered
in a recall task than undegraded digits, even though both types of stimuli were correctly
identified in a labeling task with no memory constraints.

By extension, if the perception of synthetic speech requires more processing resources
than natural speech, then one should be able to measure these additional demands with
appropriate experimental techniques. If there are differing attentional demands for synthetic
speech compared to natural speech, we would expect a differential decrease in performance
as the difficul’y of a perceptual task is increased or as a second task is added which makes
use of the same resources (Baddeley & Hitch, 1974; Luce, Feustel & Pisoni, 1983).

In an important experiment carried out in our laboratory, Luce et al. (1983) tested this
hypothesis. In one of their studies, subjects recalled ten word lists produced either by MITalk
or by an adult male talker. Before each list of words was presented to subjects, either zero,
three, or six digits were displayed in sequence on a video monitor. Subjects were required
to first recall the visually presented digits in the order they were displayed and then recall
the spoken words in any order. Analysis of the digit recall data indicated that not only were
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there more errors overall when subjects were presented with synthetic words, but there was
a significant interaction between veice ard digit preload. More specifically, the decrement in
performance for recall of the synthetic speech increased with increasing digit load.

e e pions M. Ao, A A At A e T

Insert Figure 3 about here

In another experiment, subjects were required to recall in serial order lists of natural
words or lists of synthetic words. Results from this study are presented in Figure 3. In
addition to finding that synthetic words were recalled more poorly overall than natural
words, Luce et al. also found a significant interaction between voice and serial position.
That is, the difference in ordered recall between natural and synthetic words was greatest
for words from early positions in the lists. Because words from early portions of the list are
assumed to be recalled from long-term memory (LTM), the results suggested that increased
encoding demands for synthetic speech left fewer resources for the transfer of items into
long-term memory (Murdock, 1962; Waugh & Norman, 1965).

In a recent follow-up study, Lee and Nusbaum (1989) studied changes in the processing
demands of synthetic speech as a function of practice. Subjects were tested using a target
monitoring task before and after three days of identification training with phonetically bal-
anced words produced by a Votrax synthesizer. During pre- and post-training tests, subjects
monitored a list of phonetically balanced words for a particular target. Subjects studied two
or five visually displayed numbers before the list of words was presented, and recallei them
after hearing the list. Although there was an effect of digit load on recall accuracy, there was
no effect of training. Word monitoring accuracy improved after training and was higher when
there was only a two-digit load, a finding that was consistent with the digit recall data. Mon-
itoring latency decreased after training, and was shorter with only a two-digit load. There
was & significant interaction between the effects of training and load on menitoring perfor-
mance. The effects of training were much larger for the two-digit load condition. Lee and
Nusbaum concluded that with training their subjects diverted “spare” resources (the total
amount available minus that for the two digit recall task) to acoustic-phonetic processing,
which produced shorter monitoring latencies.

Lee and Nusbaum also carried out another experiment to test whether the increased
performance observed in the first experiment was due to changes in intelligibility. The
authors argued that if the effects of intelligibility and digit load interacted, as training and
digit load did in the first experiment, then the training effects seen in the latency data could
be accounted for in terms of concurrent changes in intelligibility. The same monitoring
and digit recall tasks were employed to determine whether the more intelligible synthetic
speech had lower processing costs. Word lists in this experiment were produced by both
a high-intelligibility Speech Plus CallText 5000 synthesizer and a low-intelligibility Votrax
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synthesizer. Subjects saw either two or five numbers in sequence, heard the word lists and
then recalled the number sequences. The latency data exhibited significant effects of digit
load and intelligibility. CallText words were detected faster than the Votrax words. Words
were also detected faster when there was only a two-digit load. Bowever, intelligibility and
digit load did not interact. Lee and Nusbaum argued that the interactive effects of voice and
load observed in the first experiment were not due to changes in intelligibility per se as a
function of training, but instead reflected listeners re-allocation of their avajlable processing
resources.

In summary, the available evidence indicates that the perception of synthetic speech
requires greater processing resources than natural speech. Because the stimuli in these ex-
periments were simple word lists, the increased demands appear to arise during the acoustic-
phonetic analysis of the input signal. In addition, more recent data indicate that given
appropriate training, subjects may devote more effort to encoding processes, thereby in-
creasing performance. The following section reviews empirical data suggesting that other
comprehension processes may also make use of the same central resources of working memory.

Atte :tton and Comprehension. Several studies have examined the capacity demands of
sentence and discourse comprehension. All have demonstrated that comprehension requires
STM capacity. In one experiment, Baddeley and Hitch (1974) presented three types of
passages to subjects, one sentence at a time, and later administered a Cloze comprehension
test (Taylor, 1953). One half of the subjects were required to remember six different digits
during each sentence. After the completion of the sentence, subjects attempted to recall the
digits in ordered sequence. Baddeley and Hitch found that both comprehension and ordered
digit recall were worse compared to a control condition in which subjects that recalled the
digits immediately after their presentation. Two other experiments replicated the major
finding with different comprehension tosts, memory load techniques, and text variables.
Based on their results, Baddeley and Hitch concluded that comprehension requires STM
processing capaciiy. Consequently, comprehension performance may sufler if there are other
concurrent tasks that also compete for the same STM resources.

Other studies have examined the capacity requirements of some of the subprocesses in-
volved in comprehension. Britton, Holdredge, Westbrook and Curry (1979) asked subjects
to read passages with or without titles while they listened for randomly-occurring xuditory
clicks. Subjects performed more poorly on the click detection task when titles were provided,
while comprehension performance alse increased. The authors concluded that readers con-
sumed STM capacity while performing the inferences made possible by the titles’ context.
Therefore, it is likely that some portion of the attentional demands observed by Baddeley
and Hitch may have been used for deriving inferences in comprehension.

Other research examining a number of word-level and sentence-level linguistic variables
has found local fluctuations in processing load within sentences. Several studies have shown
that lexical variables such as a word’s frequency of occurrence in the language (Foss, 1969;



Morton & Long, 1976) and ambiguity (Cairns & Kamerman, 1975; Foss, 1970) can influence
local processing load. For example, infrequent and ambiguous words lead to longer response
latencies in phoneme monitoring tasks (Foss, 1970). Other studies have reported that pro-
cessing load is influcnced by the location of words within a clause or sentence (Abrams
& Bever, 1969; Foss, 1969) and the presence of cues tc syntactic structure such as rela-
tive pronouns (Hakes & Foss, 1970). Processing load is relatively low at the beginning of 2
clause compared to the end and is reduced in sentences that contain cues to clausal structure
(Streeter & Bever, 1975). An important issue, then, is whether or not the increased encoding
demands of synthetic speech interact or compete with the attentional demands of other com-
prehension processes. To summanze, there are a variety of available TTS systems that vary
in the sophistication of their synthesis algorithms. These computational differences deter-
mine the similarity between the output of TTS devices and natural speech. Several lines of
data suggest that the perception of synthetic speech requires more processing resources than
natural speech. A quite distinct line of psycholinguistic inquiry has demonstrated that the
processes of comprehension also require attentional resources. However, very little research
has examined whether the demands imposed by synthetic speech compete for common re-
sources also used in comprehension. The implications of such an interaction are paramount
in applications of this technology. Recognizing this, Luce et al. (1983) issued the following
caveat:

“We believe that increased processing demands for the encoding and rehearsal
of synthetic speech may place important constraints on the use of various voice-
response devices in kigh information load situations, particularly under condi-
tions requiring differential allocation of attention among several sensory inputs.”

Comprehension of connected speech represents a divided attention task in which the
listener must devote resources to several cognitive processes that run concurrently in real-
time. In the next section, we examine several methods ‘hat have been developed to assess
comprehension of spoken language. Then we discuss recent studies on the comprehension of
synthetic speech.

Measures of Comprehension

Attempts to objectively evaluate comprehension date back at lcast to the 1800’s and are
closely related to the development of intelligence testing. Around 1900, the U.S. educational
system began developing comprehension tests in order to place students in appropriate classes
(Johnston, 1984). This educational tradition has yielded many “standardized” tests that
are available in published form. More recently, cognitive psychologists and psycholinguists
have developed measurement instruments to assess both the mechanisms and products of
comprehension (Levelt, 1978; Carr, 1985). A fundamental distinction has been drawn in
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comprehension research between successive and simultaneous measures of comprehension.
Successive measures of comprehension are those made after the presentation of the linguistic
materials. Simultaneous tasks, on the other hand, measure comprehension in real-time as
it takes place and usually require subjects to detect some secondary event occurring during
the time that the comprehension process takes place (Levelt, 1978).

Successive Measures

Historically, successive measures have been used to study comprehension and language
processing much more often than simultaneous measures. Successive measures are appro-
priate for evaluating what information is abstracted and remembered from text. However,
these techniques fail to provide information about whether the observed effects arise during
the initial act of comprehension or later during memory storage and retrieval (Levelt, 1978).
In addition, successive measures are theoretically less sensitive than simultaneous measures
due to memory decay introduced by the retention interval.

Recell In comprehension tasks that use recall measures, subjects may be asked for
verbatim recall, to provide a written summary, or they may be given verbal cues to recall.
The linguistic stimuli employed in recall studies have often been connected passages of mean-
ingful text. Bartlett (1932) presented short stories to readers and asked them to reproduce
the stories after varying time intervals. He found that subjects not only failed to recall
some material from the passages, but they also committed systematic errors suggesting that
memeory distortions had occurred. Ambiguous portions of the stories were often deleted, new
information was added which did not appear in the original passage, and more contemporary
terminology was introduced in lieu of antiquated phrases.

More recently, Kintsch and his associates have developed rigorous techniques for objec-
tively scoring the semantic content of recall protocols (Kintsch, 1974; Kintsch & Keenan,
1973; Kintsch, Kozminsky, Streby, McKoon & Keenan, 1975). First, passages are decom-
posed into their essential propositions or ideas. Later the recalled information is decomposed
into its propositional structure and compared to structures obtained from the original pas-
sages in order to derive a measure of recall of the propositional content of the passage.
Kintsch’s research has shown that sub jects construct information in recall protocols as well
as add metastatements about the text. The probability of these additions increases as a
function of the length of the retention interval (Kintsch & Van Dijk, 1978; Levelt, 1978).
Thus, the originally comprehended information may be distorted considerably when recall
methods are used to measure comprehension.

Recognition.  Several types of recognition tests have been devised to assess compre-
hension, including word and sentence recognition, sentence verification, and multiple choice
tasks. In general, research has consistently demonstrated that recall is a less sensitive mea-
sure of retention than recognition (Crowder, 1976; Klatsky, 1980).
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Word recognition tasks are assumed to assess memory for specific phonological or seman-
tic entities, both of which may be evaluated by the use of rhyming or semantically similar
foils (Brunner & Pisoni, 1982). False recognition of rhyming foils indexes memory for the
phonological properties of similar target words. False recognition of semantic foils indexes
memory for the conceptual properties of similar target words.

Sentence recognition tasks are assumed to assess memory for higher levels of represen-
tation, such as propositions derived from text. Appropriate foils may evaluate memory for
different properties of sentences. For example, Sachs (1967) presented probe sentences vi-
sually after subjects had heard short passages containing embedded “critical” sentences in
different locations. The probe sentences were either identical to the critical sentences, iden-
tical in meaning but expressed in a different active/passive voice, or completely different
in meaning. Although subjects almost always rejected probe sentences expressing differ-
ent ideas than critical ones, they often incorrectly recognized probe sentences expressing the
same ideas as critical sentences in a different voice. This effect was magnified with increasing
delays between the critical and probe sentences. These results demonstrate that listeners
abstract and remember the meaning of a sentence or passage, but rapidly forget surface
structure.

One of the oldest recognition tasks used in comprehension studies is the multiple choice
test. After linguistic materials are presented, a question or statement is displayed which
either may be completed (in the case of a statement) or answered (in the case of a question)
by choosing one of a number of alternatives. This technique has been widely used in reading
comprehenston research for well over 100 yvears, and is still employed in most educational
settings (Johnston, 1984). One attraction of multiple choice testing is its ease of admin-
istration, as compared to other contemporary assessment techniques. However, due to the
number of alternatives typically presented, response latencies may be so long and variable
as to be unreliable (however, see Nye, Ingeman & Donald, 1975, for 2 composite reaction
time measure).

Sentence Verification. The sentence verification task (SVT) has been used for a variety
of purposes in psycholinguistic researck. "= this task, a test sentence is presented to subjects
who are required to judge whether ii 15 “vrue” or “false.” Since the judgments are often trivial
(e.g., “A robin is a bird”) and error rates are relatively low, the main dependent variable of
interest is response latency. This paradigm has been used extensively to study sentence pro-
cessing (Gough 1965, 1966) and semantic memory (Collins & Quillian, 1969). For example,
Gough (1965, 1966) presented active, passive, affirmative, and negative sentences of varying
lengths for verification against pictures. The subjects’ task was to decide whether the events
depicted by the picture and sentence presented on each trial were congruent. Gough found
that active sentences were verified faster than passives and that affirmatives were verified
quicker than negatives. The results were taken as evidence for a perceptual decoding of
surface structure similar to a transformational grammar operating in reverse (Gough, 1966).
Clark and Chase (1972) have elaborated processing models of the sentence verification task.
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An importaat assumption of their model is that both linguistic and pictorial information are
transformed into a common representational format, which then is used to test for similarity
between the two sources of information.

Simultaneous Measures

Although utilized somewhat less often than successive measures, simultaneous, or “on-
line” measures provide an experimental methodology to study comprehension processes as
they occur in real-time. In contrast to successive measures, simultaneous measures are as-
sumed to be less contaminated by post-perceptual processes that operate at the time of
retrieval. However, they are less appropriate for determining what information has been
extracted and retained by the subject. Simultaneous tasks usually require subjects to detect
some secondary event occurring during the time that the primary comprehension process
takes place. Under the assumption that monitoring draws from the same attentional re-
sources as cormprehension processes, changes in monitoring error rates and latencies have
been used as an index of processing load during comprehension.

The phoneme monitoring task was first developed by Foss (1969; Hakes & Foss, 1970)
and hes been used extensively ever since to study on-line comprehension processes (Cutler,
1976; Marslen-Wilson & Tyler, 1980; Shields, et al., 1874). Word monitoring tasks have also
been used in studies of language processing (Blank, Fisoni & McClaskey, 1981; Brunner &
Pisoni, 1982; Marslen-Wilson & Tyler, 1980; Morton & Long, 1976). In both procedures,
subjects make a response when a designated target is detected in a sentence or passage. For
example, Foss and Lynch (1970) used the phoneme monitoring task to determine whether
sentence structure influenced comprehension. They presented either right branching or s if-
embedded sentences to subjects who were required to monitor for word-initial /h/ phones.
Response latencies were longer for the self-embedded sentences, suggesting that they were
more difficult to process than the right-branching sentences.

Converging evidence suggests that phoneme detection may occur later than word detec-
tion (Blank, et al., 1981; Brunner & Pisoni, 1982; Savin & Bever, 1970). It also appears that
phoneme detection is influenced significantly by the properties of the target-bearing word
(Morton & Long, 1976). Word monitoring tasks have been modified to assess phonological or
semantic representations. Marslen-Wilson and Tyler (1980) had subjects monitor for words
that were either identical to a pre-passage cue word, rthymed with the cue word, or were
drawn from a semantic category designated by the cue word. The results showed that thyme
monitoring latencies were about 150 ms longer than identity monitoring latencies. The speed
of the detection responses suggested that the words were recognized before the physical end
of the presented target words. The category responses were about 200 ms longer than the
identity responses and exhibited a strong influence of sentential contcxt. The finding that
rhyme and category responses were slower than the identity responses is consistent with
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the assumption that these tasks involve additional processing operations ebove and beyond
word recognition. In addition, the category responses were more sensitive to the presence of
sentence context, suggesting changes in the speed of access to semantic information.

Comprehension of Synthetic Speech

Successive Meastures

Most studies examining comprehension of synthetic speech have employed successive
measures. Only one study used simultaneous measures. The following section reviews studies
utilizing sentence-length and passage-length materials. The next section describes a recent
study using both successive and simultaneous measures.

Sentence Uncerstanding. Transcription and verification tasks have been used to study
the comprehension of natural and synthetic speech using isclated sentences. The transcrip-
tion tasks were not originally designed to measure comprehension, but instead were intended
as easily administered tests of speech intelligibility with open classes of responses (Egan,
1948; Nye & Gaitenby, 1974). However, a recent study has demonstrated that sentence tran-
scription is also sensitive to manipulations affecting comprehension {Manous, Pisoni, Dedina
& Nusbaum, 1985). Two types of sentences have been used in the transcription tasks: the
Harvard Psychoaccustic Sentences (Egan, 1948), which are semantically and syntactically
well-formed (e.g., “Add salt before you fry the egg.”), and Haskins Anomalous Sentences
(Nye & Gaitenby, 1874), which are syntactically well-formed but semantically anomalous
(e.g., “The yellow dog sang the opera.”). Since the semantic and syntactic structure of a
sentence is known to exert considerable influence on the intelligibility of the component words
(Miller, Heise & Lichten, 1951; Miller & Isard, 1963), any differences in performance between
Harvard and Haskins sentences would be due to the compensatory effects of semantic context
in listening to synthetic speech.

Insert Figure 4 about here

Pisoni and Hunnicutt (1980) obtained transcription scores for natural and synthetic sen-
tences. The synthetic speech was produced by the MITalk system. Transcription accuracy
data is displayed in Figure 4. The performance advantage of natural over synthetic speech
was greater for the Haskins sentences compared to the Harvard sentences. This ir.ceraction
between voice and sentence type suggests that listeners presented with MITalk sentences
made substantial use of top-down information provided by comprehension processes.
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Sentence Transcription
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Figure 4. Probability correct transcription as a function of sentence type (Harvard versus
Haskins). Open bars represent data for sentences produced by a human voice and the striped
bars represent data for sentences produced by the MITalk TTS system. Accuracy is based
on the number of individual words correctly transcribed (from Pisoni & Hunnicutt, 1980).
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Logan and Pisoni (1986) have also examined differences in transcription accuracy between
natural and synthetic speech using the recently developed Phoneme Specific Sentences (Hug-
gins & Nickerson, 1985). The materials for this test were constructed so that different sets
of sentences contained a high proportion of different phoneme classes. Three TTS systems
(DECtalk, Prose, Infovox) and a natural speech control were tested.

In general, accuracy was relatively low compared to that found in other intelligibility and
sentence transcription studies. This difference probably reflects both the stringent scorinz
criterion {whole sentence accuracy) as well as the infrequent words and sentence structure:
that were adopted in order to meet the phonemic composition constraints. More importantly,
differences in overall accuracy were observed between natural speech and the three types of
synthetic speech. This result is consistent with previously obtained segmental intelligibility
data. However, Logan & Pisoni failed to find a significant difference between DECtalk and
Prose, when earlier intelligibility studies found reliable differences between the two (Logan
et al., 1989). Finally, Logan & Pisoni found different patterns of errors for the different
types of speech which were consistent with those reported by intelligibility studies (Logan et
al., 1989). Thus, the transcription data collected with Phoneme Specific Sentences parallel
those collected with isolated syllables or words in intelligibility tests.

The Speech Perception In Noise (SPIN) test manipulates the degree of sentence context
within a single test (Kalikow, Stevens & Elliot, 1977). Subjects in this task are presented
eight sets of 50 sentences, all masked by a background “babble” noise, and are required to
write only the last word of each sentence. In one half of the sentences, the final word is
highly predictable on the basis of the preceding words; in the other half, the final word is
not predictable. The difference in performance between these two types of context indicates
the contribution of higher-order processes to intelligibility of words in sentence context. The
SPIN test has been used only once to study synthetic speech in a preliminary investigation by
Chial (1984). In this study, overall accuracy was better for a natural speech control than for
four low-quality TTS svstems, two built around Votrax synthesizers, and two built around
Echo synthesizers. In addition, performance was higher for the high predictability sentences
than for the low predictability sentences, a finding that is consistent with the results of Pisoni
and Hunnicutt (1980).

Insert Figure 5 about here

In several recent studies, transcription responses were obtained from subjects immediately
after verification judgments in order to evaluate the relationship between intelligibility and
comprehension (Manous. et al., 1985; Pisoni & Dedina, 1986; Pisoni, Manous & Dedina,

1087). Manous et al. (1985) presented sentences produced by two natural talkers and
five TTS systems (DECtalk-Paul, DECtalk-Betty, Infovox, Prose, and Votrax Type-n-Talk).
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The sentences were either three or six words in length and expressed either true or false
information with respect to general world knowledge.

Figure 5 shows the error rate on the transcription task. Transcription accuracy was
generally lowest for Votrax and Infovox synthetic speech and was lower for the six word
sentences than the three word sentences. In addition, an interaction was observed between
voice and sentence length for the false sentences. That is, errors rates were greater for the
longer sentences, but only for sentences produced by the Votrax system. The results are
consistent with the assumption that the increased perceptual demands of Votrax and longer
sentences tax a common resource pool. As processing demands increase, diflerences between
natural and synthetic speech become larger.

Insert Figures 6 and 7 about here

In addition to transcribing the sentences, srbjects in the Manous et al. (1985) study
were also required to assess the truth value of the same sentences. Figures 6 and 7 display
accuracy and latency data, respectively, from the sentence verification task (SVT). Analysis
of variance on both sets of data revealed main effects of voice and interactions between voice
and sentence length for f{alse sentences. The subjects who listened to the Votrax sentences
were less accurate and slower to respond compared to the subjects who listened to the
other speech. In addition, the decreased accuracy associated with the longer sentences was
especially marked for Votrax sentences. Posti-hoc analysis of the latency data discriminated
three groups of voices: natural speech, high-quality synthetic speech (DECtalk and Prose),
and moderate-to-poor quality synthetic speech (Infovox and Votrax).

Taken together, the transcription results demonstrate that words in sentences spoken by
natural talkers are recognized better than words produced by low-quality synthetic systems,
The verification data also demonstrate that sentences produced by natural talkers are also
comprehended faster and more accurately than sentences procduced by TTS systems. The
interactions between voice and sentence length noted by Manous et al. provide additional
support for Luce et al.’s (1983) conclusion that encoding synihetic speech incurs greater
processing costs, and that these demands may interact with the demands tmposed by other
task variables, such as comprehension.

Manous et al. (1985) also computed correlations between transcription accuracy, veri-
fication accuracy, and verification latency. Considering only the true sentences, transerip-
tion accuracy and verification accuracy were highly correlated (r = —.86). For false sen-
tences, transcription accuracy and verification latency were alse highly correlated variables
(r = +.73). The authors concluded that both verification and traascription tasks are sensi-
tive and reliable indices of comprehension performance.
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Insert Table 1 about here

Because the patterns of verification performance observed in the Manous et al, study
could have been duc to mis-identified words, Pisoni et al. (1987) carried out another study
that was designed specifically to dissociate intelligibility from comprehension performance.
Natural and synthetic sentences generated by DEC-Talk Paul were initially prescreened using
a transcription task. A final set of sentences was selected so that all of them were transcribed
nearly perfectly. These sentences contained predicates that were either predictable or not
predictable in the sentence frame. Table 1 lists examples of the two different sentence types.
After hearing each test sentence, subjects were required to first judge its truth value and
then write a transcription in an answer booklet. Verification latency data from this study
are presented in Figure 8.

Insert Figure 8 about here

There was no effect of voice, predictability, or length on the verificatios: accuracy data,
a result that was consistent with the screening treatment. However, significant effects of
all three variables were observed for the verification latencies. The synthetic sentences were
verified slower than the natural sentences, even though, according to the transcription scores,
the component words were recognized equally well. Longer sentences were verified slower
than shorter sentences. and sentences with unpredictable predicates were verified slower than
those with highly predictable predicates. No interactions were observed between any of the
main variables. The voice effect suggests that synthetic speech, even very high quality speech
that can be transcribed accurately, requires more encoding time. The slower response times
appear to propagate up the system to higher-level comprehension mechanisms.

Based on the results of Manous et al. using the SVT, Schmidt-Nielson and Kallman
(1987) conducted an experiment using the same methodology with digitally encoded speech
stimuli. Subjects verified sentences that differed in their truth value and the degree to which
their subjects and predicates were associated. Sentencos were produced by a male talker and
then processed digitally. The experimental sentences presented to subjects were either the
original unprocessed versions or LPC-encoded copies. The LPC-encoded versions had either
0%, 2% or 5% bit errors added as noise.

Analysis of accuracy and latency data revealed effects of voice, noise, relatedness, and
practice. Accuracy was higher and latency was shorter for high-relatedness sentences, for
sentences with less coding noise, and sentences from the second half of the testing session.
U ing previously obtained DRT intelligibility scores (see Voiers, 1983, for a description of

100

1G9



Stimulus materials from Pisoni, Mancus & Dedina (1987).

A. Three-word, false, high-predictability sentences

1
2
3
4
S

B. Six-word, true, low-predictability sentences

1
2
3
4
]

Table 1

. Men wear dresses.

. Circles are square.

. Sandpaper is smooth.
. Winter is hot.

. Screaming is soft.

. Fish can swim but can’t smoke.

. Smoking is bad for your teeth.

. Our alphabet has 26 characters.

. A triangle has only three vertices.
. Hawait’s a good place to sunbathe.
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the technique), Schmidt-Neilson and Kallman estimated that an increase of one percentage
point in intelligibility accuracy was related to a decrease of 10-20 ms in verification latency.

The results of this study show that when listeners are presented with digitally-encoded
or degraded signals, they make much greater use of contextual information. Pisoni et al.
(1987) did not find an interaction between sentence voice and predictability. However, the
difference in results may be accounted for by stimulus and subject state variables. For
example, Pisoni et al. used highly-intelligible synthetic speech which was not degraded,
a different form of sentence predictability, and relatively unpracticed subjects. Schmidt-
Nielson and Kallman suggested that when subjects first listen to processed speech, they
devote most of their available attention to acoustic-phonetic processing. After a period of
familiarization, the acoustic-phonetic processing requires less resources (see Lee & Nusbaum,
1989). These “spare” resources then become available for the comprehension process which
generates lexical and phonemic expectations to aid the listener in extrating the message.

Taken together, these recent experiments suggest that sentence transcription and ver-
ification are very semsitive measures of comprehension. All of the studies demonstrated
differences between natural speech, synthetic speech and processed natural speech. Inter-
estingly, Pisoni et al. (1987) showed that verification latency was sensitive to differences in
voice quality even after the segmental intelligibility of the two sources had been equated.
These findings suggest that the speed and efficiency of comprehension for different systems
may vary substantially for different voice output devices, even if intelligibility is equivalent.
However, the locus of this effect is still unknown. It is quite possible that the differences
may arise simply from the increased perceptual encoding demands of the synthetic speech.
If so, the increased encoding demands may limit higher levels of processing, such as those in-
volved in parsing, semantic activation, or inference-driving. Research is currently underway
on these problems and any definitive answers must await the outcome of these studies.

In summary, the interactions observed between voice and the other variables are consis-
tent with a limited capacity resource framework. Manous et al. (1985) found an interaction
between voice and length of sentences - performance was particularly poor for long sentences
produced by the Votrax synthesizer. This finding suggests that processing synthetic speech
and processing longer sentences both impose demands on the same limited pool of processing
resources. This view is supported by results from similar studies of processed natural speech
which found interactions between voice and sentence length (Pisoni & Dedina, 1986) and
voice and subject-predicate relatedness (Schmidt-Nielson & Kallman, 1987).

Comprehension of Fluent Connected Speech. The first study to investigate the compre-
hension of fluent synthetic speech was carried out by Nye, et al. (1975). The outputs of
two synthesizers, the Haskins parallel formant synthesizer and the OVE-III serial formant
synthesizer were compared to natural speech. Two passages over 1500 words in length were
selected from a published reading test. Each passage was followed by 14 multiple-choice
questions. A separate test indicated that subjects could not answer the questions on the
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basis of world knowledge alone. After each passage was presented, subjects were given as
much {ime as needed to answer as many questions as possible.

The results showed no difference in performance between conditions in terms of accuracy.
However, there was a difference in terms of the amount of time needed to answer the ques.
tions after replaying portions of the passage. Subjects were nearly 25% slower answering
the subset of questions following synthetic passages (mean = 6.27 s) compared to natural
passages (mean = 4.51 s). However, since the natural passages were spoken at a faster rate
and were therefore physically shorter than the synthetic passages, subjects may have been
able to review the natural passages more quickly, thus accounting for the observed latency
differences.

In another early study, McHugh (1976) employed eight passages from the Diagnostic
Reading Scales, a standardized comprehension test, to study the comprehension of Votrax
synthetic speech. Two of the passages were presented as practice and six were presented
for the experiment proper. Each of the passages was a short narrative story and each
was followed by a series of cued recall questions (e.g., “How much did Bob pay for the
plum?”). Seven versions of the paragraphs were presented to subjects, six produced by
a Votrax synthesizer and one produced by a human talker. The Votrax versions differed
in their stress patterns, which were altered either by hand or by rule. A random stress
condition was also included. The stress patterns generated by rule varied in sophistication
from relatively crude and mechanical tc relatively natural. For example, one algorithm
created senterces by alternating stressed and unstressed syllables, while another made use
of syntactic information. Voice (talker and stress-algorithm) was varied as a between-subjects
factor.

McHugh’s results revealed no difference between the different voice conditions - all were
comprehended equally well in terms of scores on the recall questions. Data from the two
practice passages were analyzed separately. The results showed that the natural passages
were comprehended better than some Votrax versions, such as the “untreated” monotone
version. However, the natural practice passages were not comprehended any better than
the hand-altered Votrax passages with correct English stress patterns. The differences in
performance between the practice and test data suggests that even moderate amcunts of
familiarity and practice are sufficient to allow listeners to quickly learn to process even poor-
quality Votrax synthetic speech.

Pisoni and Hunnicutt (1980) reported the results of a study designed to assess the compre-
henston of MITalk, a forerunner of the DECtalk system. Subjects listened to either DECtalk
or natural passages, or, in a control condition, read the same passages. The materials were
derived from a variety of published reading comprehension tests. Each passage was followed
by a series of multiple-choice questions. Accuracy data from this study are presented in
Figure 9. Overall, the reading group performed at a higher level than the MITalk or natural
groups. However, when the data were divided into first and second halves of the test session,
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an interaction between voice and session emerged. Reading and natural speech performance
were nearly the same in both halves, but performance for the M. .. '% group increased dra-
matically in the second half of testing. As in the McHugh (1976) study, there appeared to
be rapid perceptual learning which compensated for early differences in performance.

Insert Figure 9 about here

Jenkins and Franklin (1981) conducted two experiments on the comprehension of syn-
thetic speech. In one experiment, the hand-applied stress and random stress versions of
McHugh's Votrax stimuli were presented to subjects for subsequent free recall. Only three
of the original passages were tested. No significant difference in performance was observed
between the two kinds of speech.

In a second experiment, natural and synthetic speech versions of a passage were presented
twice to one group of subjects for an intelligibility test and to a second group of subjects for
a comprehension test. The synthetic speech was produced by the OVE speech synthesizer
and an experimental TTS system under development at Haskins Laboratories. Two sub-
groups of synthetic speech listeners were used ~ those with and without practice. The
practiced subjects in this experiment had been tested with twenty passages a week prior to
the actual testing. Trial 1 dictation data revealed relatively small but reliable differences in
performance between the natural and synthetic conditions. However, Trial 2 data revealed
no difference between the natural and practiced synthetic subjects. Therefore, intelligibility
differences were eliminated with even modest training. The comprehension test produced
comparable results. That is, recall performance on Trial 1 and Trial 2 was better for the
natural group compared to the unpracticed synthetic group, but the natural speech group was
not significantly different from the practiced synthetic group. Again, initial comprehension
differences between natural and synthetic speech decreased with relatively little practice.

Luce (1981) compared recognition memory for different types of information about pas-
sages of natural speech or MITalk speech. After each passage was presented, a series of
verification sentences was displayed on a video monitor in front of each subject. Different
sentences probed the listeners’ memory for either lexical information or for different types of
propositional information in the text base. Lexical items were verified faster than proposi-
tional information, but no differences were observed between natural and synthetic speech.
However, verification accuracy was worse for the MITalk passages compared to the natural
passages. Finally, Luce observed an interaction between voice and sentence type for the ac-
curacy data. Accuracy was better for MITalk compared to natural speech for the “surface”
sentences, which probed lexical memory, but was worse 1or MITalk compared to natural
speech for the propositional sentences. Luce suggested tha: subjects listening to the MITalk
passages allocated a greater proportion of their resources to acoustic-phonetic processing,

P7.;



Comprehension Accuracy

80
$ 60
Q
|
o
o
© 40 72 Natural
€ [] MiTalk
@ B Re: . ng
Q 1
S
Q
a 20-
0 -k ~—

1st Half and Half Total
Portion of Test Session

Figure 9. Comprehension accuracy for questions following passages of natural, synthetic
(MITalk) speech for the first and last halves of the testing session. Striped bars represent
accuracy for questions following natural speech passages, open bars represent accuracy fol.
lowing MITalk passage:, and the filled bars represent accuracy in a reading control group
(from Pisoni & Hunnicutt, 1980).
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which resulted in a more durable memory code for lexical information. Consequently, less
resources were available for processing propositional information, a strategy that produced
a more fragile propositional memory code.

Hersch and Tartarglia (1983) studied the comprehension of DECtalk Paul and DECtalk
Betty at several presentation rates. The data were compared to previous data collected
with natural speech by Fairbanks, Guttman & Miron (1957). Subjects were presented short
passages over a telephone. After each of the passages, a series of questions was presented
that either assessed memory for explicitly stated information or required inferences based
on informa.ion from the passage. The results indicated that comprehension of the synthetic
passages decreased faster as a function of presentation rate than the natural speech (Fair-
banks, et al.,, 1957). Hersch and Tartarglia argued that this finding reflected the increased
encoding demands for synthetic speech compared to natural speech. In addition, comprehen-
sion accuracy was higher for the male voice, with more practice, and for inferential questions.
However, the authors observed that subjects knew the answers to the inferential questions
without hearing the passages. While overall accuracy increased across testing blocks, the
differences in performance between female and male voices decreased across testing blocks.

As part of a larger study, Schwab, et al. (1985) assessed the comprehension of Votrax
passages as a function of training. During the same sessions, subjects were given both
intelligibility and comprehension tests. Pre-training and post-training tests consisted of
presentations of Votrax passages followed by verification statements assessing different levels
of comprehension. On each of the training days, four passages were presented, each followed
by a series of multiple choice questions. One group of subjects was trained with Votrax
stimuli, another group was trained with natural speech stimuli, and a third group, the
control group, was given no training stimuli. All training groups performed better on the
comprehension test before training, and no reliable effect of training condition was observed
across any of the comprehension measures. In addition, an examination of the training
data revealed no difference between the Votrax and natural speech groups, nor a significant
increase in performance across training sessions. No interac.ion was observed between voice
and sentence type, as Luce had found earlier. It is possible that subjects in this study
reached a training plateau by virtue of the segmental tests by the time of comprehension
testing. Alternatively, as Schwab et al. suggested, these tests may have been too sensitive
to subject differences, and the difficulty of the various passages may have been confounded
with the day of training and/or testing. In any event, it is not clear why the earlier Luce
findings were not replicated in this study.

Another investigation of comprehension of synthetic speech was conducted by Moody
and Joost (1986). They compared comprehension of passages of natural speech, DECtalk
Paul, 9600 bps digitized speech, 2400 bps digitized speech, and a reading control. Passages
and multiple choice questions were drawn from study guides for three standardized exams:
the GED (a high school equivalence exam). the SAT (an undergraduate entrance exam) and
the GRE (a graduate school entrance exam). A fourth factor of question type was analyzed
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separately. Analysis of the accuracy data indicated that voice, exam type, and length all
exerteu significant eflects on performance. Natural speech was comprchended better than
either DECtalk Paul or 2100 bps digitized speech, the SAT was the most difficult type of
passage, followed by the GRE, and finally the GED, and the moderate length passages were
comprehended better than the long and short passages, which did not differ.

Moody and Joost (1986) also classified the experimental questions by the type of infor-
mation processing required for their correct solution. Some of this information included use
of world knowledge, recognition of information explicitly stated in the passage, and the draw-
ing of inferences from textual information. Based on an analysis of the amount of mental
effort required to answer the questions, the questions formed a difficulty gradient from those
requiring use of world knowledge to those that required subjects to make difficult inferences.

The results showed that subjects were correct on 100% of the world knowledge questions
and only 27% of the low inference questions. Further analyses showed that the advantage
of natural speech over synthetic speech became smaller as the difficulty of the questions
increased. Comprehension performance was better for natural speech compared to synthetic
speech for questions which tested memory for explicitly stated information but not for ques-
tions requiring inferences.

The results of this study should be viewed with some caution, however. First, question
type was poorly controlled and possibly confounded with passages in this study. Secound,
text difficulty was also poorly controlled. This was born out by the unexpected rank ordering
of perceived difficulty and performance as a function of passage tvpe. Finally, the specific
interaction reported between question type and voice appears anomalous. As Pisoni et al.
(1987) observed, “We do not know of any current theory of human information processing
or language processing that would predict the results observed by Moody & Joost.” In
retrospect, however, it appears that the effect of voice may have been the most robust result
of the study.

The comprehension studies summarized above may be classified into three broad cate-
gories. First, two studies reported reliable effects of voice on accuracy, but no training effects
(Luce, 1981; Moody & Joost, 1986). Second, three studies reported performance differences
between voices when synthetic speech was first encountered during the experiment, but the
differences hecame smaller with even moderate exposure or training (Jenkins & Franklin,
1981; McHugh, 1976; Pisont & Hunnicutt, 19801). Finally, Schwab et al. (1985) found no
comprehension differences between natural and Votrax passages, nor a learning effect on the
comprehension of Votrax passages, even after two weeks of training. Taken together, these
studies suggest differences in comprehension between natural and synthetic speech, but the
results appear to be extremely variable from study to study. Obviously, further research
with greater experimental control is necessary to provide more reliable information about
the comprehension of synthetic speech.
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Simultaneous Measures

One of the first studies to use simultaneous measures to assess comprehension of synthetic
speech employed a sentence listening procedure (Mimmack, 1982; Mimmack & Pisoni, 1982)
that was analogous to sentence reading procedures (Aaronson & Scarborough, 1976; Cirilo
& Foss, 1980). In these experiments. subjects controlled the onset of successively presented
sentences produced by a natural talker or a TSI Prose 2000 TTS. The majer dependent
variable was the latency from the end of each sentence to the subject’s response to initiate
the following sentence. One half of the subjects were presented sentences in a normal or-
der, while the other half was presented the sentences in a randomized order. Within each
condition, half of the subjects (“Comprehension Condition”) were required to answer com-
prehension questions after each passage; the other half (“Recall Condition”) were required
to recall the passage verbatim. Based on earlier research, both of these variables were shown
to strongly influence reading times (Aaronson & Scarborough, 1976; Cirilo & Foss, 1980;
Kintsch, Mandel & Kozminsky, 1977).

Insert Figure 10 about here

The results from an initial study using natural speech are displayed in Figure 10. The re-
sponse latencies of subjects in the recall condition were significantly longer than the latencies
in the comprehension condition. In addition, latencies were longer for sentences presented
in a scrambled order compared to sentences in the normal order. Both findings were consis-
tent with previous reports on sentence-by-sentence reading times (Aaronson & Scarborough,

1976).

Insert Figure 11 about here

A second study (Mimmack & Pisoni. 1982) used the same methods and design but also
included a set of Prose synthetic stimuli. The response times from this experiment are
displayed in Figure 11. In the verbatim recall condition, sentence-by-sentence latencies were
longer for sentences produced by Prose than those produced by a real talker. The results
suggest that the on-line processes used in comprehension of synthetic speech is indeed slower
than the processes used in comprehension of natural speech.

Recently, we have combined an on-line word monitoring task with several successive
recognition memory tasks to assess processing differences between natural and synthetic
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Figure 10. Sentence listening times for natural speech passages as a function of the serial
position of sentences in the passage. Open circles represent latencies when sub jects expected
a subsequent verbatim recall test, and filled circles represent listening times when sub jects
expected a subsequent comprehension test {(from Mimmack, '982).
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speech (Ralston, Mullennix, Lively, Greene & Pisoni, 1989). The experiment was carried
out to measure on-line differences in processing load during comprehension. Several short
passages were produced either by a Votrax synthesizer or a natural talker. All passages
weie adapted from published reading comprehension tests for fourth grade and college level
readers. Before a passage was presented, either 0, 2, 4, or 8 target words were displayed on
a video momior. Subjects were instructed to study and memorize the words for 30 seconds.
When the study phase was completed, subjects were required to press a response button when
they detected any of the target words in the passage. After each passage, subjects judged
whether test sentences were true or false based on information contained in the preceding
passage. Half of the sentences assessed memory for specific words occurring in the passage,
and half probed memory for propositional information in the text base. The results showed
that for every dependent measure, performance was always better for listeners who heard
natural speech compared to those who heard synthetic speech.

Insert Figuze 12 about here

Monitoring accuracy data are presented in Figure 12. Monitoring accuracy was higher
for targets in natural passages than in Votrax passages. Accuracy decreased with increasing
target set size. Thus, word monitoring performance in this task was afected by both signal
quality and concurrent memory load. There was also a significant interaction between target
set size and text difficulty. Accuracy was greater for the fourth grade passages only when
subjects monitored for 8 word targets. This result is consistent with the hypothesis that
retention of target items and the dynamics of comprehension both place processing demands
on STM capacity.

Insert Figure 13 about here

Figure 13 displays monitoring latency data for correct detections as a function of voice
and text difficulty. Monitoring responses were faster for the natural passages, demonstrating
again that signal quality does affect the rate of comprehension. Although there was a main
effect of target set size, post-hoc paired comparisons failed to reveal significant differences
between the conditions. Monitoring responses were faster for the fourth grade passages than
the college level passages, confirming our assumption that this linguistic variable loads STM.
Finally, there was a significant interaction between voice and text difficulty. The increase in
latency from fourth grade to college level text was larger for the Votrax passages than the
natural passages. This result suggests that perceptual encoding and comprehension processes
compete for common STM resources.
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Figure 12. Word monitoring accuracy (probability of a hit) for two word target (upper
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Figure 13. Word monitoring latency {in ms) for two word target (upper panel), four word
target (middle panel) and eight word target (bottom panel) conditions as a function of text
difficulty. Open bars represent latencies for natural speech passages and the striped bars
represent latencies for synthetic speech (Votrax) passages (from Ralston et al., 1989).




Insert Figure 14 about here

Figure 14 displays sentence verification accuracy data as a function of voice and sentence
type. Subjects verified sentences more accurately when they followed natural passages com-
pared to synthetic passages. There was also an interesting interaction between voice and
sentence type. While subjects listening to natural passages performed equally well on the
two types of sentences, subjects histening to Votrax passages were less accurate on propo-
sition recognition sentences. This result is similar to the earlier findings reported by Luce

(1981).

Analysis of other factors indicated that accuracy was lower for the college level passages
than the fourth grade passages. Although target set size was a significant factor in .an
ANOVA, subsequent analyses failed to reveal significant differences between the different
monitoring conditions.

Insert Figure 15 about here

Figure 15 displays response latency data for correct verification responses as a function of
voice and text difficulty. The largest influence on verification latency was clearly the type of
sentence. Resp onses were nearly one second faster for word recognition sentences compared
to proposition recognition. This result is consistent with the assumption that proposition
recognition involves comprehension processes subsequent to lexica. access.

In general, verification responses were faster for sentences following natural passages
than synthetic passages. Howev.r, statistical analyses revealed that the voice factor was
only marginally significant. Finally, there was a significant interaction between voice ard
text difficulty in the proposition data, displayed in the lower panel (voice x s.ntence type
x text difficulty {F(1,109) = 6.16,p = .01]). Although response latencies were faster for
sentences following natural passages. there was no latency difference between voices for the
coliege level passages.

In summary, Ralston et al. found that the comprehension of poor quality synthetic
speech is slower and less accurate than the comprehension of natural speech passages. The
sentence verification data indicated that memory for linguistic information in passages of
synthetic speech was also degraded in some way. The verification accuracy data also reveals
that propositional information derived from passages of synthetic speech was particularly
poor. This result provides support for an earlier speculation of Pisoni {1982) who suggested
that subjects may listen and process synthetic speech differently than natural speech. In
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particular, listeners may allocate more attention to processing the acoustic-phonetic structure
of synthetic speech than the content or meaning of the message. With more att:ntion devoted
to acoustic-phonetic processing. less resources are available to allocate to comprehension and
memory processes, thus producing a less complete and less stable memory representation of
the propositional information.

Summary and Conclusions

Although our knowledge about the comprehension of synthetic speech remains incom-
plete, several conclusions may be drawn from the studies reviewed above. Many other
questions.can be identified for future research. Based on the studies considered earlier, we
examine the following issues: efficiency of comprehension, attentional demands, the role of
perceptual learning and applications of the research. Finally, we discuss extensions of these
findings and suggest several new areas for research.

Efficiency of Comprehension

Early comprehension studies failed to uncover reliable differences in performance between
natural and synthetic speech (Jenkins & Franklin, 1981; McHugh, 1976; Nye et al., 1975;
Pisoni & Hunnicutt, 1980; Schwab et al., 1985). However, more recent studies examining
the comprehension of isolated sentences and connected discourse have reported significant
differences in both accuracy and latency measures when more sensitive dependent measures
are used (Luce, 1981; Moody & Joost, 1986; Manous et al., 1985; Pisoni et al., 1987). Several
of these differences have been replicated and extended in the recent study carried out in our
laboratory by Ralston et al. (1989) using an on-line word monitoring technique combined
with a sentence verification task.

The failure of earlier studies to find significant differences in comprehension between
natural and synthetic speech may be due to a variety of factors including selection of stimulus
materials and specific testing techniques. For example, most studies employing passages of
fluent connected speech relicd on published multiple choice tests to assess comprehension.
The accuracy of responding to these questions appears to be closely related to prior real-
world knowledge. Such an effect would increase within-groups error variance and would serve
to obscure any true differences in comprehension performance between conditions. This
observation suggests the need for better experimental controls in comprehension research.
One control procedur= is to pre-screen test questions and discard those items that subjects
can correctly answer without listening to the corresponding passages (Ralston et al., 1989).
Although this technique works in a “statistical” sense over a number of subjects, there are no
guarantees for all individuals. Because of this problem, other techniques may be preferable.
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In particular, the use of passages referring to fictional events will increase the probability
that subjects make use of information acquired through comprehension of test passages.

Results from sentence verification and word monitoring tasks indicate that synthetic
\gpeech is responded to more slowly than natural speech, even when the intelligibility of
the two sets of materials is equated (Pisoni et al., 1987). The slower response times in
comprehensxon may originate at an acoustic-phonetic or phonological level. The relatively
xmpoverxshed cue structure of synthetic speech may induce slower phonological processing
compared to natural speech. In addition, post-perceptual verification responses may also be
slower after listening to synthetic speech. This overall pattern of results suggests that the
memory representations of synthetic speech may be more fragile than natural speech. If this
#_//explanatxon is correct, memory for information derived from synthetic passages may decay
. more rapidly than information extracted from natural passages, even if the initial accuracy
levels for the two sets of materials are equivalent. Studies of long-term retention of natural
and synthetic speech need to be carried out to assess this hypothesis.

Capacity Demands

The results of earlier recall experiments suggested that perceptual encoding of synthetic
speech incurs a greater processing load than natural speech (Luce et al,, 1983). However, it
is difficult to extrapolate these results directly to a comprehension task. To the extent that
connected discourse is informationally redundant or otherwise easy to process, one would
expect comprehension demands to be minimized. In this case, context-guided expectations
might serve to neutralize or cancel the encoding demands of synthetic speech. Therefore,
we would expect that the demands of synthetic speech would be more apparent as the
complexity or difScully of the text increase. Based on the available evidence, the effects
of attentional load on comprehension are ambiguous, but suggest that the increased load
does affect comprehension in some manner. Considering verification studies using isolated
sentences, one report found an interaction between voice and load (Manous et al., 1985) while
another did not (Pisoni et al., 1987). The two studies of passage comprehension involving
the manipulation of cognitive load reported interactions with voice (Moody & Joost, 1986;
Ralston et al., 1989). However, as noted above, there are reasons to view the Moody and
Joost results cautiously. In contrast, Ralston et al. found that the increase in monitoring
latencies observed with synthetic speech was greater for college-level passages, a result that
is consistent with limited capacity expectations. Future research should examine this issue
in greater detail because it has important ramifications for the application of speech 1/0
technology in high information/workload environments.
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Training Effects

Another important issue deals with the effects of training on comprehension of synthetic
speech. A number of studies have examined short-term training and have found reliable
effects on comprehension (Jenkins & Franklin, 1981; McHugh, 1976; Pisoni & Hunnicutt,
1980). Several researchers have concluded that practice effects in comprehension reflect
the learning of new mapping rules which relate the acoustic structure of a novel synthetic
voice to known phonemic categories (Lee & Nusbaum, 1989; Schwab et al., 1985). This
acoustic-phonetic relearning presumably involves processing costs that impact on other cog-
nitive activities (Luce, 1981; Pisoni, 1982). Listeners may also learn perceptual segmen-
tation strategies through training (Greenspan et al., 1988). However, Lee and Nusbaum
(1989) recently suggested that processing synthetic speech does not require more attention
than processing natural speech, but that listeners presented with synthetic speech initially
mis-allocate resources. They argue that training only helps listeners efficiently re-allocate
attention.

At the present time, no attempts have been made to train subjects to asymptote or to
determine whether differences in comprehension between natural and synthetic speech will
still be present after extensive training with these systems. However, studies utilizing con-
nected discourse have implicitly assumed that training effects have been minimized by virtue
of the explicit training at the beginning of testing sessions. Clearly, this is an empirical issue.
In fact, no training studies, either with isolated words. sentences, or passages, have demon-
strated that subjects reached a performance plateau. It is important to determine whether
the attentional load imposed by encoding processes or by comprehension processes diminish
with training or whether the load remains. Some cognitive processes may be antomatized
with training and place less demands on STM. Training studies have demonstrated that
some individuals may learn to read passages for comprehension and take dictation at the
same time (Hirst, Spelke, Reaves, Caharack & Neisser, 1980; Spelke, Hirst & Neisser, 1976).
Similar trends may emerge in training studies with synthetic speech. Finally, if training
is simply a matter of learning new acoustic-phonetic mappings, do subjects eventually re-
allocate attention to other processes once that learning is complete? I so, we would expect
that the “levels of processing” effects observed with synthetic speech (Luce, 1981; Ralston
et al., 1989) would be reduc~d after extensive amounts of training.

Data from the study using digitally-encoded speech by Schmidt-Nielson and Kallman
(1987) suggested that subjects may make greater use of contextual information after a period
of learning. The authors speculated that in these situations, subjects diverted their attention
to sentential context, which in turn helped constrain acoustic-phonetic decisions. Future
research should assess whether a similar process is operating when subjects listen to synthetic
speech. If so, listeners may respond to synthetic speech with two successive strategies.
When first exposed to synthetic speech, subjects might divert attention to the acoustic-
phonetic structure of the signal. Once subjects acquire new acoustic-phonetic mapping rules,
they learn how to locate word boundaries and identify words (Greenspan et al., 1988). As
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learning progresses, attention is diverted to processing contextual information which in turn
constrains phonological decisions. This hypothesis can be tested in experiments designed to
probe processing of different levels of information as a function of training and exposure to
synthetic speech (see Lee & Nusbaum, 1989).

Applications

The results discussed in the present chapter suggest that the comprehension of connected
synthetic speech is highly correlated with segmental intelligibility. This conclusion argues
against the use of low- to moderate-quality synthetic speech for applications requiting very
high levels of comprehension. The word monitoring and sentence verification data summa-
rized above demonstrate that comprehension of synthetic speech proceeds at a slower rate
than natural speech. Therefore, particularly low-quality synthetic speech may also be inap-
propriate for applications requiring rapid responses. Finally, several studies have shown that
comprehension of connected synthetic speech may incur greater processing costs than natu-
ral speech. Thus, poor-quality synthetic speech also may be inappropriate for applications
using difficult text, such as that of a data-base retrieval system, or with other competing
tasks that place significant demands on working memory, such as in a cockpit, air traffic
control tower, or battlefield management system.

All of these reservations may be modified after we gain a better understanding of the
effects of training on comprehension. Many of the major effects associated with the com-
prehension of synthetic speech (lower accuracy, slower processing, and increased cognitive
load) may be eliminated with appropriate practice (Lee & Nusbaum, 1989). If these effects
disappear with training, the only limiting factors for applications would be practice and
exposure.

Certain listener populations, such as young children or elderly adults, may experience
difficulty comprehending synthetic speech (Greene & Pisoni, 1988). Capacity limitations and
processing speed are known to be more constrained compared to college-age listeners who are
typically used in these experiments (Greene & Pisoni, 1988; Salthouse, 1988). The same ca-
pacity arguments may apply to listeners or listening situations which degrade speech signals.
This includes the hearing-impaired community, which is becoming increasingly dominated
by older presbycutic listeners. Capacity limitations may also play an important role with
signal degradations, such as noisy communication channels or reverberant environments.

Future Directions

Several problems still need to be studied. These may be grouped into the following major
categories: capacity demands, training eflects, memory decay and generalization.

121 o
1cu



Capacity Demands. As indicated above, the extent to which encoding demands com-
pete with other comprehension processes for limited STM capacity is still a topic of great
interest. While sentence verification experiments have found interactions between voice and
memory load variables (such as sentence length) the evidence from studies conducted with
fluent connected speech is equivocal. Therefore, further studies should be conducted with
passage-length materials. These studies will help answer a number of basic questions (i.e.,
“Which cognitive mechanisms make use of limited attentional capacity?”) as well as applica-
tions questions (ie., “Is the comprehension of synthetic speech compromised by difficult text
or competing tasks?”). We consider here possible methodological improvements for inves-
tigating the role of text difficulty and competing cognitive tasks as they relate to capacity
demands in comprehension. Either of these techniques may be combined with simultaneous
measures to provide a more sensitive index of comprehension processes.

Previous studies utilizing passages of varying difficulty have also used different compre-
hension questions. One experimental strategy which circumvents this confound is to express
the same propositional information in different texts varying in surface structure complexity.
In this manner, the same post-passage sentences or questions could be used, yielding better
control of textual difficulty.

The “digit preload” technique is a well-known method which may also be used to assess
the extent to which the comprehension of synthetic speech competes with other cognitive
tasks (Baddeley & Hitch, 1974; Lee & Nusbaum, 1989; Luce et al., 1983). For example,
subjects could be required to memorize a variable-sized set of digits before listening to
natural or synthetic passages for comprehension. Interactions between digit set size and
voice would provide strong evidence that both variables draw on a common resource pool.

Another issue related to capacity limitations deals with listener fatigue or habituation.
Assuming that there are increased processing demands for synthetic speech, one might expect
that listeners would become mentally fatigued, and consequently that p-rformance would
decay more rapidly as a function of time. As a test, one could examine performance over
time as a function of voice (see Mack, 1989, for preliminary data on this issue).

Training Effects. From an applications perspective, it is important to determine the
time-course of training effects and asvmptotic levels of comprehension performance as well
as capacity demands. For example, a system that viclds initially poor comprehension perfor-
mance may, with exposure and training, ultimately vield high comprehension performance.
This information, as well as costs associated with training, should be weighed with other
factors when selecting a particular TTS system.

Memory Decay. The increased processing load for synthetic speech may also lead to
poorer memory for comprehended information. This possibility is suggested by earlier studies
demonstrating poorer STM retention of degraded naiural (Dallett, 1964; Rabbitt, 1966)
and synthetic word lists (Luce et al., 1983). In addition, there may be LTM losses for
comprehended information even when original comprehension levels for synthetic speech are
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equivalent to those obtained for natural speech. Such a result would indicate a subtle, but
important effect which should be considered in application decisions. A simple way to test
this would be to administer comprehension tests at variable intervals after spoken passages
to assess long-term retention. To our knowledge, studies of long-term retention have not
been carried out yet with passages of synthetic speech.

Generalization. A more global issue that has received relatively little attention to date
is the generality of the results obtained with synthetic speech. Are the results obtained with
synthetic speech also found with other types of processed speech? At the level of segmental
intelligibility, the answer is clearly “no.” Nusbaum, Dedina & Pisoni (1984) demonstrated
that perceptual confusions are dramatically different for DECtalk and noise-degraded nat-
ural speech CV syllables. We might expect that confusion patterns would vary with the
various speech output devices, reflecting specific acoustic-phonetic synthesis rules for TTS
systems, specific interactions between digital-encoding techniques and a speech signal, or in-
teractior:s between different types of noise and a speech signal. However, other phenomena,
such as capacity demands, listener fatigue, and “levels of processing effects” (Luce, 1981;
Ralston et &l., 1989: Schmidt-Nielson & Kallman, 1987) have not been investigated in stud-
ies with natural, synthetic, vocoded, and noise-degraded speech. Future experiments should
determine whether these effects reflect general adaptive strategies of listeners to degraded or
impoverished speech signals or whether they too are specific to the particular output device
using synthetic speech.

Miscellaneous Issues. Evaluation studies of synthetic speech using special user popu-
lations have received greater attention recently (Greene & Pisoni, 1988; Mack, 1987, 1989;
Ozawa & Logan, 1989). These have included studies with children and non-native English
speakers. However, there have been no studies conducted with the elderly, a rapidly growing
segment of the American population. Because of their increasing numbers, and because of
the broader application of TTS devices, there is an increasing need to determine whether
this population encounters special problems with synthetic speech. Due to the prevalence
of presbycusis and attentional deficits in this population, we would expect that they would
experience some problems in perception and comprehension.

Likewise, demanding or stressful environments, such as noisy or reverberant sound fields,
should be studied. Because these environments may be relatively common in application
settings, it is important to assess their impact ca performance. Noisy and reverberant envi-
ronments degrade the quality of speech signals. and therefore are expected to degrade per-
ceptual performance. Part of the expected performance decrements may be due to relatively
“Jow-level” effects, such as degrading the physical signal or auditory masking. However, there
may also be more central contributions to performance decrements, particularly attentional
constraints.

Finaliy, a greater emphasis should be placed on implementing voice technology using
synthetic speech in real-world applications, especially when an operator 1s required to carry
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out several simultaneous cognitive tasks. Although laboratory studies have demonstrated
differences in performance between natural and synthetic speech, there is a paucity of data
collected in “natural” situations. Data-base query systems, computer-aided instruction, and
voice mail are reasonable starting points for applied research on synthetic speech.

In summary, this chapter has reviewed research on the comprehension of synthetic speech
carried out over the last 15 years. A large number of «tudies have demonstrated differences
in segmental intelligibility between natural and synthetic speech. However, the evidence
regarding comprchension is less conclusive. This is especially true with respect to compre-
hension of passages of fluent connected speech. Although the accumulated evidence to date
indicates reliable differences in comprehension between natural speech and a wide variety
of different kinds of synthetic speech, the results are quite variable across different studies,
suggesting that important methodological factors need to be controlled before true differ-
ences in comprehension performance can be uncovered. In comprehension studies that have
used successive measurement techniques, the results are equivocal. On the other hand, in
comprehension studies that have used on-line simultaneous measurements, the results show
reliable effects that are correlated with segmental intelligibility scores. When segmental in-
tellig.bility is equated between natural and synthetic speech, differences in comprehension
performance have still been observed suggesting a general attenuation of the processes used
to construct semantic and syntactic representations from acoustic-phonetic information con-
tained in the speech signal. Additional research is needed to further understand the locus
of these differences in comprehension performance. Because spoken language processing is
extremely robust, it is often difficuit to observe diffe-ences in comprehension without using
fine-grained simultaneous measurement techniques.
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Abstract

The present study explores the way that talker variation influences the 2-month-old
infants’ perception and memory for speech sounds using the HAS procedure. Exper-
iment 1 focuses on the consequences that talker variation has on the infant’s ability
to detect differences between .r2ech sounds. When listening to versions of a syllable,
such as /bag/, produced by six male and six female talkers, infants were able to detect
a change to another svllable, such as /dag/, uttered by the same group of talkers.
In fact, as far as detecting the difference was concerned, infants exposed to multiple
talkers proved to be as good as other infants , who heard utterances produced by only
a single talker. Moreover, results from other test conditions showed that infants could
discriminate between the voices of the individual talkers, although discriminating one
mixed group of talkers (three males and three females) fromn another proved to be
too difficult for them. Experiment 2 explored the consequences of talker variation on
infants’ memory for speech sounds. The HAS procedure was modified by introducing
a 2-minute delay period between the preshift and postshift phases of the experiment.
In this condition, talker variation impeded the encoding of speech sounds by infants.
However, infants who heard versions of the same syllable produced by 12 different talk-
ers did not detect a change to a new syllable produced by the same talkers after the
delay period. Infants who heard the same syllable produced by a single talker were
able to detect the phonetic change after the delay. Finally, although infants who heard
productions from a single talker retained information about the phonetic structure of
the syllable during the delay, they apparently did not retain information about the
identity of the talker. Experiment 3 der:onstrated that talker variation need not inter-
fere with the retention of all speech ir formation hy infants, Specifically, infants were
able to recognize a change in the gender of the talkers’ voices (from male to female
or vice versa) after a 2-minute delay, even when six different males and six different
females produced the sounds. These results have important implications for the way
that word recognition processes and the mental lexicon may develop during language
acquisition. Parallels are also noted in the way that talker variation affects speech
processing by infants and adults.
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Effects of Talker Variability on Speech Perception by
2-month-vld Infants

One important aspect of language acquisition that begins to unfold during the first year of
life is the development of a lexicon in the native language. Just as children begin to produce
their first words towards the end of the first year, so too do they begin to understand words
from their native language (e.g., Huttenlocher, 1974). Comprehending words requires that
the infant store away some representation of the sound structure of the word so that they can
retrieve the appropriate meaning. A number of the prerequisites necessary for the successful
storage of words, and hence, for the development of the lexicon have been studied during
the last 20 years of research on infant speech perception. For example, the capacities of
infants to discriminate subtle phonetic distinctions have been well-documented {e.g., Aslin,
1987; Aslin, Pisoni & Jusczyk, 1983; Eimas, 1982; Jusczyk, 1981; Kuhl, 1987). In addition,
a number of studies have shown that, by 6 months, infants are apparently able to ignore the
variability in the speech signal introduced when the same item is uttered by different talkers.
This latter ability is critical for being able to recognize the same word spoken by different
individuals. Some recent work also demonstrates that even newborn infants apparently
have some minimal capacity to represent different speech sounds {Bertoncini, Bijeljac-Babic,
Jusczyk, Kennedy & Mehler, 1988; Jusczyk, Bertoncini, Bijeljac-Babic, Kennedy & Mehler,
in press). Nevertheless, many other important factors related to lexical development have
vet to be explored. For example, very little is known about the capacity of infants to retain
information about the speech sounds that they hear, or, indeed, about factors that might
affect the retention of information about the sound properties of words. Information about
such issues is critical in order to understand the way that the lexicon is structured and how
it develops.

One factor known to affect the way that adults encode speech sounds is talker variability.
Although adults are readily able to adjust for differences in talker’s voices in perceiving
speech sounds (e.g., Bladon, Henton & Pickering, 1984; Dechovitz, 1977; Disner, 198(;
Fourcin, 1968; Gerstman, 1968; Neary, 1978; Rand, 1971; Summerfield 1975; Syrdal & Gopal,
1986; Verbrugge, Strange, Shankweiler & Edman, 1976), these kinds of adjustments are not
without consequence for perceptual processing. Thus, the accuracy with which items are
identified suffers when talker voice varies as oppnsed to when it remains constant (Creelman,
1957; Fourcin, 1968; Verbrugge et al., 1976). Similarly, the latencies required to perform
identification (e.g., Summerfield, 1975;: Summerfield & Haggard, 1973) and matching tasks
(Allard & Henderson, 1975; Cole, Coltheart & Allard, 1974) have been shown to increase
significantly when listeners are required to adjust to different talkers’ voices. With respect
to perception, the consequences associated with adjusting to different talkers’ voices appear
to be confined to early stages ol acoustic-phonetic processing as opposed to higher level ones
(Mullennix, Pisoni & Martin, 1989). Thus, Mullennix et al. showed that talker variability
interacts with variables that affect acoustic-phonetic encoding (such as the presence of white
noise) but not with variables that affect higher-level word recognition processes (such as
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lexical density and word frequency). However, there is also evidence that talker variation
has consequences for cognitive processes other than those involved in perception. On the one
hand, Martin, Mullennix, Pisoni & Summers (1989) found that memory processes in recall
tasks can be adversely affected when listeners must cope with talker variation. In particular,
their results suggested that both encoding processes and the efficiency of rehearsal processes
used to transfer items into long term memory were disrupted by talker variation. On the
other hand, Craik and Kirsner (1974) found that talker variability could actually have a
beneficial effect on recognition memory of items presented in a list. Thus, their subjects
were faster and more accurate for items that were repeated in the same voice as the original
item.

fn summary, despite the fact that adult listeners are able to adjust fairly rapidly to talker
variation, there are indications that costs are associated with the process. These costs show
up both with respect to the initial perceptual processing of the signal and in its encoding
into long-term memory. It is also clear that information about talker differences are detected
in perception and may be retained in memory. Although costs may be incurred in terms of
the amount of information that can be encoded when talker variation occurs, there are some
benefits as well for subsequent recognition of the items that are encoded.

As noted earlier, there is evidence that, by 6 months of age, infants display some basic
ability to cope with talker variation. Kuhl (1979; 1983) showed that 6-month-olds will con-
tinue to detect a phonetic contrast in the face of changes in speaking voices that range from
children to adults and include both males and females. Thus, infants trained to distinguish
a contrast between two vowel tokens produced by a single talker successfully generalized
this distinction to vowel tokens produced by different talkers, even when there was consid-
erable acoustic overlap among the tokens of the distinctive vowel classes (Kuhl, 1983). Of
course, were it the case that infants succeed because they are simply unable to distinguish
differences between talkers’ voices, then their achievement on this type of task would not
be very remarkable. However, there is ample evidence to believe that this is not the case.
Studies with newborn infants show them to be capable of recognizing their mothers’ voices
from those of other mothers (e.g., DeCasper & Fifer, 1980; Mehler, Bertoncini, Barriere &
Jassik-Gerschenfeld, 1978; Mills & Meluish, 1974). Moreover, 6-month-olds are able to per-
form a task that requires responding to tokens produced by a particular talker as opposed
to another talker (Miller, Younger & Morse, 1982).

Nevertheless, the question as to whether the infant’s success at coping with talker varia-
tion also bears a cost for perceptual processing and memory has not been directly addressed
in previous research. In fact, aside from the two studies by Kuhl {(1979; 1983), the only
attempt to focus on the way that infants handle irrelevant variation in speech sounds was
a study by Kuhl and Miller (1982) with infants 1- to 4-months of age. Kuhl and Miller
used synthetic vowel stimuli and examined the capacity of infants to detect a change in one
dimension when a second dimension varied irrelevantly. The two dimensions were pitch and
vowel quality. Their results indicated that when pitch varied irrelevantly, the infants were
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able to detect a vowel change. However, the converse did not hold. Namely, when infants
were exposed to a series of randomly alternating vowels, /a/ and /i/, they did not detect a
subsequent change in pitch contour. Consequently, Kuhl and Miller interpreted this as an
indication that the vowel quality dimension was more salient for the infants and distracted
then: from detecting the change in pitch quality. As further support of their interpretation,
Kuhl and Miller noted that infants took significantly longer to habituate to the stimuli when
vowel quality varied irrelevantly than they did when pitch quality varied, suggesting that
infants attended more to the vowel variation than to the pitch variation (however see Carrell,
Smith and Pisoni, 1981).

Kuhl and Miller’s findings are an interesting demonstration that irrelevant variation
along some dimension may hinder infants from detecting a change along another less salient
dimension. Still, it is hard to predict whether the type of variation introduced by alternating
different vowels is of the same order of magnitude as one stemming from the presence of
different talkers (Carrell et al., 1981). In fact, the studies with older infants indicate that
coping with talker variation does not prevent infants from discriminating a contrast between
different vowels (Kuhl, 1979; 1983). Nevertheless, what is not known at present is the
extent to which infants may incur the kinds of subtle costs in processing and encoding
speech that have been reported for adult listeners when dealing with talker variation (e.g.
Martin et al., 1989; Mullennix et al., 1989). Information about the way that talker variation
influences speech processing by infants is important not only for determining how the lexicon
develops, but also for understanding the mechanisms that underlie the process of perceptual
normalization. For instance, it has been suggested that normalization may operate at early
stages of speech processing in a mandatory fashion, independently of higher-level cognitive
processes {Miller, 19087, Mullennix et al., 1989). If so, then in line with other features that
are associated with modular systems, one might expect to find that the characteristics of
the normalization system are innately wired and fixed. Hence, strong parallels would be
predicted for the way that talker variation influences perceptual processing in infants and
adults.

It was with these issues in mind thut the present study was undertaken. Accordingly,
we designed a series of experiments to evaluate the way that talker variation affects the
processing and retention of speech sounds by 2-month-old infants. The first experiment
focuses on potential effects involved with the perception of a speech contrast. The second
and third experiments are concerned with the impact that talker variation has on infants
memory for speech mformation.

Experiment 1

Previous investigations of infants’ capacity for dealing with talker variation have focused
on infants 6-months of age (e.g., Kuhl, 1979, 1983). Hence, nothing is currently known
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about the capacity of younger infants to cope with talker variability. Consequently, we
decided to use a modified version of the high-amplitude sucking (HAS) procedure to explore
this capacity in 2-month-olds. The speech contrast that was selected involved a change in
the initial consonant of twe CVC syllables, /bag/ and /dag/ (corresponding to the English
words, “bug” and “dug”). The syllable tokens for the study were chosen from six male and
six female talkers who produced them originally for use in the Mullennix et al. (1989) study.

Determining the consequences of talker variation requires comparisons between ¢ .uations
involving single-talkers and comparisons involving multiple-talkers. For this reason, we de-
cided to examine the same contrast in both the single- and multiple-talker conditions. Hence,
one experimental group and one control group was tested with tokens from a single-talker.
The expezimental group was habituated to one of the syllables, either /bag/ or /dag/, and
were presented with the remaining syllable during the postshift phase. The control group
was habituated to one of the two syllables and continued to hear the same one during the
test phase. There were two comparable multiple talker conditions. The only difference was
that tokens from all 12 talkers were used during both the habituation and test phases of the
experiment. By comparing the performance of the infants in the multiple-talker conditions
with that of the infants in the single-talker conditions, we could evaluate the consequences of
talker variation on the 2-month-old’s capa-i.y to detect a phonetic change. We hypothesized
that any increase in processing load associated with the multiple-talker condition might show
itself either in discrimination performance or in the time that it took for infants to habituate
to the syllable(s) during the first phase of the procedure, as Kuhl and Miller reported for
their study.

Two additional conditions were also included in the study. First, to determine whether
the tokens from the different talkers used in the present study were discriminable for the
infants, we tested a group in which the contrast was not a phonetic change, but rather a
difference betweer two talkers. A number of previous studies have examined the ability of
infants to detect diffcrences between talkers’ voices, but these studies used speech samples
longer than a single syllable (e.g., DeCasper & Fifer, 1980; Kaplan, 1969; Turnure, 1971).
In the present investigation, the syllable type (e.g., /dag/) was the same for both [hases
of the experiment, but the identity of the talker was changed after habituation to the first
syllable. The remaining test condition was one that involved habituating the infants with
tokens of a particular syllable type (e.g., /bag/) spoken by a set of 6 different talkers (3
males and 3 females). Then, following habituation to these tokens, the infants were switched
to an entirely new set of talkers (3 males and 3 females) uttering the same syllable. The
purpose of this last condition was to assess possible limitations on infants’ abilities to encode
information about talker identity. Thus. to discriminate the contrast in this last condition,
infants would have to encode the syllables according to the identity of the talker and retain
this information for comparison with the new tokens presented after habituation. Previous
work with infants at this age indicates that they are capable of representing information
about the phonetic content of syllables (e.g., /bi/, /ba/, ba/) so as to detect the presence
of new syllable types (e.g., /bu/) presented after habituation (e.g., Bertoncini et al., 1988;
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Jusczyvk et al., in press; Jusczyk & Derrah, 1987). However, little is known about whether
they also include information about talker identity in their representations of these syllables.

Method

Procedure. Each infant was tested individually in a small laboratory room. The infant
was placed in a reclining chair facing a blank wall approximately I m. away. An image of
flowers was projected on the wall for the entire test session. The picture v-os situated just
above a loudspeaker through which the test stimuli were played. Each infant sucked on a
blind nipple held in place by an experimenter who wore headphones and listened to recorded
music throughout the test session. A second experimenter in an adjacent room monitored
the test apparatus.

The experimental procedure was a modification of the high-amplitude sucking technique
(Eimas, Siqueland, Jusczyk & Vigorito, 1971; Jusczyk, 1985b; Siqueland & DeLucia, 1969).
For each infant, the high amplitude sucking criterion and the baseline rate of high ampli-
tude sucking were established prior to the presentation of any test stimuli. The criterion
for high-amplitude sucking was adjusted to produce rates of 15-35 sucks/min. After a base-
line rate was established, the presentation of stimuli was made contingent on the rate of
high-amplitude sucking. Criterion sucks resulied in the presentation of one speech syllable.
For infants in the single-talker conditions, the same syllable was presented throughout the
preshift phase of the experiment. For infants in the multiple-talker conditions, the syllables
were selecled at random from a set stored on a computer disk. Thus, it was possible that
an infant in a multiple-talker condition might hear the same syllable or a different one for
successive criterion sucks. The maximum stimulus presentation rate was one syllable per
second. If the infant produced a burst of sucking with interresponse times less than 1 sec-
ond, then each response did not produce one presentation of a stimulus. Instead the timing
was reset 50 as to provide continuous auditory feedback for one second afier the last response
of the sucking burst. In any case, if the 1 sec. period would have terminated in the middle
of a syllable, it was delayed until the syllable was completed.

The criterion for habituation during the preshift phase of the experiment was a decrement
in sucking rate of 25% or more over 2 consecutive minutes compared with the rate in the
immediately preceding minute. At this point. the auditory stimulation was changed to
match that used in the postshift phase of a given condition. For infants in the experimental
conditions, this resulted in a change in the stimauli presented. Infants in the control conditions
continued fo hear the same stimuli as before. The postshift phase began with the presentation
of the first stimulus after the habituation criterion had been achieved. The infants’ sensitivity
to changes in auditory stimulation was inferred from camparisons of response rates of subjects
in the experimental and control conditions during the postshift period. The postshift period
lasted for at least 4 minutes or until the infant showed a 25% decr- e in sucking for two
consecutive minutes.
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Stimuli. The stimuli consisted of natural versions of the syllables /bag/ and /dag/
produced by six male and six female talkers from Indiana. The stimuli were words recorded
on audio tape in a sound attenuated booth using an Electro-Voice Model D054 microphone
and a Crown 800 series tape recorder. The utterances were subsequently digitized via a 12-
bit analog-to-digital converter and stored on a PDP 11/34 computer at the Speech Research
Laboratory at Indiana University. The digitized versions of these stimuli were copied on
floppy disk and transferred to 2 PDP 11/73 computer at the Speech Perception Laboratory
at the University of Oregon. The stimuli were converted to analog form in real-time via
a2 12-bit digital-to-analog converter. They were accessed directly during the course of the
experiment and played out through a 4.8 kHz low-pass filter. All of the words used in the
experiment had been previously tested for intelligibility using a group of adult lisieners at
Indiana University. The items received identification scores of 95% correct of above when
presented in isolation.

Design. Each infant was seen for one experimental session. Twelve subjects were ran-
domly assigned to each of six test conditions (see Table 1). During the preshift phase of
the experiment, infants in the three Single Talker conditions, were exposed to ropetitions of
an utterance of either /bag/ or /dag/ selected from one of the 12 different talkers. Half of
the infants in each condition heard /dag/ and the other half, /bag/. To ensure that we had
not selected the most discriminable pairs from one of our talkers, each infant in each control
and experimental group was tested with tokens from a different talker. The infants in the
control group heard the same token during both the habituation and postshift phase of the
expeziment. Infants in the Phonetic Change condition heard one of the two syllables from a
particular talker during the habituation phase (e.g., /bag/) and the other one (e.g., /dag/)
during the postshift phase. Infants in the Talker Change condition heard one syllable (e.g.,
/dag/ from Male#1) from a particular talker during the habituation phase and a phoneti-
cally identical syllable (i.e., /dag/ from Male#5) taken from a different talker of the same
gender during the postshift phase. For half of the infants, the syllable type was /bag/ and
for the other half, it was /dag/. Similarly, for half of the infants, the tokens were produced
by female talkers, and for the other half, they were produced by male talkers.

The Multiple-Talker conditions were roughly parallel to the Single-Talker conditions.
The Multiple-Talker control condition was identical to the Single-Talker control except that
the tokens of a particular syllable type (r.g.. /bag/) from all 12 talkers were presented in
random order during each phase of the cxperiment. The Multiple-Talker Phonetic Change
condition used tokens of a particular syllable (e.g.. /dag/) from all 12 talkers during the
habituation phase and were switched ta the multiple tokens of the other syllable type (e.g.,
/bag/) during the postshift phase. Half of these infants heard /bag/ and half heard /dag/.
Finally, the Mulitple-Talker Talker Change condition consisted of a hahituation phase in
which infants heard tokens of a particular syllable type (e.g.. /bag/) spoken by a set of 6
different talkers (3 males and 3 females). Then. during the test phase, the infants were
switched to an entirely new set of talkers uttering the same svllable. The particular talkers
included in the habituation and postshift sets was varied randomly from infant to infant but
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always included 3 males and 3 females. Half of the infants heard utterances of /bag/ and
the remainder, /dag/.

Insert Table | about here

Apparatus. A blind nipple was connected to a Grass PT5 volumetric pressure transducer,
which in turn was coupled to a Grass (Model 7) polygraph. A Schmitt trigger provided a
digital output of the criterial high-amplitude sucking responses. This output was relayed to
a PDP 11/73 computer which recorded and saved the number of criterion responses on 2
minute by minute basis. In addition, 1t accessed the digitized syllables and controlied the
presentation of the auditory stimuli at a level of 72 + 2 dB (C) SPL in response to criterion
level sucking. The sounds were played out using a Kenwood (KA-3500) amplifier and a
JBL (4310) loudspeaker. The computer was programmed to record the level of baseline
responding, detect the attainment of the criterion for habituation, select the appropriate
set of postshift stimuli, and terminate the experiment in the event that the criterion for
habituation was achieved after 4 minutes during the postshift period.

Subjects. The subjects were 72 infants (36 males aud 36 females) from the Eugepe area
with & mean age of 9.2 weeks. To obtain the 72 infants for this study, it was necessary to
test 136 subjects. Subjects were excluded for the following reasons: crying (45%), falling
asleep prior to shift (11%), repeatedly rejecting the pacifier (15.5%), ceasing to suck during
the course of the experiment (e.g., 2 consecutive minutes of zero level responding) (11%),
failure to achieve the habituation criterion within 24 minutes (12.5%) and miscellaneous
(e.g., equipment failure, bowel movement, ete.) (5%).

Results

For purposes of statistical comparison, subjects’ sucking rates were examined for four
intervals: baseline minute, third minute before shift, average of minutes 1 and 2 before
shift, and average of the first 2 minutes after shift. These data were then used to calculate
difference scores for each of the following rate comparisons: (a) acquisition of the sucking
response: third minute before shift - baseline; (b) habituation: third minute before shift -
average of the last two minutes befcre shift; (¢) release from habitnation: average of the first
two minutes after shift - average of the last two minutes before shift.!

In addition, we also calculated a measure of the release from satiation for the full four minutes after
shift (i.e., average of all four minutes after shift - average of last two minutes before shift). However, since
the pattern of results with this measure was identical to that observed with the two-minute measure for all
the experiments in the paper, we report only the two-minute measure since it is recognized in the literature
as the more sensitiveof the two.
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Design of Experiment

Tabie 1

Single Talker Conditions

Preshift Phase

Postshift Phase

Phonet. .. Change bug( male#1) dug(male#1)
Talker Change bug( male#1) bug(male#5)
Control bug( female#4) bug(female#4)

| Multiple Talker Conditions

Preshift Phase

Postshift Phase

Phonetic Change

Talker Change

Control

bug(f4),bug(m3),bug(f2),
bug(m6),bug(f1),bug(m4),

bug(m5),bug(f6),bug({2),...

bug(f4),bug({m3),bug({2),
bug(m6),bug(f1),bug(m4),

bug(m4),bug(f1),bug(f2)....

bug(f1),bug(m3).bug({2),
bug(m6),bug(f1),bug(m4),

bug(m5),bug(f6),bug(f2)....

dug(f4).dug(m3),dug(f2),
dug(n:8),dug(fl),dug{m4),
dug(m5),dug(f6),dug(f2},

bug(I3),bug(m2),bug(i6),
bug(m3),bug(f5),bug(m1),
bug(m1),bug(f6),bug(f5),

bug(f),bug(m3),bug(f2),
bug(mé6),bug({i* bug(m4),
bug(m5),bug(f6),bug({2),

A Fuirmext provided by ERIC

ERIC
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As is usually the case in studies employing the HAS procedure, subjects in all groups
acquired the conditioned high-amplitude sucking response and attained the habituation cri-
terion. Moreover. an ANOVA used to assess possible group differences during the preshift
period revealed only the expected significant eflect of minutes [F'(3,264) = 113.95,p < 0001].
There was no evidence of any significant main effect. for groups [F(5, 264) < 1.00] or inter-
action of this variable with minutes [F(15,264) < 1.00].

The data concerning release from habituation during the postshift period are displayed
in Figure 1. Randomization tests for independent samples {Sicgel, 1956) were used to assess
postshift sucking performance. The release from habituation scores of each experimental
group were compared to its appropriate control group (i.e., the Single-Talker groups with the
Single Talker control and the Multiple-Talker groups with the Multiple-Talker control). The
results indicated that the infants showed siguificant (p < .001 or better) increases in sucking
to the Phonetic Change in both the Single- and Multiple-Talker conditions, ¢(22) = 4.09
ana 2.62, respectively. Thus, both groups discriminated the difference between /bag/ and

/dag/.

Insert Figure 1 about here

The results from the Talker Change conditions presented a different pattern. Infants in
the Single-Talker condition readily detected the Talker Change during the postshift period
[t(22) = 8.28,p < .001]. This is an indication that even within the same gender, the dif-
ferences in talkers’ voices were highly discriminable for the infants. Nevertheless, there are
apparently some limits on the ability of infants this age to encode information about talker
identity, because infants in the Multiple-Talker Talker Change condition did not display evi-
dence of discriminating the difference [¢(22) = 0.27]. This finding replicates results reported
for 7-month-old infants by Miller et al. (1982) in which they tried to train infants to respond
to mixed groups of male and female talkers using a conditioned headturning procedure.

Thus far, the results indicate that, like their older connterparts (Kuhl, 1979; 1983), 2-
month-olds are able to adjust to talker variability in detecting a phonetic contrast. However,
to evaluate the consequences that adjusting to such variability might have on infants' pro-
cessing of speech, several additional tests were conducted. First. we compared the postshift
levels of responding by the infants in the Single- and Multiple-Talker Phonetic Change con-
ditions using Randomization tests for independent samples. The two groups did not differ
significantly with respect to this measure {#{22) = 1.29]. Next, we sought to determine
whether a diflerence between infants in the Single- and Muitiple-Talker conditions might
be observed in the Time to Habituation measure used by Kuhl and Miller (1982). We col-
lapsed across the three groups in both the Single- and Multiple-Talker conditions since the
treatment in each of the groups was essentially the same for the preshift period. Subjects
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Experiment 1

IR Phronetic Ch
B TakerCn
B Contro!

Mean Increase in Sucking

Single Talker Multi  Talker

Test Conditions

Figure 1. Mean change in postshift sucking for each of the Single Talker (left hand side)
and Multiple Talker (right hand side) test conditions in Expeniment |, (The scores are
determined by subtracting the average sucking rates from the last two

preshift minutes from
the average of the first two postshift minutes)
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in the combined Multiple-Talker conditions took significantly longer to attain the habitua-
tion criterion than those in the combined Single-Talker conditions (9.61 and 7.58 minutes,
respectively [t(70) = 3.05,p >- .005;. Thus, the greater variety of tokens and/or their ran-
dom patterning apparently sustains the interest of infants longer during the preshift phase
of the experiment. A third anal:sis examined whether there was evidence that infants in
the Multiple-Talker conditions night take longer tc re-habituate to the stimuli during the
postshift phase of the experiment. For this purpose, we used the measure employed by
Bertoncini et al. (1988). For infants ». each experimental group, we calculated the amount
of time it took in the postshift period before the habituation criterion was achieved and/or
the experiment was terminated.? The times to rehabituation scores are presented in Table
2. For the Phonetic Change conditions, no significant differences were observed between the
Single- and Multiple-Talker groups {#(22) = 0.22]. However, when only a Talker Change was
involved, the difference between the Single- aad Multiple-Talker conditions was marginal,
[£(22) = 1.74,p « .10}, suggesting that re-habituation occurred more slowly for the Multiple-
Talker group.

Discussion

What conclusions ~an be drawn from these results concerning the eflects of talker varia-
tion on the perception ¢f speech by 2-month-olds? First, it is clear that by this age infants
already display some rudimentary form of perceptual normalization. Infants can detect a
phonetic change between two stop consonants when as many as 12 talkers’ voices vary irrel-
evantly. This result confirms and extends the findings reported for vowel and fricative con-
trasts reported by Kuhl (1979; 1983; Holmberg, Morgan & Kuhl, 1977} with 6-month-olds.
Second, 2-month-.lds are capable of perceiving differences between two different talkers’ ut-
terances of the same syllable, although there do seem to be limits to precisely what they can
encode about talker differences. Thus, when listening to a set of different talkers utter the
same syllable, they do not detect a change to a new set of talkers uttering the same syllable.
Third, discrimination performance does not suffer significantly when tokens from multiple
talkers are used as opposed to when only tokens from a single talker are used. Hence, unlike
Kuhl & Miller’s (1982) finding that irrelevant vowel variation significantly interfered with
infants’ ability to detect a pitch change, there is no evidence in the present study that talker
variability interferes with infants’ detection of a phonetic contrast. However, this is nol to
say that the infants’ processing of speech is unaffected by talker variation. In fact, infants
exposed to tokens from a variety of diflerent talkers tnok significantly longer to habituate to
syllables than infants who were exposed to tokens from a single talker.

Perhaps the most striking finding irom this study is that infants listening to syllables
produced by many different talkers did so well in detecting the phonetic change. Can it

20nlv the data from the experimental groups are used in this calculation because responding in the
control groups is alreadv near floor levels and no new stimulation is introduced during the postshift period
for these groups.
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then be assumed that, in contrast to adults, lower level perceptual processes in infants are
unaffected by talker variation? Such an assumption would be premature for a variety of
reasons. First, we note that talker variation did have an effect on the time it took infants to
habituate to the sounds. Hence, talker variability may have been affecting the devclopment
of a perceptual representation of the sounds. Second, the lower level perceptual effects
caused by talker variation that have been reported for adults (Mullennix et al., 1989) are
most evident when the stimulus conditions are less than optimal. For example, the longest
effects occurred when the stimuli were degraded with noise. It is possible that under similar
circumstances infants might also show deficits in discrimination performance in the presence
of talker variation. Moreover, as noted earlier, encoding processes in memory are also affected
in adults when talker variation is present (Martin et al., 1989). Given our finding of longer
habituation timos for the Multiple-Talker conditions, we wondered whether infants might also
be affected by tatker variation in the way that they encode and remember speech information.
For this reason, we carried out another experiment.

Experiment 2

The subject of how speech signals are encoded and remembered by infants has been
discussed in the past. For example, in their study of vowel perception by infants, Swoboda,
Morse and Leavitt {(1976) noted that the likelthood that infants discriminated certain vowel
contrasts appeared to be inversely related to the length of the interval between the last
occurrence of the preshift stimulus and the first occurrence of the postshift stimulus when
the HAS procedure was employed. Morse (1978) later suggested that manipulations of the
preshift-postshift interval duration could provide a way of assessing memory effects in the
HAS paradigm. In addition, discussions of the role that memory may play in discrimination
performance have been raised in conjunction with studies that have used varied stimulus
sets in place of a single stimulus during the habituation phase of the HAS procedure (e.g.,
Bertoncint et al., 1988; Jusczvk & De:rah. 1987; Kuhl & Miller, 1982; Miller & Eimas, 1979).
Nevertheless, until verv recently direct attempts to manipulate and assess memory factors
in the HAS procedure have not been reported in the literature.

Clearly. information about the encnding process that infants use for speech is critical to
understanding the growth and development of a lexicon in the native language. The infant
must ultimately store some sort of acoustic-phonetic representation that will allow him or
her to access the meanings of spoken words {see Jusczyk. 1985a; 1986; in press for further
discussion of this point). In the present context. one can ask about the way in which talker
variatton might influence the encading of speech sounds by infants. On the one hand, talker
variation might be expected to interfere with encading processes, as Martin et al. (1989)
observed for adults. On the other hand. it might be argued that tokens from multiple talkers
might permit infants to form a prototype that would actually facilitate the recognition of
a syllable or word type. Thus, Grieser and Kuhl (1989) have recently reported evidence
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consistent with the view that 6-month-old infants may form prototypes for some speech
sound categories and that “this may contribute to their seemingly efficient processing of
speech information...” (p. 577). Indeed, one way of interpreting the lack of discrimination
by infants in the Multiple Talker Talker Change condition in the previous experiment is that
the infants formed a prototype for the syllable category that they were exposed to during
the habituation phase and that the new instances that they heard during the postshift phase
were simply treated as members of a familiar category.

The first step toward understanding the consequences o talker variation on encoding
by infants is to devise a means for assessing their representation and memory of speech
sounds. In addition to modifying the traditional HAS procedure by presenting a randomized
set of sounds as in ihe previous experiment (see also Bertoncini et al., 1988: Jusczyk &
Derrah, 1987; Kuhl & Millcr, 1982), we also introduced ancther modification first employed
by Jusczyk, Kennedy & Jusczyk (in preparation). Specifically, a 2-minute delay period
filled with a slide presentation is introduced between the hahituation and postshift phases
of the HAS procedure. No auditory stimulation is present during this period. When the
slide present~tion is completed, the postshift period hegins and the auditory stimulation
resumes with either novel or familiar stimuli depending on whether an experimental or
control condition is involved.

The basic issue is to determine whether talker variation affects infants’ encoding of speech
in long term memory. Consequently, we decided to com pare performance under both single-
and multiple-talker conditions. Four groups of infants were tested in conditions that par-
alleled the Phonetic Change and Control conditions of Experiment 1 (Single-Talker Pho-
netic Change and Control Conditions, and Multiple-Talker Phonetic Change and Control
Conditions). If talker variation disrupts encoding, then discrimination performance in the
Multiple-Talker condition should be worse than for the Single-Talker condition. On the
other hand, if talker variation promotes the formation of prototypes, then performance may
actually be better in the Multiple-Talker condition. Finally, in addition to these four groups,
a fifth group, Single-Talker Talker Change Condition, was included in order to see whether
infants might encode information about talker identity into their representations of syllables.
To the extent that information about talker identity is stored, one would expect to find that
infants would respond to the Talker Change after the delay interval.3

Method

Procedure. A modified version of the high-amplitude sucking procedure described in the
previous experiment was used. The modification consisted of the insertion of a 2-minute
delay interval between the habituation and postshift phases of the experiment. Upon the

3The patallel Talker Change Condition for Multiple-Talkers was not tested because of the failure of the
infants in Experiment 1 to discriminate the difference even when no delay interval was employed.
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attainment of the habituation criterion, the computer beeped signaling to the experimenter
in the control room to initiate the slide show. The fixation slide was extinguished and in its
place, new slides were projected. The slides were # series of 24 colorful family vacation slides
that were projected on the wall facing the infant in the test room. Each slide was shown for
8 sec. During the slide presentation, the experimenter in the test room continued to hold the
pacifier in the infant’s mouth although ne auditory stimulation was presented. Following
the 24th slide, the fixation slide was projected once again and auditory stimulation was
available in response to criterion sucking. In all other respects, the procedure was identical
to that used in Experiment 1. Extensive pilot testing by Jusczyk, Kennedy and Jusczyk (in
preparation) determined the parameters for the memory delay interval. For example, the
decision to keep the pacifier in place during the delay was made when it was determined that
the removal and re-insertion of the pacifier during the delay interval led to spurious increases
in sucking in the control and experimental groups. Similarly, the number of slides employed
and their projection durations were optimal for maintaining the infants’ attention.

Apperatus. The apparatus used was identical to that described for the previous experi-
ment.

Stimuli. The same stimulus materials were used as in the previous experiment.

Design. Each infant was seen for one experimental session. Twelve subjects were assigned
randomly to each of 5 test groups. Two of these groups employed tokens of /bag/ and
/dag/ from all 12 talkers. For the Multiple-Talker Phonetic Change condition, randomly
ordered tokens of one syllable type (/bag/ for half the infants, / dag/ for the other half)
were presented during the habituation phase, and tokens of the other syllable type were
played during the postshift phase. For the Multiple Talker Control condition, one of the two
syllable types spoken by all 12 talkers was presented for both phases of the experiment. Two
other gronp: heard tokens produced by a single talker for the entire test session (although
the identity of the talker varied for each infant). For the Single-Talker Phonetic Change
condition, one syllable ( /bag/ for haif the infants, /dag/ for the other half) was played
during the habituation phase and the other syllable was played during the postshift phase.
For the Single-Talker Control condition, one of these two syllables was presented for both
phases. Finally, the Single-Talker Talker Change condition, employed tokens of the same
syllable spoken by two different talkers of the same gender. During the habituation phase,
the token from one talker was played and during the postshift phase. the token from the
other talker was played. Once again, each infant heard a different pair of talkers. Half of
the subjects heard a female pair and half heard a male pair. Sim " iy, half of the subjects
listened to versions of / bag/ and the other half listened to versions of /dag/.

Subjects. The subjects were 60 infants (32 males and 28 females) from the Eugene area
with a mean age of 7.4 weeks. To obtain the 60 infants for this study, it was necessary
to test 121. Subjects were excluded for the following reasons: crying (51%), falling asleep
prior to shift (16%), repeatedly rejecting the pacifier (18%), failure to achieve the habituation
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criterion within 24 minutes (11.5%), miscellaneous (experimenter error, parental interference)

(3.5%).

Results

The data were analyzed as in the previous experiment. Difference scores were calculated
for each subject to assess (a) acquisition of the sucking response, (b) habituation to the
preshift stimuli, and (c) release from habituation during the first 2 minutes of the postshift
period. As in the previous experiment, all groups acquired the conditioned response and
habituated to the preshift stimuli. Moreover, an ANOVA used to assess possible group
differences during the preshift period revealed only the expected significant effect of minutes
[F(3,220) = 194.93,p < .0001]. Neither the main effect for groups [F'(4,220) = 2.036,p =
.09] nor the interaction of this variable with minutes [F(12,220) = 0.648,p = .80] was
statistically significant.

The data on release from habituation are shown in Figure 2. Randomization tests for
independernt sumples were again used to assess postshift sucking performance. In contrast
to the previous experiment, a difference emerged in the way in which infants in the Single-
and Multiple Talker conditions responded to the Phonetic Change after the delay period.
In particular, only in the Single-Talker condition did the Phonetic Change group show a
significant increase in sucking relative to the Control group during the postshift period
[t(22) = 2.31,p = .046]. Not only was the difference between the Phonetic Change and
Control gioups not significant for Multiple Talker conditions [t(22) = —0.29] but it was even
in the wrong direction. Thus, the presence of talker variation affects encoding of speech
sounds in memory by young infants.

Insert Figure 2 about here

Performance in the Single-Talker Talker Change group was also different than the results
observed in Experiment 1. When compared to the Single Talker Control group, infants in
the Talker Change group did not exhibit a significant increase in postshift sucking [£(22) =
0.89,p = .38]. This suggests that talker identity may not have a high priority with respect
to the kind of information that infauts encode and/or retrieve about speech sounds.

As in the previous experiment, we also examined the impact of talker variation on the
time to achieve the habituation criterion in both the preshift and postshift phases of the
experiment. For the preshift phase, we collapsed across all the Single-Talker groups and
across both Multiple-Talker groups since the stimulus presentation was the same for this
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giglgfgg. {(a) Shows the mean change in postshift sucking for each of the Single Talker
conditions after the 2.minute delay perind in Expersment 2. (h)

Shows ¢ o
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period. Once again, there was evidence of significantly longer times to habituation [t(58) =
2.53,p < .02} for the Multiple-Talker group (11.74 minutes) than for the Single-Talker group
(9.22 minutes). To evaluate re-habituation during the postshift period. the comparable
groups were the Single-Talker Phonetic Change (5.08 minutes) and Multiple Talker Phonetic
Change (5.58 minutes) groups. There was no evidence that these groups differed significantly
on this measure {£{(22) = 0.76]. Hence, talker variation appears to have affected the time to
habituation only during the preshift phase of the experiment.

Discussion

Two-month-old infants are able to retain acoustic-phonetic information for a delay period
of 2-minutes. This is evident in the performance of infants in the Single-Talker Phonetic
Change group to detect the difference between the stimuli played during the preshift and
postshift periods. Nevertheless, it is also clear that talker variation disrupts encoding and/or
retrieval processes in infants this age. Thus, infants in the Multiple-Talker Phonetic Change
group did not detect the difference between the preshift and postshift stimuli. The locus of
this effect appears to be in the encoding processes associated with long-term memory. In
the previous experiment without the delay, infants in the multiple talker group were able
to perceive the very same phonetic change. Hence, as in adults (Martin et al., 1989), we
find evidence that when infants are exposed to different talkers, this stimulus variability can
disrupt encoding processes.

Given the kind of experience that infants received in the present experiment, it is also
clear that exposure to different talkers uttering the same syllable did not facilitate the for-
mation of a prototype. Rather, talker variation appeared to interfere with the way in which
infants encoded speech information. This is shown not only in the failure of the infants in
the Multiple-Talker Phonetic Change group to discriminate the contrast, but also by the
fact that they took much longer to habituate to the syllables in the first place. One possible
explanation of the difficulty is that the infants were trying to encode the syllables individu-
ally using talker specific cues. However, this explanation seems unlikely in view of the fact
that infants in the Single-Talker Talker Change group gave no evidence of retaining infor-
mation about talker identity over the delay period. despite the fact that their counterparts
in Experiment ! did detect such a change in the absence of any delay.

An alternative explanation of the present results is that the pattern observed here is not
the result of talker variation, per se, but is due to the presence of multiple tokens in the
familiarization phase combined with the delay in testing. Were this explanation correct,
then one would expect that whenever multiple tokens are used during the preshift phase and
testing is delayved, infants should fail to detect the presence of new items in the test phase.
However, Jusczyk et al. (in preparation) used a series of phonetically distinct syllables in the
preshift phase of their experiment and found that 2-month-olds did detect phonetic changes
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after a 2-minute delay in testing. Therefore, the decrements in performance observed in the
present study had more to do with the kind of information that was varying (talkers’ voices)
than the mere fact that something was varying. However, to explore further the consequences
that talker variation has on speech processing by infants, we sought to determine whether
talker variation always disrupts memory for speech sounds. To evaluate this possibility, we
decided to investigate whether talker variation affects the ability to remember a very salient
distinction, viz., a change between male and female voices.

Experiment 3

Miller et al. (1982) established that 7-month-old infants could readily learn to categorize
male and female voices. Moreover, they demonstrated that infants’ success on the task was
not attributable to use of fundamental frequency of the voices (males have generally lower
fundamental frequencies than females) to distinguish the categories. Thus, there is some
reason to believe that differences between male and female voices may be quite salient for
infants. Accordingly, we examined whether infants exposed to a variety of talkers from
one gender would retain this information over a 2-minute delay interval so as to notice a
change to talkers of the opposite gender. Because the main objective of the study was to
determine whether talker variation disrupts the memory for any sort of speech contrast, we
tested infants only on multiple talker stimuli. Hence. the present experiment had only two
test groups. One group was a Talker Gender Change group in which infants were exposed
to utterances of a particular syllable by 6 talkers of one gender during the preshift period,
and to utterances of the same syllable by 6 talkers of the opposite gender in the postshift
period after a 2-minute delay. The other test group was a Gender Control group in which
infants were exposed to utterances of a particular syllable by 6 talkers of the same gender
throughout the entire test session.

Method

Procedure and Apparatus. The procedure and apparatus were identical to that of Exper-
iment 2.

Stemuli. The same stimulus materials were used as jn the previous two experiments.

Destgn. Each infant was seen for one experimental session. Twelve sub Jects were assigned
to each of two test groups. Infants in the Talker Gender Change group heard randomly
ordered tokens of one svllable type (half heard /bag/. half heard /dag/) produced by either
6 male or 6 female talkers during the preshift phase of the experiment. During the postshift
period which began after a 2-minute delay interval. the infants heard utterances of the same

152

16:



syllable type produced by 6 talkers of the opposite gender. Infants in the Gender Control
group, were treated in the same way for the preshift period, but during the postshift period
they cortinied to hear the same utterances that they had heard prior to the 2-minute delay.
For the infants in this group, half of them heard niterances from females and half heard
utterances from males. Similarly. half heard /bag/ and half heard /dag/.

Subjects. The subjects were 24 infants (11 males and 13 females) from the Eugene area
with a mean age of 8.7 weeks. In order to obtain the 24 infants for the study, it was necessary
to test 47. Subjects were excluded for the following reasons: crying (13.5%), falling asleep
prior to shift (17.5%), repeatedly rejecting the pacifier (30%), and failure to attain the
habituation criterion within 21 minutes (9%).

Results

The data were analyzed as in the previous two experiments. Difference scores were
calculated for each subject to assess (a) acquisition of the sucking response, (b) habituation
lo the preshift stimuli, and (c) release from habituation during the first 2 minutes of the
postshift period. As in the previous experiments, both groups acquired the conditioned
response and habituated to the preshift stimulus. Moreover an ANOVA used to assess
possible group differences during the preshift period revealed only the anticipated significant
effect of minutes [F(3,88) = 50.60, p < .0001]. Neither the main effect for groups [F(1,88) =
1.95,p = .166] nor the interaction of this variable with minutes [F(3,88) = 0.35,p = .787]
was statistically significant.

The data on release from habituation are shown in F igure 3. Randomization tests for
independent samples, used to assess postshift sucking performance, indicated a significant
difference between the Talker Gender Change group and the Gender Control group [¢(22) =
3.923, p = 001]. Therefore, despite the presence talker variation, 2-month-olds were able to
retain 1i>rmation about the gender of the talkers over a 2-minute delay interval.

Insert Figure 3 about here

Discussion

The presence of some forms of talker variation dnes not entirel - disrupt the retention of
all information about speech by 2-month-olds. In the present case, infants did appear to
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Experiment 3
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Mean Increase in Sucking

Test Conditions

Figure 3. Shows the mean change in postshift sucking for cach of the Single Talker conditions

after the 2-minute delav perind 1 the Talker Gender (Change and Control conditions of
Experiment 3.
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experience a difficulty in detecting the change from talkers of one gender to talkers of the
opposite gender. Two factors may have played a role in setting the present situation apart
from the one in Experiment 2. First, there was obviously greater homogeneity in the groups
of talkers in the present experiment than in the previous one. Second, the nature of the
contrast itself, between male and female voices, may have been more discriminable than the
phonetic contrast between two stop consonants that was tested in the previous experiment.
Indeed, Kuhl and Miller (1982) offered a similar argument to explain why their infants were
able to detect one type of change (a vowel distinction) but not another (a pitch contrast).

The results of the present experiment also replicate the basic findings of Miller et al.
(1982) and extend them to a younger age group. Hence, 2-month-olds are able to distinguish
between male and female speaking voices. Moreover, they are able to retain information
about the gender of the talker for at least a short 2-minute interval. 'The extent to which
information about the talker's gender might be retained for longer intervals has yet to be
determined.

General Discussion

.~ present study demonstrates that infants as young as 2-months of age have some ca-
pacity to cope with talker variation during speech perception. This finding replicates those
reported by Kuhl (1979; 1983) with 6-month-old infants. However, the present study also
shows that dealing with such variation also carries some costs with respect to the way that
speech is processed. For instance, infants took longer to habituate to repetitions of a partic-
ular syllable when talker variation was present. Moreover, the presence of talker variation
apperently disrupted infants’ encoding of speech information in a way that prevented them
from detecting a phonetic change which occurred over a short delay interval. Thus, the
consequences of talker variation on infants’ ability to process speech information appear to
occur chiefly in the way that memory for the material is aflected. In this respect, our results
are similar to ones reported for adults. Specifically, in the absence of any noise induced
degradation of the speech signal, there is little evidence that perceptual processes related
to the identification of items are disrupted significantly in adults (Mullennix et al., 1989),
whereas the mere presence of talker variation is sufficient to adversely affect processes asso-
ciated with the retention of speech information (Martin et al.. 1989). This further similarity
in the way in which perceptual normalization processes aperate in both infants and adults is
certainly at least consistent with Miller's {1987) contention that the mechanisms underlying
these processes may be innately prewired. Of course, there may be other aspects of percep-

*However, note that in Kuhl and Miller's study, disruptions caused bv irrelevant variation on a dimension
had an impact on the immediate detection of the contrast on the critical dimension. Whezeas, in the present
study, irrelevant talker variation onlv had consegquences for the discriminability of a phonetic contrast when
a delav occurred in testing. as in Experiment 2. The same phonetic change was detected in Experiment 1
when there was no delav between the preshift and postshift periods.
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tual normalization, of which we are yet unaware, that are either incomplete at this age or
require further experience with a native language.

Another important domain that the present results bear upon concerns the kind of in-
formation that infants retain about speech sounds. By comparing how infants perform on
the same contrasts under conditions of delay and no-delay, we were able to gain some ap-
preciation of the kind of information that is most likely to be retained upon hearing speech.
As noted earlier, previous research by Jusczyk et al. {(in preparation) demonstrated that
infants are able to retain information about the phonetic features of syllables for a short de-
lay period. The performance of the infants in the Single Talker Phonetic Change condition
of Experiment 2 replicated this basic finding. Hence, information relevant to the phonetic
coding of speech sounds is one type of information that infants are likely to retain. However,
it is worth noting that retention of this type of information is adversely affected by the
presence of talker variation. One potential explanation of the latter resuii is that infants
are also trying to encode information about talker identity and that this somehow interferes
with their storage of information concerning phonetic features. Yet this sort of explanation
1s apparently ruled out when we consider what happened to the retention of information
about talker identity. When infants were listening to a token of a particular syllable pro--
duced by a single talker before the delay and were switched to an utterance of the same
syllable produced by a new talker, they did not appear to retain information about talker
identity. Moreover, this failure to retain information about talker identity was not due to an
inability to detect the difference in talkers’ voices because infants who heard the same pairs
of syllables without the delays did discriminate them. Still, it would be too strong to claim
that infants encode information abont phonetic features but not about talker characteristics,
as 1s evident by the performance of the infants in the Talker Gender Change condition of
Experiment 3. Apparently, information about some talker characteristics, in this case gen-
der, may be encoded. Indeed, it is tempting to speculate how infants would perform if talker
identity were made particularly salient for infants by including some very familiar voices as
opposed to a set of total strangers as in the present case. Perhaps one would find that under
such circumstances, infants do retain information about particular talker characteristics.

Information about what inforination infants retain from speech sounds is certainly critical
in understanding how a lexicon develops that serves speech recognition in a native language.
Recognizing a word in fluent speech requires that elements in the sound stream activate the
correct stored meaning. It is not obvious how this could be accomplished in the absence of
some stored representation of the sound pattern of the word. One of the long term goals
of research on infant speech perception as it relates to the development of the lexicon is to
determine the kind of information that goes into the infant’s representation of the acoustic-
phonetic characteristics of words (see Jusczyk. in press, for further discussion of this point).
If information about the identity of a talker figures into the representation then this has
certain consequences for models of word recognition. In fact, such a result would be difficult
to handle for models that postulate the storage of some prototypical representation of the
acoustic-phonetic characteristics of lexical items because differences among pronunciations of
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the same word by different talkers is just the kind of information that a prototype might be
expecied to exclude. Instead, exemplar models, ones that postulate that listeners store traces
of particular utterances that they hear, would be favored by results suggesting that talker
characteristics are retatned in representations. In addition to providing a more straightfor-
ward account of why recognition of previously encountered instances from a category tends
to he better, these sorts of maodels account for the same range of facts as prototype models
(see Hintzman, 1986 for an interesting discussion of this point).

As noted earlier, Grieser and Kuhl (1989) have examined the issue of whether 6-month-
old infants may form prototypes for certain vowel categories. In their study, they compared
generalization performance to novel instances from a category after exposure to good {pro-
totypical) and poor exemplars from the category. Performance was significantly better in
the case of exposure to the good exemplars. Grieser and Kuhl concluded that their results
are consistent with a view that “holds that human infants organize vowel categories around
prototypes” (p.577). We concur with this conclusion, but we also believe that some of the
present findings should be taken inte account in thinking ahout this issue. For example, al-
though the finding that information aboui talker identity is not retained during a 2-minute
delay interval is consistent with the view that speech i- formation is encoded in the form of
a prototype of the acoustic-phonetic properties of speech, what are we to make of the find-
ing that information about talker gender is retained for this interval? Also, under normal
circumstances one would expect that repeated exposure to a diverse set of exemplars from a
category would make it more likely the detection of a change to a new category more likely
than repeated exposure to a single instance from the category. Yet, precisely the opposite
occurred in the present experiment. Clearly, it is premature to take a firm stand as to
whether an exemplar or a prototype model best describes the way in which infants encode
speech information. Moreover. 1t is certainly not our intention to attack Grieser and Kuhl’s
idea that a prototype description may provide the best account of the way speech sounds are
represented by infants. Qur point is only that any decision in favor of one or the other type
of model will be possible only after considering a broad range of facts including the effects
that talker variation has on the way in which spcech sounds are recognized.
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Abstract

Two experiments investigated the effects of lexical neighborhood density on the
recogrition of spoken words. All words employed in both experiments were the highest
frequency words of their respective neighborhoods. According to frequency-ordered
search-based models of word recognition (e.g., Forster, 1876}, no effects of neighbor-
hood size should be observed for the highest frequency word of any particular search
set. Contrary to the search models’ prediction, in both lexical decision and naming
experiments, recognition of words frem sparse neighborhoods was consistentlv faster
than recognition of words from dense neighborhoods. The results are discussed in terms
of both serial- and parallel-search models of word recognition,
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Neighborhood Density Effects for High Frequency Words:
Evidence for Activation-based Models of Word Recognition

Among topics of research in the field of cognitive psychology, few have received as much
attention as the recognition of printed and spoken words. Indeed, although the predominant
research efforts have been dedicated to investigating the perception of printed words, the
same critical, modality-independent questions regarding the nature of the mental lexicon
and 1ts associated retrieval processes have remained central to all investigations and theories
of word recognition for over two decades (see, e.g., Adams, 1979; Tyler & F rauenfelder, 1987,
for review). The popularity and importance of word recognition research may be primarily
attributed to the impressive speed of word recognition and lexical access relative to the
eize of the lexicon (Forster & Bednall, 1976; Marslen-Wilson & Welsh, 1978). Estimates
of the number of words resident in the mental lexicon of the average adult vary from as
few as 50,000 to as many as 250,000 (Seashore & Eckerson, 1940), yet recognition of any
giver word may occur in less than a quarter of a second. Regardless of the actual size
of any given individual's lexicon, such high estimates attest to the impressive perceptual
abilities that “word recognition” entails. Accordingly, the primary task of researchers in
word recognition nas been to derive models that effectively commur® ate the efficiency of
the processes involved, while simultaneously respecting the theoretical constraints provided
by well-known phenomena, such as frequency effects and context effects.

The present studies were conducted to add to the growing body of data concerning the
effects of lezical neighborhood characteristics on the recognition of spoken words, and to
evaluate several broad classes of models for their adequacy to explain neighborhood effects.
A lexical neighborhood may be defined (for spoken words) as a collection of words that sound
similar to a givenr word. Typically, neighbor relationships among spoken words have been
determined b;’ use of either acoustic confusion data, or by phoneme-substitution algorithms
(see, e.g., Luce, 1986a). Similarly, for written words, the majority of research conducted
on neighborhood effects has used the letter-substitution N metric developed by Coltheart,
Davelaar, Jonasson, and Besner (1977).

Investigations intc the itects of neighborhood size and structure on the recognition of
their constituent words may provide deeper insight into the nature of the word recognition
process. Since the process of word recognition primarily entails the resolution of one mean-
ingful stimulus pattern from a vast pool of potential patterns, it is obviously germane to
study the effects of similarity relations among words in memory on the efficiency of recogni-
tion. The investigation of neighborhood effects takes on even more importance when different
classes of models are compared. A recent example of the potency of neighborhood effects
for comparing across classes of models is provided by Andrews’ (1989) experiments on the
effects of orthographic neighborhoods on the recognition of visually-presented words.



Andrews’ (1989} experiments:

Andrews (1989) recently reported the results of four experiments investigating the effects
of orthographic neighborhood size ou the recognition of low and high frequency words. In
experiments using both the lexical decision and naming paradigms, larger neighborhoods
wete shown to facilitate the recognition of words, especially low frequency words. The
beneficial effects of orthographic neighbors on word recognition was shown to be a true
recognition effect, not explainable by recourse 1o the decision requirements of the lexical
decision task (Balota & Chumbley, 1984) or the pronunciation requirements of the naming
task (Balota & Chumbley, 1985).

Andrews conducted experiments to allow comparison of two general classes of word recog-
nition models— activation-based and search-based models. Activation-based models of word
recognition, such as the interactive activation model (McClelland & Rumelhart, 1981; Rumel-
hart & McClelland, 1982) are capable of explaining the beneficial effects of large neighbor-
hoods via the system of positive feedback loops between the lexical and sublexical levels of
units assumed in the model’s architecture. As more potential word candidates are activated
by a stimulus input word, the constituent segments and features of the word are quickly
resolved by virtue of the inereasing positive feedback provided by the lexical level. This
“gang effect” should produce greater support for words from dense neighborhoods than for
words from sparse neighborhoods, so the interactive activation model predicts greater facili-
tatory effects of larger neighborhoods. Unfortunately, as Andrews points out, the interactive
activation model is equally capable of explaining precisely the opposite effect as well. Be-
cause McClelland and Rumelhart’s model incorporates connections for intra-level inhibition
as well as inter-level excitation, there is an appropriate mechanism available to account for
inhibitory effects of larger neighborhoods as well. If it is assumed that the inhibition pro-
duced among nodes at the lexical level is substantially greater than the excitation produced
between levels, the interactive activation model predicts inhibition from neighbors. Without
principled selections of key parameters, therefore, the interactive activation model is not
testable by data reporting only the effects of neighborhood size (Andrews, 1989).

Although the overly-powerful nature of the intersclive activation model makes direct
tests of the model difficult, it does not necessarily devalue the class of activation-based mod-
els as a whole. Andrews demonstrates this by comparing the noncommital “predictions” of
the interactive activation model with stronger predictions derived from search-bhased models,
particularly Forster's (1976) search model and the activation-verification model discussed by
Becker (1976) and by Paap, Newsome, McDonald, and Schvaneveldt (1982). Fortunately,
unlike the interactive activation model. search models do generate explicit qualitative pre-
dictions regarding the effects of large neighborhoods on the recognition of their constituent
words. Unfortunately, for the case of visual word recognition, the predictions these mod-
els yield contradict the findings Andrews reported. The reason for this failure lies in the
search models’ treatment of word frequency; both Forster's search model and the actjvation-
verification model explain word frequency effects by assuming a frequency ordered search
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through some appropriate subset of the Jexicon derived from gross sensory analysis of the
input. Given the assumption of frequency-ordered search, it is clear that the only prediction
search models make regarding neighborhood effects is that larger neighborhoods should tend
to inhibit word recognition. Because the search process proceeds serially from the most fre-
quent word in the neighborhood to the eventual target word, the more neighbors there are
in the total search set, the longer it should take to reach the word in question. This effect
should be most pronounced for low frequency words, since larger neighborhoods will tend to
move low frequency words farther and farther down in the list to be searched. The effects
of neighborhood size reported by Andrews, however, were that larger neighborhoods tend to
facilitate the recognition of their constituent words, and the eflect was most robust for low
frequency words, in contrast to the prediction of the search-based models.!

Luce's (1986a) experiments:

For visual word recognition, although activation-hased modcls cannot actually predict
the facilitatory effects of large orthographic meighborhoods, it is clear that they do not
preclude the effects, as do the search-based models. Unfortunately, in the case of spoken
word recognition, the evidence is not so definitive. Unlike the findings reported by Andrews
regarding the beneficial effects of neighbors for printed words, recent findings reported by
Luce (1986a) and by Goldinger, Luce, and Pisoni (1989) show that the recognition of spoken
words is inhibited by the presence of many neighbors.

Luce (1986a; see also Luce, Pisoni, & Goldinger, in press) has reported findings on the
effects of lexical neighborhood characteristics on the recognition of spoken words. In experi-
ments using perceptual identification of words in noise, auditory lexical decision, and auditory
word naming, two effects were consistently observed: (1) words from sparse neighborhoods
were recognized more quickly and accurately than words from dense neighborhoods, and (2)
words with few higher-frequency neighbors were recognized more quickly an« accurately than
words with many higher-frequency neighbors. Both of these findings reveal the competitive
and inhibitory nature of lexical neighhorhcods on the recognition of spoken words. Similar
findings were obtained by Goldinger, Luce, and Pisoni (1989).

Comparing the modality-specific effects of lexical neighborhoods, we see that dense neigh-
borhoods are beneficial Lo the recognition of printed words, but are detrimental to the recog-
nition of spoken words. This conflicting nature of neighborhood density effects on word
recognition calls the generality of Andrews' (1989) findings into question. Although it is eas-
ily demonstrated that search-based models cannot account for the facilitatory neighborhood

'It should be noted that Andrews’ results are subject to a second possible interpretation that does not
entail neighborhood density, per se. It is well-established in the visual word recognition literature that
both letter-positional frequency and bigram frequency affect word recognition speed (Mason, 1975; Massaro,
Venezky, & Taylor, 1979). It is easily shown that as orthographic neighborhood size increases, relative
positional and bigram frequencies of the letters constituting the neighborhood increase as well. Therefore,
the beneficial effects of large neighborhoods could merely represent a frequency effect.
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effects observed for visual word recognition, models such as Forster's (1976) search model
can account for the inhibitory effects of dense neighborhoods observed ior spoken words.
As Andrews points out, inhibition from dense neighborhoods is a natural prediction of the
frequency-ordered search process. since words from dense neighborhoods are likely to have
more high frequency neighbors that will delay the search process. Therefore, although it has
been argued that activation-based models are the most appropriate models for visual word
recognition, the possibilities remain open for spoken word recognition.

The present study is intended as a spoken word recognition analog to Andrews' (1989)
visual word recognition experiments. Accordingly, the experiments reported here examined
the recognition of spoken words from dense and sparse neighborhoods. However, unlike
Andrews’ experiments, in which the low frequency neighbors provided the critical test case,
in the present experiments it is the recognition of high frequency neighbors that can provide
diagnostic power. Specifically, the present experiments investigated the recognition of the
highest frequency words from dense and sparse neighborhoods.

The logic behind investigating the recognition of these “very high frequency” words is
derived from a central prediction of all search-based models. In models such as Forster’s
search model or the activation-verification model, the highest frequency word of a pool of
candidates is always the first word checked for possible recognition. If there is a sufficient
match between this initial candidate and the stimulus input, search is terminated and the
word is recognized (Forster & Bednall, 1976). This interpretation of frequency effects in
search-based models provides a convenient analytic tool for the investigation of neighbor-
hood effects. Although search models can predict inhibitory effects of neighbors on word
recognition, the neighborhood density effect is only an indirect by-product of the frequency-
ordered search process. Considering the recognition of only the highest frequency words
from each neighborhood, it becomes apparent that the search models predict no differences
in recognition times for words from dense and sparse neighborhoods. If the highest frequency
word from each neighborhood is always the first candidate checked, and if search terminates
upon recognition, then the recognition speeds for the highest frequency words from both
dense and sparse neighborhoods should be equivalent.

Thus, search-based models logically preclude neighborhood density eflects for the highest
frequency word of any kind of neighborhood. Unfortunately, as was the case for visual word
recognition, qualitative predictions are not derived as easily for activation-based models,
such as the interactive activation model. For the interactive activation model, predictions
regarding the net effects of neighborhood density on the highest frequency neighbor depend
on complex interactions of several unspecified parameters (see Andrews, 1989, for discussion).
For any given word, the overall recognition speed is a combined product of the word’s
frequency, number of neighbors, absolute similarity to neighbors, and the particular values
assigned to the excitatory and inhibitory connections in the svstem. Because of the inherent
complexity of such highly interactive models. the present experiments cannot directly address
any specific predictions of the genre, per se. Nevertheless, the two most common classes of

168

1 Lol
SOV



models in the word recognition literature are search-based and activation-based models. By
carefully scrutinizing the more testable class, we may at least obtain indirect support for the
other.

In summary, the present investigation examined subjects’ speed of recognition for words
that are the highest frequency words of their respective neighborhoods. The guestion of
major interest is whether or not variations of neighborhood density affect such privileged
words. While predictions are not easily derived for highly interactive models, such as the
interactive activation model, search-based models clearly predict that variations of neighbor-
hood density should not affect the recognition speed for the highest frequency word of any
neighborhood. This prediction was tested in Experiment 1 with an auditory lexical decision
task and in Experiment 2 with an auditory word naming task.

Experiment 1

Method

Subjects. Forty-three students enrolled in intreductory psychology courses at Indiana
University served as subjects. Subjects received course credit for their participation. All
subjects were native speakers of English and reported no history of a speech or hearing
disorder at the time of testing.

Stimuli. Eighty-eight words were selected for use from a computerized lexical database
based on Websier's pocket dictionary (1967, From an original list of all words in Webster's
pocket dictionary of seven phonemes or fewer, the final 88 words selected for the experiment
were those which met the following constraints: (1) All words were listed in the Kucera and
Francis (1967) corpus. (2) All words were the highest frequency words of their respective
neighborhoods. Neighbors in this experiment were defined as any English word that can be
derived from a target word by adding, subtracting, or deleting one phoneme (see Greenberg
& Jenkins, 1964; Luce, 1986a). (5) All werds had a rated familiari*y of 6.0 or above on a
seven-point familiarity scale, obtained from an earlier study by Nusbaum, Pisoni, and Davis
{1984). In this study, all words froin Webster's pocket dictionary were presented visually
to subjects for far liarity ratings. The rating scale ranged from (1) “don’t know the ~word”
to {4) “recognize the word but don’t know its meaning” to (7) “know the word and its
meaning.” The rating criterion of 6.0 and above was used to cusure that all stimuius words
would be known by the subjects.

In addition to the constraints imposed ifor the selection of individual words, additional
constraints were imposed for the separation of items into the dense and sparse neighbor-
hood conditions. The final 41 words selected for each experimental condition were those
that conformed to the following constraints: (1) The lists of words from sparse and dense
neighborhoods had an equal number of words. (2) The mean frequency of all words was
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approximately equal across both lists. (3} The mean number of segments in all words was
approxitmately equal across both lists.

Once the stimulus words had been selected from the set of all possible wards in Webster's
dictionary, the mean neighborhood density for items from the sparse category was 7 neighbors
per word, and the mean neighborhood density for items from the dense category was 20
neighbors per word. The mean Kucera - Francis frequency for items from the sparse category
was 2218.82, and the mean frequency for items from the dense category was 2905.14. These
words are shown in the Appendix. Once all 88 words had been selected for the “word”
conditions of the experiment, 8¢ pronounceable nonwords were generated as well. All the
nonwords consisted of legal CVC monosyllables.

The stimuli were recorded in a sound-attenuated booth by a male talker of a midwestern
dialect? using an Ampex AG500 tape deck and an Electro-Voice D54 microphone. All
words were spoken ir isolation. The stimuli were then low-pass filtered at 4.8 kHz and
digitized at a sampling rate of 10 kHz using & 12-bit analog-to-digital converter. All words
were excised from the list using a digitially-controlled speech waveform editor (WAVES) on
a PDP 11/34 computer (Luce and Carrell, 1981). The mean duration of the words from
sparse neighborhoods was 451.30 msec, and the mean durations for the words from dense
neightorhoods was 436.80 msec. Finally, all words were stored digitally as stimulus files on
computer disk for presentation to subjects during the experiment.

To ensure that all stimuli could be identified accurately, 9 additional subjects were asked
to identify all the words in a perceptual identification task. All stimulus token used in the
experiment were correctly identified by at least 8 of the 9 subjects in the screening test.

Procedure. Subjects were run in groups of six or fewer in a sound-atienuated room used
for speech perception experiments. Each subject was seated in an individual booth equipped
with a pair of matched and calibrated TDH-39 headphones and a two-button response box
connected to a PDP 11/34 computer. Over each button on the response box, either a WORD
or NONWORD label was situated. For half of the groups of sub’ ts, the WORD response

corresponded to the lefi-hand side of the response box, and f ~uing groups of
subjects, the WORD response corresponded to the right-hand .. ‘nse box. In
addition to the two response buttons, & cue light was situated at the ., - pense boxes

to alert subjects when a trial was beginning. Subjects were instructed that they would hear
brief English words or bricf nonwords {examples provided were CAT versus GOIP). They
were instructed to “sten to each stimulus carefully and indicate whether the item was a word
or nonword by pressing the appropriate button. The instructions to subjects stressed both
speed and accuracy of responding.

Each trial of the experiment began with the illumination of the cue light at the top

?Experiment 1 has been replicated using stimulus materials recorded by another male talker and also
with stimulus materials recorded by a female talker. Patterns of results obtained in both replications closely
resembled the results reported here.
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of the response hox. The cuelight remained on for one second to indicate that a stimulus
item was about to be presented over the headphones. Five hundred msec after the offset of
the cuelight, a randomnly selected spoken word or nonwerd was presented and the computer
waited for all subjects to respond. Reaction times for each subject were recorded from the
onset of the spoken stimulus until the response was executed. After all subjects responded,
a 500 msec inter-trial interval elapsed, and then a new trial began. If 4000 msec elapsed on
any given trial before all responses were collected, the computer recorded incorrect responses
for the remaining subjects and a new trial would begin. The 176 experimental trials were
preceded by 20 practice trials that were not included in the final data analysis. The practice
list contained words that were not drawn from either experimental condition.

Results

Mean latencies of correct responses were calculated for each subject and for each item.
Reaction times shorter than 200 msec or longer than 1500 msec were excluded from calcu-
lations of means. The mean latencies for correct responses, standard deviations of mean
latencies, and mean error rates for all “word” trials are shown in Table I:

Insert Table 1 about here

As Table 1 shows, the miean latency to correctly respond to words from sparse neigh-
borhoods was 38.07 msec faster than the mean latency to respond to words from dense

neighborhoods. This difference was statistically significant by tests performed on both sub-
jects [F(1,42) = 64.82, p < .01] and items [t(86) = 2.36, p < .03} 3

Subset analyses:

Although the stimuli selected for Experiment 1 were carefully matched for mean word
frequency and stimulus durations, examination of the items in the Appendix shows that the
words from sparse and dense categories were not precisely matched for aspects of phonetic
or syllabic structure. Specifically, more bisyllabic words were included ir the sparse category
than in the dense category. This disparity constitutes a potentiel confound in the results
described above. Another lexical variable that had not been considered in the selection of

3There were no significant differences observed in percentages of errors between words from dense and
sparse neighborhoods in any of the analvses reported in this article. Therefore, for the sake of brevity, I do
not discuss error rates in any results sections.
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Table 1

Mean lezical decision latencies (RT), standard deviats .
' ertations of lat
of errors (PE) for ail word stimul in Ezperiment |, of latencies ( SD), and percentage

Stimulus Type RT SD PE

L

Dense 796.09 73.74 3.64

Sparse 75802 69.58 2.88

L .

Difference in RT 38.07 ms.




stimulus items was the mean location of the items’ isolation or uniquencss points (Marslen-
Wilson & Welsh, 1978, Luce, 1986b). Because bisyllabic words tend to have earlier isolation
points than monosyllabic words, it is not clear whether the differences reported above arise
because of the manipulation of neighborhood density only, or if the unequal isolation points
may be responsible for the cifferences. To address this problem, subsets of consonant-vowel-
consonant (CVC) words were selected from the categories of words from dense and sparse
neighborhoods. All of the 18 CV(’s from the sparse category were selected, and reaction
times for those items were compared to reaction times for 18 CVC's selected from the dense
category. The CVC items for the dense category subset were selected to match the CVC
items from the sparse category subset as closely as possible on word frequency and stimulus
duration. The mean frequency of words in the sparse and dense subsets were 1091.42 and
1467.89, and the mean duration of words from the sparse and dense subsets were 528.20 and
524.80 msec, respectively.

The mean latencies for correct responses, standard deviations of mean latencies and mean
error rates for all “word” trials for the subsets of CVC stimuli are shown in Table 2:

Insert Table 2 about here

Distributions of reaction times to words from dense and sparse neighborhoods were cal-
culated for all subjects and all items. For this subset of the original data, the mean latency
to correctly respond to words from sparse neighborhoods was 49.16 msec faster than the
mean latency to respond to words from dense neighborhoods. The difference was significant
by both tests performed on the subject means [ F(1,42) = 75.85, p < .01] and the item means
[t(34) = 2.11, p < .05].

The results of Experiment 1 suggest that neighborhood density can indeed affect the
speed of spoken word recognition, even if the words in question are the highest frequency
members of their respective lexical neighborhoods. This finding contradicts the prediction
of search-based models, which posit that a self-terminating search should encounter the
highest frequency word immediately and then stop processing. The results of any single
experiment should always be considered with a measure of caution, however. This may
be especially true for word recognition experiments, because there is currently considerable
debate regarding the generality of certain experimental paradigms. Experiment 1 employed
the lexical ric ision paradigm, which has been the topic of recent controversy in the literature
(see Balota & Chumbley, 1984; Paap, McDonald, Schvaneveldt, & Noel, 1986; or Andrews,
1989, for discussion). In order to assess the generality of the findings of Experiment 1, a
second experiment was conducted. This study emploved a word naming paradigm instead
of the lexical decision paradigm.
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Table 2

Mean lezical decision latencies (RT), standard deviations of latencies (SD), and percentage
of errors (PE) for a subset of the word stimuli in Ezperiment 1

Stimulus Type RT SD PE
Dense 831.07 68.79 3.02
Sparse 78191 6421 271
Difference in RT 49.16 ms.

174




Experiment 2

Method

Subjecis. Forty-one students enrolled in introductory psychology conrses at Indiana Uni-
versity served as subjects. Subjects received course credit for their participation. All subjects
were native speakers of English and reported no history of a speech or hearing disorder at
the fime of testing.

Stimuli. The stimuli for Experiment 2 consisted of the real-word stimuli used in Ex-
periment 1. However, because reaction times collected in the naming task are infinenced
by the phonetic composition of words, several items were discarded from both the sparse
and dense categories in order to balance the categories for word-initial phonemes. After the
lists were equated for initial phonemes, 72 words remained, 36 from each category. As in
Experiment 1, the words assigned to each category were matched as closely as possible on
mean word frequency and mean stimulus duration. The average word frequency for items
from the sparse category was 1322.21, whereas the average word frequency for items from
the dense category was 1484.90. The average stimulus duration for items from the sparse

category was 516.35 msec, and the average duration for items from the dense category was
508.22 msec.

Procedure. Subjects were tested individually in a sound-attenuated room used for speech
perception experiments. Stimuli were presented over matched and calibrated TDH-39 head-
phones at 75 dB (SPL). A PDF 11/34 computer was used to present the stimuli and to
control the experimental procedure in reai-time. The digitized stimuli were reproduced us-
ing a 12-bit digital-to-analog converter and were low-passed filtered at 4.8 kHz.

All subjects were tested under the same conditions. Subjects were instructed that they
would hear individual English words spoken over the headphones and that their task wus to
accurately repeat hack each word as quickly as possible. Response latencies were collected
by an Electro-Voice D054 microphone attached to a timing device accurate to within one
millisecond. The timing device was connected to the PDP 11/34 computer, which collected
and stored the response latencics for each subject for later analysis. Errors were recorded
by the experimenter, who indicated to the computer whether or not the word presented
on each trial was repeated accurately. Subjects received ten practice trials, during which
the experimenter encouraged them to respond faster, if possible. The experiment proper
consisted of 72 trials. The order of presentation of words within each list varied .andomly
across sessions.
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Results

Subjects’ responses were scored as correct only if the word spoken by the subject matched
the stimulus word exactly. Mean latencies of correct responses were calculated for each
subject and for each item. As in Experiment 1, any reaction times shorter than 200 msec
or longer than 1500 msec were excinded from calculation of means. The mean latencies for
correct responses, standard deviations of mean latencies, and mean error rates for all trials
are shown in Tabie 3:

insert Table 3 about here

As Table 3 shows, the mean latency to name words from sparse neighborhoods was 26.07
msec faster than the mean latency to name words from dense neighborhoods. This difference
was significant by tests performed on both subject [FF(1,40) = 17.31, p < .01] and ilem means
[£(T0) = 2.09, p < .035].

Subset analyses:

As discussed in the description of results from Experiment 1, an analysis of a subset
of consoneant-vowel-consorint words from the sparse and dense categor es was conducted.
This subset analysis was conducted in order to avoid the poteniial confcund of differential
isolation points across categories. Because several ttems had been removed from the total
set of stimulus ttems, the subsets selerted for comparison in Experiment 2 consisted of 15
items each. As in Experiment 1. the CVC items from both the sparse and dense categories
were sclected to match each other as closely as possible on word frequency and stimulus
durations. The mean frequency of items {rom the sparse and dense subsets were 1155.80 and
1331.59, respectively, and the mean durations of items from the sparsc and dense subsets
were 504.33 and 508.10 msec, respectively.

The mean latencies for correct responses, standard deviations of mean latencies and mean
error rates for the subset stimuli are shown in Tahle 4:

e P ) -

Insert Table 4 about here

For this subset of the original data, the mean latency to correctly respond to words from
sparse neighborhoods was 32.44 msec faster than the mean latency to respond to words from
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Table 3

Mean word naming latencies (RT). standard deviations of latencies (SD), and percentage of
errors {PE) for all stimuli 1n Ezperiment 2.

Stimulus Type RT SD PE

A ST S SO - U A A AU

Dense 570.72  36.14 047

Sparse 54465 60.04 0.66

U0 S . SN Y

Difference in RT 26.07 ms.
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Table 4

Mean word naming latencies (RT), stendard deviations of latencies (SD), and percentage of
errors (PE) for a subset of the stimuli in Ezperiment 2.

Stimulus Type RT SD PE
Dense 583.93 25.64 0.56
Sparse 55149 5745 0.22
Difference in RT 32.44 ms.
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dense neighborhoods. This difference was significant by the test performed on the subject
means [F(1,40) = 14.97, p < .01], but the difference only approached significance by the test
of the item means [#(28) = 2.04, p < .06].

General Discussion

The present experiments were conducted to test the prediciion derived from search-based
models of spoken word recognition that neighborhood density effects should not be observed
for the highest frequency word of any given neighborhood. Contrary to this prediction, reli-
able effects of neighborhood density were observed for words from sparse and dense neighbor-
hoods in both lexical decision and naming tasks. By testing the strong predictions generated
by search models, we may evaluate the class of models against more general activation-based
modecls. Given the results obtained in the present experiments, as well as those reported by
Luce (1986a) and by Andrews (1989), it is appropriate to survey several general classes of
word recognitica models and comsider how adequately they fare with respect to neighbor-
hood density eflects. Three kinds of models are considered in turn: serial search models,
parallel unlimited-capacity models, and parallel limited-capacity models.

Serial Search Moeodels:

Given the findings reported by Andrews (1989) for visual word recognition, and the results
of the present experiments for spoken word recognition, it is apparent that frequency-ordered
search-based models are too rigid to accurately predict the effects of neighborhood density
on word recognition. For printed words, whetcas search meodels such as Forster's (1976)
model or the activation-verification model (Becker, 1976; Paap et al., 1982; 1986) predict
that low frequency words should be inhibited by large neighborhoods, such words are actually
facilitated by their neighborhoods. For spoken words, whereas search models predict that
there should be no effects of neighiborhood density on the highest frequency word of any
neighborhood, such words are actually inhibited by their neighborhoods.

Neighborhood density effects on word recognition present a dilemma for serial search
models, and it is difficult to imagine how these findings may be reconciled. For example,
we may consider several options for modifying Forster's (1976) search model to account for
the present findings: First of all, we could assume that the search process is actually better
described as exhaustive (or partially exhaustive) rather than self-terminating, and that the
duration of search is mediated by set size. While this approach would help resolve the model’s
disparity with the present resnlts, it does not seem representative of the “true spirit” of the
model. With a loosening of the original self-terminating search assumption, the model’s
best characteristics- its testability and strong position regarding frequency effects- would
be sacrificed. In addition, it would be far more difficult to predict frequency effects without
the seli-terminating search assumption. Another possible approach that may work better is
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to modify the model’s matching and decision procedures. For instance, one could assume
that the model’s best-match comparisons are affected by each word’s overall similarity to
its nearest neighbors, and that these similarity relations may be more influential and delay
search more for words from dense neighborhoods than for words from sparse neighborhoods.
Unfortunately, until more is known about the precise similarity relations that exist among
words from various neighborhoods with different kinds of phonetic constitutions, there is
little empirical evidence to justify this modification of search models.

Parallel, Unlimited-capacity Models:

Under the general heading of activation-based models, the first class of models to consider
are parallel, unlimited-capacity models. A familiar example is Morton's (1969; 1979) logogen
model. The lorogen model is a simple parallel-processing system that integrates multiple
sources of information to determine the candidacy status of any number of words. Logogens
receive bottom-up excitation from sensory information as well as top-down excitation from
contextual information. Word frequency is treated in the model as gradations in the resting
activation levels of the logogens for words of differing frequencies. In all these respects, the
logogen model closely resembles the interactive activation model (McClelland & Rumelhart,
1081; Rumelhart & McClelland, 1982). However, unlike the interactive activation framework,
which posits iateral inhibitive connections between word nowss, Morton’s model assumes
independence among all logogens. The independence among logogens in Morton’s model
implies that an unlimited processing capacity is available for word recognition. Clearly, this
unlimited capacity assumption is inconsistent with findings of neighborhood density effects
since the logogen model assumes that ao influence is exerted among lexical neighbors (see
Luce, 1986a).

Another mode] that embodies the assumption of unlimited-capacity parallelism is Marslen-
Wilson's cohort theory (Marslen-Wilson & Welsh, 1978; Marslen-Wilson, 1987), although
cohort theory is better able to reconcile itsell with neighborhood effects than the logogen
model. In a recent paper, Marslen-Wilson (1987) states that cohort theory assumes that any
number of word candidates may be activated in parallel with no consequences of set size for
the processor. For some words, cohort model avoids the problems inherent in this unlimited-
capacity assumption by asserting the fundamental role of variable word recogntion point
By acknowledging the role of recognition peints, Marslen-Wilson's meodel captures the im-
portance inherent in the structural relations among sound patterns in the lexicon (Pisoni &
Luce, 1987). Unfortunately, despite the postulation of recognition points, cohort theory's
unlimited-capacity assumption still has problems. For instance, among short words, such
as the CVC words used in the present experiments, recognition points simply do not differ
enough to accou’ . for the neighborhood density effects that have heen repeatedly observed
(e - also Luce, 1986a; 1986b; Luce, Pisoni, & Goldinger, in press). Therefore, it appears
that the unlimited processing capacity proposed in both logogen theory and cohort theory
may be an unwarranted assumption.
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Parallel, Limited-capacity Aodels:

The second class of models to consider within the activation-based class of models are
parallel, limited-capacity models. The example that has been discussed throughout this
paper is the interactive activation model (McClelland & Rumelhart, 1981; Rumelhart &
McClelland, 1982). As a rough approximation, the interactive activation model is similar
in principle to Morton’s (1969) logogen model, but there are two major differences that
distinguish the models: First of all, the interactive activation model is simply much more
explicit than the logogen model with regard to actual processing assumptions. Second, the
interactive activation model posits lateral inhibitory connections between nodes resident
at the same level of the architecture, such as hetween word nodes. By assuming lateral
inhibition, the interactive activation model is functionally limited in its processing capacity;
the overall excitation level among word nodes has a damping effect on all individual items.
By recourse to this feedback mechanism, the interactive activation model can account for
the effects of neighborhood density reported by Luce (1986a), Andrews (1989), and in the
present experiments.

A second model that falls into the parallel, limited-capacity category is the neighborhood
activation model, described by Luce (1986a; Luce, Pisoni, & Goldinger, in press; Goldinger,
Luce, & Pisoni, 1989). The neighborhood activation model posits that, upon stimulus in-
put, a neighborhood of word candidates in the lexicon is activated. As the neighborhood’s
canddates are activated, word decision units dedicated to each lexical entry conduct best-
match comparisons to resolve which of the candidates was actually presented. The word
decision units are biased by word frequency (as opposed to integrating frequency into initial
activation levels, as in logogen theory), and are mutually influential. In the neighborhood
activation model, each decision unit is assumed to be sensitive to the overall activity in the
decision system. Therefore, like the interactive activation model, the neighborhood activa-
tion model is functionally limited in its processing capacity and is able to account for eflects
of neighborhood density on word recognition.

Given this brief survey of models of word recognition, it appears that the parallel, limited-
capacity models are most adequate for explaining the range of phenomena previously dis-
cussed in the literature, as well as the eflects of neighborhood structures that have been
discussed more recently. However, the explanatory adequacy of models such as the interac-
tive activation model comes at the high cost of testability (Andrews notes that the interactive
activation model “wins by default” (1989, pg. 811)). Future research should be dedicated to
testing the interactive models more explicitly. For the present time, there are still numerous
issues regarding neighborhood effects that require further investigation. First of all, in the
visual word recognition literature, Grainger, O'Regan, Jacobs, & Segui (1989) have argued
that neighborhood frequency may be the primary determinant of recognition time, rather
than neighborhood density. Similarly, Luce (1986a) reported finding large and significant
effects of neighborhood frequency on spoken word recognition. Further work should address
the relative importance of these neighborhood characteristics. Another question that needs
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to be more rigorously investigated is the underlying nature of neighborhood density effects,
as mentioned above. 1t is not entirely clear from the data reported in the present experi-
ments whether what we refer to as “neighborhood density™ <ffects are best explained by the
actual number of words in a neighborhood, or by the given target words’ overall similarity or
closeness to its neighbors, or perhaps its nearest neighbor. Hopefully, as more exact methods
are developed to quantify the degrees of perceptual similarity among words, these questions
may be answered more definitively.

Finally, even within the powerful framework of the interactive activation model, it is not
immediately apparent why orthographic neighborhoods should cause facilitation for visual
word recognition whereas acoustic-phonetic neighborhoods should cause inhibition for au-
ditory word recognition. Presumably, the interactive activation model could simulate these
disparate effects by differentially tuning the excitatory and inhibitory parameters for nodes
that correspond to orthographic and phonological feature input. Regardless of the model’s
ability to mimic the effects of both visual and auditory neighborhoods, however, it is clearly
more important for the interactive activation framework to provide an adequate theoretical
account for these modality differences. The problem may be even more difficult for totally
distributed models of word recognition, such as the recent Seidenberg and McClelland (1989)
model.

In summary, the present experiments have shown that neighborhood density affects the
speed of spoken word recogntion, even though the words employed were the highest frequency
words of their respective neighborhoods. This finding is inconsistent with predictions derived
from search-based models of word recognition which assume that no differential effects of
neighborhood density should be observed for such privileged words. Furthermore, the present
findings provide a spoken-word analog to Andrews’ recent (1989) investigation of visual word
recognition, and they corroborate her conclusions regarding the superiority of activation-
based models over serial models of word recognition.
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Appendix: Word stimuli used in Experiment 1.

Sparse netghborhoods:

earth, of, up, were, able, allow, and, any, ask, blew, chief, church, death, dog, early, easy,
echo, else, evil, five, food, give, honor, idle, iron, item, judge, love, move, occur, okay, old,
other, over, power, sky, south, teeth, these, this, thought, voice, was, young

Dense neighborhoods:

age, are, each, he, in, know, to, back, both, but, did, does, door, down, face, firm, for, full,
get, girl, had, job, keep, less, like, long, one, peace, pool, put, real, right, road, rock, said,
serve, shall, shape, some, that, their, top, with, work
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Abstract

The work reported in this paper is an attempt to better understand vowel normaliza-
tion by investigating the relationship between vowel normalization and vowel contrast.
In the first experiment, vowels from a “hood”-“hud” continuum were presented at two
levels of fundamental frequency (F0). In one condition, tokens were blocked by F0, in
the other, tokens with different F0 levels were randomly intermixed with each other
(as in the typical F0 normalization experiment). Subjects identified the tokens in quite
different ways depending upon the type of presentation. In the mixed presentation,
they identified the high F0 items most often as “hood” and the low F0 items most often
as “hud”. In the blocked condition, there was no reliable difference between the high
and low F0 continua. This pattern of results suggests that a contrast effect is at work.
The second section of the paper reports a series of simulations in which four models of
perceptual contrast are tested. Auditorily-based (AB) spectra served as inputs to the
simulations. The AB spectra were produced by a model which incorporates two levels
of processing, (1) narrow-band auditory filtering (Patterson, 1976) and (2) wide-band
integration (Chistovich, 1985). Results of the first experiment could be approximated
by two models: an auditory figure/ground model, and a talker contrast model. A sec-
ond experiment tested these two models. The aunditory figure/ground model predicts
that in a cross-series anchoring experiment (in which tokens with high F0 are used to
anchor the low F0 continuum and tokens with low F0 are used to anchor the high F0
continuum) the boundary of the vowel identification function will be shifted toward
the vowe! quality of the anchoring stimulus. The talker contrast model predicts that
the vowel quality of the anchoring stimulus is less important than its FO and that
the phoneme boundary will be shifted in the same direction regardless of the vowel
quality of the anchoring stimulus. The results of the experiment quite unambiguously
supported the predictions of the talker contrast model.
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Contrast and Normalization in Vowel Perception

Typically vowel normalization and vowel contrast have been studied separately. Re-
searchers interested in vowel contrast have generally not considered vowel normalization
processes (although see Fox, 1985), and researchers who have investigated vowel normal-
ization have not considered the possible role of perceptual contrast in the process of vowel
normalization. This is especially interesting in view of the fact that fundamental frequency
(F0) normalization experiments involve intermixing tokens with differeat FO. The research
reported here is an attempt to gain a better understanding of vowel normalization (and,
to some extent, vowel contrast) by determining the ways in which perceptual contrast and
vowel normalization interact. The research is motivated by the assumption that we may be
able to come to a better understanding of both of these important perceptual processes by
considering the ways in which they interact.

Vowel Normalization

Vowel normalization is a hypothetical perceptual process in which interspeaker vowel
variability is reduced in order that perceptual vowel identification may then be performed
by reference to relative vowel quality rather than the absolute values of the acoustic pa-
rameters of vowels. It is well documented that bearers are influenced by FQ when they
make judgements about vowel quality (Miller, 1953; Fujisaki and Kawashima, 1968; Slaw-
son, 1968; Ainsworth, 1975; Traunmiiller, 1981). The general pattern of results reported in
these studies is that the vowel formants must increase as F0 is increased in order to maintain
the same vowel quality. Because there is a correlation between vocal tract size and FO, it
is also possible to describe the effect in terms of the perception of the size of the talker’s
vocal tract. In this case, we would say that hearers perceptually normalize vowel formants
by reference to some index of vocal tract size, using FO as a cue for this variable. Many
researchers have assumed a similar process of normalization (the utilization of “an internal
model of the speaker”, Summerfield, 1971) and so, for this reason, the effect has been called
vocal tract normalization.

As a cue for perceived speaker identity, F0, in this view, may be used by hearers to
establish a speaker-dependent perceptual vowel space. In this way, the expected acoustic
correlates of particular vowel qualities are adjusted on the basis of the perceived identity of
the talker. I will call this type of hypothesis an edjustment-to-talker model of vowel nor-
malization. One way to implement an adjustment-to-talker model of vowel normalization
is to use F0 in order to estimate speaker-dependent formant ranges in a range normaliza-
tion process (concerning range normalization see Gerstman, 1968). The model of vowel
normalization described by Bladon, Henton and Pickering (1984) is also an example of an
adjustment-to-talker approach. This is not obvious, at first, because they describe the model
as “auditory”, but it is actually a two-stage model. They propose that vowel normalization
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is accomplished by shifting the auditory specira of vowels produced by female speakers down
by 1 Bark before comparing them to spectral templates based on vowels produced by men.
The auditory stage ir the model is in the calculation of “auditory” spectra (Bladon and
Lindblom, 1981). The second stage (when spectra are shifted along the Bark scale) involves
an adjustment-to-talker.

Traunmiller (1981) proposed an explanation of FO normalization which is an alternative
to the adjustment-to-talker view of normalization in that it appeals only to properties of
the auditory system. No information about speaker identity or vocal tract length need
be specified in this model.! He proposed that the ‘centre of gravity’ effect reported by
Chistovich, Sheikin and Lublinskaja (1979) can account for vowel normalization data.

Chistovich et al. {1979) reported that vowel formants which are within about 3 Bark
of each other seem to be integrated into a single perceptual ‘centre of gravity’. In their
experiments, subjects manipulated the frequency of a synthetic single-formant vowel until
it matched, as closely as possible, the quality of a two-formant standard. They found that
when the formants of the standard were within about 3 Bark of each other, subjects tended
to adjust the frequency of the single-formant so that it fell at the amplitude weighted mean
of the formants of the standard. However, when the separation between the formants of the
standard was greater than 3 Bark, subjects tended to adjust the single formant so that it
matched one of the formants of the standard. These data are consistent with the observations
of Delattre, Liberman, Cooper and Gerstman (1952) in which it was reported that acceptable
back vowels, in which F1 and F2 are close in frequency, can be synthesized with only a singie
formant. However, for front vowels, in which F2 and F3 are near each other, the F2 of
two-formant synthetic vowels must be higher than the F2 found in natural speech. The data
reported in Johnson (1989) are also consistent with the ‘centre of gravity’ effect. Johnion
reported that a higher formant normalization effect (see Fujisaki and Kawashima, 1968, is
found when F2 and F3 are within 3 Bark of each other, but not when F2 and F3 are separated
by more than 3 Bark.?

Traunmuller's proposal is that the effect of increasing FO on vowel perception results from
an increased participation of the lowest harmonic in the ‘centre of gravity’ which corresponds

1QOther approaches to perceptual vowel normalization which av ~id reference {o the size of the vocal tract
include those discussed by Sussman (1986), Syrdal and Gopal (1986), Nearey (1978) and Miller (1988). This
research and that of Gerstman (1968) and Lahonov (1971) (see Disner, 1980 for a review and critique) is
concerned with normalization algorithms, and not explicitly with perceptual processing. I have chosen to
emphasize models of vowel normalizsation which are more directly concerned with perceptual processing, but
this does not indicate a disregard for the algorithm approach. Rather, I wish to avoid some of the assumptions
of this approach: in particular the assumption that vowel normalization is preceeded by formant extraction.
Clearly, vowel normalization algorithms which correctly classify vowels may reflect perceptunal processes
which operate in ways similar to those encoded in the algorithms (see Traunmiiller, 1981: Nearey, 1978; and
Sussman, 1986).

2 Although the criticisms of the use of front vowel continua (see the discussion of Experiment 2) also apply
to the work in Johnson, 1989.
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to the perceived F1 (F1'). As F0 increases the lowest harmonic enters more and more into
the window of integration which includes the peak of F1. This increased influence of the
lowest harmenic results in a lower F1’ as FO increases. Of course, as FO increases past the
actual F1, F1' follows FO. In the second section of this paper, we will consider whether
spectra generated by an auditory model have the properties suggested by Traunmiiller.

Vowel Contrast

One of the earliest findings in the study of speech perception was that vowel discrim-
ination is better than would be predicted by vowel labelling (Fry, Abramson, Eimas and
Liberman, 1962, Eimas, 1963). These authors also found that the label given to an am-
biguous vowel token is a function of context. When an ambiguous token from a continuum
from A to B is preceeded by the A endpoint the ambiguous token is more likely to be la
beled B, and in the context of the B endpoint the label will be shifted to A. This vowel
conirast effect, coupled with better-than-predicted discrimination led the Haskins group to
conclude that vowels are perceived continuously because small changes in vowel quality may
be easily produced, while consonants are perceived more categorically because their pro-
duction tends to be categorical. The work of Fujisaki and Kawashima (1969) and Pisoni
(1871, 1973, 1975) turned attention to the role of auditory memory in speech perception.
It was hypothesized that vowels, which have longer, more steady-state acoustic cues, leave
a longer lasting trace in auditory memory, and so the auditory differences between vowels
are more readily available for use in speech perception tasks. Thus, a dual-process view of
vowel perception (which involves both an auditory stage and a phonetic stage) provides an
explanation of vowel context effects. Simon and Studdert-Kennedy (1978) called this view
of vowel contrast an auditory figure/ground approach.

Feature detector theory (Eimas, Cooper and Corbit, 1973; Eimas and Corbit, 1973;
Cooper, 1974) provides a possible explanation of vowel contrast in terms of feature-detector
fatigue. “However, this hypothesis has rarely been mentioned in connection with vowel
perception, presumably because the large number of vowel categories and the relatively
noncategorical perception of the stimuli made explanations in terms of discrete dectors seem
unattractive. Also, while feature-detector fatigue is a plausible mechanism for explaining
selective adaptation effects, it cannot account for pairwise contrast where only a single
contextual item is presented” (Fox, 1985, p. 1552).

Crowder (1981) proposed a model of vowel contrast in which the memory representations
behave “in accordance with the laws of recurrent lateral inhibition” (p. 175). In this model,
the auditory memory representation of a stimulus interacts with that of an earlier stimulus
in a process which is analogous to lateral inhibition in peripheral sensory systems. Crow-
der suggests that the frequency components of memorial representations of stimuli interact
with each other in auditory memory in such a way that unique components are relatively
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uninhibited and tend to dominate in the classification of stimuli, and overlapping frequency
components are mutually inhibiting. Thus, in Crowder’s view of vowel contrast, the spec-
tral differences between stimuli are enhanced and similarities are inhibited as a result of
the nature of their representations in auditory memory and the hypothesized process of lat-
eral inhibition. An important feature of Crowder’s proposal is the notion of “channels” in
auditory memory. According to Crowder, items produced by different talkers will occupy
different channels of auditory memory, with degree of perceived talker difference det »umining
the degree of channel discrepancy. He suggests that items which are on the same c. :imilar
channels will inhibit each other, while items on different channels will not. Therefore, it is
not clear how relevant this model of vowel contrest is to situations in which vowels with
different speaker qualities are presented.

Simon and Studdert-Kennedy (1978} and Fox (1985) also considered a response bias
explanation (Parducct, 1965, 1875) of vowel contrast. In this account, the change in labelling
behavior in an anchoring experiment is due to the increase in the number of stimuli which
must receive one label. Parducci’s range-frequency theory predicts that subjects will attempt
to use category labels an equal number of times during an experimental session, and so will
show a boundary shift when anchoring stimuli are presented with a test continuum, because
the anchor stimuli are consistently labelled with one of the available labels. This seems to
explain the results of anchoring experiments where one stimulus is presented more often than
another, but it does not account for evidence of vowel contrast in experiments where each
of the stimuli {s presented equally often (Fry, et al., 1962). The fact that there is a shift in
identification in anchoring experiments, even when subjects are made aware of the relative
frequency of occurrence of each token, also suggests that the response bias explanation is
not an adequate explanation of this effect (for other arguments see Fox, 1985, p. 1553).

Finally, in addition to vowel contrast effects, we will consider in this paper the possibility
that the perceived identity of the speaker may be subject to talker contrast effects. That is,
when two (synthetic) voices are placed close to each other in time, the degree of perceived
difference between the voices may be larger than when they are temporally separate. As will
be shown below, this type of contrast is an important consideration for experiments, such
as those reported here, in which both vowel quality and speaker quality are manipulated.

Experiment 1

Most previous studies of FO normalization have one methodological trait in common:
stimuli at different FO levels are presented intermixed with each other. This presentation
format corresponds to one of the conditions studied by Mullennix, Pisoni and Martin (1989).
In those experiments, they found that when hearers were required to identify words in
different levels of noise, word recognition performance was impared by random variation of
talker identity. Performance was better when all of the words presented for identification
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had been produced by the same talker, as compared to a condition in which the identity
of the talker varied from trial to trial. Mullennix et al. also found reliable reaction time
differences between single-talker and multiple-talker conditions in two naming experiments.
Subjects could repeat aloud words in the single-talker condition about 50 ms faster than
they could in the multiple-talker condition (averaged over lexical density and word frequency
conditions iu two experiments). The reaction time data were interpreted as indicating that
hearers must adjust to the talker in the multiple-talker condition while this adustment is not
required in the single-talker case. Mullennix et al.’s experiments are relevant to the study
of vowel normalization because they indicate that hearers do not automnatically “normalize”
the speech that they hear, but rather that some exposure to a new talker is required in order
to be able to identify words as quickly and accurately as possible.

Previous research on F0 normalization has involved the presentation of synthetic speech
tokens in what is essentially a multiple-talker condition, though this “multiple-talker” con-
dition has usually been composed of only two levels of F0 (Miller, 1953; Fujisaki and
Kawashima, 1968; and Slawson, 1968). The present experiment extends the traditional
format by including a condition in which tokens are blocked by FO. In the analog of Mul-
lennix et al.’s single-talker condition (here called the single-F0 condition), the tokens were
blocked by F0, thus the FO of the tokens was entirely predictable within blocks. In the
analog of their multiple-talker condition (here called the mixed-F0 condition), the tokens of
the two F0O continua were randomly intermixed with each other.

Method

Subjects. Twenty-four undergraduate students at Indiana University participated in the
experiment (18 female, 6 male). All were native speakers of American English who had
never experienced any speech or hearing disorders. They received partial course credit in an
introductory psychology course for their participation. '

Materials. The stimuli used in this experiment were synthetic CVC syllables in a vowel
continuum from [had] to [had]. Two continua were synthesized (using the Klatt, 1980
cascade-parallel formant synthesizer) - one with a steady-state FO of 120 Hz, the other
with steady-state FO of 240 Hz. The formant values of the synthetic vowels are shown in
Table 1 and in Figure 1. These formant values had been used in previous studies of vowel
FO normalization (Johnson, 1989, in press). The syllables were 285 ms in duration. The
aspiration noise of the /h/ was 95 ms long (with F1 and F2 slightly higher than the F1 and
F2 of the vowel as naturally occurs as a result of tracheal coupling). The steady-state vowel
portion of the stimuli was 160 ms long. Bandwidths of F1-F3 were 110, 75 and 110 He,
respectively. F4 and F5 were 3500 Hz and 4200 Hz, both with a bandwidth of 300 Hz, and
were steady-state throughout the syllables. The final transitions into /d/ were 30 ms long
and ended at 300, 1700 and 2516 Hz for F1-F3, respectively. The F3 transition dipped to
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2116 over the first 15 ms of the transition and then rose to 2516. The peak amplitudes of
the tokens were equated (to avoid possible effects of amplitude variation on reaction time).

Insert Table 1 about here

— -

Insert Figure 1 about here

Procedure. Stimuli from the two vewel continua were presented over TDH-39 headphones
at a listening level of 80 dB using two types of presentation. In the single-F0O condition, the
tokens were blocked by FO. In the mixed-F0 condition, the tokens from the two continua
were randomly intermixed with each sther. Each stimulus was presented ten times in each of
these two conditions. Subjects were randomly divided into two groups. One group of subjects
responded first to the items in the single-FO condition and then to the same items in the
mixed-F0 condition. The other group first heard the items in the mixed-F0 presentation
type and then responded to them again in the single-FO condition. The two groups will be
called the single-first and mixed-first groups, respectively. In the single-F0 condition, the
order of presentation of F} level was counter-balanced across subjects. So, presentation type
and FO level were treated as within-subject variables while order of presentation was treated
as a between-subjects variable.

A video monitor was mounted at approximately eye level for each subject. The words
HOOD and HUD were presented on the monitor at the left and right of the screen. Subjects
used these labels as an indication of which button to press in a forced-choice identification
task. For half of each subject’s responses in each condition, HOOD was the right-hand
response and HUD was the left-hand response. Fer the other half of the trials, the right-hand
response was HUD and the left-hand response was HOOD. Button to response associations
were switched at intervals of T0 trials, so within a block of 70 trials the association was
constant.

Each token in the two continua was presented 1i times in each of the two types of
presentation. The number of presentations per subject was 280 (7 tokens * 2 FO levels *
2 presentation types * 10 presentations). Both identification and reaction {ime data were
collected ~nline by a PDP 11/34 mini-computer. Subjects participated in the experiment in
groups cf up to six at a time.
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Table 1

Formant values of the lest tokens used tn the listening cxperiment.

Token #

1 2 3 4 5 6 7

Fl
F2
F3

474 491 500 526 543 561 578
1111 1124 1137 1150 1163 1176 1189
2416 2424 2432 2440 2448 2456 2464
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Figure 1. Tokens in the “heod”-“hud™ econtinuum, and the Peterson and Barney (1952)
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Results

Identification Data. The identification data are shown in Figure 2. The two presentation
conditions are shown in separate graphs, the responses of the mixed-first group are plot-
ted with open symbols, while the responses of the single-first group are plotted with filled
symbols. Responses to the low F0 continuum are plotted with circles and the responses
to the high FO continuum are plotted with squares. The identification data were analyzed
in a four-way repeated measures ANOVA with factors PRESENTATION TYPE (mixed-F0
vs. single-F0), FO LEVEL (120 Hz vs. 240 Hz.), GROUP (mixed-first vs. single-first) and
TOKEN (1-7).

Insert Figure 2 about here

The only significant main effects in the analysis were for F0 LEVEL [F(1,22) = 91.76,p <
.0001} and TOKEN [F(6,132) = 154.14,p < .0001]. The low F0 continuum was identified as
“hood” 35.5% of the time while 64.9% of the high F0 items were labeled “hood”. The inter-
action of PRESENTATION TYPE and FO LEVEL was significant [F(1,22) = 123.07,p <
.0001]. This interaction can be observed in Figure 2 as the difference between circles and
squares in the top and bottom panels. Table 2 shows the average percent “hood” responses
to each continuum (low and high F0). When ttems which differed in F0 were presented
intermixed with each other, there was a large difference between the identification functions
as a function of token FO, while when the items were presented in separate blocks there was
no effect of FO on identification behavior. The three-way interaction of PRESENTATION
TYPE, FO LEVEL and TOKEN was also significant [F(6, 132) = 4.82,p < .001]. Examina-
tion of the functions in Figure 2 indicates that this interaction occurred because the effect
of FQ in the mixed-F0 condition was to shift the boundary between “hood” and “hud” and
not a global change in the probability of “hood” responses across the continuum.

Insert Table 2 about here

The interaction between PRESENTATION TYPE and TOKEN was also significant
[F(6,132) = 32.61,p < .0001]. The average identification function in the mixed-F( condi-
tion was flatter than was the average identification function in the single-F0 condition. Also,
there was an interaction between F0 LEVEL and TOKEN [F(6,132) = 15.33,p < .0001].
The effect of FO (averaged over groups and presentation conditions) was a boundary shift
and not a global change in probability of “hood” response.
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(a) Single-FO Condition
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Figure 2. Identification data as a function of token number, presentation type, subject group
and FO level. The mixed-first group is plotted with open symbols. The single-first group is
plotted with closed symbols. The high FO continuum is plotted with squares and the lov. FO
continuum is plotted with circles.
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Table 2

The interaction of PRESENTATION TYPE and FO LEVEL. The data in this table are
percent “hood” identifications as a function of preseniation type and F0 level everaged across
subjects and tokens.

Low F0O High F0
Single-FO | 484 52.7
Mixed-F0 22.6 76.9
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Finally, there were two significant interactions which involved group differences. As is
clear in Figure 2b, the two groups of subjects (mixed-first and single-first) had virtually
identical response functions in the mixed-FO condition, while in the single-FO condition
(Figure 2a), the response functions for the mixed-first group were somewhat flatter than
those of the single-first group. This difference was reflected in the PRESENTATION TYPE
by TOKEN by GROUP interaction [F(6, 132) = 4.25,p < .001]. Also, in Figure 2a (the
single-FO condition), it appears that this group difference was larger for the high FO level
than for the low F0 level (i.e. the function for the high F0 mixed-first continuum is flatter
than the function for the low FO mixed-first continuum). This was reflected in the four way
interaction of PRESENTATION TYPE, GROUP, F0 LEVEL and TOKEN [F(6, 132) =
3.02,p < .01]. It is not clear why the subjects in the mixed-first group would show less
categorical identification of the continua in the single-F0 condition than subjects in the
single-first group.

Reaction Time Data. Average reaction times, measured from item onset and averaged
across both response and token, were analyzed in a repeated measures ANOVA with factors
F0 LEVEL, PRESENTATION TYPE and GROUP. The only statistically significant eflect
in this analysis was the main effect for PRESENTATION TYPE [F(1,22) = 5.39,p < 0.03].
Average reaction time in the mixed-F0 condition was 697 ms and in the single-FO condition
was 647 ms. The main effect for F0 LEVEL approached significance [F(1,22) = 3.76,p =
0.0653]. The trend was for items with low FO to be identified more quickly than the items
with high FO. This effect may relate to the relative naturalness of the different levels of FO,
since the tokens sounded more natural at lower FO levels.

An additional analysis of the reaction time data from the mixed-FO condition assessed
the effect of changing FO from token to token. Classifying the reaction time data by the FO0
of the item being identified and by the FO of the immediately preceding item results in four
classes of reaction times; low F0 items which were immediately preceded by a low FO item,
low FO items which were immediately preceded by a high F0 item, high F0 items which were
immediately preceded by a low F0 item and high F0 items which were immediately preceded
by a high FO item. Analysis of these data in a three-way repeated measures ANOVA with
factors: TOKEN-FO (high or low), CONTEXT-F0 (high or low) and GROUP (mixed-first or
single-first) revealed one reliable main effect (TOKEN-F0 {F(1,22) = 9.96,p < .01]). This
effect is consistent with the marginal effect for FO LEVEL found in the overall analysis.
There was also a significant interaction between the TOKEN-F0 and CONTEXT-F0 factors
[F(1,22) = 5.98,p < .05]. When there was a change of F0 from one token to the next,
subjects were slower to identify the token than when F0 did not change from one token to
the next.
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Discussion

The difference in reaction time between the mixed-F0 and single-F0 conditions which was
observed in this experiment (50 ms.) is comparable to the reaction time difference observed
by Mullennix et al. (1983) between their single-talker and multiple-talker conditions. A
reaction time difference for blocked versus mixed voices was also reported by Summerfield
and Haggard (1975). They found a reaction time difference which could be attributed to a
normalization process, as opposed to a general effect of divided selectional attention, when
FO and F3 varied together, but not when FO varied alone. Although it ‘s possible that
the reaction time difference found here reflects a normalization process (F0 variation was
much greater in this study than in that of Summerfield and Haggard), the proper control
conditions were not included in this study, and so it would be premature to claim that the
reaction time difference is evidence for a8 special normalization process.

The identification data indicate that when tokens from vowel continua with different
FO are presented randomly intermixed with each other there is an effect of FO upon vowel
identification, however, when tokens are presented blocked by F0 the eflect of F0 is severely
diminished (if present at all). This pattern of results suggests the operation of a contrast
effect. In the sections that follow we will attempt to determine what type of contrast effect
can account for these data.

Model Studies of Vowel Normalization and Vowel Contrast

This section is organized into three parts. Section 3.1 is a description of a model of
the auditory representation of vowels. In the section 3.2, spectral representations generated
by this model are used to investigate the effect of FQ on the auditory representation of
vowels. In particular, the predictions of Traunmiller’s (1981) hypothesis concerning vowel
normalization are tested. Section 3.3 reports the results of four simulations of the mixed-F0
condition of Experiment 1. The simulations implement different approaches to perceptual
contrast.

An Auditory Model

The auditory model described here incorporates some of the frequency and amplitude
nonlinearities found in psychophysical studies of auditory processing, and a spectral integra-
tion stage which simulates Chistovich et al.’s (1879) ‘centre of gravity’ hypothesis. The work
of Schroeder, Atal and Hall (1979) and Bladon and Lindblom (1981) formed the foundation
of the approach I adopted here. In particular, the use of spectral integration is an important
hypothesis concerning the way in which hearers estimate the broad features of the spectral
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envelopes of speech sounds as those broad features relate to the vocal tract transfer function.
It is important to keep in mind, however, that this model is only a rough implementation of
some hypotheses concerning the human auditory treatment of speech sounds.

The first stage involves the calculation of the magnitude spectrum of a Hamming window
of speech samples. In the second stage, the magnitude spectrum is conditioned by a bank
of filters. Following Patterson (1976), the equivalent rectangular bandwidth (BWgg) of the
filters is given by (1). and the auditory filter shape is given by (2). In these equations f,
refers to the center frequency of the filter in Hz.

10log,, BWgr = 8.3log fo ~ 2.3 (1)

|H(Af] foY| = exp[~n(Af / foBWgr)] (2)

These filter shapes are Gaussian approximations to the filter shapes determined by psy-
choacoustic masking studies (see Moore and Glasherg, 1983). Filter functions were calculated
at intervals of 0.2 Bark for the range 0.2 to 19 Bark (18 to 4884 Hz). The output of each
filter (A;) is determined by (3), where n is the number of terms in the filter, W;; is the *t
term of the j** filter, and S; is the spectral magnitude at the frequency corresponding to the

h term of the j** filter. The sum of the products of the magnitude spectrum and the filter
wexghts is normalized by the total of the filter weights because the number of terms in each
filter is a function of center frequency.?

AJ‘ = En: S;H}jf i ﬁ;‘j (3)

=0 i=0

Next, a stored equal-loudness contour (Figure 3) is applied to the spectrum. Each fre-
quency location in the filtered spectrum is attenuated by the amount indicated in the equal
loudness contour, with low frequency components being attenuated more than others.

Insert Figure 3 about here

Figure 4a shows the Fourier transform of a synthetic [®] with an F0 of 120 Hz. Figure
4b shows the same spectrum after passing it through the filter bank and applying the equal-
loudness contour. Note that in the filtered spect-um, all but the two lowest harmonics

3This i;necessary because the bandwidths of the filters i-.creases as a function of the center frequency.
The samples in the Foutier transform are linearly spaced in frequency, therefore as the bandwidths of the
filters increases, the number of samples under the filter window increases.
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_Figlure 3. Equal loudness contour, derived from Fletcher and Munson (1933). Ordinate
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are smeared together. This is a result of the increasing bandwidths of the auditory filters;
frequency resolution decreases as frequency increases. Note also that the regions for F1 and
F2 are expanded (as compared with the Fourier transform) and that the higher frequency
regions are compressed. Both of these observations are also true of displays of auditory nerve
responses to vowel sounds (Sachs and Young, 1979).# The model, at this stage of processing,
captures some basic properties of peripheral auditory processing.

-

Insert Figure 4 about here

The third stage of the model involves sliding 2 window of integration across the spec-
trum. This stage is an implementation of Chistovich et al.’s (1879) hypothesis that, in vowel
perception, spectral components over a fairly large spectral range are integrated into a single
‘centre of gravity’. There is no evidence of spectral integration of this sort in neural responses
in the auditory pathways of animals (even in the tonotopically organized regions of the cor-
tex, see Pickles, 1988); therefore, if there is a stage of spectral integration in human auditory
processing, it is most likely a speech specific, central auditory process (see Chistovich, 1985
and Traunmiiller, 1982).

In this model, the Riemann sum (4) over a portion of the spectrum served as an approx-
imation to the definite integral for that spectral region. In (4), Azy was 0.2 Bark for all &
(the interval between samples in the filtered spectrum) and f(¢) was the filtered, loudness-
equalized spectrum (Figure 4b). The program calculated Riemann sums over successive
windows in the filtered spectrum to produce a power density spectrum. The y dimension for
each frequency bin of the power density spectrum was the Riemann sum over a 2.2 Bark win-
dow centered on that frequency, and separate sums were calculated at intervals of 0.2 Bark.
The sums are expressed in dB normalized to the RMS amplitude of the original waveform
in order to preserve relative amplitude differences across speech samples. Experimentation
with previous versions of the model indicated that integration over a window of 2.2 Bark
resulted in a single spectral peak between F1 and F2 when they were within three Bark
of each other. Wider integration windows resulted in the merger of formants which were
separated by more than 3 Bark.

3" f(t) Az (4)
k=t

*Young and Sachs, 1980 emphasized, also, the fact that firing rate saturates, and consequently that
spectral specificity is lost at moderate amplitudes. Thev suggest that temporal measures such as localized
phase locking must also be involved in auditory frequency resolution. Thus. the similarities between the
filtered, loudness-equalized spectrum (based on psvchophysical studies of hearing) and published displays
of mean firing rate or Average Localized Synchronized Rate (ALSR), for that matter, are at best merely
suggestive.
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Because the spectra gencrated by this model are based on a rough attempt to implement
some hypotheses concerning the auditory processing of speech, I will refer to spectra produced
by the model as "auditorily-based” (AB) spectra. The following section examines the effect
of FO in AB spectra, and section 3.3 reports the results of some simulations of the mixed
condition of Experiment 1.

The Effect of FO in Simulated Auditory Spectra

If FO normalization can be attributed to the ‘centre of gravity’ effect, as suggested by
Traunmiiller (1981), we expect that the model described above will produce spectra in which,
as FO increases, the spectra of “hud” tokens become more like “hood”, and as FO decreases,
the spectra of “hood” tokens become more like “hud”.

Consider first the AB spectra of the “hood-hud” continuum with low F0 (Figure 5a).
There appear to be two primary differences between “hood” and “hud”. First, the frequency
locations of spectral peaks are lower for “hoog” and, second, the amplitude of the spectrum
above about 6 Bark is higher for “hud”. Figure 5b shows the AB spectra of the continuum
with high FO. In these spectra, the first peak occurs at the same frequency throughout
the continuum. The difference between “hood” and “hud” for these tokens is mainly in the
amplitude of the components around 8 to 10 Bark and the amplitude of the first peak itself
(“hood” has the higher amplitude first peak).

Insert Figures 5 & 6 about here

Figure 6 illustrates the effect of F0 on the AB spectra of these vowels. In this figure,
we compare the AB spectra of vowels which have identical formant values and different FQ
values. The top panel shows the effect of FO on the spectra of the “hud” endpoint of the
continuum. As F0 increases, the frequency of the first spectral peak decreases. This is
exactly what an auditory model of F0 normalization would predict. The bottom panel of
the figure shows the AB spectra of the “hood” endpoint of the continuum. Here there is
no correlation between F0 level and the location of the first spectral peak. This finding is
especially troublesome for the auditory approach because with its lower F1 we would expect
“hood” to be more sensitive to F0 than “hud”.

These data do not lead to the conclusion that as FO jpcreases AB spectra of “hud”
become more “hood"-like, or that as F0 decreases AB spectra “hood” become more “hud”-
like (Traunmiiller, 1981), but rather that, as F0 increases, the AB spectrum is more and
more determined by the harmonics of the fundamental. This is true for AB spectra as well
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Figure 5. AB spectra of the vowels in the low and high FO0 “hood-hud” continua used in the
Experiment 1. (a) Low FO continuum. (b) High FO continuum.

» -
. i




120

(a) Model Spectra of "hud"”

# 120 Hz
sSaasasssse 180 Hz
0 T Y T Y T Y T

0 2 4 6 8 10 12 14 16 18 20

120

(b) Model Spectra of "hood"

s

Power Density (Relative dB)

80 1

efeccnnnes 280 Hz

0 R ] ) R 1 ] T

0 2 4 6 8 10 12 14 16 18 20

Frequency (Bark)

Figure 6. (a) AB spectra of “hud™ with F0 of 120, 180, and 240 Hz. (b) AB spectra of
“hood” with F0 of 120, 180, and 240 Hz.




as for simple Fourier transforms. Consider the {requency locations of the harmonics relative
to the formant peaks. A vowel with a fundamental frequency of 120 Hz will have harmonics
at 1.29, 2.53, 3.7, 4.79, 5.78 and 6.83 Bark. The F! of the synthetic “hood” was 4.74 Bark
and of “hud” 5.6 Bark. When F0 is low, the harmonics are closely spaced and, thus, there are
harmonics near the F1 of both “hood” and “hud”. When the fundamental frequency is 180
Hz, there are harmonics at 1.9, 3.7, 5.3 and 6.69 Bark. So, the third harmonic is close to the
F1 of “hud”, but F1 falls between harmonics in “hood”. Note the broad, flat peak in the AB
spectrum of “hood” synthesized at 180 Hz (Figure 6b). When the fundamental frequency is
240 Hz, there are harmonics at 2.53, 4.79 and 6.83 Bark. In this case, the only harmonic in
the region of F1 (for these two vowels) is the second harmonic. In the AE spectrum of “hood”
the second harmonic and F1 are almost identical (note the amplitude of the prak in Figure
6b). While in the AB spectrum of “hud”, the second harmonic is still closer to F1 than are
the other harmonics, but the two are not aligned (again the amplitude of the peak seems to
reflect this (Figure 6a aud Figure 5b). Thus, in the case of vowels with high F0, the shape of
the AB spect. un (like other spectral representations) is determined by both the harmonics
of the fundamental and by the vowel formants. This investigation of hypothetical perceptual
representations of vowel spectra offers no support for Traunmiilier’s (1981) hypothesis that
FO normalization is the cesult of the auditory integration of F1 and F0 in a single 'centre
of gravity’. Of course, the validity of this conclusion ic dependent upon the validity of the
model. The fact that the model produces spectra with a single spectral peak between F1
and F2 when they are within 3 Bark of =ach other suggests that it does capture Chistovich
et al.’s (1979) proposal, and, thus, is appropriate for testing Traunmiiller's hypothesis.

Model Studies of Contrast in Vowel Perception

The studies reported in this section evaluate the success of four different models of per-
ceptual contrast in accounting for the data from the mixed condition in Experiment 1 (Figure
2b). AB spectra of the vowel {okens used in Experiment 1 above (see Figure 5) served as the
input representations in the models of contrast. The first is an implementation of Crowder’s
(1981) model. The second and third models implement an auditory figure/ground model
of vowel contrast. AB spectra in these models were normalized hefore being sabjected to
contextual influence (following a suggestion by Fox, 1985, p. 1537). The second model
includes an implementation of Bladon et al.’s (1984) spectral shifting approach to vowel
normalization and the third model includes an implementation of Gerstman’s (1968) range
normalization approach. The fourth model incorporates a talker contrast model implied by
Mullennix et al.’s (1989) suggestion that hearers adjust to different talkers.

Luce’s (1959) choice rule forms the basis of the decision component in each of these
models. This rule is defined by (5). In this formula, S;; refers to the similarity of token 1 to
category 7 and b; refers to response bias for category j.* S;; was calculated by taking the

5b, was held fixed at 0.5 in the first models and was allowed to vary in the last model.
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inverse of the spectral distance between the test spectrum and a spectral template. Distance
was calculated using (6) after removing the DC offset for differences in overall amplitude.
In this formula, S; is the AB spectrum of token i and S; is the AB spectrum of template j.
The interval ab excludes the lowest two Bark and the highest two Bark because incomplete
integration windows spanned these edge samples. (6) is similar to the spectral distance
metrics used by Plomp (1976, p.95) and Bladon and Lindblom (1981). However, where
they used the Euclidian or the city block measures of spectral distance, the mean squared
distance was used here. When the inverse of this measure of distance was used as S;; in (5),
the resulting response functions were very similar to those found in the blocked condition of
Experiment 1 (Figure 2a). This similarity is an important starting point for the simulations
of the mixed condition {(Figure 2b).

P(R;|T:) = 6,5/ Zz:bjsij (5)
Dy = ( (54e) - 5,e)F) /6 - o Q

Crowder’s Model of Contrast. In the implementation of Crowder’s model of contrast, AB
spectra from the high and low “hood”-“hud” continua were classified based on a comparison
with stored templates for “hood” and “hud”. The average of the AB spectra of the high- and
low F0 endpoints of the continua served as templates in this model. The model classified
each vowel in the context of every other vowel (both within and across continua), after
the context spectrum had been attenuated by a certain proportion (the decay parameter),
and then subtracted from the test spectrum. If the context spectrum has very little energy
at a particular frequency, then the test spectrum will remain relatively unchanged at that
frequency. However, if the two spectra have peaks in about the same location in frequency,
then the peak of the test spectrum will be reduced (to an extent determined by the decay
parameter) as a result of context. The value of the decay parameter which provided the
best fit to the data Experiment 1 (Figure 2b) was estimated by the method of least squared
error. No value of the decay parameter provided a very close fit to the data. The RMS error
(which is,in the same units as the data, in this case, percent “hood” responses) of the best
fit obtained was 35.4 (Table 3).

This simulation indicates that a model of vowel contrast along the lines of that proposed
by Crowder (1981) does not account for the contrast eflect found in the Experiment 1. This
may be an indication that different talkers should be viewed as occupying different “channels”
in auditory memory and that we should not expect recurrent lateral inhibition to play a role
in contrast when two different voices are involved.



Insert Table 3 about here

Auditory Figure/Ground Contrast. In the auditory figure/ ground models of vowel con-
trast, the probability of a “hood” response for context items influenced the probability of
a “hood” response on the current item. If the immediately preceeding item was very much
like “hood”, then an ambiguous item will be more likely to be identified as “hud” than if the
context item was a good example of “hud”. In this model of vowel contrast (7), the adjusted
probability of a “hood” response {Il,(hood}) was equal the base probability of the current
item (defined by (§)) mulitplied by the ratio of the base probability of the current item and
the base probability of the immediately preceding context item, with resulting probability
values truncated to the range 0 to 1. Each token served as a context for every other token
in computing the average probability of 2 “hood” response.

,.{hood) = F,(hood) « ( F,(hood)/ P_1{hood)) (7)

Prior to the calculation of context eflects, the AB spectra were normalized using an
implementation of one of two different approaches to vowel normalization. One model used an
implementation of Bladon et al.’s spectral shifting model of normalization. In this approach
to normalization, AB spectra of vowels with high F0 were shifted down on the Bark scale
and then compared with AB spectral templates appropriate for & male speaker. AB spectra
of steady-state tokens synthesized using the Peterson and Barney (1952) average formant
and FC values for male “hood” and “hud” served as vowel templates in this model. The
dialect of the speakers in Peterson and Barney’s study was similar to that of the subjects
in Experiment 1 so the use of these values is appropriate. The second implementation of
the auditory figure/ground model used a form of range normalization (Gerstman, 1968). In
this implementation of vowel normalization, the choice of templates depended on FO. If FO
was low, the Peterson and Barney average male templates were used. If FO was high, the
templates were derived from the Peterson and Barney average vowel formants and FO for
females.

In the spectral shifting model. the degree of shift was a free parameter. The degree of
spectral shift, estimated by the least squared error method, was 0.8 Bark. This corresponds
quite closely to the value used by Bladon et al. (1984). There were no free parameters
in the range normalization model. Although these two approaches to vowel normalization
classify the continua in quite different ways in the absence of any contrast effect (the spectral
shifting model classifies both continua more consistently), they provide virtually identical
results when used in the vowel contrast model. RMS error of both the spectral shifting
model and the range normalization model was 19.8. Both of these models provide a better
fit to the data than does the lateral inhibition model, but the predictions are still pretty
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Table 3

RMS data and pareameter esttmates for the model studics.

Model RMS Error Parameter Values
Lateral Inhibition 354 decay = 0.998
Figure/ground Contrast -
Spectral Shifting 19.8 shift = 0.8
Range Normalization 1.8
Figure/ground with Lateral Inhibition
Spectral Shifting 10.3 shift = 0.8 decay = 0.3
Range Normalization 10.3 decay = (1.3
Talker Contrast 8.9  bias = 0.75




rough. However, when the lateral inhibition context effect is included in these models, the
degree of fit improves considerably. RMS error was 10.3 for both the spectrum shifting and
range normalization models. Predicted identification functions and the data obtained in the
mixed condition of Experiment 1 are shown in Figure 7a.

Lateral inhibition affects the spectral representation of the stimulus before it is compared
with a spectral temglate, and figure/ground contrast affects the decision rule used to classify
the stimulus after spectral similarity has been calculated. It is, therefore, reasonable to
expect that both lateral inhibition in auditory memory and figure/ground contrast could be
involved in vowel contrast effects since they occur at different stages of processing. Note,
however, that this conclusion, unlike the one reached in the previous section, suggests that
different voices are interacting in auditory memory (perhaps across ”channels”).

Insert Figure 7 about here

Talker Contrast. The final model implements a model of talker contrast. If hearers
adjust their expectations for vowel quality relative to the perceived identity of the talker,
as suggested indirectly by Mullennix et al. (1989) and more directly by Johnson (in press),
we could suppose that these expectations would result in a contrast effect which depends
on perceived speaker characteristics rather than vowel quality. In other words, the contrast
effect observed in Experiment 1 can be considered a talker contrast effect rather than a vowel
contrast effect.

In the implementation of this view, the response bias factor (b;) in the decision rule (5)
varied as a function of the FO0 of the item. Low FQ items had to be quite similar to “hood”
in order to be classified as “hood”, while high F0 items had to be quite similar to “hud” in
order to receive that label. This reflects the hypothesis of an adjustment-to-talker model of
vowel ncrmalization that the criteria for vowel classification are a function of the perceived
identity of the talker. There was a single free parameter in the model. This parameter (the
bias parameter) functioned as broee when FO was high and bp.g when FO was low. Bias
toward the other category in each case was equal to 1 — bies.®

Response probabilities predicted by the talker contrast model are shown in Figure 7bh.
As the figure shows, this model of contrast is also quite accurate in predicting the data of
Experiment 1 (the RMS error was 8.9).

5The spectra derived from the Peterson and Barney (1952) average formant values for male speakers were
used as templates in this model.
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(a) Vowel Contrast Predictions
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Figure 7. Results of simulations of the mixed condition of Experiment 1 using (a) a post.
normahzatmn vowel quality contrast model, and (b) a talker contrast model. Predictions
are the solid lines and the data from Experiment 1 (see Figure 2b) are plotted with filled
squares (high F0) and circles (low F0).
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Summary

The findings of the model studies are summarized below:

(1) The hypothesis that vowel normalization is a consequence of auditory processing was
not supported. In spectra generated by a model which incorporates twe stages of filtering, as
in other forms of frequency analysis, when FO increases, the shape of the spectrum becomes
more and more dependent upon the harmonics of the fundamental frequency.

(2) Crowder’s (1981) model of contrast cannot account for the results of Experiment 1.
However, in combination with an auditory figure/ground contrast model it does help provide
a close fit to the data. Unresolved is the question of whether vowels produced by different
talkers should be seen as interacting in auditory memory.

(3) Range normalization (as implemented here) and normalization by means of spectral
shifting (Bladon et al., 1984) give identical fits to the data of Experiment 1 when they are
used to provide the input to a figure/ground contrast mechanism.

(4) Two types of contrast provide good fits to the data - (1) auditory figure/ground
contrast coupled with recurrent lateral inhibition and (2) talker contrast. The first involves
contrast in vowel quality, the second in perceived talker identity.

Experiment 2

The two types of contrast which best account for the mixed-F0 data of Experiment 1
make very different predictions for a cross-series anchoring experiment. If the contrast effect
observed in Experiment 1 occurred primarily at the level of vowel quality, we predict that
the perceived vowel quality of the anchor token will be the dominant factor in cross-series
anchoring. Conversely, if the contrast effect found in Experirent 1 was the result of a talker
contrast process, we predict that the vowel quality of the anchor will be of less importance
than the perceived identity of the talker, and thus, that the same direction of boundary shift
will be produced by anchors of different vowel quality.

Experiment 2 is a test of these predictions. The stimuli which were used in Experiment
1 were presented in a cross-series anchoring experiment. Subjects heard the items of one of
the two continua (low or high F0) and then heard those same stimuli randomly intermixed
with multiple occurrences of an anchor stimulus drawn from the other continuum.
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Method

Subjects. Thirty-eight undergraduate students (10 male, 28 female) at Indiana University
participated in the experiment for partial course credit in an introductory psychology course.
All were native speakers of American English who had never experienced any speech or
hearing disorders.

Materials. This experiment employed the same stimuli which had been used in Experi-
ment 1.

Procedure. Subjects were randomly divided into four groups (two groups of 11 and two
groups of 8). Each group was presented with a randomized list containing 20 repetitions
of each of the tokens from either the high F0 or low F0 continuum in a control condition
and then with those same tokens randomized with 60 occurrences of an anchor token from
the other continuum. Thus, there were 140 trials in the control condition and 200 trials
in the anchor condition. The first group of 11 subjects heard the low FO continuum in
the control condition and the low F0 continuum with 60 occurrences of token 1 from the
high FO continuum in the anchor condition. Group two (11 subjects) also heard the low
F( contintum, but with token 7 from the high FO continuum as an anchor. Groups three
and four (8 subjects in each group) responded to the tokens of the high F0 continuum with
tokens 1 and 7 (respectively) of the low F0 continuum as anchors. The equipment used to
run the experiment was the same as that used in Experiment 1.

Results

The results of Experiment 2 are shown in Figures 8 and 9. Figure 8 shows the identifica-
tion responses plotted by token number. Panel (a) shows the data for the low FO continuum
for both the “hood” and “hud” anchor groups. The data presented in this panel were ana-
lyzed in a three-factor, repeated-measures analysis of variance. Factors were: CONDITION
(control versus anchor), ANCHOR (“hood” versus “hud”), and TOKEN. There was (pre-
dictably) a main effect for TOKEN [F(6,60)=199.27, p<0.001]. More to the point, there was
also a main effect for CONDITION [F(1,10)=14.4, p<0.01]. In the control condition, the
average percent “hood” response was 48.5%, while in the anchor condition this was reduced
to 41.6%. The only other effect which reached significance was the CONDITION by TO-
KEN interaction [F(6,60)=8.52, p<0.001]. The effect of anchcring was to shift the phoneme
boundary rather than producing a global change in probability of a “hood” response.

Insert Figures 8 & 9 about here
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(a) Low-FO Continuum: High-FO Anchors
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Figure 8. Results of Experiment 2. Identification functions for (a) the low F0 “hood”-“hud”
continuum, control conditions (solid points) and the anchor conditions (open points), and
(b) the high FO “hood”-“hud” continuum.




(a) Low-FO Continuum: High-FO Anchors
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Figure 9. Results of Experiment 2 averaged over tokens. Percent “hood” responses to (a)
the low FO “hood”-“hud” continuum, and (b) the high FO “hood”- “hud” continuum.
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Figure 8b shows identification functions for the high F0 continuum. These data were
also analyzed in an ANOVA with factors: CONDITION, ANCHOR, and TOKEN. The
same three statistical effects were significant in this analysis. There were main effects for
TOKEN [F(6,42)=116.2,p<0.001} and CONDITION [F(1,7)=22.42,p<0.01}], and the CON-
DITION by TOKEN interaction was significant [F(6,42)=3.91,p<0.01]. The CONDITION
by ANCHOR interaction approached significance, but was not reliable [F(1,7)=2.08, p=
0.19]. This interaction is most visible in Figure 8b as the difference between the “hood” and
“hud” anchor conditions for tokens 3 and 4.

Discussion

These results quite clearly conform to the predictions of the talker contrast model. One
concern should be addressed, though. The “anchor” tokens in this experiment were not
uniformly identified as “hood” or “hud” in Experiment 1. In particular, the “hud” endpoint
token was identified (in the mixed condition) as “hud” only slightly more than 50% of the
time when it had high FO. Also, the “hood” endpoint token of the low F0O continuum (again
in the mixed condition) was identified as “hood” only 60% of the time. Similarly, in the
present experiment, when the anchor stimulus had high F0, the “hood” anchor was identified
as “hood” 88.7% of the time, while the “hud” endpoint anchor was identified as “hud” only
46.3% of the time. When the anchors had low F0, the “hood” endpoint anchor was identified
as “hood” 49.8% of the time and the “hud” endpoint anchor was identified as “hud” 97.4%
of the time. Thus, these tokens do not satisfy the requirements of a model which relies on
contrasting vowel quality.

However, not all of the subjects identified the anchor tokens in this manner. There were
three subjects in the high FO “hud” anchor group who reliably (i.e. more than 75% of the
time) identified the anchor as “hud”. An analysis of variance of the data from these subjects
also supported the talker contrast hypothesis. Factors were TOKEN and CONDITION.
There was a reliable interaction between these factors which indicated a boundary shift
[F(6,12)=3.27, p<0.05]. The direction of this boundary shift was the same as the shift found
in the overall analysis of variance. When the anchor had high F0 and the continuum low FO
the subjects tended to label ambiguous stimuli more as “hud” than they did in the control
condition.

Of the subjects in the low F0 “hood™ anchor group, there were three who reliably labelled
the anchor as “hood”. An analyvsis of the data from these three subjects revealed a similar
trend. In this analysis the CONDITION main effect approached significance [F(1,2)=4.38,
p=0.17]. The direction of this trend conformed with the overall analysis. When high F0
items were identified in the context of low F0 anchors (even anchors which were identified
as “hood” ), subjects tended to respond “hood” more frequently than they did in the control
condition.



Note also that if the overall data were determined by vowel quality contrast, we would
predict that when ambigous anchors were used there would have been no boundary shift.
The fact that two stimuli which had quite ambiguous vowel qualities produced boundary
shifts just as large (and in the same direction) as unambiguous vowels is further evidence
that the boundary shift observed here is not the result of a contrast in vowel quality. If
anchoring occurred at the level of perceived vowel quality, we would predict that when the
anchor is “hood” subjects will use the “hud” label more often, or that when the anchor is
“hud” subjects will use the “hood” label more often. This prediction is not borne out in these
separate analyses nor in the overall analysis. Rather, the data conform to the predictions
of the talker contrast model. When FO of the anchor is high, perception of low F0 tokens is
shifted toward “hud”, and when the FC of the anchor is low, perception of high F0 tokens is
shifted toward “hood”.

Fox (1985) conducted a very similar cross-series anchoring experiment and got very dif-
ferent results. The main difference between his experiment and the present one concerned
the stimuli. Fox used two continua from “hid” to “head”. In one case, the formant range of
the continuum was appropriate for a male talker, in the other for a female talker. The tokens
with a relatively high formant range were synthesized with high F0 and the tokens with a
relatively low formant range were synthesized with both high and low F0. On the other
hand, the stimuli used in this experiment formed a continuum from “hood” to “hud” and
occupied a formant range which was ambiguous between male and female average values.
Both the difference between front and back vowels and overall formant ranges contribute
to the discrepancy of results. First, in the back vowel continuum used here F1 and F2
are positively correlated across the continuum. F1 and F2 both increase from the “hcod”
endpoint to the “hud” endpoint. In Fox’s front vowel continua, F1 and F2 were negatively
correlated. F1 increased from “hid” to “head” while F2 decreased from “hid” to “head".” If
hearers expect generally higher formants when F0 increases, it is not clear how a continuum
in which F1 and F2 are negatively correlated would be handled perceptually. There is some
evidence that F! is more affected by normalization than is F2 (Ainsworth, 1975}, but it is
also likely that when information from F2 contradicts information from F1, the F1 informa-
tion will be less useful than when F1 and F2 are correlated. Second, the continuum used
here spanned formant ranges which were ambiguous between male and female values. This,
coupled with the correlation of F1 and F2, meant that this continuum was very sensitive to
a normalization effect; when experimentally manipulated factors influenced perceptual nor-
malization these manipulations were easilvy observable in subjects’ responses to the vowels
from the continuum. 1t is not clear how a talker contrast effect could have produced a shift
of identification in Fox’s (1985) “hid”-“head” continua.

71t should also be noted that F1 and F2 were also positively correlated in the stimuli used by Fujisaki
and Kawashima (1968).



Conclusion

The results of this investigation provide indirect evidence for a talker contrast effect.
Research is currently under way to test for the existence of such an effect more directly.
If the interpretation given above is correct, and a contrast at the level of perceived talker
identity is actually taking place, then only one view of vowel normalization remains tenable.
In both of the experiments reported here, vowel identification functions were influenced by
context. The effect of context was to increase (or cause?) the vowel normalization effect
(1.e. tokens with high FU had to have higher formant values to be identified as “hud” and
tokens with low FO had to have lower formant values to be identified as “hood”). The data
of Experiment 2 suggest that the influence of context is at the level of talker quality and
not vowel quality. Therefore, we conclude that the vowel normalization effect is influenced
by talker quality, or, more generally, that perceptual vowel normalization makes reference
to percieved talker identity. Of course, it is necessary to point out that this conclusion is
based on vowel identification performance in response to only one vowel continuum (“hood” -
“hud”). Therefore, the general validity of these results for other vowel contrasts remains to be
shown. Assuming that these results are generally valid for other vowels and other languages,
they suggest that the algorithmic approach to vowel normalization which is exemplified by
Gerstman (1968), Labonov (1971), Nearey (1978), Disner (1980), Sussman (1986), Syrdal
and Gopal (1986), Miller (1989) and others, has left out one crucial variable. The information
that hearers use to evaluate vowel quality includes not only acoustically available information
(such as vowel spectrum and F(), but also computed information about the person doing
the talking.
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Abstract

In recent work on phonulogical features there has been much discussion on coronal
consonants. Some researchers have argued based on a variety of phonological and
typological considerations that coronal consonants should be repre-ented es lacking
place of articulation features at the underlying level of representation. This paper
presents English evidence supporting such a view. Specifically, it is shown that English
has a Morpheme Structure Condition that disallows sCVC sequences in which the two
nonadjacent C’s are homorganic. However, this constraint does not apply to .oronals
since monomorphemes like state and storf are quite frequent. That coronal consonants
are ignored by the constraint can be taken as evidence that English coronal consonants
lack place features in underlying representation.




Coronals and the Phonotactics of Nonadjacent
Consonants in English

Introduction

Much recent work on underspecification has focussed on the status of coronal consonants.
One question this work addresses is whether or not coronal consonants lack the Place Node.
(We assume here a theory of Feature Geometry like that proposed in Sagey (1986) and
discussed in Davis (1988) in which the Place Node dominates the articulator nodes Labial,
Coronal, and Dorsal.}) The conclusions reached about the status of coronals is quite varied.
Some researchers such as Paradis & Prunet (19892, 1989b) have concluded that ([+ant])
coronal consonants are different from labials and dorsals in that as a principle of grammar
they lack the Place Node. Other researchers. such as Avery & Rice (1989), contend that
whether or not coronal consonants in a language lack.the Place Node depends on the phone-
mic inventory of that language, while still other researcher: such as Clements (1988) and
Mester & Ito (1989) give no special status to coronals with respect to nnderspecification.

The major reason why these rescarchers have reached different conclusions is that they
have used competing criteria in determining what is underspecified in underlying repre-
sentation. For example, Avery & Rice (1989) assume that phonemic inventories (and not
phonological rules) are relevant for determining what is underspecified. Thus, in their view,
the Coronal Node is present in the underlying representation of any two phonemes (in an
inventory) that differ only in a feature that is dominated by the Coronal Node (such as
lanterior]). Thus in a language like English that has an anteriority contrast between /s/ and
/8/, the Coronal Node would be present underlyingly in both sounds, whereas /t/ would
not have a Coronal Node sisice /t/ does not contrast with a corresponding nonanterior coro-
nal stop. In more radical versions of underspecification-e.g. Archangeli (1988), Paradis &
Prunet (1989b)-at least some coronal consonants could lack the Coronal Node in underlying
representation in spite of a {(minimal) contrast with another coronal phoneme. For example,
Paradis & Prunet (1989b) contend that Fula coronal consonants that have the feature [+an-
terior] completely lack the Coronal Node while the corresponding coronal consonants with
the feature [-anterior] possess the Coronal Node in underlying representation. Paradis &
Prunet base their contention on the fact that vowel spreading and assimilation between non-
adjacent vowels cccur in the West African language Fula only if the intervening consonant 1s
an anterior corona'. They argue that such consonants must lack the Place Node completely
(and consequently the Coronal Node) or else they would not be transparent to vowel spread-
ing and assimilation. Paradis & Prunet show that similar cases of coronal transparency
are found in the African languages Guere and Mal. However, in languages where coronals
block vowel spreading and assimilation. they propose that coronal consonants are specified
for place features early in the derivation. Thus they are able to maintain that ([+anterior})
coronals always lack the Place Node (and thus place of articulation features) in underlying
representation.




In more restrictive views of underspecification--Clements (1988) and Mester & 1to (1989)-
coronal consonants are not necessarily viewed as having any special status, regardless of the
nature of the phonemic inventory. For example. Mester & Ito argue that the Coronal Node
must be present underlyingly in all coronal consonants in Japanese (except /r;), even though
there are no (phonemic) contrasts between anterior and nonanterior coronals. Their argu-
ment for lack of underspecification of coronals is based on palatal prosody in Japanese. This
is a process whereby palatalizing certain consonants in the base form of a word adds to the
meaning of the word a sense of “uncontrolledness”. They contend that which consonants
become palatalized is quite predictable: essentially the rightmost coronal consonant of the
base (excluding /r/) becomes palatalized, or, in the absence of a coronal consonant, the first
consonant of the word becomes palatalized. They argue that this process assumes that coro-
nal consonants cannot be unspecified for place of articulation in underlying representation
or else coronal consonants could not be singled out.

Moreover, Yip (1989), Clements (1988), and Mester & Ito (1989) have all employed
(to different degrees) an argument against coronal consonants being underspecified based on
Morpheme Structure Constraints (MSC's). As Yip (1989) has pointed out, MSC’s pertain to
underlying representations, and therefore they should have access to underlying specifications
only. These authors contend that coronals (especially coronal obstruents) are not treated
differently than other consonants (i.e. labial or dorsal}) by MSC's. That is, MSC’s do not
seem to treat coronal consonants as if they were unspecified. This finding has led Mester &
Ito to conclude that the coronal place of articulation has no special status, and the finding
is also probably a motivating factor behind Clements’ proposal that articulator nodes of
consonants are always present in underlying representation.

Thus we see that various researchers have reached different conclusions about the u..
derspecification of coronals because they have examined different types of criteria for de-
termining what features (or Nodes) are unspecified. Of these, it is only MSC’s that do
not seem to treat coronals as special. In this paper I will focus on the MSC argument for
(under)specification. I will contend. contrary to Clements (1988) and Mester & Ito (1989),
that MSC’s can and do treat coronal consonants as special. The evidence to be discussed
in this paper comes from English MSC's that pertain to nonadjacent consonants. These
MSC’s can only be understood if at least some coronals lack the Place Node in underlying
representation. This finding, taken together with different MSC’s that occur in other lan-
guages, provides evidence for a view in which the presence of the Place Node for coronals is
a parameterized option.

The organization of this paper is as follows. In Section 2 we show that the need for
MSC’s cannot be obviated completely as has been argued by Hooper (1975) who contends
that MSC’s are always reducible to, and thus expressible as, syllable structure constraints
(SSC's). It is shown that MSC's are required and that they can be distinguished from S8C’s.
In Section 3 we show that the English MSC’s that hold between nonadjacent consonants
do treat coronals differentiy than noncoronals. It is subsequently argued that this finding



provides support for a view of underspecification in which the presence of the Place Node
for coronals is a parameterized option.

Distinguishing MSC’s from SSC’s

Before discussing MSC’s that hold between nonadjacent consonants in English, it is im-
portant to show that MSC’s can be distinguished from SSC's in light of the work of Hooper
(1975). Hooper argues against the existence of MSC's altogether. Basically, Hooper con-
tends that all MSC’s are expressible as, and so reducible to, Syllable Structure Constraints.
Hooper’s argument for replacing MSC’s with SSC’s comes largely from Spanish data. She
notes that, in Spanish, there seem to be no constraints on morpheme-final clusters, since
final clusters that are impossible in isolated syllables do occur morpheme-finally. Examples
of such clusters include 8/ and pr which occur in final position in the morphemes abl 'speak’
and kompr 'buy’, respectively. In syllable-final position, on the other hand, there are strong
constraints on what consonants (and consonant clusters) can occur. Hooper contends that
such constraints are missed in an analysis incorporating (only) MSC’s. Hooper’s example
from Spanish, though, does not really argue against MSC’s, rather it provides evidence for
the necessity of SSC’s. That is, there are certain constraints that are best expressed in terms

of the syllable.

Hooper does consider the possibility that there are both §SC’s and MSC’s. She ends
up rejecting completely MSC’s. One reason that she rejects MSC’s is that there would be
different MSC’s for stems and for suffixes (in Spanish). For example, the sequence nd is
a possible initial sequence of a suffix {as in the progressive morpheme ndo, but it is not a
nossible stem initial sequence. However, this potential reason for rejecting the existence of
MSC’s would probably not be relevant if inflectional morphemes (such as the progressive ndo
in Spanish) are not represented in the Lexicon in the first place. Such a view of inflectional
morphemes is argued for by Anderson (1982), Janda (1983), and others who work within the
Item-and-Process view of morphology. Anderson, for example, argues that since inflectional
morphology is integrated into the syntax, inflectional morphemes could not be listed in
the Lexicon. Instead, they are introduced by inflectional rules. Consequently, they may
not necessarily display the same sound sequence constraints as the other morphemes of the
language.

Hooper does consider one potential MSC for English, but rejects it as being accidental.
This is the constraint that rules ocut morphemes that end in two voiced obstruents. While
it is certainly the case that English syllables can end in two voiced obstruents (e.g. nabbed,
pigs), monomorphemes do not-ignoring the uncommon words adze and ides. In order to
defend her position against the necessity of MSC's, Hooper contends that the existence of
this constraint is the result of a historical accident and so does not reflect the morpheme
structure of English. On the other hand, Kahn (1976:401) has maintained that the constraint



really does reflect an MSC. He notes that English nonsense words like [negz] are always
interpreted as having two morphemes, and, meoreover, English has other possible syllable-
final sequences that are not possible morpheme-final sequences (e.g. [ksBs] as in sizths). Thus
Hooper's contention about the accidental nature of a constraint against English morphemes
ending in two voiced obstruents cannot be maintained.

What Kahn (1976) has actually pointed out is one way in which to determine that a
constraint is an MSC rather than an SSC. Specifically, if there are no occurrences of a
particular type of monomorphemic monosyllable (e.g. those ending in two voiced obstruents)
but there are occurrences of such monosyllables that are bimorphemic, then the restriction
b:ing dealt with is one pertaining to morphemes and not to syllables.

Another way of determining whether a constraint js an MSC rather than an SSC is by
examining polysyllahic monomorphemic words. For example, if a constraint is posited be-
tween two segments based on monosyllabic monomorphemic words (where the two segments
would be members of the same syllable}, and that constraint is also relevant for the same
segments in polysyllabic monomorphemic words (in which the two segments would be mem-
bers of different syllable) then that constraint is an MSC rather than an SSC. If, on the other
hand, the constraint is not relevant for the same segments in polysyllabic monomorphemes
(i.e. the constraint holds between two sounds in the same syllable but not when they are in
different syllables), then the constraint reflects an SSC. An example that can help elucidate
this comes from the MSC’s that hold among root consonants in Arabic which Hooper (1975)
seems to be unaware of. Arabic has restrictions on what consonants can cooccur in a root.
Greenberg (1950) notes restrictions sach as the following: two post-velars cannot occur in
the same root, the first two root consonants cannot be homorganic obstruents. The syllable
plays no role in such constraints. This is because root consonants in a word can all be in
one syllable, or in two syllables, or even in three different syllables. Thus the constraints on
root consonants in Arabic are not syllable-sensitive, rather they reflect MSC’s. Examples
like Arabic clearly show that, despite Hooper's (1975) contention, MSC’s cannot always be
reduced to SSC’s.

Another way of determining whether a constraint is an MSC or an S§C concerns instances
where position within the word is the main factor in whether or not two sounds cooccur. If
the two sounds can cooccur in a word only ‘f they are heterosyllabic, then the restriction that
prevents them from occurring within the same syllable of the word is a reflection of an SSC.
A good example of such an instance is the restriction in English on # and 4l In English no
morphemes begin with 2l However, sequences of {{ do nccur when they are heterosylabic as
in words like atlas and Atlantic (or even in morpheme-final position as in the name Aristotle
where the stress pattern-primary stress on the first syllable-indicates that the final lis not
underlyingly syllabic). The restriction on English t/ (as well as on dI) thus reflects an SSC
that prohibits such sequences in syilable onsets.

Based on our discussion so far, it can be concluded that languages can have both MSC's




and S5C’s and that there are means for determining whether a given constraint is an MSC
or an SSC. Besides applying over different domains (morpheme vs. syllable), MSC’s and
SSC’s differ from one another in another important way. MSC's pertain to underlying
representation whereas S5C’s come invo play at the point in the derivation in which syllable
formation rules apply. We assume here a rule-based account of syllabification along the
lines of Steriade (1982). Because MSC's and SSC’s are relevant at different points in the
derivation, they may assume different representations for the same phoneme. For example,
if the feature (or node) [coronal] is unspecified in underlying representation, it would be
predicted that MSC’s could not refer to the feature (or node) [coronal] but §SC’s could refer
to [coronal] as long as specification of [coronal] occurs before the application of the syllable
formation rules. In the following section we consider the case of English where it is shown
that MSC’s treat some coronals such as /t/ as lacking the Place Node. As noted above,
English §SC’s do not necessarily treat /t/ as lacking it.

In summary, in this section we have shown that despite Hooper’s (1975) contention,
MSC’s are not always reducible to SSC’s. Moreover, we have pointed out various ways to
determine whether a restriction holding hetween two segments reflects an MSC or an SSC.
Finally, it has been suggested that MSC's reflect the nature of underlying representations
while SSC’s reflect the nature of representations at the point in the derivation where syllable
formation rules apply.

The Underspecification of Coronals in English

Most of the recent work examining what is underspecified in English has not used MSC's
as a criteria-with the notable exception of Clements (1988). As mentioned earlier, Avery &
Rice (1989) base what is specified on the nature of the phonemic inventory. They contend
that for English the anterior coronals /t/ and /n/ are underspecified for place of articulation
since these phonemes do not contrast with nonanterior coronals. On the other hand, /s/
would be specified for place of articulation (i.e. it has the Coronal Node) since it does
contrast with the nonanterior coronal /§/. Avery & Rice find support for their view of
English underspecification from phonological rules that seem to treat /t/ and /n/ as if they
do not possess the Place Node. The specific rules that Avery & Rice mention are a rule
that turns (syllable-final} /t/ into {?] in such words as bution and cotfon and a rule that
optionally assimilates word-final /n/ to the place of articulation of the following word-initial
consonant. However, it can be maintained that the former rule really does not show that /t/
is underspecified for place of articulation features. This is because the rule affects syllable-
final /t/, which means that rules of syllabification (and resyllabification) have already applied
before the /t/-to-[?] rule. Since syllabification has already applied then SSC's have also
already taken effect. Because English has an SSC that specifically refers to the Coronal Node
of /t/ and /d/ (i.e. the one prohibiting syllable-initial /tl/ and /dl/ sequences), the Coronal
Node must be present at the time the /t/-to-[?] rule applies. Consequently, this rule should be
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interpreted as simple delinking of the Supralaryngeal Node of /t/, and it would not constitute
evidence that /t/ is unspecified for the Place Node in underlying representation. Moreover,
Avery & Rice’s contention that specification of the Coronal Node can be determined by the
presence of an anterior/nonanterior contrast is called into question by Paradis & Prunet’s
(1989b) work on Fula. They argue that in Fula, a language that contrasts both anterior and
nonanterior coronals, the anterior coronals lack the Place Node altogether since they are the
only consonants that are transparent to a process of vowel spreading. They conclude that
all ([+anterior]) coronals lack the Place Node as a principle of grammar

In this Section, we consider MSC’s as a criteria for determining what features (or Nodes)
are unspecified in underlying representation. If we use MSC’s as criteria for determing un-
derspecification, rather than phonological rules or the nature of phonological inventories, it
becomes more readily apparent what features (and Nodes) are present in underlying repre-
sentation. This is because MSC’s hold on underlying representations prior to phonological
or morphological processes. The specific question to be addressed in this section is whether
or not MSC’s treat coronals as “special”. By special, we mean that coronals {or, at least,
some coronals) are treated as if their Place Node is absent in underlying representation. We
show that despite claims to the contrary by Mester & Ito (1889) MSC’s can treat coronals
as special. Specifically, we show that English MSC'’s treat coronal stops as special.

Recently, it has been argued explicitly by Mester & Ito (1989) (and implicitly by Clements
1988) that MSC’s do not treat coronals as special even in languages where there is no contrast
between anterior and nonanterior coronals. For example, in Classical Arabic {Greenberg 1950
and McCarthy 1988), which has no contrast between anterior coronal stops and nonanterior
coronal stops, there is a constraint that rules out homorganic consonants (or, more accurately,
obstruents made with the same articulator) from occurring in the same root morpheme.
This MSC holds for all places of articulation including coronal. Coronal consonants are not
ignored by this constraint. Because Arabic coronal obstruents are subject to an MSC that
prevents them from occurring with other coronal obstruents in the same root, the Coronal
Node must be present in the Underlying Representation. Consequently, MSC’s like that
in Arabic involving place of articulation argue against a specific place of articulation (like
coronal) being completely unspecified in underlying representation. This is pointed out by
Mester & Ito (1989) who note that with such Morpheme Structure Conditions, “... no special
status is accorded to the unmarked place, whatever it may be.”

If special status were accorded to an unmarked place (i.e. coronal), it would be expected
that MSC’s which pertain to homorganic consonants would not hold for consonants of the
unmarked place. So, for example, if in some hypothetical language it is posited that a coronal
consonant such as /t/ has no Place Node and if that language possesses MSC’s of the sort
found in Arabic, then it would be predicted that, in general, morphemes would not contain
homorganic consonants; however, this prediction would not hold for /t/ since it would not
be represented with the Place Node. The existence of such a hypothetical language would
lead to the conclusion that because of the type of MSC's found in a language like Arabic,
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it is a parameterized option whether or not a language can have the Place Node completely
absent in underlying representation. We now consider a type of MSC found in English that
shows that English is our hypothetical language.

Fudge (1969), Clements & Keyser (1983), and Davis (1984) have all ohserved a number
of constraints that restricts the type of consonant that flanks both sides of a vowel in sCVC
sequences. One of the strongest of these constraints is that in sCVC monosyliables, the same
noncoronal consonant cannot flank both sides of the vowel. Hence, there are no English words
like spap, spep, or skik. On the other hand, monosyllables with the same coronal flanking
both sides of the vowel in a sCVC word de occur (cg, state, stout, stoat).

Fudge (1969), Clements & Keyser (1983), and Davis (1984) express the sCVC constraint
as an 8SC. However, it will be shown that this constraint is not a condition on svilables, but
is rather a reflection of an MSC. Afterwards, it will be shown that the condition pertains
to homorgaunic consonants flanking both sides of the vowel rather than just to identical
consonants. '

If, the constraint on sCVC sequences were a reflection of an SSC, one would expect to find
Lnglish words containing the sequence sCVCV since the postvocalic ¢ would not be part of
the initial syllable. So, for example, one might expect that there would be words like spapoon
or sktkanda in which the first postvocalic consonant is not part of the initial syllable. If, as is
argued here, the constraint against sCVC sequences is a reflection of an MSC then possible
monomorphemic forms like spapoon or skikanda would never occur {or, at least be extremely
rare). In order to determine whether such English monomorphemes occur, a search was
conducted on a computerized lexicon containing nearly 20,000 words from Webster’s Pocket
Dictionary. The only word in this lexicon in which the sequence sCVC was found (where the
C’s are identical noncoronal consonants) was the word dyspepsia where the sequence Spep
occurs. However, the sequence spep in this word spans a morpheme boundary since the initial
/s/ is part of the morpheme dys which also occurs in words like dysfunction and dystrophy.
Thus no monomorphemic sCVC sequences were found in which the two C's were identical
noncoronal consonants. Consequently, the constraint on sCVC sequences in English seems
truly to be a reflection of an MSC. Moreover, this MSC is indeed restricted to noncoronals
because in addition to the monosyllabic morphemes mentioned above, like state stouf and
stoat where the coronal /t/ flanks both sides of the vowel, there are monomorphemic stVt
sequences in such words as astute, stalrstics, status, stufter and substitufc.

For sake of completeness, we note that morpliemes having the sequence sCVC where the
two C’s are different noncoronals are common. A search through the 20,000 word lexicon
gives us such words as speak. skip. spaghetti. scaffold, scuba, eskimo, and episcopal, Also,
morphemes having the sequence sCVC where the first C is coronal and the second C non-
coronal are common. Such forms include stake. stop. stable and stagger. Thus, with the data
discussed so far. it can be concluded that the constraint on sCV( sequences is a reflection
of an MSC holding between identical noncoronal consonants.
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The MSC pertaining to sCVC-sequences on further investigation furns out to be a more
general constraint in that it rules out morphemes where the two (s are homorganic, not
merely identical. That is, there are virtually no monomorphemic forms in English that have
the sequence sCVC where the two (s are either both labial or both velar. The only word
in the 20,000 word lexicon that was found to viclate this constraint is the word “skunk” (on
the assumption that English has underlying velar nasals).! That this constraint really does
involve identical place of articulation is made evident when we consider the situation where
the two C’s in an sCVC sequence are not homorganic. A search through the 20,000 word
computerized lexicon revealed that no constraint whatsoever held when the two C's were
made at different locations in the vocal tract. For exumple, the sequence skV was followed
by a labial consonant in 58 entries (skip, scuba), an alveolar consonant in 15) entries (skit,
skate), and a palato-alveolar consonant in 25 entries (scotch, sketch). The fact that there are
virtually no words with a velar consonant following an skV sequence is of interest. Moreover,
the sequence spV was followed by a velar consonant in 56 entries (spike, spook), an alveolar
consonant in 196 entries (spit, speed), and a palato-alveolar consonant in 20 entries (speech,
spectel); there are virtually no words where a labial consonant followed an spV sequence.

Finally, while the constraint on sCVC sequences honls for homorganic noncoronals it
clearly does not hold for /t/. Man ' -aorphemes have the sequence stVC where the post vocalic
C is a coronal. There were over one hundred entries in which the coronal was an obstruent
and over two hundred entries in which the coronal was a sonorani. Typical examples include
stud, study, astound, stadium, stash, stitch, and stone. Furthermore, there were over one
hundred entries in which the postvocalic ( was a labial (stable, stop) and over one hundred
entries in which 1t was a velar (stock, plastic). Thus, English has an MSC that prevents
homorganic noncoronals from flanking both sides of the vowel in sCVC sequences.

Consequently, it is concluded that, contrary to what Mester & Ito (1989) contend, MSC's
can treat coronal consonants as special. The English MSC discussed in this paper can only
be understood if /t/ in English lacks the Place Node but {abial and dorsal consonants do
not.? For it 1s only /t/ that is not subject to the MSC that prevents homorganic consonants
from flanking both sides of the vowel in sCVC sequences.®

YThere are a handful of other words that come to mind that violate the constraint hut which do not
appear in the computerized lexicon. These include spam, spymont spoof and spiffy. It may be that the MSC
preventing two homorganic noncoronal consonants from occurring in sCVC sequences is “tighter” if the two
consonants are both oral stops.

21t is also possible to conclude that English /t/ does not lack the Place Node rather it lacks the articulator
node Coronal. While | am unaware of evidence from English MSC’s that wonld help determine this, I am
assumning that it is the Place Node that is lacking. This is the case for other languages such as Fula where
Paradis & Prunet (1989h) show that for ({+anterior]) coranals it must be the Place Node that is lacking (and
not just the articulator node) in order for such consonats to be completely transparent to vowel spreading.

31t is interesting to note that while English has an MSC on sCVC sequences there appear to be no
svstematic constraints on CVC sequences. Such monesyllables as pipe. krck. tight. pub. cog, and toad with
homorganic consonants flanking both sides of the vowel occur in CV( sequences. We repress the temptation
to speculate on why the MSC onlv holds for sCVC sequences. but we do note that the constraint is not
idiosyncratic. MSC's on the homarganicity of other consonants are found in other languages such as Arabic
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Although we have so far argued that /t/ lacks the 'lace Node in English we have yet
to focus on other coronal consonants. It is briefly noted here that the evidence from other
MSC'’s in English is not incompatible with a view that coronal son. ~ants (/n/, /1/, and /r/)
lack the Place Node in underlying representation, whereas coronal stridents do not.

The MSC evidence rel: vant for coronal sonorants is inconclusive regarding whether these
sounds lack the Place Node. Consider, first, the coronal nasal /n/. English has an MSC
that prohibits sSNVN sequences (where N=any nasal). The coronal nasal is not exceptional
to this constraint. There are no sequences like snan in English monomorphemes. This MSC,
though, only implies that all nasal consonants in English must have the feature [+nasal] in
underlying representation. But this does not at all imply the presence of the Place Node
for /n/ (at least under a view of feature geometry in which [nasal] is located immediately
under the Root Node or the Supralaryngeal Node). As for /1/ and /r/, English has an MSC
that prohibits identical “quids from occurring in CLVL sequences (where L=liquid). Thus
potential sequences like plil or dror do not accur in English monomorphemes. The only
exception is slalom (although flail would also be exceptional if it is pronounced with a single
vowel). This MSC, though, only implies the presence of the featnre [lateral] in underlying
representation for the phonemes /lI/ and /r/. It does no., however, imply the presence of
the Coronal Node.? Thus English MSC’s relating to coronal sonorants are not incompatible
with a view that these sonorants lack the Place Node.

The evidence that coronal stridents require the Place Node in underlying representation
comes from an MSC that has been discussed by Clements (1988). He notes that Engiish roots
do not contain adjacent coronal stridents that are both [-+continuant].® This MSC assumes
the presence of the Coronal Node (and, consequently, the Place Node) in the underlying
representation of stridents.

In conclusion, based on the evidence from the English MSC’s discussed in this section,
/t/ (and assumingly /d/) lack the Place Node in underlying representation but coronal
stridents do not. The MSC evidence is inconclusive concerning the lack of the Place Node
in coronal sonorants.® Nonetheless, we have found in this paper that MSC’s ca.;, and do,
treat coronals as special. This finding shows that the contention of Mester & Ito (1989) that
“...homorganicity restrictions hold for ALL places of articulation, and no special status is

(McCarthy 198R) Javanese (Mester 1986) and Cambadian (Yip 1989).

*Levin (1988) has argued that the feature [lateral] is dominated by the Coronal Node. so that the presence
of the feature [lateral] implies the presence of the Coronal Node. However, here we follow the position of
Shaw (1988) in which it is argned that [lateral} cannot he dominated by the Coronal Node but is located
higher up in the feature geometrv tree.

“The MSC holds on a sequence of two strident fricatives, a sequence of a strident affricate and a strident
fricative, but not on a sequence of a strident fricative followed by a strident affricate (e.g. /Ss/ and /¢és/ do
not occur, but /s¢/ does occur as in eschew). This can be taken as evidence that affricates have the feature
values {-cont], {+cont] and that these features are sequentially ordered.

SThe interdental phonemes /8/ and /3 are not dealt with here becaus~ of their low frequency of
occurrence.
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accorded to the unmarked place...” cannot be maintained.

Moreover, our finding argues against the view of underspecification advanced by Clements
(1988) in which the Place Node is required to be present in underlying representation. The
English MSC forbidding homorganic noncoronals in sCVC sequences 1s best understood only
if /t/ is represented without the Place Node in underlying representation.

However, our finding for English is basically compatible with either a contrastive theory
of underspecification (e.g. Avery & Rice 1989) or more radical theories of underspecifica-
tion (e.g. Archangeli 1988). It is compatible with a contrastive theory of underspecification
because the only MSC that seems to require the presence of the Place Node for coronal con-
sonants is the MSC noted by Clements (and discussed above) which prohibits two adjacent
coronal stridents that are both [+continuant]. Coronal stridents are the only coronal conso-
nants in English that are contrastive for the feature [anterior] (ignoring the problem of how
English affricates-which are coronal stridents- should be represented). So the Coronal Node
would at least be posited for these consorants anyway under a contrastive theory of under-
specifcation. Our finding is also compatible with more radical versions underspecification
since some of the English coronal consonants must lack the Place Node.

While, as mentioned, our specific finding for English is basically compatible with either
a contrastive theory of underspecification or more radical theories, the MSC’s on homor-
ganicity of root consonants in Arabic discussed earlier seem incompatible with both. This
is because in Arabic there is no contrast between the voiceless anterior coronal stop /t/
and a corresponding nonanterior coronal. So both contrastive and radical theories of under-
specification would apparently posit that the Arabic /t/ should be represented without the
Coronal Node in underlying representation. But because Arabic /t/ is subject to an MSC
that prevents it from occurring with other coronal obstruents in the same root, the Coronal
Node must be present in the underlying representation of /t/. Consequently, the different
realizations of MSC's that are found in languages like English and Arabic provide support
for a theory of underspecification in which the presence of the Place Node for coronals is a
parameterized option. At least some English coronal consonants lack the Place Node whereas
Arabic coronal consonants do not.
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Abstract

Early discussions of the acoustic correlates of stress suggested that stressed sylla-
bles are produced with greater amplitude than unstressed syllables. More recently,
increased fundamental frequency (F0) change and duration have been demonstrated to
be more reliable cues of stress than increased amplitude. Nevertheless, none of these
acoustic parameters has been consistently connected with stress, and their relative
importance as cues for siress appears to vary across languages. Behne (1989) found
the early position of the maximum amplitude to be associated with stress in produc-
tion. The present study is an initiai investigation of early maximum amplitude as a
perceptual cue for stress in English and begins to address four interrelated points:

¢ Is an early maximum amplitude able to serve as a perceptual cue for stress?

e If so, does the relative maximum amplitude positions in two successive syllables
affect stress perception?

¢ How great must the maximum amplitude position difference be in two successive
syllables for a stress difference to be perceived?

¢ Does the maximum amplitude position affect stress perception of different vowels
in the same manner?

To date, the perception results from English support the production research showing
an early maximum amplitude to be associated with stress. The results suggest that
early discussions of amplitude as an important acoustic correlate of stress may not have
been far off, but that the position -~ rather than the relative level - of the maximum
amplitude is the pertinent parameter.
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Position of the Maximum Amplitude as a Perceptual Stress Cue
in English: Work in Progress

Stress refers to both the production and perception of prosodic salience. The production
of stress is not clearly attributable to a unique speech mechanism, but it has been closely
linked to & speaker using more muscular effort and energy than when there is no stress (Arm-
strong 1932; Coustenoble & Armstrong 1934; Ladefoged 1967; Lehiste 1970). The resulting
physiological state (e.g. increased subglottal pressure, vocal fold tension, and pulmonary
effort) gives rise to acoustic phenomena which are perceived as having greater prominence
(Ladefoged 1967; Lehiste 1970).

The smallest unit of spe>ch which can be more stressed than another is the syllable.
Inherent to a syllable are a basic F0, duration and amplitude. When syllables occur in
succession in speech, these acoustic parameters are adjusted in such a way that some syllables

become more salient than others. These acoustic properties appear to be carried primarily
by the nucleus of the syllable (Fry 1955; Oller 1973).!

Increased F0 Change, Duration and Maximum Amplitude as Stress Cues

Early discussions of the acoustic correlates of stress suggested that stressed syllables
are produced with greater intensity than unstressed syllables (Sweet 1890; Bloomfield 1933;
Jones 1960).> Although it was also suggested that stressed syllables are longer than un-
stressed syllables (Armstrong 1932; Paramenter & Trevino 1935) and that pitch change was
correlated with stress (Passy 1907; Stetson 1928; Sweet 1890), these were usually considered
only secondary cues to stress.

More recent investigations have demonstrated that intensity is not likely the important
acoustic correlate of stress it was originally believed to be, and that F0 change and duration
are stronger cues to stress than intensity. Fry (1955) synthesized English noun/verb pairs
such as “OBject/obJECT", systematically varying the vowel duration and intensity of both
syllables. Listeners perceived long, high intensity syllables as stressed, and short, low inten-
sity syllables as unstressed. With duration and intensity varying separately, vowel duration
provided listeners with a better cue to stress than intensity. Fry (1958) confirmed these
results and demonstrated that the presence of an F0 change was an even stronger perceptual
cue for stress than duration. A series of studies summarized in Bolinger (1958) lead to the
conclusion that FO change was the primary stress cue, and although duration covaried with
F0, intensity was not relevant as a cue to stress. Using synthetic nonsense syllables Morton

Although the smallest possible svllable has onlv the nucleus. which also seems to carry the acoustic
parameters associated with stress, strickly speaking the svilable should still be considered the smallest domain
of stress since consonants surrounding the nucleus can also influence acoustic properties of the syllable (e.g.
House & Fairbanks 1953; Delattre 1963)

3This gave rise to the term “accent of intensity”
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& Jassem (1965) also systematically varied FG, duration and intensity. Asin Bolinger (1958)
and Fry (1958), F0 change was found to be the strongest perceptual cue, and although more
intense, longer syllables were also likely to be perceived as stressed, the relative irapertance
of duration and intensity was not evident.

Acoustic investigation of natural speech has provided support for the results of perceptual
research. Lieberman (1960} analyzed noun/verb pairs like those used in Fry (1955, 1958).
Although he found F0 to be most strongly correl=tca with stress, intensity was found to be
more closely associated with stress than vowel duration.

In these studies, FO was consistentty found to provide the best cue for stress emong the
parameters investigated. However, Cutler & Darwin (1981) have shown that stress is still
perceived if FQ is held constant. That is, although syllables having a2 FO change are more
likely to be perceived as stressed, FO change does not need to be present for listeners to
perceive stress. '

In Behne (1989), these acoustic parameters were used as the basis for an investigation of
stress in a production task comparing English and French. As in English, previous research
for French has suggested that FO change is most closely correlated with stress; although
in English increased vowel duration appears to be a stronger cue of stress than increased
maximum amplitude, they seem to be equally important cues of stress in French (e.g. Rigault
1962).* The results generally confirmed these parameters as cues of stress for English, but
not for French. For English, the results show clear evidence of stress from increased F0
change and vowel duration, but not from an increased maximum amplitude. In French there
was little evidence of stress from increased F0O change, vowel duration or increased maximum
amplitude. The results were interpreted as evidence that the traditional acoustic parameters
are not sufficient for cuing stress.

Research into the acoustic nature of stress has not clearly shown that increased FO change,
duration and maximum amplitude are the only acoustic parameters relevant to stress; the
results for English have not been consistent and the importance of these traditional acoustic
correlates of stress appears to vary across languages.

Position of the Maximum Amplitude as a Stress Cue in Production

Behne (1989) investigated the shapes of the F0 and amplitude contours for stressed and
unstressed syl'ables. The F0 and amplitude contours were measured extensively in order
to develop models of the contours for stressed and unstressed syllables. By examining the
proximity and relative positions of the 1naximum and minimum F0 and amplitude, models
were used to explore the association of the contours’ shapes with stress for English and

3Fot a more indepth review of the literature on acoustic correlates of stress in French see Chapter 1i] in
Behne {1989).
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French. Investigation of F0 and amplitude contours revealed acoustic correlates of stress
beyond those which have traditionally been studied. In these contours the position of the
maximum amplitude was consistently associated with phrase-final and focal stress in both
English and French. In both languages the maximum amplitude occurred earlier in stressed
vowels than in unstressed vowels. The results are summarized in Table 1.4

Insert Table 1 about here

Based on these results, the present study was designed as a preliminary investigation of
the maximum amplitude position as a perceptual cue for stress. Although plans are being
made to extend this line of research to French, the present study focuses only on English.
Four interrelated points are addressed:

® Does the relative maximum amplitude positions in two successive syllables affect stress
perception?

e How great must the maximum amplitude position difference be in two successive syl-
lables for a stress difference to be perceived?

e Does the maximum amplitude position affect stress perception of different vowels in
the same manner?

¢ Is an early maximum amplitude able to serve as a perceptual cue for stress?

Method

Stimuli. The vowels /i, e, u, o/ were produced using the Klatt Synthesizer which allows
F0, formant frequencies and amplitude to be manipulated every 5 msec. All four vowels had
a duration of 345 msec. All vowels also had the FO contour presented in Figure 1, with the
F0 rising from 0 Hz at the start of the vowel to 98 Hz at 5 msec, and 100 Hz at 50 msec
staying at 100 Hz until 300 msec, then falling to 98 Hz at 340 msec and 0 Hz at 345 msec.
The formant frequencies for the four vowels are presented i igure 2.

Insert Figures 1 and 2 about here

*In addition, in English stress was associated with a falling amplitude contour, and in French, stress was
associated with a falling FO contour.
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Table 1

The meen relative position of the marimum emplitude for English from Behne (1989) pre-
sented tn terms of the percent into the vowel.

English | French
Stressed | 33.4% | 45.2%
Unstressed | 42.3% | 49.6%
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Model of the FO Contour
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Figure 1. The fundamental frequency contour used for all of the synthesized vowels.
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Figure 2. Formant variations of the synthesized vowels /i, e, u, of.
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For each of the four synthesized vowels, a set of 44 vowels was generated which differred
only in their amplitude contours, as is represented in Figure 3. The amplitude contours
of all 176 vowels (4 vowel types x 44 vowels in each set) had a 45 msec onset (0-45 msec)
and offset (300-345 msec), during which time the amplitude linearly increased and decreased
respectively between 0 and 50 dB. All vowels also had a2 maximum amplitude of 70 dB, with
linear interpolation from the onset to the maximum and from the maximum to the offset.
The only parameter of the amplitude contour which varied was the position of the maximum
amplitude, that is the distance of the maximum amplitude from the beginning of that vowel.
Within each vowel set, the position of the maximum amplitude shifted from 50 msec to 265
msec into the vowel in 4« steps of 5 msec, as is represented in Figure 3. For example, in the
first vowel within each of the four vowel sets, the amplitude rose from 0 dB at 0 msec to 50
dB at 45 msec, then rose to the maximum of 70 dB at 50 msec and gradually dropped to 50
dB at 300 msec, and then to ¢ dB at 345 msec. In the second vowel of each set, the onset
and offset remained the same but the amplitude rose from 50 dB at 45 msec to 70 dB at 55
msec, then dropped to 50 dB at 300 msec. In this manner, the position of the maximum
amplitude was shifted 5 msec later into the vowel successively for the 44 vowels in each set.

Insert Figure 3 about here

The 176 synthesized vowels were used to form vowel pairs. Every pair was composed of
two vowels which were qualitatively alike and separated by 50 msec of silence. Vowel pairs
were formed based on two factors of the maximum amplitude position: (1) amount different,
that is the amount of difference between the maximum amplitude positions of the first and
second vowel in a pair; and (2) direction different, that is whether the maximum amplitude
position in the first vowel of the the pair is relatively earlier (A <B) or relatively later (A>B)
than that of the second vowel of the pair.

Within each of the four vowel sets, every vowel was coupled with each vowel which had
a maximum amplitude in a position 10, 15, 20, 25, 30, 35, 40, 45 and 50 msec different
from itself, introducing nine experimental levels of amount different. For each of t.c nine
levels, the two vowels of each pair were arranged in two ways to introduce the second factor,
direction different; either the first vowel had an earlier maximum amplitude than the second
vowel, or the first vowel had a later maximum amplitude than the second vowel.

In addition, control vowel pairs were developed by pairing each of the 176 synthesized
vowels with a copy of itself. The control vowel pairs were intermixed with 64 filler vowel
pairs, 16 pairs for each of the 4 vowels. In the 16 pairs for each vowel, the first vowel in each
pair had a maximum amplitude positioned 105, 110, 115, 120, 125, 130, 135 or 140 msec
from the beginning of the vowel, and the second vowel had a maximum amplitude positioned
either 50 msec before or after that of the first vowel of the pair.
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Model of the Amplitude Contour
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Figure 3. Model of the amplitude contour for the four sets of vowels, with the onset and

.

offset remaining constant and the position of the maximum amplitude shifting within each
vowel set in 44 steps from 50 msec. Lo 265 msec. into the vowel
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Subjects. One hundred introductory psychology students at Indiana University partici-
pated in the study. All of the participants were monolingual, native speakers of American
English.

Procedure. For each of the ten levels (i.e. the control and the nine experimental levels)
of amount different, A<B and A>B pairs of the four vowels were randomized and presented
to ten subjects.

Each subject was seated in a booth which had & headset and a two-button response box.
Subjects were instructed that pairs of vowels would be presented over the headset and that
they were to decide as guickly as possible which vowel in each pair was strongest. If the first
vowel was strongest, the left button would be pushed; if the second vowel was strongest, the
right button would be pushed. Subjects were told to make a response for all vowel pairs.
Before starting, subjects heard and responded to five practice vowel pairs. Subjects had up
to 5 seconds to respond to a vowel pair before a light signaled that the next vowel pair was
about to be presented. Subjects’ responses were automatically recorded.

Results and Conclusions

The expectation that. of the two vowels in each pair, the member with the earlier max-
imum amplitude wouki be perceived as stressed was used as the baseline for tabulating
subjects’ responses. In A<B pairs, the maximum amplitude is earlier in A than in B, and
in A>B pairs, the maximum amplitude is earlier in B than in A; the number of A responses
for A<B pairs and the number of B responses for A>B pairs were tabulated.

To date, the data have not been fully analyzed; however the general tendencies of the
results are discussed here from two perspectives. First, within each of the ten levels of
amount different, separate omnibus analyses of variance were conducted for the two levels
of directions different (A<B) and (A>B).® In each analysis of variance, there were two
factors: (1) maximum amplitude position, using the member of the vowel pair with the
earlier maximum amplitude as a reference point, and (2) vowel type (i.e. /i, e, u, o/). The
F-values are presented in Table 2.

Second, the data will be considered in terms of the results in Behne (1989). As is partially
shown in Table 1, Behne (1989) found the position of the maximum amplitude in English
to be an average of 33.4%, but as early as 29.9%, into a stressed vowel, and an average of
42.3%, but as late as 47.7%, into an unstressed vowel. In terms of the 345 msec vowels
in the present study. vowels with maximum amplitudes positioned from approximately 105
msec (30.0%) to 115 msec (32.9%) are expected to be perceived as stressed compared to
those with maximum amplitudes positioned from 150 msec (42.9%) to 165 msec (47.1%), a

e significance level of 0.05 is aécepted as a standard for this investigation. Although not accepted as
significant, F-values at 0.25<p<0.05 are noted.
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difference in position of at least 35 msec. For the purposes of this progress report, the range
of maximum amplitude positions from 105 msec to 165 msec, and the amount different from
35 msec to 50 msec will be referred to as the delimited data. Lines of best fit for these data
are presented in Figures 5 through 12.

The Control Condition

Two points should be noted concerning the data from the control group. First, as would
be expected, the maximum amplitude position is not a significant source of variance for
the control group [F(43,1584)=0.54; n.s.]. This finding indicates that stress perception of
identical vowels does not generally vary systematically across the different maximum ampli-
tude positions. Second, vowel type is a significant source of variance for the control group
[F(3,1584)=8.95; n.s.]. The lines of best fit in Figure 4 suggest that subjects perceive the
first member of /o/ vowel pairs as slightly more stressed than the second, and the second
member of /i/ vowel pairs as more stressed than the first, with closer to chance responses
for /u/ and /e/. Although the interaction of maximum amplitude position and vowel type
is not significant [F(129,15840=0.9008; n.s.]., these tendencies appear to become stronger as
the maximum amplitude position becomes later. This point will be explored further with
more focused statistical analysis of the means and be discussed in a later report.

Insert Figure 4 about here

Does the relative position of the maximum amplitnde in two successive
syllables affect stress perception?

The analyses performed to date do not directly address a difference between A<B and
A>B vowel pairs; however, as is shown in Table 2, the maximum amplitude position is
a significant source of variance more frequently across the levels of amount different for
A>B vowel pairs than for A<B vowel pairs. A comparison of Figures 3-8 with Figures 9-12
illustrate a strong tendency within the delimited data for A<B vowel pairs to receive fewer
than chance first vowel responses, but for A>B vowel pairs to receive greater than chance
second vowel responses. The data suggest that an early amplitude peak is more effective as
a cue for stress in the second of two successive syllables. This point will be explored further
with more focused statistical analyses and in a later report conclusions will be discussed in
terms of other declination effects for acoustic correlates of stress.

Insert Table 2 about here
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Figure 4. Lines of best fit for the four vowels in the control condition, plotting the percent
of responses in which subjects perceived the first member of a vowel pair as more stressed
than the second member. For the control condition, the percentile remaining above each line
of best fit in this figure is the percent of responses in which subjects perceived the second
member of a vowel pair as more stressed than the first member. The choice to plot responses
for the first member rather than second member of vowel pairs for the control condition was
arbitrary.




Table 2

F-values for mazimum amplitude position and vowel type at cach of the ten levels of amount
different and the two levels of direction different.

Amount | Maximum Amplitude Vowel
Different Position Type
Control 0.54 9.10%**
Direction Different
A<B A>B A<B A>B
10 msec | 0.77 0.92 16.74 *** | Q32 **x

15 msec | 1.24 + | 1.64 ** 68.42 **¥ | 5617 K+

20 msec | 1.47 * [ 3.08 * 18.72 **% | 25,08 %+
25 msec | 0.98 128 ++ | 0.93 0.43
30 msec | 1.00 0.82 10.43 *** 1 1028 **+
35msec | 1.18 + {160 + .70 *** 11332 ¢
40msec | 1.24 + | 0.96 13.27 %+ 1 10.72 ***
45 msec | 1.07 1.26 + 11.28 *** | 546 ***
S50 msec | 1.27 4 | 2.68 *** | 2408 *** | .26 ***

+ p>0.25

++  p>0.10

*op>0.05

™ p>0.01

¥ op>0.001
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Insert Figures 5 through 12 about here

———n

How great must the maximum amplitude position difference be in two
successive syllables for a stress difference to be perceived?

As was mentioned above, based on the production task in Behne (1989), a 35 msec po-
sition difference is expected to perceptually distinguish stressed and unstressed syllable. If
an early amplitude peak provides a perceptual cue to stress, an amount different of approx-
imately 35 msec should be a large enough difference for perception.® The F-values for the
levels of amount different show that stress perception is affected by maximum amplitude po-
sition differences as small as 15 msec for A>B pairs [F(40,1476)=1.64; p>0.01}, and 20 msec
for A<B pairs [F(39,1440)=1.47,p>0.05]. Maximum amplitude position differences between
25 msec and 45 msec do not clearly appear to be influencing stress perception; this point
will be investigated further with more detailed analysis of the means across the maximum
amplitude positions.

Does the maximum amplitude position affect stress perception of different
vowels in the same manner?

As has been mentioned, stress perception of different vowels varied in the control group.
The F-values in Table 2 reveal that stress perception also varied among the four vowels in the
experimental levels of amount difference. A comparison of the vowels for the delimited data
shown in Figures 5-12 further demonstrates a difference among the vowels. One outstanding
characteristic in these figures is the tendency for /u/ to behave unlike the other vowels;
although not clearly explainable at this point, the results seem to reflect subjects’ comments
that /u/ trials seemed particularly difficult. Although stress perception varying across vowel
type does not appear to be systematically associated with vowel characteristics such as height
or frontedness/rounding, a closer look at the stimuli and means will be necessary.

SUnlike the stimuli in the present study. the stressed and unstressed syllables in the production research
of Behne (1989) were not sequential. For stressed and unstressed syllables occurring sequentially, a smaller
amount different than 35 msec might be expected.
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Delimited Data:
35 msec Position Difference for A<B
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Figure 5. Lines of best fit for the delimited data of the four vowels, plotting the percent of

responses in which subjects perceived the first member of a vowel pair as more stressed than
the second member when the maximum amplitude position of the first member is 35 msec.
earlier than that of the second member.
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Delimited Data:
40 msec Position Difference for A<B
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Figure 6. Lines of best fit for the delimited data of the four vowels, plotting the percent of
responses in which subjects perceived the first member of a vowel pair as more stressed than
the second member when the maximum amplitude position of the first member 1s 40 msec.
earhier than that of the second member.



Delimited Data:
45 msec Position Difference for A<B
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Figure 7. Lines of hest fit for the delimited data of the four vowels, plotting the percent of
responses in which subjects perceived the first member of @ vowel pair as more stressed than
the second member when the maximum amplitude position of the first member is 45 msec.

earlier than that of the second member.

26D 268

(2

A



Delimited Data:
§0 msec Position Difference for A<B
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Figure 8. Lines of best fit for the delimited data of the four vowels, piotting the percent of
responses in which subjects perceived the first member of a vowel pair as more stressed than
the second member when the maximum amplitude position of the first member is 50 msec.
earlier than that of the second member.
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Delimited Data:
3§ msec Position Difference for A>B
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Figure 9. Lines of best fit for the delimited data of the {our vawels, plotting the percent of
responses in which subjects perceived the second member of a vowel pair as more stressed
than the first member when the maximum amplitude position of the second member is 35

msec. earlier than that of the first member.
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Delimited Data:
40 msec Position Difference for A>B

100
S0 =
80 - -
g 70 -
'= R
g fof
.5 [HG LITIYTTL YT EPr P P LTI TETYY XYY UL PR LYPY TY Y PY YL ELT LI Y AL PP LL LY LYY NPT Y Y LT L L]
E 40 w/ _
4
é“. 30 + -
20 4 "
10 « -
0 Y

¥ L ) 1] L] L} 1} R Rl T
106 110 11§ 120 125 130 135 140 145 150 185 1860 165

Maximum Amplitude Position

Figure 10. Lin-. of best fit for the delimited data of the four vowels, plotting the percent of
responses in which subjects perceived the second member of a vowel pair as more stressed
than the first member when the maximum amplitude position of the second member is 40
msec. earlier than that of the first member.
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Figure 11 11. Lines of best fit for the delimited data f the four vowels, plotting the percent of
responses in which subjects perceived the second member of 2 vawel pair as more stressed
than the first member when the maximum amplitude position of the second member is 49
msec. earlier than that of {he first member.
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Delimited Data:
50 msec Position Difference for A>B
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Figure 12. Lines of best fit for the delimited data of the four vowels, plotting the percent of
responses in which subjects perceived the second member of a vowe] pair as more stressed
than the first member when the maximum amplitude position of the second member 1s 50
msec. earlier than that of the first member.
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Is an early maximum amplitude able to serve as a perceptual cue for stress?

For the ten levels of amount different and two levels of direction different, the F-values
of the maximum amplitude position factor are presented in Table 2. The results in Table 2
do not overwhelmingly show evidence that an early maximum amplitude provides a strong
acoustic cue for stress; that is, although the F-values for the maximum amplitude position
are not consistently significant for an amount different which is greater than at least 35 msec
for either A<B or A>B vowel pairs, they suggest that stress perception is being influenced
by the position of the maximum amplitude. In addition, the delimited data presented in
Figures 5-12, especially for A>B vowel pairs, show a tendency toward response differences
due to the early position of the maximum amplitude.

In summary, the present study was designed to provide an initial investigation of the
maximum amplitude position as a stress cue in perception. To date, the data tend to support
the hypothesis based on previous production research, that an early maximum amplitude
is associated with siress. The maximum amplitude position appears to influence stress
perception in such a way that a position difference of 15 msec may be large enough for a
stress difference to be perceived. However, the the relative maximum amplitude positions
in successive syllables appears to differentially affect stress perception. Furthermore, the
perception of stress as a function of maximum amplitude position appears to be dependent
on vowel type. Two points should be emphasized: First, the results have only been partially
analysed at this point and conclusions will be held until the data have been more fully
addressed. Second, this study is an initial investigation of the maximum amplitude position
as a stress cue in perception and, consequently, generalizations of the results to natural
speech are limited at this point. Nevertheless, the exploratory nature of this study and
further analysis of the data hopefully will provide insight into the acoustic nature of stress.
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Abstract

Delattre (1965) has characterized English vowels as being lower, more central, and
less rounded than the predominantly high, front, rounded French vowels. In the present
study, Delattre’s comparison is experimentally investigated by comparing the first and
second formant frequencies of English and French vowels which occur in both languages.
The results suggest that (1) high vowels tend to be higher in French than in English,
(2) /a/tends to to be lower in English than in French, (3) high and mid vowels tend
to be more central in English than French, (4) rounded vowels tend to have greater lip
rounding in French than in English, (5) front vowels are higher and more fronted in
French than in English, and (6) back vowels have greater pharyngeal constriction in
English than in French. Although Delattre’s description of English and French vowels
is generally supported by the results, it does not fully the characterize the differences
demonstrated between the vowels common to English and French.
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A Comparison of the First and Second Formants of Vowels
Common to English and French

Delattre (1965) has described the English vowels as being lower, more central, and less
rounded than the predominantly high, front, rounded vowels of French. Specifically, he
describes the following differences:

1. The high vowels are lower in English than in French.

2. The low vowels are lower in English than in French.

3. The high and mid vowels are more central in English than in French.

4. The rounded vowels are less rounded in English than in French.

Although Delatire’s comparison of English, French, German and Spanish was an exper-
imental investigation, the procedure used in reaching the characterization of vowel quality
in English and French is not explicitly stated. In the present study, Delattre’s description is
reconsidered experimentally by comparing the F1 and F2 of vowels common to English and
French, /i, e, €, u, 0, 5, a/.

To investigate the relative height, centrality and roundedness of English and French
vowels, Delattre’s comparison can be restated in terms of F1 and F2 relationships which are
summarized in Table 1.

Insert Table 1 about here

First, Delattre’s comparison addresses two points of vowel height: (a) the high vowels,
/i/ and /u/, are higher in French than in English, and (b) the low vowel, fa/, is higher in
French than in English. Since F1 is lowered by front oral cavity constriction and raised by
pharyngeal constriction, the F1 of /i, u, o/ ought to be lower in French than in English.
The frequency of F2 is raised by front tongue comstriction and lowered by back tongue
constriction; consequently, the front vowel, /i/, ought to have a higher F2 in French than in
English, and the back vowel, /u/, ought to have a lower F2 in French than in English.

Second. Delattre descrihes French vowels as heing more extreme than Fnglish vowels;
specifically, the high and mid vowels, /i, e, £, u, o, 5/, are characterized as being more
central in English than in French. Because F2 becomes higher with increased front tongue
v nstriction, the F2 of the high and mid front vowels, /i, e, €/, ought to be higher in French
than in English. The increased back tongue constriction which lowers F2, ought fo result in
the F2 of the high and mid back vowels, /u, o, o/, being lower in French than in English.

Finally, Delattre describes vowels as heing more rounded in French than in English. Since
the formant frequencies of both F1 and F2 tend to be lower with increased lip rounding, F1
and F2 of the rounded vowels, /u, o, 5/, are expected to be lower in French than English.



Table 1

The expected relative formant frequencies of English and French based on Delattre’s descrip-
tion.( "—" signifies that the relationship was not predictable from Delattre’s description.)

F1 F2

/i/ | French < English | French > English
/ef - French > English
/el — French > English

/u/ | French < English | French < English
/o/ | French < English | French < English
/2/ | French < English | French < English
/a/ | French < English —
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These F1 and F2 expectations are investigated in order to compare the relative height,
centrality and roundedness of vowels common to English and French.

Method

Subjects. Fourteen monolingual speakers of American English and fourteen monolingual
speakers of French participated in the project.! In order to limit inter-speaker variance as
much as possible, all participants were men between twenty and fourty-five years old.

Stimuli. Stimuli were developed using the seven distinctive vowels common to English
and French: /i, e, €, u, 0, 5, a/. Each vowel was contained in a real, monosyllabic English
word and French word. All vowels except /e/ were nested between two consonants. Since /e/
occurs only in open syllables in French monosyllabic words, /e/ was used in an open syllable
in both the French and the English words in order to maintain parallelism between the stimuli
for the two languages. The consonants surrounding the target vowels in both languages were
limited to the unvoiced alveolar obstruents /t/ and /s/ which (2) allowed real words to be
used for all target vowels in both languages, and (b) controlled for variation in formant
frequencies resulting from differences in voicing and place of articulation. When possible,
the consonant environment for a particular vowel was identical for the two languages. The
English and French stimuli for the seven vowels are listed in Table 2.

Insert Table 2 about here

Procedure. A recording was made of each American subject saying each English word in
the context “Say __ ", and of each French subject saying each French word in the context
“Cest __", meaning “This is __". These environments were chosen because they provide
a semantically neutral carrier sentence with a phoneticaily similar (i.e. [se]) context.

The F1 and F2 of each subject’s production of the seven vowels were measured using
the autocorrelation method of LI’C (14 coefficients) and peak picking method of formant
estimation (both from ILS software package). To ensure that the formant frequencies being
collected were from the steady state of the vowel, the formant frequencies were measured
near the center of each vowel.

1Al of the American subjects were originally from the midwest and French subjects were from a variety
of regions in France.
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Table 2

English and French stimulus words in which the scven target vowels were tested.

ENGLISH FRENCH

/i/ | seat /sit/ | ctte  /sit/
/e/ | say /se/ |the  /te/

/e/ | set Jset/ | cette /set/
Ju/ | toot /tut/ | toute /tut/
[o/ | tote [tot/ | saute /sot/
/>/ | saught /[sot/ | sotte /sot/
Ja/ | tot [tat/ | tate  /tat/
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Results and Conclusions

In order to avoid distorting interlanguage differences and similarities with inter-speaker
variance of a language, analysis of variance was used to compare the vowel patterns of English
“and French .? Analysis of variance allows variance among vowels common to English and
French and spoken by different subjects to be broken down so that the source, or sources, of
the variance can be systematically identified. Separate two-factor analyses of variance were
conducted for the F1 and F2 of the target vowels in English and French. The mean formant
frequencies for each vowel and for each langnage are presented in Table 3 and displayed in
Figure 1. The mean formant frequencies for front, back and rounded vowels are presented
in Table 4.

Insert Tables 3, 4 & 5, and Figure 1 about here

First Formant. The average frequency of F1 in English vowels (% =512Hz) is greater than
in French vowels (% =419Hz), [F(1,26)=73.91; p<0.001].% Separate analyses of F1 for front
and back vowels demonstrated a higher F1 for front vowels (i.e. less oral constriction) in
English (% =451Hz) than in French (% =373Hz), [F(1,26)=61.86; p<0.001], and a higher F1
for back vowels (i.e. greater pharyngeal constriction) in English (% =559Hz) than in French,
(% =454),[F(1,26)=59.91; p<0.001]. Rounded vowels, all of which are included in the group
of back vowels, were also found to have a significantly higher F1 in English (% =493) than
in French (% =390), [F(1,26)=59.53; p<0.001].

Second Formant. The average frequency of F2 was not significantly different for for
English and French vowels [F(1,26)=3.9; p<0.10]. Separate analyses of front, back and
rounded vowels compared English and French F2 frequencies. Front vowels had a higher F2
(i.e. greater front tongue constriction) in French (% =1912Hz) than in English (% =1813),
[F(1,26)=4.9: p<0.05]. Wo significant F2 differences were found between English and French
back[F(1,26)=0.26; n.s.| or rounded [F(1,26)=0.00; n.s] vowels.

Vowel Height, Centrality and Roundedness. In order to identify specific differences ad-
dressed by Delettre's comparison of English and French vowels, analyses of variance for F1
and for F2 compared each vowel across English and French. The results of the analyses of

?Disner (1988) points out that the normalization procedures intended to extract between speaker variance
. in many studies of vowel quality use a correction factor which is not appropriate for comparing vowel systems
across languages.

3The significance level of 0.05 is accepted as standard for this investigation. Although not accepted as
significant, F-values at 0.10<p<0.05 are noted, and other nonsignificant F-values are marked "n.s.”



Table 3

Mean F1 and F2 frequencies for the seven target English and French vowels.

ENGLISH | FRENCH
F1 F2 | F1 F2
/i/ | 310 2095 | 262 2043
fe/ | 464 1799 | 364 1069
fe/ | 579 1546 | 494 1724
Ju/ | 340 1237 | 284 1062
/o] 1504 944 | 397 939
>/ | 635 1105 | 488 1277
/a/ | 755 1332 | 646 1400
% = | 512 1437 | 419 1489




Mean F1 and F2 frequencies for front /i, e, €/, back /u, o, 5, o/ and rounded /u, o, 5/

English and French vowels.

Table 4

ENGLISH
F1 F2

FRENCH
FI F2

Front
Back
Rounded

451 1813
999 1155
493 1095

373 1912
454 1172
390 1093




Table 5

The relative formant frequencies of English and French. (Capitals indicate that the results
concur with Delattre’s (1965} description;, "—" signifies that the relationship was not pre-
dicteble from Delattre’s description.)

F1 F2
/i/ | FRENCH < ENGLISH n.s
/ef — FRENCH > ENGLISH
/e/ — FRENCH > ENGLISH
/u/ | FRENCH < ENGLISH | FRENCH < INGLISH
/o/ | FRENCH < ENGLISH n.s.
/>/ { FRENCH < ENGLISH French > English
| e/ | FRENCH < ENGLISH —
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variance for the means in Table 3 are presented in Table 5.

1. Are the high vowels lower in English than in French?

Greater tongue height lowers F1, raises the F2 of front vowels and lowers the F2 of back
vowels. The English and French F1 frequencies for /i/ and /u/ were compared. For both /i/
[F(1,26)=24.14; p<0.001] and /u/ [F(1,26)=14.31; p<0.001}, F1 was lower in French (/i/ %
=262;/u/,Xx =284) then in English (/i/,x =310;/u/,%x =340). Comparing the English and
French F2 frequencies for /i/ and /u/, no significant difference was found between the F2 of
/i/ in English (% =2095Hz2) and French (% =2043Hz), [F(1,26)=0.57; n.s.], but the F2 of /u/
was significantly lower in French (% =1062Hz) than in English (x =1237Hz), [F91,26)=4.87;
p<0.05]. The results indicate that /u/ is, and /i/ tends to be, qualitatively higher in French
than in English.

2. Is /a/ lower in English than in French?

Lowering a back vowel, such as /a/, resuits in a higher F1 associated with pharyngeal
constriction and a lower F2 due to back tongue constriction. The mean F1 for /a/ is signif-
icantly higher [F(1,26)=19.49; p<0.001] in English (X =755Hz) than in French (% =646Hz).
Although the F2 of /a/ is lower in English (¥ =1332Hz) than in French (X =1409Hz), the
difference was not statistically significant [F(1,26)=4.22; p<0.10]. As a whole, the results
suggest that /a/ is qualitatively lower in English than in French.

3. Are the high and mid vowels more central in English than in French?

The frequency of F2 rises when {ront tongue constriction increases, and lowers when back
tongue constriction increases. A comparison of the English and French F2 frequencies for
each of the high and mid vowels shows:

(a) no difference between the F2 of/i/ in English and in French
[F(1,26)=0.57; n.s};

(b) the F2 of /e/ is higher in French (x =1969Hz) than in English (X =1799)
[F(1,26) = 9.36; p<0.01};

(c) the F2 of /e/ is higher in French (X =1724Hz) than in English (x =1546)
[F(1,26) = 33.72; p<0.001];

(d) the F2 of /u/ is lower in French (x =1062) than in English (% =1237Hz)
[F(1,26) = 4.87; p<0.05];

(e) although, the F2 of /o/ is slightly lower in Frenca (% =939) than in English (%
=944), the diflerence was not significant [F(1,26)=0.01; n.s.];

(f) the F2 of /5/ is higher in French (x =1277Hz) than in English (x =1105)
[F(1,26) = 23.51; p<0.001].



The vowels /e, €, u, o/ appear to be more central in English than in French, but /i/ and /o/
do not clearly follow the pattern of the other high and mid vowels.

4. Are the back round vowels less rounded in English than in French?

Lip rounding is associated with a general lowering of formant frequencies. A compar-
ison of English and French showed that the F1 of rounded vowels is significantly lower
[F(1,26)=>59.53; p<0.001] in French(x =390Hz) than in English (x =493Hz). However,
no significant difference was found between the mean English and French F2 frequencies
[F(1,26)=0.00; n.s.]. Investigation of individual rounded vowels demonstrated a signifi-
cantly lower F1 for /u/ !F(1,26)=14.31; p<0.001], fo/ [F(1.26)=25.16; p<0.001] and /3/
[F(1,26)=26.45; p<.001] in French (/u/, ¥ = 284Hz; fo/, X =39THz; />/, X =488Hz) than in
English (/u/, X = 340Hz; /o/, X =504Hz; />/, X =635Hz). The F2 of /u/ was lower in French
(% =1062Hz) than in English (% =1237Hz), [F(1,26)=4.87; p<0.05], but higher for /o/ in
French (X =1277Hz) than in English (% =1105Hz), [F(1,26)=23.51; p<0 (01]. No significant
difference was shown between English and French for the F2 of /o/ {F(1,26)=0.01 - <]. The
combined results of F1 and F2 suggest a tendency for the back, rounded vowels to be more
rounded in French than in English.

In summary F1 and F2 measurements of the vowels common to English and French were
used to reconsider Delattre’s comparison of English and French vowels. The analyses of
height, centrality and roundedness for /1, ¢, €, 1, 0, o, ¢/ lead to the following conclusions:

1. The high vowels are generally higher in French than in English.

2. The low back vowel tends to be lower in English than in French.

3. High and mid vowels tend to be more central in English than in French.

4. Back rounded vowels tend to have less lip rounding in English than in French.

Beyond addressing Delattre’s descriptions of English and French vowels, the results in-
dicate that front vowels are produced with more front oral constriction and front tongue
constriction in French than in English, and that back vowels are produced with greater pha-
ryngeal constriction in English than in French. Although these conclusions generally support
Delattre’s comparison of English and French vowels, the systematic relationships Delattre
suggested do not fully characterize the differences demonstrated between the English and
French vowels. A comparison of the vowels common to English and French appears to be
somewhat more complex than Delattre proposed. |
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Abstract

Young and elderly listeners were compared on word identification performance in
noise as a function of target word frequency. phonetic similaritv neighborhood, and de-
gree of semantic context provided by the carrier sentence. The 10 elderly listeners had
pure-tone thresholds better than 65 dB HL at frequencies below 4000 Hz and all were
older than 65 vears of age. The voung listeners were 10 normal-hearing undergraduzte
volunteers between 18 and 32 vears of age. Sentences were presented monaurally (85
dB SPL) over ear, ..ones in speech-peak shaved noise at -2 dB §/N; the task was to
identify the last word of each spoken sentence. Each target word was categorized on the
hasis of word frequency and its phonetic similarity to other words in the lexicon, and
each word was presented in two sentence frames differing in terms nf semantic context.
While semantic context was alwavs beneficial. the elderly gronp showed a larger word
frequency effect in the presence of semantic context and a reduced effect in the absence
of context relative to the vounger listeners. Some age-related changes associated with
receptive speech communication may reflect an increased reliance on semantic and lexi-
cal information as compensation for degraded peripheral and central encoding. A word
frequency by phonetic similaritv interaction also was evident in the data, indicating
agreement with the Neighborhood Activation Model, and further demonstrating that
word frequency effects occur after acoustic-phonetic pattern recognition.



Age Differences in Spoken Word Identification:
Effects of Lexical Density and Semantic Context.

Studies of speech reception difficulties of elderly and hearing-impaired listeners may give
insight into some longstanding issues central to the topic of speech perception in general. For
example, a critical 1ssue within the speech perception literature has been the specification of
peripheral and central encodings and their influence on word recognition and identification
processes. In the gerontology literature, this same problem. the separation of sensory and
cognitive influences, has become a central issue, a prerequisite for understanding aging and
its accompanying deficits in speech perception and language comprehension.

Difficulty with receptive speech communication is a major complaint ameng the elders of
our population. Studies of communication deficits of older persons have increased in recent
vears, partly due to demographic forecasts indicating that the growing number of elderly in
our society will strain social and health-related resources as we enter the next century. The
Bureau of the Census predicts that by the year 203! the number people over 65 years of age
will be 52 million, or up to 21 percent of the total population. Hearing deficits associated
with aging are often confounded with other age-related deficits, and as a result, the loss of
speech receptive abilities may not be attributed exclusively to sensary deficits; often there
are underlying central etiologies (e.g., Bergmann. Blumefield & Levitt. 1976; Ford & Reth,
1977; Hayes & Jerger, 1979; Bosatra & Russalo, 1982; Weinstein & Ventry, 1983: Welsh,
Welsh & Healy, 1985; Jerger, et al., 1989). Thus. to tackle this problem eflectively it is
necessary to gain a fundamental understanding of how speech is processed by voung and ald
alike. including the nature of acoustic-phonetic encodings, lexical decision processes. and the
role of syntactic and semaniic context comprehension.

The elderly listener has several important auditory and cognitive characteristics that are
distinct from the young normal-hearing listener typically employed in basic speech research.
Tha peripheral auditory system of an elderly listener is likely to be impaired from a lifetime
of acoustic insults; a partial list would certainly include noise exposure in the home and
workplace, as well as exposure to ototoxic drugs (cf. Lowell & Paparalla. 1977; Butler &
Gastel, 1979; Cervellera & Quaranta, 1982). Elderly adults also have a knowledge base built
up over a lifetime that allows them to compensate for the slowing of cognitive processes in
general (Lorshach & Simpson, 1983; Wingfield. Poon, Lombardi & Lowe, 1985; Roedder &
Cole, 1986) as well as the lack of stimulus specificity caused by sensory degradation (e.g..
West & Cohen, 1985; Stinson & Tracy, 1983; Spilich & Voss, 1983; Cohen & Faulkner,
1983). Nonacoustic knowledge sources have heen known for some time to also contribute
to the identification of words in normal continuous discourse (e.g.. Marlsen-Wilson & Tylor,
1980: Salasoo & Pisoni. 1985). Thus. studies of the elderly listener may offer unique insights
into the speech perception mechanism itself.

Before continuing. several terms that will be used throughout the following report require
definition. Using the conventions of Salasno & Pisoni (1985). the term “word identification”
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refers Lo the listener’s understanding, or belief. whereas “word recognition” refers (o lower
order acoustic-phonetic pattern matching processes. “Lexical access” refers to the retricval
or activation of an item in working memory by connecting an internal representation derived
directly from the speech input with its assoctated lexical representation in memory.

It may not be surprising that semantic context provides additional information available
to the listener for use in deciphering the speech code; however, exactly how and when this
information is employed is not completely understood. Marlsen-Wilson & Tyler (1980) found
that listeners needed less than half of the acoustic-phonetic code in order fo understand
words in normal sentence contexts. Further support comes from studies that have used a
stimulus gating paradigm to measure the minimum acoustic-phonetic input required for word
identification (Grosjenn, 1980; Cotton & Grosjean, 1984; Calasoo & Pisoni, 1985). These
studies showed that less stimulus information was required to identify words in sentences
compared to identification of the same words in isolation. Further, the initial word segments
were more important than ending segments, and were interpreted as reflecting a shift in
information processing from bottom-up to top-down within the word identification process
i self.

Grosjean (1980, 1985) found that incorrect responses in the gating task included »t only
acoustically similar words, but semantically related words as well. These data were used by
Grosjean as evidence against the claim that only acoustic-phonetic information was used to
compose the set of possible lexical candidates. His conclusion was that 8 model similar to
Morton's {1979) interactive logogen model was required tc explain these data, where both
acoustic and nonacoustic knowledge sources tnteract to select a possible word candidate.

A recent study by Salasoo & Pisoni (1985) has provided support for Marlsen-Wilsen’s
“principle of bottom-up priority.” Acoustic-phonetic patterns are the primary source of infor-
mation used to form a set of lexical candidates accessible from long-term memory, although
semantic and syntactic information available from sentence contexts also provide additional
candidates to the pool of potential words. The balance between these sources of knowledge
in bottom-up and top-down processes allow the listener to comprehend speech even when
the encoding is impoverished er ner hy notse or sensory impairment.

The results of several recent studies from the Speech Research Laboratory at Indiana
Univessity have reduced the set of viable models in the literature to a suhset of only a few.
including the Neighborheod Activation Model (NAM) of Luce {1986). The NAN model
captures many aspects of the word recognition process. and will serve as the basis of the
present discussion.

Goldinger, Luce & Pisoni (1989) have recently provided additional data to support the
Neighborhood Activation Model. The NAM assumes that the recognition of spoken words
is characterized by a process in which phonetically similar words in memory initially are
activated. Then, the member of the activated set that is most consistent with the acoustic-
phonetic information in the speech waveform is selected. Further, it is assumed that word

280

252



frequency biases responses toward the more likely, or frequent, members of the activated
neighbothood (Luce, 1986; Luce. Pisoni & Goldinger. in press).

Assuming that the acoustic-phonetic code is degraded for the elderly listeners as com-
pared to the younger listeners, the degraded stimulus leads to an inherently larger neigh-
horheod of phonetically similar words. The impoverished sensory encoding of the elderly
auditory systems leads to acoustic-phonetic encodings that are “fuzzy”, resulting in greater
similarity to more possible elements in the lexicon relative to a well-specified stimulus. Thus.
one consequence of an impaired auditory system is that lexical similarity neighborhoods may
be larger than they would otherwise be in a younger adult.

Word frequency effects should also be diminished for stimuli that are ill-defined. In the
Neighborhood Activation Model. the size of the neighborhood would be dense, and although
high-frequency words would be more likely. the ratio of stimulus frequency to neighborhood
frequency would tend to be dominated by the ncighborhood frequencies.

To summarize the predictions thus far, for a degraded stimulus encoding, the denominator
term in the Neighborhood Activation Model becomes large, since it increases with increasing
neighhorhood size, leading to a decrease in the probability of correct identification of :
stimulus word. In addition, frequency biases should become less evident as a result of poorly
specified stimuli. If the number of lexical neighbors is large, then the relative influence
of their combined frequency weightings dominates the ratio of stimulus to neighborhond
frequency. Thus, the model predicts that a degraded acoustic-phonetic representation will
not only lead to longer recognition times and less accurate identification, but to diminished
frequency effects as well.

The purpose of the present study was to examine the perceptinn of words embedded in
sentences of varying degrees of semantic content. Both young and elderly listeners were used
to examine interactions between lexical and semantic processes underlving speech percep-
tion. Previous studies have used young normal-hearing subjects and typically have emploved
words in isolation in quiet listening environments. The present study differs from earlier stud-
ies in several significant aspects. The stimuli were limited to CN(' constructions embedded
in sentence frames that provide varying degrees of semantic context, or predictability. Fur-
thermore, the stimuli were presented in a spectrally shaped noise at a signal-to-noise ratio
known to elicit performance levels in the range of 20 to 81 percent. dependent on the se-
mantic content of the carrier sentence. Properties of the noise shaping are discussed below .
but the arrangement is such that there should be no interaction with hearing sensitivity
characteristics.

e
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Method

Subjects. Subjects were 10 voung adult hsteners with normal hearing and 10 e} lerly
hearing-impaired listeners with mild-to-moderate losses of unspecified etiology.

The voung subjects were recruited through an intraductory psychology class at Indiana
University and received instructional credit. All of the young subjects were native speakers
of English, and none reported any deficit in hearing sensitivity or had any history of auditory
disfunction. The average age of the young listener population was 20.2 vears.

The elderly listeners were recruited from a subject pool in the Speech and Hearing Sci-
ences Department at Indiana University. All clderly subjects were paid for their participation
in the study. The ages of the elderly listeners ranged from 65 to 83 vears. Only subjects
exhibiting less than a 70 dB (BL) loss of auditory sensitivity (re: ANSI §3.6-1969) at all
frequencies below 4000 Hz were included in the study.

Stimuli. Stimulus target words were selected from the Lehiste & Peterson (1959) lists.
which were arranged in 10 phonemically balanced lists, each with 50 words; only the first two
lists were used in the present study. The distribution of phonemes in each list approximates
the distribution of phonemes found in the English language generally, and frequency of
occurrence of words in each list was representative of words in the language in general, and
was comparable across lists as well.

Each target word was embedded as the final word in two distinct sentences. One sentence
was constructed such that it gave no semantic indication of what the final word could be. The
second sentence was composed in such a manner as to make the final word predictable. The
same criteria as those employed by Kalikow et al. (1977) to generate the Speech Perception
in Noise Test (SPIN) were used. Each sentence was approximately seven to nine words in
length. For sentences providing a low degree of predictability (PL). the same phrases as
those used by Kalikow et al. were used, for example, “John spoke to Mary about the beam.”
High context sentences {PH) were constructed such that each sentence contained at least
two semantically related words leading into the target word at the end. for example. “The
gymnast balanced on the beam.”

A talker of standard midwest dialect was recruited to record the stimulus list. Audio
recordings were made in a sound-isolated chamber. with the trained talker approximately six
inches from a low-noise microphone monitored by portable sound-level meter. The sentences
were spoken at a comfortable level such that the meter peaked at the same intensity for all
stimuli.

Speech stimuli were specified in terms of peak and RMS levels as defined by a digital
adaptation of the original Dunn & White (1947) iechnique (see Bell et al.. 19£9). The speech
and noise were individually analyzed in 1’8 second epochs that were accumulated to form a
distribution of short-duration window RMS values in each of 15 1/3-octave bands from 200



to 6000 He.

A noise was shaped te conform to the 99th percentile peak distribution of the speech
stimuli in each 1/3-octave band using the prototypic data of Cox et al. (1988) to specify
average peak-to-RMS values.

Insert Figure 1 about here

'The problem of frequency-intensity relations changing with presentation level was over-
come by using noise background stimuli which have the same general shape as the stimulus
materials. With this convention. all frequencies were passed equally across the audible spec-
trum (see Studebaker et al.. 1987). Since the noise. was sufficiently above threshold levels
(even for hearing-impaired). all subjects received exactly the same acoustic stimulus in sen-
sation level in each 1/3 octave band. Thus. the significance »f the shaped noise background
is a critical point of protocol.

The speech-to-noise ratie {or the present experiment was fixed at -2 dB. with the overall
long-term RMS of the speech signal calibrated at 85 dB SPL. These absolute presentatinn
levels were selected to ensure that the speech signal was audible for all subjects, regardless
of hearing losses. The relative level of the speech and noise (-2 dB) was selected on the basis
of earlier studies with the intent of collecting data between 20} and R percent on both types
of sentence contexts employved in this study.

Lezrcal Charactleristics. Each of the 100 target words were analyzed for frequency of
occurrence in the language and for the number of phonetically similar words in the lexi-
con (neighborhood density). Frequency counts were taken from Kucera & Francis (1967).
Neighborhood density was computed using a single sound substitution rule. similar to that
discussed by Greenberg & Jenkins (1964) and used by Luce (1986).

Each list of 50 target words was arbitrarily categorized into four subsets based on me-
dian values within each list. The four subsets were labelled low-frequency/sparse neighbor-
hood, low-frequency/dense neighborhond. high-frequency /sparse neighberhand, and high-
frequency /dense neighborhood.
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Results

A mixed four-factor analysts of variance design (2 x 2 x 2 x 2) was employed to compare
differences between voung and elderly listeners as a function of semantic context (low, high).
relative word frequency (low, high). and neighborhand density (sparse. dense). Subject group
(voung versus elderly listeners) was treated as a between-subjects factor and the remaining
factors were all repeated measures.

Means and standard deviations for each experimental condition are given in Table 1. As
expected, all of the simple main efiects were significant. The older listening group was poorer
on the average at word identification [F(1,18} = 16.42.p <« .001]. The average number of
words correctly identified overall for the yvoung listening group was 69.6 percent compared
to 39.8 rercent for the elderly listeners.

—— — - —

Insert Table 1 abant here
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Target words embedded in high context sentences were more readily understood than
the same words embedded in low-context sentences [F{I, IR} == 222.14.p - .001]. The mean
percentage correct for words framed tn high-context sentences was 75.6 percent, whereas
in low-context sentences, percent correct was 33.7 words on average. The difference of 42
percent was constant for both age groups. Young listeners increased from 48.7 to 904
percent with semantic context. and elderly listeners increased from 186 percent to 60.9
percent. Thus, the benefit of semantic cues was constant across both subject groups.

Frequency of word usage also led to a significant difference in word identification scores.
Correct identification of the target words was more likely for high-frequeney words than
for low-frequency words [F(1.18) = 1R58.p - .0011 showing a 12.5 percent advantage nn
the average. The young listeners increased from 62 7 to 76.5 percent. whereas the elderly
listeners increased from 34.1 te 45.4 percent.

Insert Figure 2 ahon here

The size of the similarity neighborhnad produced significant differences in percentage
scores such that words from sparse similarity neighborhonds were hetter understood than
words from dense neighborhoods [F(1,18) . 7.7.p .05, The average percent correct for
words from sparse neighborhoods was 56.9 compared to 52.4 percent for words in dense
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Table 1

Aeans (and Standard Devmations) of Ward ldentificatron Scares for Young and Elderly Lis-
feners as a Function of Waord Frequeney. Similarity Nerghborhood, and Semantic Contert.
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Word Similarity
Age Freguency Neighborhood Low High
Young
Low
Sparse 45.5 (12.8) 84.5 (14.9)
Dense 38.3 (12.6) 82.5 (8.2)
High
Sparse 62.2 (15.4) 98.5 (3.12)
Dense 49.2 (14.6) 96.0 (4.3)
Elderly
Low
Sparse 16.2 (13.9) 51.6 (37.8)
Dense 17.2 (21.3) 51.6 (28.5)
High
Sparse 23.6 (19.9) 73.6 (28.6)
Dense 17.7 (14.1) 66.8 (28.3)
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Figure 2. Percent of words correctly identified for voung and elderly listeners as a function
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neighborhoods, a drop of 5.5 percent in mean scores. The similarity neighborhood effect was
approximately equal for young and old listeners alike, with sparse neighborhood scores of
72.6 and 66.5 percent and dense neighborhnod scores of 41.2 and 38.3 percent respectively.

In addition, several two-way interactions were significant. Size of the similarity neighbor-
hood interacted with word frequency to produce differences in the percentage of correct word
identifications {F(1,18) = 5.96,p -2 .05]. As seen in Figure 2, the percentage scores for the
low frequency words were approximately equal across the levels of neighborhood size, hut the
high frequency words had an apparent advantage in sparse neighborhoods relative to dense
neighborhoods. The high-frequency advantage in sparse neighborhoods was approximately
15 percentage points (49.4 versus 61.5), but in dense neighborhoods the advantage was only
10 percent (47.4 versus 57.4).

The degree of semantic context in the carrier senfence also interacted with word {re-
quency characteristics on percentage of correct identifications [F(1,18) = 10.22,p < .01},
Low-frequency words increased by approximately nine percent when presented in sentences
containing semantic context relative to the same words presented in low context sentence
frames. In contrast, high-frequency words increased 16 percentage pnints in the high context
sentence condition. The mean values for low-frequency words were 29.3 and 67.6 percent for
low and high context frames respectively, whereas the mean percentage scores were 38.2 and
83.7 respectively for high-frequency words (see Figure 3).

e it et . g . N —— . o £ e St e

Insert Figure 3 about here
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The highest order interaction present in these data involved listening group, word fre.
quency, and semantic context [F(1,18) = &00.p . .05]. As shown in Figure 3, the younger
group of listeners exhibited a constant 13 to |4 percent advantage for frequently used words
over infrequently used words, regardiess of the degree of semantic context available. The
elderly listeners showed approximately an 18 percent advantage for high-frequency words
over low-frequency words in high context sentence frames, although, in low-context sentence
frames, the advantage was only 4 percent.

Discussion

These data support the Neighborhood Activation Model in several important respects.
including interactive changes in word identification scores as a function of word frequency
and neighborhood similarity eflects. While the average frequency of the neighbors was not
controlled, the size of the neighborhood relative to the frequency of the stimulus target word
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exhibited significant influence on word tdentification results. Assuming that large neighbor-
hoods contain more high-frequency members on the average than sparse neighborhoads, an
interactive pattern of identification results would be predicted, where high-frequency words
were better understood when there were fewer phonetically similar words to interfere with
the lexical decision process.

When the stimulus word usage frequency was relatively high, there was a facilitory effect
on the probability of correctly identifving it. Conversely, low-frequency words were less likely
to be correctly identified. The overall percentage scores for the normal-hearing voung adults
was tvpically above 50 percent. However, for these voung listeners the size of the advantage
of high-frequency words over low-frequency words dimintshed with increasing neighborhood
density. But the size of the high-frequency advantage did not change with semantic context
for these same listeners. Thus. even though the number of possible alternatives was reduced
in the high semantic context condition, the {requency bias remained constant. Semantic
activation had no effect on ward frequency and lexical density effects, although it did have
a dramatic effect on the overall probability of correctly ideatifving the target word.

The presence of word frequency effects was not surprising. although. the interaction of
this variable with semantic context and age was a unique finding. The results of the present
study indicated that the elderly subjects could not. or did not, use word frequency in the
absence of semantic context. whereas the vounger listeners exhibited word frequency effects
regardless of the amount of semantic priming. If frequency effects are associated with lower
order processes, then semantic activation should show ne effect of the biasing caused by
word usage frequency. or at least the effects should be uniform. regardless of the degree of
semantic context.

Only in the presence of semantic context did word frequency effects emerge as a biasing
factor {or the elderly histeners, and the difference in the frequency effect for the age groups
was dependent on the degree of semantic context available. In other words, the lower-order
acoustic-phonetic processes were uniformly influential for the vounger listeners in both con-
texts, but they were less influential in the lexical processes of the elderly listeners. These
results demonstrated that word frequency biases occurred at a later stage than acoustic-
phonetic pattern recognition. Assuming ihat the degraded periphery and noise conditinns
were particularly detrimental to the performance of the elderly group. the information was
supplied primarily from the context rather than the acoustic-phonetic analysts. Sinece per-
formance was poorer overall when compared to the vaunger group (as in Feter & Gerstman.
19811). and particularly poor in the absence of semantic cues, frequency effects cannot origi-
nate from base activation levels {see also Luce. 1986; Goldinger ef al.. 1989)

A tentative explanation of these results could hinge on the nature of the set of alter.
natives available to the listener in the lexical decision process. The elderly histening group
may have tended {o chaose only high-frequency words from a list that contains entries based
predominantly on the semantic cues available to them. The {act that the elderly hstening
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group showed no advantage for high-frequency words in the lnw semantic context condi-
tion indicates that the acoustic-phonetic patterns were not the basis for the lexical decision
process.

Studies of the role of context in processing continuous speech messages typically have
employed distorted or masked speech signals (c.g.. Miller. Heisse & Lichten, 1951 Miller &
Isard, 1963}, partly due the steep performance-intensity functions associated with sentence
materials. Typically, the range over which intelligibility rises for highly contextual speech
from near zero to optimal is on the order of & to 12 dB, depending on specific task parameters,
noise characteristics, and threshold characteristics. In contrast, monosyllabic words or non-
sense syliables rise over approximately a 20, 30, or even 40 dB range (e.g. ANSI §3.5-1969).
The present results replicate this finding. At tdentical signal-to-noise ratios the low context
sentences exhibited scores that were 37 percent lower on the average than the same words in
high context sentences. These results are consistent with the gating paradigm studies cited
earhier (e.g. Salasoo & Pisoni. 1985) that demonstrated that much less information is needed
to identify words in the presence of semantic context than would be needed to identify the
words in 1solation or in sentences with only limited contextual information.

In the present experiment the background noise conformed to the long-term RMS spec-
trum of the speech in 1/3 octave bands. Had another spectral shaping been used. one might
expect that the younger group of subjects would exhibit results similar to these of the elderiy
listeners. As the stimulus became more degraded. the use of acoustic-phonetic information
would diminish, and words in high context sentences would show an increase in frequency
bias, whereas words in low context frames would show a reduction in frequency hias in terms
of identification performance. Studies have shown that one specific factor that differentially
aflects older versus younger persons is background noise. Older adults experience meore dif-
ficulty with speech in noise (Smith & Prather, 1976. Plomp & Mimpen. 1979; Duquesnoy.
1983) than do younger individuals.

The reduced scores of the elderly listeners may have resulted from the presence of nnise.
In the present study the background noise was specifically shaped to match the long-term
spectrum of the speech stimulus. Thus. on the average. the speech was not spectrally im-
poverished, rather, it was presented in an interfering background that allowed the relative
spectral and temporal cues present in the speech to he passed acrnss a broad band of fre-
quencies. Under these conditions, the present data show that frequency and neighborhand
effects were present. In the case of a noise background that deviates from the particular
speech spectrum, for example a white noise (as is typically emploved in speech experiments)
or an interfering voice, one might expect neighborhood effects to diminish. Similarly, had
the experiment emploved a quiet listening environment. and used presentation levels that
produced less than optimal performance levels (20 - R0 percent as in the present experiment ).
the outcome again may have been different. In that case. the low performance levels wonld
have likely been the result of differentially passing frequency cues as parts of the spectrum
fell below threshold. Thus, it is rcasonable to assume that the noise emploved in this study
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provided interference rather than masking that wouid cause a loss of spectral and tempo-
ral cues. The noise may have interfered with processing for the elderly listeners moreso
than for the younger listeners; this characteristic. asscciated with advancing age, could have
interacted with lexical and semantic processing of words in sentences.

In summary, these data have shown that word frequency effects were evident even for
words presented in noise, which resulied in considerably less than optimal levels of identifica-
tion performance. Previous experiments have focused on word recognition and identification
in optimal environments; the Neighborhood Activation Model appears to predict perfor-
mance characteristics of semantically related speech in noise as well. These results alsn
point to a model where the elderly listener relies heavily on semantic cues in forming a set
of potential candidates during the lexical decision process. possibl v due to a lack of stimulus
specificity either from a deteriorating periphery or from a general slowing of the nervoys
system (Poon & Fozard, 1980; Wingfield et al., 1985).

Further studies are required to elaborate the interaction of acoustic-phonetic, lexical
and semantic processes among elderly listeners. Stimuli should be selected on the basis of
their lexical characteristics and test conditions should include a finer gradient of conditions
involving variables such as signal-to-noise ratio, spectral character of the interfering nnise.
age, audiometric configuration, linguistic competence, and semantic as well as syntactic
characteristics of the context in which the words are presented.
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Abhstract

Errors produced during the repetition of tongue twisters have long been considered
informative about natural speech errors and speech production in general. Recent con-
siderations of phonological retrieval processes in speech production have emphasized
the role of an activation-and-selection system that is prone to systematic error when
similar phonemes are selected in sequence. Examples are Dell’s (1986) and Kupin's
(1982) models of speech production. Kupin (1982) bases his theory on observations
of errors produced by subjects during the rapid repetition of tongue twisters. In for-
mulating and proposing his theory, Kupin dismisses physical articulator motion as an
important source of error in tongue twisters. This paper reconsiders the roje of actual
articulator motion as a contributor to the difficulty of tongue twisters. It is argued
that the kinematic dynamics of tongue twister articulation develop strong attractors
that engender errors. For instance, many of the tongue twisters considered appear
to require conterphasic motion through a relatively constrained area of the possible
articulatory space. It is suggested that the regularities observed in this preliminary
analysis justify further research on the conribution of motion dynamics to the difficulty
of tongue twisters.
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Movement Dynamics and the Nature of Errors in Tongue
Twisters: An Observation and Research Proposal

The scientific study of language production has historically provided a troublesome
methodological dilemma for language researchers. For those investigators interested in study-
ing speech production, including study of the precise acoustic characteristics of speech, or
the changes that occur in the speech signal under varying environmental conditions, or the
complex motions of the physical articulators during speech production, the spoken utterance
represents a uniquely gratifying entity for examination. The spoken utterance and its artic-
ulation are among the few behavioral gestures that can be elicited from a subject, recorded
in real-time, and physically measured later along many dimensions. With respect to the
limited domain of language, they are perhaps the only behaviors with these concrete prop-
erties. As such, experimentation on spoken utterances produced in the laboratory may be
conducted with little sacrifice of ecological validity, a problem in psychological methodology
that does not receive the concern it probably should. For the linguist or psychologist who
studies language, a rich and complex domain involving abstract representations and manip-
ulations, physically measurable speech articulation and speech waveforms become attractive
experimental subjects indeed.

Unfortunately for these researchers, however, language production is part of human cog-
nition, and is therefore extremely complex and flexible. While the flexibility of cognition is
inherently pleasing to Darwinian evolutionary theorists or to tourists navigating through un-
familiar cities, it is problematic for those who would study cognitive processes with scientific
rigor. Because the human cognitive system performs complex functions with such apparent
ease, it is not generally possible io explain cognitive processing by mere observation. For this
reason, cognitive psychology has followed the examples provided by classical psychophysics
and the method of limits: Data collected in cognitive psychological experiments oftentimes
consists of reaction time or error measurements. For the investigator interested in the psy-
chological processes underlying the planning and production of a spoken utterance rather
than the physical characteristics of the utterance itself, well-formed words and phrases sim-
ply provide too much information for systematic study to proceed. Instead, speech errors
have provided the majority of insights into the sub-processes of language production to date.
Speech errors provide the unique opportunity to compare what the speech production sys-
tem intended with what it actually produced. to observe how and when the failure occurred.
Such opportunities can, in turn, inform us about how utterances are prepared and produced
when all goes well. The study of speech errors, however, does involve its own quandary.

The dilemma associated with speech errors is that only true errors allow researchers to
draw inferences about underlying psychological intentions. but it 1s difficult to elicit ecolog-
ically valid instances of speech errors in the laboratory. Accordingly, it may be difficult to
determine the level of productive planning responsible for any given speech =rror collected in
the laboratory, whether the error was the result of an incorrect semantic, lexical, or phonolog-
ical entry or if the error was the result of typical articulatory failures. Many researchers {e.g.
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Fromkin, 1871} have adopted the strategy of conducting impromptu “field” experiments—
Fromkin has been known to carry a small, continuous-loop tape recorder with her at all
times so she may capture any errant speech errors she encounters. To the degree that en-
tire sentences and intended sentences can be recorded faithfully, such naturalistic methods
may be the most informative available. Researchers who are more interested in lower-level
linguistic planning, such as the retrieval of phonological components of words have adopted
experimental procedures, such as the “slips” technique (see, e.g., Dell, 1986), in which errors
are induced by suddenly changing one or two segments of a phrase that subjects have already
spoken repeatedly. An alternative approach to the scientific study of speech errors, however,
is the investigation of the errors made during the production of tongue-twisters. Tongue
twisters offer a compromise with regard to ecological validity: While the errors committed
during the production of tongue twisters may not be representative of speech errors in gen-
eral, at least tongue twisters reliably cause errors whether they are spoken in the laboratory
or not. For researchers who are primarily interested in lower-level production systems, such
ecological validity may be more than satisfactory. The relation of tongue twisters to more
pedestrian speech errors will be discussed in more detail below.

Tongue twisters

Tongue twisters are phrases that consistently cause errors in production (Kupin, 1982).
However, not all phrases that cause errors are tongue twisters. Kupin carefully distinguishes
tongue twisters from other notoriously difficult kinds of phrases: Shibboleths and alliterative
phrases. Shibboleths are phrases or words that include phonetic combinations that do not
occur in the speaker’s native language. Alliterative phrases (e.g. Peter Piper picked a peck of
pickled peppers) are generally longer than tongue twisters, have more complete syntax than
conventional tongue twisters, and are generally easier to say than tongue twisters. The dis-
tinction of tongue {wisters from “normal sentences” is a more general delineation— normal
sentences have much greater variety in their phonetic constitution than tongue twisters do.
Kupin asserts that normal sentences represent random selections and orders of the phono-
tactically circumscribed universe, whereas the phonetic constitution and ordering of tongue
twisters is far more constrained. The constraints limiting phonetic variety in tongue twisters
are usually made especially salient to the hapless speaker by the common requirement that
the tongue twister must be repeated several times, and as rapidly as possible.

Examples of bonafide tongue twisters by Kupin's classification are:

Brad'’s burned bran buns
The sizth sheik’s sizth sheep's sick
Black bug s blood



The present approach

The goal of this paper is to begin explorations of tongue twisters with an eye toward
a minimalist explanation of the most common errors reported. The most common sorts
of hypotheses offered in explanation of such errors are based on assumptions of excessive
demands for articulatory mechanics (e.g. Linder, 1969, cited in Kupin, 1982), or of confusions
at the motor planning stages of production (e.g. Kupin, 1982; Dell, 1984; Shattuck-Hufnagle,
1986). Certainly, most or all of the theories that have been developed to explain these
phenomena are well-supported by behavicral data, and will almost certainly prove to have
at least part of the story correct: At some level, motor planning and physical production must
be intimately involved in the processes by which speakers produce utterances and by which
speakers err in such productions. However, the difficulty that theorists have experienced
in communicating their ideas has been the problem of distinguishing tongue twisters from
ordinary phrases.

When tongue twisters are considered introspectively or experientially, there is general
agreement among speakers of the language that tongue twisters are indeed qualitatively
different from normal household sentences. Moreover, when one attemp's to describe what
it is about tongue twisters that makes them different from normal settences, it becomes
readily apparent that tongue twisters tend to consist of a small subset of speech sounds that
are said repeatedly. This observation then Jcads to the “intuitive” approach to explanation—
the temptation to introspect on how we would contend with such a phrase and to conclude
from our introspections that “yes, indeed, this is hard to say because of these repeated
and/or similar phonemes.” Unfortunately, it would be very difficult to use these notions
to predict a priori that any given sentence would be a tongue twister without resorting to
such seif-experimentation. Aside from these “intuitive” differences, it remains unclear why
tongue {wisters are so difficult and normal phrases (and especially alliterative phrases) are
so easy. Put another way, if one could witness only the chaotic acrobatics that the speech
articulators and planning system must perform during casual conversation, it is not clear
that a “difficult” series of motions could ever be reliably distinguished from more “simple”
ones. In fact, my own introspections tell me that if I had no knowledge of tongue twisters or
their phonetic characteristics, I would most likely predict that the utterances that contain
the greatest variability would be the most difficult, contrary to the established phenomenon.
It is with regard to this problem that a dynamical description of spoken phrases may offer
unique insights.

The work described in this paper represents a preliminary attempt to perform the cum-
bersome task alluded to above- to witness the articulatory acrobatics associated with tongue
twisters and other phrases and try to draw some general inferences about how such phrases
may fundamentally differ. A case will be made for considering tongue twisters from a more
general stance from kinematics and movement dynamics, rather than from phonological or
activation-based theories of production. In witnessing these motions, however, we will not
simply peer into an open mouth, as if we were using x-ray photography. Instead, we will
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observe & more abstract state space that is derived from the mouth but is less complex. The
space is defined by three continuous scales determined by articulatory gestures that occur
during speech. Figure 1 shows the state space of all possible values that will circumscribe
the articulatory possibilities considered here:

Insert Figure 1 about here

The X-axis of the state space represents the position in the mouth of the tongue body,
a good indicator of consonant quality. The scale is continuous from completely back (as in
a glottalized /g/ sound), to completely front (as in a dentalized /t/). The Y-axis represents
degree of lip rounding, a good indicator of vowel quality. The scale is continuous from
completely unrounded (as in /i/, in “deed”), to completely rounded (as in an exaggerated
/u/, as in “food”). The Z-axis represents tongue body height, a good indicator of both
consonant and vowel quality. The scale is continuous from Ligh (as in the consonant /k/)
to low (as in retroflex /r/). Three-dimensional representions of phonetic space using these
same articulatory dimensions have been adopted for various reasons, such as describing the
vowel space, by Lisker (1988), Terbeek (1977) and others.

In the approach adopted here, the representation of speech within this state space takes
the form of continuous trajectories that begin with the initial gestures of the utterance and
“move” through all subsequent gestures until the utterance is complete. Each point along
the trajectory is interpreted as a point in three-dimensional space corresponding to a trian-
gulation of the values of all three dimensions. Thus, although the representations adopted
are abstractions from real mouths, all the estimations are based on real physical dimensions.
To faciltitate understanding of these figures, most trajectories represent fairly short stretches
of speech, not exceeding two syllables. It is essentzal to note that all illustrations of articula-
tor positions presented here are only estimations. The actual values of these motions along
these three scales could show considerable variability. Nevertheless, the approximations of-
fered here should be relatively close to “prototypical” productions of these utterances, and
the general conclusions that are drawn from these approximations should not be affected by
any minor alterations.

A final point about the representations of tongue twisters provided in this paper: Al-
though coarticulatory influences would certainly yield wide variations in actual productions
of the phrases considered below, for the purposes of the estimations considered in this paper,
a general constraint was imposed. It was assumed that several of the consonants could be
articulated in widely varying locations of the state space. For example, tongue height