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INTRODUCTION

Tlus is the thirteenth annual report summarizing the research activities on speech per.
ception, analysis, synthesis, and recognition carried out in the Speech Research Laboratary,
Department of Psychology, Indiana University in Bloomington. As with previous reports,
our main goal has been to summarize various research activities over the past vear and make
them readily available to grarting agencies, sponsors and interested colleagues in the field.
Some of the papers contained in this report are extended manuscripts that have been pre-
pared for formal publication as journal articles or book chapters. Other papers are simply
short reports of research presented at professional mectings during the past vear or brief
summaries of “on-going” research projects in the laboratory. From time to time. we also
have included new information on instrumentation and softwarc support when we think this
information would be of interest or help to others. We have found the sharing of this infor-
mation to be very useful in facilitating our own research.

We are distributing reports of our research activities because of the ever increasing lag
in journal publications and the resulting delay in the dissemination of new information and
research findings in the field of speech processing. We are, of course. very interested in
following the work of other colleagues who are caicying vut research on speech perception,
production. analysis, synthesis, and recognition and, therefore, we would be grateful if vou
would send us copies of your own recent reprints, preprints and progress reports as they
become available so that we can keep up with your latest findings. Please address all corre-
spondence to:

Professor David B. Pisoni
Speech Research Lahoratory
Department of Psychology
Indiana University
Bloomington, Indiana 47405
UUSA

(812) 335-1155

Copres of this report are being sent primarily to libraries and specific research institutions
rather than individual scientists. Because of the rising costs of publication and printing, 1t
15 not possible to provide multiple copies of this report to people at the same institution
or issue copies to individuals. We are eager to enter into exchange agreements with other
institutions for their reports and publications. Please write to the above address.

The information contained 1n the report is freely available to the public and i1s not re.
stricted in any way. The views expressed in these research reports are those of the individual
authors and do not reflect the opinions of the granting agencies or sponsors of the specific
research
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Some Effects of Talker Variability on Spoken Word Recognition*

John W. Mullennix, David B. Pisoni, and Christopher S, Martin

-

Speech Research Laboratory
Department of Pcychology
Indiana University
Bloomington, IN 47405

*The research reported here was supported by NIH Research Grant NS$-12179-11
and NIH Training Grant NS-07134-09 to Indiana University in Bloomirgton. The
authors would like to thank Paul A. Luce and V. Van Summers for helpful
suggestions, comments, and criticisms. An earlier version of Experiment 1 was
previously reported in Progress Report No. 12.
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Abstract

The perceptual consequences of trial-to-trial changes in the voice of the
talker on spoker word recognition were examined. The results from a series of
experiments using perceptual identification and naming tasks demonstrated that
perceptual performance decreases when the voice of the talker changed from
trial-to-trial compared to performance when the voice on each trial remains
the same. Tn addition, the effects of talker variability on word recognition
appeared to be more robust and less dependent on the type of task than the
2ffects of word frequency and 1lexical structure, Possible hypotheses
regarding the nature of the processes giving rise to these effects are
discussed, with particular attention to the idea that the processing of
information about the talker’s voice is intimately related to early perceptual
processes that extract acoustic-phonetic information from the speech signal.
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Some Effec's of Talker Variability on Spoken VWord Recognition

One of the most important unresolved problems in human speech perception
concerns perceptual normalization. The speech signal is characterized by
extreme variability in its acoustic composition, The acoustic cues to
consonants and vowels vary as o4 function of phonetic, phonological, lexical,
and sentential context, speaking rate, individual talker characteristics, and
many other factors. Although the acoustic parameters specifying a perticular
utterance vary as a function of these factors, utterances elicited under a
variety of conditions and from a variety of speakers are readily perceived and
understood quite easily by the average listenar without conscious awvareness of
the source characteristics. This general cbservation nas led researchers and
theorists to assume that a perceptual process or mechanism may xist to
automatically "adjust” or '"normalize" the acoustic differences beiween
utterances in order to preserve perceptual constancy of the linguistic
message. At the present time, very little is known about the nature of
perceptual normalization in speech. Furthermore, the perceptual consequences
of normalization and its impact on other cognitive processes involved in the
perception of spoken language have not beea extensively studied either. In
the present investigation, we focused on one particular factor involved in
normalization, namely, the effects of talker variability on perception. Ve
hoped that by studying the effects of changes in a talker’s voic~ from trial
to trial we would be able to learn more about the underlying normalization
Processes in speech perception (see reference note 1.

Differences in voice characteristics among individual talkers may be due
to a wide variety ot factors. Structural factors reiated to the physical
shape and length of the oral and nasal vocal tract cavities constrain the
ultimate acoustic composition of the speech signal. This may be illustrated
by considering the differences in vocal tract size, length and shape between
men, women, and children and how these differences affect the formant
frequencies of vowels (Peterson & Barney, 1952). These structural differences
result in large variations in voice characteristics between talkers. One
consequence of this is that the acoustic properties of vovels produced by
difterent talkers may vary substantially (e.g. see Fant, 1973; Joos, 1948;
Peterson & Barney, 1952). Differences in the glottal source function also
exist between talkers, resulting in other voice quality nifferences that
distinguish speakers (see Carr & Trill, 1964; Carrell, 1984; Monsen &
Engebretson, 1977). 1In addition to anatomical or structural factors, a number
of mor dynamic factors also affect the speech signal, such as the coatrol and
positioning of the articulators and the manner in which the vocal gestures are
carried out (Ladefoged, 1980), Individual talkers produce vowels and
consonants differently, as 1eflected by differences betveen talkers in
acoustic measures such as short-term energy  spectra, fundamental frequency
contours, durations, and the length and rate of change of formant trancitions.

Given the substantial acoustic differencec hetveen talkers, the problen
of  compenseting  for these sources of variability in perception becomes an
important and fundamental research jseuc. Joos  {1948) was among the very
first researchers to addrecs this issue in any detail in hix classic
monograph. He proposed that the perception of vovels not only depends ~n  the
abs.lute formant frequencies of the vaovel byt also on the relationship of
these values to those of the formant frequencies for other vowels produced by
the =ame talker. Ladefoged and Broadbent (1957) provided perceptual evidence
supporting this hypothesis. They showed that the perception of synthetic
vovels was affected by the formant structure of the vowels in a pteceding
synthetic carrier centence. They suggested that all of the vowels spoken by a
given talker contain "personal information"™ (anatomical and physiological
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features related to vocal tract shape) inherent in the talker’'s voice, and
that this information, in part, determines the perceptual quality cof each of
the following vowels. Some researchers have referred to this issue in terms
of listeners "compensating" for the source and/or vocal tract characteristics
of the talker (Fourcin, 1968; Rand, 1971; S 'mmerfield, 1975; Summerfield &
Haggard, 1973). Other researchers have focused more narrowly on the
perception of vowels and have suggested that listeners "recalibrate" or
"rescale" the vowel space as a function of the voice of the talker (e.g.
Bladon, Henton, & Pickering, 1984; Dechovitz, 1977; Disner, 1980; Gerstman,
1968; Nearey, 1978; Syrdal & Gopal, 1986; Verbrugge, Strange, Shankweiler, &
Edman, 1976). Vowel normalization algorithms may have a basis 1in the
neurophysiology of the human auditory system (Sussman, 1986).

In the last few years, a small handful of perceptual studies have
reported that changes from trial to trial or from stimulus to stimulus in the
voice of the talker affect the perception of both vowels and consonants.
Using an identification task, Verbrugge, Strange, Shankweiler, and Edman
(1976) showed that the identification of natural vowels vas more accurate when
the vowel stimuli were drawn from tokens produced by a single talker than when
the stimuli were drawn from a variety of talkers including men, women, and
children (see also Assman, Nearey, & Hogan, 1982; Weenink, 1986). Apparently,
a change in the voice of the talker from trial to trial interfered in some
manner with the perceptual processing and encoding of the vowels (see,
howvever, Strange, Verbrugge, Shankwveiler, & Edman, 1976 for conflicting
results). Changes in perception have also been shown to occur with consonants
when the talker varies from trial to trial (Fourcin, 1968),

In addition to changes in perceptual identification, processing time also
appears to be affected by changes in the voice of the talker. In an early
study on this problem, Summerfield and Haggard (1973) demonstrated that
latencies for categorizing synthetic vowels wvere slower when target items were
preceded by syllables designed to acoustically emulate a different voice (see
also Summerfield, 1975). The authors suggested that the increase in response
time due to talker wvariability reflected some additional processing time
needed for vocal tract normalization to be carried out on the input speech
signal. According to Summerfield and Haggard, the perceptual system appears
to "retune" itself on the basis of vocal tract characteristics each time it
encounters an item produced by a different talker.

Variability or uncertainty abcut a talker’s voice has also been found to
affect perceptual processing time in a same-different matcning task (Allard &
Henderson, 1975; Cole, Coltheart, & Allard, 1974). Cole et al. (1974)
demonstrated that response latencies to auditory "same" judgments were Slowel
wvhen the voice of two target words differed. Thus, taken together, there
appears to be some experimental evidence in the literature to suggest that, at
least at the segmental acoustic-phonetic level. wvariability in the voice
characteristices of the talker has reliable perceptual conseguences for human
listeners in a variety of perceptual tasks.

The results of these studies are consistent with the idea that changes in
perceptual performance due to variability or uncertainty about the talker
reflect the operation of some type of general perceptual normalizaticn process
operating at an ea:ly acoustic-phonetic level of analysis in spee~h perception
(see also, Sussman, 1986). However, perceptual processing at this level
constitutes only a small portion of the processing involved in the perception
of fluent speech (McClelland & Elman, 1986; Pisoni & Luce, 1987). At this
time, there is little research available in the literature on whether
perceptual effects due to talker variability are also present at the lexical
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level. Current models of spoken word recognition (Forster, 1976, 1979; Klatt,
1979; Luce, 16586; Marslen-Wilson, 1537; Marslen-Wilson & Tyler, 1980;
McClelland & Elman, 1986; Morton, 1969, 1982) have little, if anything, to say
about the putential importance that talker voice information may have with
regard to the recognition of spoken vords. Since the possible effects of
acoustic differences due to he talker on word recognition are not addressed
in these nodels, one may be led to believe that the perceptual effects due to
talker variability are confined to early, pre-lexical levels of processing and
have little impact on the recognition of spoken words or subsequent
comprehension processes which are typically assvmed to occur at higher, more
abstract levels of analysis.

Indeed, in current vord recognition models much emphasis is placed on
factors such as word frequency and lexical structure. Studies examining the
effects of word frequency on word recognition (e.g. Grosjean, 1980; Howes &
Solomon, 1951; Morton, 1969; Savin, 1963; Scarborough, Cortese, & Scarborough,
1977; Solomon & Postman, 1952; Stanners, Jastrzembski, & Vestbrook, 1975) and,
more recently, the effects of lexical structure (Eukel, 1980; Landauver &
Streeter, 1973; Luce, 1986) have repeatedly demonstrated robust effects of
these factors on vord recognition performance using a variety of experimental
paradigms. Based on these findings, researchers developing models of spoken
word recognition have explicitly incorporated mechanisms into their mcdels to
account for the perceptual effects of frequency and lexical structure. It is
interesting to note that while emph2sis has been placed on these factors other
potential variables such as talker variability that may also affect word
recognition have received little jf any attention. If a factor such as talker
variability has equally consistent and substantial effects on word recognition
as word frequency and lexical Structure, it should also be treated with the
same importance .. models of spoken word recognition and incorporated in
theoretical discussions of speech perception.

There is one study in the 1literature demonctrating that talker
variability may have significant effects on spoken word recognition. Creelman
(1957) conducted an intelligibility study in vhich he investigated the effects
of talker variaLility on the recognition of spoken PB (phonetically-balanced)
vords. Creelman presented lists of monosyllabic words in noise to a group of
five listeners. The words wvere presented in lists consisting of words spoken
by one, two, four, eight, or sixteen talkers. The results showed that the
words presented in the lists spoken by two or nore talkers were identified
less accurately than words presented in the list spoken by only a single
talker. The differences in pertormance were relatively <mall, on the order of
7--10%. Creclman suggested that these results  reflected 1elarively "minor™
adjustments made by the perceptual system. Unfortunately, Creelman used a
relatively small set of wnrds and provided little in the way of any
theoretical discussion of the results and their impact on spoken word
recognition.

Creelman’s study provides a starting point from which to further
investigate the effects of taller variability on spoken word recogntion.,
However, in crder to properly assess the importance of talker varlability on
wvord recosnivion, the effects must be assessed in conjunction with other
variables known to produce substantial effects on performance under a varilety
of experimental conditions., As a result., ve also examined the effects of word
frequency and lexical density (a measure related to the Structure  and
distribution of words in the lexicen)., By studying the eftercrs of talker
variability along with these other variables, we hoped 1o obtain evidence
demonstrating that talker variability is an  important factor in speech
perception that must he incorporated into currvent conceptions of  spoken  word
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recognition.

In ordeir to determine whether talker variability produces substantial
effectz on spoken word recognition, experimental procedures must be used that
are appropriate for investigating word recognition and lexical access. The
perceptual studies examining talker variability effects that were reviewed
above, with the exception of Creelman (1957), all involved perceptual tasks
that emphasized the perception of acoustic cues in nonsens2 syllables. In
order to generalize these earlier results, we used perceptual identification
and nam.ng tasks with familiar spoken words. These two tasks are suited to
measuring perceptual performance at a point after vhich word recognition has
already occurred, thus insuring that response decisions will be made on the
basis of the identity of the word and not on the acoustic cues or segments
contained in the stimulus.

In the first experiment, we attempted to replicate the findings of
Creelman (1957) wusing a similar experimental procedure with a larger set of
highly familiar words. In this experiment, talker variability and lexical
density were manipulated. Talker wvariability was manipulated by having
listeners identify, in one condition, words produced by a single talker or, in
a second condition, words produced by fifteen different talkers. Stimulus
items wvere selected to differ in lexical density, a measure related to the
perceptual similarity of words in the mental lexicon. Landauer and Streeter
(1973) and Eukel (1980C) originally renorted that lexical structure affects
word recognition and lexical access and that high- and low-frequency words
differ in a variety of way: above and beyond just frequency of occurrence in
the language. More recently, wusing a variety of auditory and visual
perceptual tasks, Luce (1985, 1986) has found that structural factors,
including lexical density, were important determinants of word recognition
performance. Lexical Jdensity was defined in the present experiment as the
number of weords differing from a given lexical item by one phoneme
substitutions (see Greenberg & Jenkins, 1964). Using this simple distance
metric, words could be indexed with regard to the composition of their
similarity "neighborhoods". High-density words are words that have a large
number of acoustically similar neighbors, whereas low-density words are words
that heve a much smaller number of phonetically confusable neighbors. Words
of high lexical density and low lexical density were selected in order to
study the perceptual effects of this variable and how it interacts with talker
variability. Luce (1986) has shown that low-density items are identified more
accurately and faster than high-density items because there are fewer
confusahle items in low-density similarity neighboirhoods.

Several outcomes are possible. First, if talker wvariability has
detrimental effects on spoken word recognition performance, then recognition
accuracy should be worse under conditions wherc¢ subjects received stimuli from
many talkers compared to only one talkor (i.e, mized-talker versus
single-talker conditions). Second, ov:vall performance should differ as a
function of lexical density. Low density items should be identified correctly
more often than high-density 1items. Finally, the wuse of a perceptual
identification procedure involves the presentation of words in a background of
wvhite noise at different signal-to-noise ratios. Words should be identified
correctly more often at high S/N ratios compared to low S/N ratios.



Experiment 1

Method

Subjects. Thirty-seven undergraduate students trom introductory
psychology courses at Indiana University volunteered to b~ subjects. Fifteen
subjects served as talkers to produce the stimulus materials and another 22
subjects served as listeners in the perceptual experiment. Each subject
Participated in one 1-hour session and received partial course credit for the
experiment as part of a requirement in introductory psychology. All subjects
were native speakers of English and reported no history of a speech or hearing
disorder at the time of testing.

Stimulus Materials. The stimulj consisted of 68 spoken words obtained
from each of fifteen different talkers. All talkers had a midwestern dialect.
The test items consisted of CVC monosyllabic English words containing a wide
variety of consonants (i.e. stops, fricatives, affricates, liquids, and
nasals) and vowels. Each talker’s utterances were recorded on audiotape in a
sound-attenuated booth (IAC Model 401A) using an Electro-Voice Model D054
microphone and a Crown 800 series tape recorder. Each stimulus item appeared
on a CRT screen in front of the subject, embedded in the carrier sentence "Say
the word for me", where the blank corresponded to a particular target
wvord. The talker was instructed to read the entire sentence aloud in a normal
voice at a constant speaking rate. Utterances were recorded from seven male
talkers and eight female talkers. The carrier sentences vere subsequently
low-pass filtered at 4.8 kHz and then converted to digital form via a 12-bit
analog-to-digital converter using a 10 kHz sampling rate. The target words
vere then digitally edited from the carrier sentences to produce the final
experimental materials used in the study. RMS amplitude levels among words
vere digitally equated using a sof tware package designed to modify speech
vaveforms.

An  on-line lexical database based on VWebster’'s Pocket Dictionary
(Webster’s Seventh Collegiate Dictionary, 1967) was used to compute measures
of lexical density. This database was used to compute a distance measure for
each stimulus based on neighborhood similarity (see Luce, 1985, 1986). The
measure of lexical density used in selecting these words was defined as the
number of words (neighbors) differing by one phoneme from the stimulus that a
particular word had in the lexicon. Low-density words were selected to have a
value of ten or less; high-density words were selected to have a value of 15
or greater. Thirty-tour words were selected for each condition, resnlting in
a total of 68 test stimuli. 1In addition, raw word frequency estimates were
obtained for each word from the Kucera and Francis (1967) word count. The
mean overall frequency counts for the low and high-density items was 41.8 and
54.2, respectively. & one-vay ANOVA was conducted on the low and high-density
items wusing word frecuency as the wvariable. The results showed that the
lov-density words and the high-density words did not significantly differ from
each other in word frequency (F[1,66) = 0.35, p > L 5).

The tinal constraint used ip selecting  words was related to theit
subjective tamiliarity, Familiarity ratings on a scale fiom one (unknownj) to
seven (familiar and well-known) were obtained for the words in the database
from subjects in a previous study (Nusbaum, Pisoni, & Davis, 1984). The
stimuli selected for the present study met a 95% criterion of familiarity.
All 68 stimuli were rated at 6.65 or above on the familiavcity rating scale.
Thus, all target words vere rated as  highly familiar by subjects. This
manipulation insured that subjects were familiar with the words used in the
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experiment and that! the items vere, with very high probability, in the
subjects’ mental lexicon.

Procedure. Three experimental  factors vete manipulated: Talker
variability, lexical denszity, and signal-to-noise (S/N) ratio. Talker
variability was manipulated as a betveen-subjects factor. Subjects in the

single-talker group listenced to words from the same talker throughout the test
session, while subjects in the mixed-talker group listened to words drawn from
all fifreen talkers. Cach group contained eleven subjects. In the
single-talker group, each subject received the 68 stimuli produced by one of
the fifteen different talkers. That is, each subject received stimuli from a
different talker. This procedure minimized the possibility that 1inherent
intelligibility differences between talkers would confound any effects due to
talker variability displayed between the two groups. In the mixed-talker
group, five words were vrandemly sclected for presentation from each of the
eight female talkers and four words were selected from each ot the seven male
talkers. The manipulation of lexical density created tvo vithin-subject
conditions: high-density and low density.

Finally, signal-to-noise ratio was manipulated to vary the level of
performance. Each word was presented at three different S/N ratios: +10 dB,
0 dB, and -10 dB. Fach subject received each word at each £/N ratio. For all
three S/N rconditionz, the background noise remained constant at 70 dB SPL
while the signal level wvas presented at 80 dB SPL, 70 dB SPL, and 60 dB SPL
for the three conditions.

The experimental procedure employed an auditory perceptual identification
task. Each stimulus item was embcdded in noise and presented to subjects
binaurally over matched and calibrated TDH-39 headphones. For each trial,
subjects were instructed to identify the word that vas presented and then type
their response on a CRT terminal. A prompt apneared on the CRT screen
immediately after presentation of the stimulus to indicate that a response
should be initiated. Subjects were instructed to type in an English word
corresponding to what thay thought they had heard on each trial. Subjects
were not given any information about what words to expect during the
experiment except that they would all bLe familiar Fnglish words. After all
subjects responded, a message appeared on the CRT indicating that the next
stimulus would be presented. Subjects vere not given any feedback concerning
the correct response after each trial. A two-second IS occurred between
presentation of the mevcage and the next trial.

Three sepavate blocks of 68 trials were run. A two-minute rest period
occurred between each bleok. Each test word waz presented once in each block
and -each tes: word was presented at a different S/N ratio in each particular
block. Within a block, words occurred at all three of the $/N ratios so that
one~-third of tle words were presented at each S/N ratio in  each block. The
assignment of S/W ratio to each word, as well as presentation of words within
each block, was vandomized. stimulus  output and data collection were
controlled on-line by a PDP-11/34a computer. Stimuli were output via a 12-bit
digital-to-analog converter at a 10 kHz  sampling rate and werle low-pass
filtered at 4.6 b7 before presentation through the headphones.
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Results and Discussion

The data were scored for percent correct identification of the target
words. In Figure 1 and in Table 1, the identification results are displayed
for the single and mixed-talker conditions for high and lowv lexical-density
words at each of the three S/N ratios examined in the experiment.

A four-way ANOVA was carried out on the arcsine transformed data (see
reference note 2). The factors in the design were talker variability (single
or mixed-talker), density (high or low), S/N ratio (+10, 0, or -10) and block
(1st, 2nd, or 3rd block of trials). Three significant main effects vere
obtained. First, there was a significant effect of talker variability
(F[1,20} = 7.9, p < .02). Identification was more accurate for the
single-talker condition compared to the mixed-talker condition (40.6% correct
and 33.9%, respectively, averaged over all conditiens). This result
demonstrates that a change in the talker’s voice from trial to trial does, in
fact, produce detrimental effects on spoken word recognition in this
nerceptual identification task.

Second, as expected, a main effect was found for S/N ratio (F[2,40]) =
838.0, p < 0.01). Identification performance was most accurate in the +10 S/N
condition, less accurate in the 0 S/N condition, and least accurate in the -10
S/N cendition (63.6%, 42.2%, and 5.9% correct, respectively). Thus,
pertormance varied reliably as a function of the discriminability of the
speech signal.

Third, a main effect of test block was observed (F[?2.401 - 30.8, p <
.01). Performance in the first block of trials vas less accurate than the
second and third block (32.9%, 40.0%, and 139.9% correct, respectively).
Newman-Keuls posthoc tests showed that performance in the second and third
block did not differ reliably while performance in the first block was
significantly different from the other two. This 1result suggests, not
surprisingly, that experience with the stimuli and experimental procedures
obtained in the first block led to better performance in the later blocks.

Finally, no significant main effect of lexical density was obtained
(Ff1,20} = 1.9, p > .2). Although the results vere in the expected direction
(36.5% and 38.0% correct, respectively, for high-density and lov-density
words), the differences obtained in this study were not large enough to reach
statistical significance. In addition, no =significant interactions worc
obtained.

The results of this experiment provide important new data concerning ‘the
effects of talker variability on spoken word recognition. The finding that
performance was substantially worse in the mixed-talker condition compared to
the single-talker condition demonstrates that changes from trial to trial due
to talker variability have detrimental effects on the processes involved in
recognizing spoken words. In the mixeda talker condition, it appears likely
that some type of perceptual readjustment or normalization telated to
processing a talker’s voice was made on each trial in order to facilitate the
recognition of each test item. Clearly, the uncertainty of the trial-to-trial
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Experiment {1 Results
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Figure 1. Overall mean percent correct performance collapsed over
subjects for Experiment 1. Performance is shown for single and
mixed-talker conditions as a function of high- and low-density
vords and S/N ratio.




Table 1

Mean overall percent correct identification performance in
Experiment 1 for single and mixed-talker groups as a function of
lexical density and S/N ratio.

Density
S/N ratio High Low
Single +10 66.5 70.0
Talker 0 45.0 48.3
-10 6.6 7.2
Mixed +10 62.1 55.9
Talker 0 35.3 40,2
-10 3.5 6.2
ry
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variability in the talker’s voice affects identification performarce for the
same set of items. The only difference between the conditions was the context
in which the test items were presented. These results replicate the results
of the earlier study conducted by Creelman (1957) using different words under
similar conditions.

With regard to the eftfects of lexical density, we failed to find a
significant effect as we had originally predicted. Although density does have
reliable and systematic effects on spoken word recognition as reported by Luce
(1986), under the conditions of the present experiment, these effects were not
large and did not reach a statistically significant level. However, our
results were in the expected direction (36.5% ancd 38.0% correct, respectively,
for high-density and low-density words).

In summary, the results of the first experiment demonstrate that talker
variability produces substantial effects on the perception of spoken vords
degraded by noise. These results also suggest that talker variability may be
an important factor that has been ignored in current models of vord
recognition. Unfortunately, the use of the perceptual identification task
does not permit an assessment of the effects of talker variability and lexical
variables on perceptual processing time. In addition, the use of the
perceptual identification task does not reveal whether talker variability and
lexical density affect the perception of stimuli that are not degraded by
noise. Because of these considerations, a second experiment was conducted to
examine the effects of talker variability using a naming task. A number of
researchers have used the naming procedure to examine effects of variables
related to word recognition and lexical access because it provides a method of
collecting latency data along with identification responses to stimuli
uncorrupted by noise (Balota & Chumbley, 1984, 1985; Luce, 1986). Thus, in
using this procedure, the effects of talker variability and lewxical density
can be assessed for words presented in the clear.

Experiment 2

Method

Subjects. Twelve undergraduvate students from an introductory psychology
course at Indiana University served as subjects. FEach subject participated in
two l-hour sessions that were conducted on two consecutive days. Each subject
received partial course credit for participating in the experiment. All
subjects were native speakers of English and reported no history of a speech
or hearing disorder at the time of testing.

Stimulus Materials. The same stimuli used in Experiment 1 were used for
the present experiment. All aspects of the stimuli remained exactly the same.
The stimuli in the low-density and high.densitv conditions vwere equated for
manner class of the initial consonant so that an equal number of stimuli
containing initial stops, strong fricatives, weak fricatives, nasals, liquids,
and semivowels «could be assigned to each condition to reduce measurement
variability.

Procedure. Two within subject experimental factors were manipulated,
talker variability (single versus mixed) and lexical density (high versus
low). The talker ard lexical density conditions were the same as in
Experiment 1. Items in t.e single talker condition were drawn from one talker
and items in the mixed-talker condition were drawn from fifteen different
talkers. Each subject received the single-talker condition on one day of
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testing and the mixed talker condition on the othe: da, of testing. The
conditions were counterbalanced across subjects. Each subject was run
individually in a small testing booth containing headphones, a microphone, and
a CRT monitor.

The experimental procedure consisted of requiring subjects to name words
aloud as fast and as accurataly as they could. Each stimulus was binaurally
presented over TDH-39 headphones to the subject at a listening level of 75 dB.
The subject was required to initiate a vocal naming response after hearing
each target word. Subjects were instructed to repeat the target word into a
voice-activated microphone (Electro-Voice Model D054) as soon as they could
identify the word. They were instructed to keep their lips approximately four
inches from the microphone. The distance was monitored by an experimenter
during the course of the experiment. A message appeared on the CRT in front
of each subject after each response vas collected, indicating that the next
stimulus would be presented. Each stimulus item was presented two seconds
after collection of the response.

Four blocks of 68 trials were run on each day. A two-minute rest period
occurred between each block. Each stimulus item was presented once within
each block. The order of stimulus presentation within a block was randomized.
Half of the subjects received the single-talker condition on the first day of
testing and half received the mixed-talker condition on the first day. An
experimenter sat near the subject during the experiment and monitored a CRT
screen that displayed the target words for each trial. The experimenter
listened to the subject’s vocal response and compared it to the correct target
word for the trial displayed on the experimenter’s monitor. After each vocal
response, the experimenter hit one of two keys on the computer to indicate
vhether the vocal response for that particular trial was ‘"correct" or
"incorrect". An incorrect response was defined as any vocal response in which
the word was mispronounced or consisted of a word other than the correct
target word. If a word was mispronounced, the item was returned to the pool
of items for a block so it could be presented again. Stimulus presentation
and data collection were controlled on-line by a PDP-11/344 computer as in
Experiment 1.

The data were analyzed in terms of overall percent correct identification
and response latencies. Response latencies were analyzed for correct
responses only. The response latencies are considered first. Tabie 2 shows
the mean latencies collapsed over subjects for the single and mixed-talker
conditions for high and low-density words.

A three-way ANOVA wvas conducted on the mean latency data. The factors in
the design were talker variability, lexica) density, and trial block. A
significant effect of talker variability vas :-und (F11.11] 10.7, p < .01).
Response latencies were faster for the word: 1 th inple-talker condition
than for the same words in the mised talker cond . o &0, 4 and 6/78.3 msec,
respectively). A significant <tfect of tvial bic. - . also observed (F[3,33]

= 3.3, p < .01). Response latencies decieased as 4+ function of practice over
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Table 2

Mean response latency (msec) in Experiment 2 for correct responses
for single and mixed-talker conditions as a function of lexical
density.

Densit
High Low
Single-talker 611.2 605.7
Mixed-talker 677.2 679.4
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blocks (673.9, 640.7, 635.0, and 623%./ msec, respectively, for blocks one
through four). However, Newman-Keuls post-hoc tests revealed that performance
did not differ significantly between each of the blocks of trials. No main
effect of lexical density and no significant interactions were obtained.

Overall percent correct collapsed over subjects is displaved in Table 3
for the single and mixed-talker conditions for high and low-density words.

A three-way ANOVA was also conducted on the arcsine transformed
identification data. The factors were talker variability, lexical density,
and trial block. A significant effect of talker variability was obtained
(F[1,11]) = 7.4, p € .02). Identification performance vas better for words in
the single-talker condition compared to words in the mixed-talker condition,
(95.8% and 91.4% correct, respectively), replicating the results of the first
experiment. No other significant main effects were found in this analysis.
The only significant interaction was density x block (F[3.33] - 6.3, p < .01).
Newman-Keuls tests revealed that high-density items were identified correctly
more often than low-density items in the third block of trials. This
interaction was due to a crossover in identification accuracy between high and
low-density conditions over blocks.

Overall, the effects due to talker variability found in the first
experiment were replicated in this study using a naming paradigm in which the
stimulus items were not degraded by noise. Performance as measured by
identification and latencies was consistently worse in the mixed-talker
condition compared to single-talker condition. These results provide
additional evidence that talker variability from trial to trial not only
atfects overt identification responses but also affects the ti.e course of
perceptual processing. Taken together, the results fror the first two
experiments demonstrate that changes from trial to trial in the talker’s
voice, at least within the perceptual identification and naming paradigms,
result in reliable effects on spoken word recognition. The context that the
test items are presented in appears to reliably affect identification and
response time.

Vith regard to the manipulation of lexical density, as¢ in Experiment 1,
wve fournd no significant main effect of density on response latencies or on
identification responses. However, density entered into an interaction with
trial block for identification responses only. Although an examination ot the
interaction revealed that high-density vards were identificd Lorrectly  more
often than low-density wordr in one block of trial«, thic effecr vas only
significant in one out o four blocks of triale. Since  thero were no main
effects of density on identification responses or response latencies, we will
ignore the one significant interaction with block.

Une can think of a number of possible reasons vhy  the  Texical density
manipulation may not have produced any reliable effecte: in the present

experiment and in the previous one. First, the procedures nued to compute
lexical density may have been too crude. The use of one-phoneme substitutions
may not be the hest procedurc to compute  similarity neighborhoods. It is

possible that a metric based on specific phoneme confusions may be more
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Table 3

Mean overall percent correct identification in Experiment 2 for
single and mixed-talker conditions as a function of lexical density.

Density
High Low
Single-talker 96.6 95.0
Mixed-talker 91.8 91.1
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appropriate (see Luce, 1986). Using this alternative method, Luce (1986)
observed significant effects of lexical density on spoken word recognition.

Second, Luce (1986) has shown that along with lexical density, factors
such as acoustic-phonetic confusibility (derived from phonetic confusion
matrices), word frequency, and mean neighborhood frequency also have
independent effects on spoken word recognition. Although vord frequency was
controlled in each density condition, acoustic-phonetic confusibility and
neighborhood frequency were not. Thus, it is possible that varijations in
these factors may have obscured any systematic effects of lexical density on
performance in these two experiments.

Finally, we used a relatively small number of test stimuli in this
experiment and they were all very highly familiar monosyllablic CVC words. It
is possible that the pProcessing of items with these characteristics may differ
from items exhibiting a wider range of acoustic-phonetic diversity and
subjective familiarity (see Luce, 1986).

Since the effects of lexical density may be difficult to reveal, at least
under the present conditions with these stimuli, the manipulation of a
different variable related to lexical processing may help us to understand the
effects of talker variability on spoken word recognition and may provide some
insight into the relative impact that these factors have on spoken word
recognition. One such variable that has been extensively investigated in the
wvord recognition literature is word frequency (Morton, 1969). The effects of
vord frequency on various riiceptual processes have been documented using a
vide variety of experimentsl paradigms (e.g. Grosjean, 1980; Howes & Solomon,
1951; Morton, 1969; Savir, 1963; Scarborough et al., 1977; Solomon & Postman,
1952; Stanners et al., 1972). This variable has been shown to produce large
and reliable effects in most word recognition tasks. Generalized across a
large number of studies, high-frequency words are typically perceived faster
and more accurately than lov-frequency words. Given that word frequency
effects are extremely robust, an investigation of this variable may provide
additional information about the effects of talker variability on spoken word
recognition.

In the next experiment, talker variability and word frequency were
manipulated in a naming paradigm similar to that used in Experiment 2. The
effects of talker variability should be shown by a pattern of performance
similar to that obtained in Experiment 2. 1In addition, if word frequency has
a signficant effect on performance, responses to high-frequency words should
be faster than responses to lov-frequency words.

Experiment 3

Methqq

subjects.  Seventy undergraduate students from an introductory psychology
course at Indiana University served as subjects. Fifty subjects participated
in one 1-hour session that was devoted to  screening stimuli for the

experiment. Twenty additional subjects participated in onc 1 hou wession for
the cxperiment proper. Each subject received partial course credit for their
participation. All  «ubjects werve native speakers ot English and reported no

history of a speech or hearing disorder at the time of testing.
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Stimulus Materials. The stimuli consisted of 96 naturally spoken vords
obtained from each of seven male and eight female talkers of a midwestern
dialect. These stimuli were English monosyllabic and polysyllabic words drawvn
from the Modified !'hyme Test (House et al., 1965) and the Phonetically
Balanced word lists (Egan, 1948). The recording and editing of the stimuli
vere conducted in a manner similar to that previously described for
Experiments 1 and 2. The test words differed in word frequency as defined by
the Kucera and Francis (1967) frequency counts. Low-frequency items vere
defined as those words with values of 10 or fewer occurrences per million in
the Kucera and Francis count; high-frequency items vere defined as those words
with values of 100 or above per million. Forty-eight low-frequency words and
48 high-frequency words vere selected for use in this experinment.

As in the two previous studies, the stimuli were al. rated as highly
familiar by subjects (above 6.65 on the seven-point scale) using the norms
obtained in an earlier study. A one-wvay ANOVA was run on the lov and
high-frequency items to assess differences in lexical density. The results
showved that the high- and low-frequency words did not differ significantly in
density. The mean number of neighbors was 22.1 and 21.4 for high- frequency
and low-frequency items, respectively.

The stimuli used in the present experiment were iurther screened to
insure that the items distributed across the single and mixed-talker
conditions did not differ in intelligibility. A total of 1440 stimuli (96
from each of 15 talkers) were presented to fifty subjects for identification
in a =eparate experiment. The experimental procedure was a word
identification task. Vords were presented in the clear and subjects were
required to type in a string of characters corresponding to the word they
heard. Five groups of ten subjects were run. Each group was presented with
stimuli from three different talkers. All stimulus items displayed scores of
90% or above correct identification on this test.

Items from one male talker were selected for use in the single-talker
condition. Items drawn from all 15 talkers vere selected for use in the
mixed-talker condition. Seven words were drawn from six talkers and six vords
vere drawvn from nine of the talkers. Intelligibility scores were equated
between the talker conditions so that each stimulus in the mixed-talker
condition possessed the same score as the corresponding identical stimulus in
the single-talker condition.

Procedure. Two experimental factors, talker wvariability and word
frequency, wvere manipulated in a completely vithin-subjects design. Each
subject received both high- and lovw-frequency items from both single-talker
and mixed-talker conditions in the testing session. The experimental
procedure consisted of the naming task, which was conducted in the same
fashion as described for Experiment 2. Each subject received two blocks of 96
trials in which high- and low-frequency words were randomly presented once
within each klock. one block consisted of words from the single-talker
condition while the other block consisted of words drawn from the mi<ed- talkar
condition. The order of blocks was counterbalanced across subjects.

Results and Discussion
The data vere analyzed separately for percent correct identitication and
response latencies for correct responses only. Table 4 shows mean latencies

collapsed over subjects for the =single and mixed-talker conditions as a
function of word frequency.
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A two-way ANOVA was conducted on the latency data to assess the effects
of talker variability and word frequency. A significant main effect of talker
variability was obtained (F[1,19] - 11.1, p < .01). Response latencies wvere
faster in the single-talker condition compared to the mixed-talker condition
(834.2 and 868.9 msec, respectively). A significant main effect of frequency
on response latency was not obtained (FI1,19] = 2.2, p > .15), although
respoise latencies vere slightly faster for high- frequency words than
lov-frequency words (847.1 and 856.0 msec, respectively). The interaction of
frequency and talker variability also was not significant (F[1,19] = 1.3, p >
.26).

For identif cation performance, the mean percent correct identification
scores averaged over subjects 1is shown in Table 5 as a function of talker
variability and frequency.

A two-way ANOVA was conducted on the arcsine transformed identification
data to assess the cffects of talke: variability and vord frequency. A
significant main effect was observed for talker variability (F[1,19] - 18. 3, p
< .01). TIdentification performance vas better in the single-talker condition
compared to the mixed-talker condition (97.8% and 92.9% correct,
respectively). In addition, a significant main effect of word frequency was
also found (F[1,19]) - 21.5, p < .01). High-frequency words were identified
more  accurately than low-frequency words (97.2% and 93.5% correct,
respectively). The interaction of talker variability and frequency was not
significant.

The results of the present experiment replicate and extend the results
ohb.ained in our earlier experiments. First, a robust effect of talker
variability was observed for both dependent wvariables. Faster response
latencies and more accurate identification performance was< found in the
single-talker condition compared to the mixed-talker condition using a within
subjects design. Thus, the effects of tzlker variability were replicated
using a larger number of stimuli which were explicitly controlled for
intelligibility in isolation.

Second, as reported in other studies, word frequency  had  an effect  on
overall identification performance. However, word frequency did not aftect
response times in the naming task. High frequency  worde  wers cortectly
identified more often than lov frequency words and response latencies for
high- fi1equency words werc slightly faster than lov-ficquency words, although
this difference was not significant. Frequency related differences in
identification performance, although “ignificant, wvere rtelatively small (see
Table 5); both high and low frequency words were identified at fairly high
levels of accuracy. One explanation for the absence of frequency effects on
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Table 4

Mean overall response latency (msec) in Experiment 3 for correct
responses for singlce and mixed-talker condit’ .ns as a function of
word frequency.

Word Frequency
High Low
Single-talker 825.6 842.9

T
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Table 5

Mean overall percent correct identification performance in

Experiment 3 for single and mixed-talker conditions as a function of
word frequency.

High Low
Single-talker 99.2 96.5
Mixed-talker 95.3 90.6
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response latency may be the use of the naming task. Balota and Chumbley
(1984) found that frequency effects, although significant, were substantially
reduced when a naming task was used. They argued that the effects of word
frequency may be more salient when wusing experimental procedures that tap
later stages of processing where subject biases may operate.

The results of this experiment 1indicate that the effects of talker
variability on spoken word recognition are at least as substantial, if not
more so, than the effects of word frequency. The effects on identification
accuracy of these variables were of approximately the same magnitude (see
Table 5). However, a large and significant effect of talker wvariability on
response latencies was also obtained, indicating that talker variability
affected processing time as well. Given the possibility mentioned earlier
that frequency effects ms:* bhe reduced in the naming task, we decided to
conduct a foirth experiment that employed a perceptual identification task
that was similar to the one used in Experiment 1. 1In using this task, the
effects of word frequency may be more salient than those observed wusing the
naming task.

In addition to examining the effects of talker variability and word
frequency on perceptual identification, we also examined a factor related to
the ease of encoding of the input signal. This factor involved degradation of
the acoustic information wusing a novel signal processing technique (see
Horrii, House, & Hughes, 1971; Salasoo & Pisoni, 1985). If the digital signal
is degraded by randomly deleting samples of the original speech vaveform, then
the early auditory processes involved in extracting information relevant to
phonetic distinctions should be affected because the initial acoust.c cues are
degraded. By manipulating the degree of degradation, the relative effects of
talker wvariability and word frequency can be examined. This method of
degradation was chosen over alternative methods, such as imposing a uniform
background of white noise over the stimulus, because any effects due to
degradation are a direct consequence of physical disruption and/or distortion
of the original information in the signal. That is, the stimulus information
that is presented is not degraded by masking noise.

Talke. variability was manipulated in a fashion similar to that of the
previous experiments. Word frequency was also manipulated in order to assess
whether the well-known effects of word frequency could he replicated wusing a
perceptual identification procedure with the same stimuli.

Experiment 4

ﬂg}hod

Subjects. Thirty undergraduate Indiana University students with the same
qualifications described earlier were used as subjects. FEach subject
participataed in one l-hour session and received partial course credit tor
their participation.

Stimulus Materials. The 96 stimuli used in Experiment 3 provided the
basis for the stimuli used in the present study. These stimuli were modified
by degrading the speech signal using digital signal processing techniques.
The technique used to produce the degraded signals involved a computer program
which flips the sign of the amplitude value of the digital waveform for each
sample at randomly determined points over a specified proportion of the
waveform. For example, stimuli at the 104 degradation level consisted of the
originai stimulus with 107 of the amplitude values at random points having

30




values opposite to those contained in the original digital file. Degrading
the stimuli in this manner resulted in utterances in which a percentage of the
acoustic information deleted was simply replaced by noise. This resulted in
stimuli which were intelligible but sounded somewhat "noisy" or "distorted".

Three sets of 96 stimuli were used. Each set consisted of items degraded
at one level. The degradation levels were specified at 10%, 20%, and 30% of
the waveform. Except for these changes, 211 other aspects of the stimulij
remained the same as in Experiment 3.

Procedure, The three experimental factors manipulated were talker
variability, word frequency, and percent degradation level. Vord frequency
and degradation 1level were manipulated within subjects while talker
variability was manipulated between subjects by using two separate groups. In
the single-talker group, subjects received stimuli from one male talker as in
Experiment 3; in the mixed-talker group, subjects received stimuli drawn from
all 15 male and female talkers. The experimental procedure consisted of a
perceptual identification task that was the same as the one used in Experiment
1. Each subject listened to a stimulus word and typed in a string of
characters as a response on a computer terminal corresponding to the word that
he/she thought was presented. Subjects were told that the stimuli that they
would be presented with would sound "noisy" or "distorted" and they were to
pay close attention to the words and try to identify them as best as they
could even if they had to guess,

Subjects were presented with three blocks of 96 stimuli in which the
high- and low-frequency items were randomly presented within each block.
Degradation level was blocked, such that each block of trials contained
stimuli  at one degradation level only. The order of blocks was
counterbalanced across subjects by a latin square design. Stimuli were
presented at a comfortable listening level of 75 dB.

Results and Discussion

The responses were analyzed in terms of percent correct identification.
Table 6 shows the mean overall percent correct identification averaged over
subjects for the single and mixed-talker groups as a function of wvord
frequency and signal degradation level.

A three-way ANOVA was conducted on the arcsine transformed identification
data for the main variables, talker variablility, word frequency, and
degradation level. As expected, a significant main effect of talker
variability was observed (F[1,28] - 91.6, p < .01). Identification
performance was better for the single-talker condition compared to the
mixed-talker condition (69.1% and 48.1% correct, respectively). A main effect
of word frequency was also found (F[1,28] = 161.9, p < .01). High-frequency
words were identified more accurately than low:frequency wvords (64.37% and
522.8% correct, respectively), Finally, a significant main effect of
degradation was also obtained (F[2,56) = 91.7, p < .u1). Performance became
wvorse as the degradation level increased (75.4%, 56.9%, and 43.5% correct,
respectively, for 10%, 20%, and 30% degradation). Newman-Keuls post-hoc tests
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Table 6

Mean overall percent correct identification performance in
Experiment 4 for single and mixed-talker conditions as a function of
signal degradation level and word frequency.

Word Frequency

Degradation Level High Low
Single 10% 87.8 74.6
Talker 20% 76.1 63.2
30% 66.8 46.0
Mixed 10% 73.1 66 .1
Talker 20% 46.5 41.8
30% 35.7 25.4
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revealed that performance differed reliably between all three degradation
levels used in the experiment.

A number of significant two-wvay interactions were alsc obtained. First,
the interaction of talker variability and degradation was significant (F[2.56]
= 7.3, p< .01). Figure 2 shows performance as a function of talker and
degradation level. As can be seen in the figure, performance decreased more
for items from the mixed-talker condition compared to the single-talker
condition when the degradation level increased from 10% to 20%. However, the
residual difference across talker groups remained about the same between the
20% and 30% levels. Newman-Keuls tests revealed that performance between
single and mixed-talker conditions vas significantly different at each
degradation 1level and that performance within each talker condition vas
significantly different between degradation levels,

A significant interaction between degradation and frequency was also
obtained (F[2,56] - 10.5, p < .01). Figure 3 shows performance for the
frequency conditions as a function of degradation level. As shown here, the
differences in performance between high- and lov-frequency items remained
about the same at the 10% and 20% degradation levels, but the differences
became greater at the 30% level. Newman-Keuls tests showed that performance
between high- and low-frequency words was significantly different at each
degradation level, and that performance betveen degradation levels differed
significantly within each frequency condition.

Insert Figure 4 about here

Finally, a significant interaction between talker variability and word
frequency was obtained (F[1,28] = 14.4, p < ,01). Figure 4 shovs performance
for the talker conditions as a function of word frequency. As shown here, the
difference in performance between high- and low-frequency words was greater
for the single-talker condition than for the mixed-talker condition.
Newman-Keuls tests showed that performance between single and mixed-talker
conditions differed significantly for both high- and lov- frequency words.
Newman-Keuls tests also showed that within each talker condition performance
wvas significantly different between high- and low.trequency words.

The results of Experiment 4 provide turther evidence of 1eliable and
robust effects of talke: rariability on spoken word recognition. As in our
previous experiments, perceptual performance vas worse vhen the stimulus items
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were produced by different talkers on each trial than wvhen they were produced
by a single talker. This effect appears to be extremely consistent from
experiment to experiment across different sets of stimulus materials and
different tasks.

A significant effect of word frequency was also observed in the present
experiment. The effects of word frequency appear to be more salient using a
perceptual identification paradigm compared to a naming paradigm, a finding
that was reported by Balota and Chumbley (1983). 1In addition, inspection of
the data for the word frequency manipulation reveals that the magnitude of the
effects are approximately the same as the magnitude of the effects produced by
talker variability. Thus, it appears that talker variability and word
frequency both have substantial effects on spoken word recognition, at least
in the context of the present study.

A number of interactions between the variables were also obtained. An
examination of the interaction of talker variability and signal degradation
shows that as the degree of degradation of the signal increased from 10% to
20%, performance became worse for items in the mixed-talker condition compared
to the same items in the single-talker condition. This result indicates that
when the processing of low-level acoustic cues in the signal becomes
increasingly disrupted as a result of signal degradation, the processing of
talker-specific information also becomes impaired. The finding is consistent
with a view suggesting that talker normalization is intirately related to
Processes 1involved in encoding the sensory input in the speech signal into a
phonetic representation.

An interaction also occurred betveen degradation level and word
frequency. The decrease in performance for high-frequency words compared to
lov-frequency words was about the same at the 10%2 and 20% degradation levels,
but the difference became larger at the 30% level (see Figure 3). One account
of this interaction is that the result may simply be due to 'cuessing" or
response bias. VWhen the words become extremely degraded, such as at the 30%
degradation level, subjects may be more likely to guess high-frequency words
than low-frequency words in making a response (see Goldiamond & Hawkins, 1958;
Luce, 1986). This hypothesis is supported by the observation that there is
little difference in performance between high and low-frequency words at the
10% and 20% levels, but a much larger difference at the 30% level. Only 43.5%
of the test words were correctly identified overall at this level of
degradation.

The final interaction to be considered was between talker variability and
word frequency. The pattern of results indicated that the differences in
performance between high- and low-frequency words were greater for the
single-talker condition than the mixed-talker condition. An explanation for
this pattern of results is unclear, although it may be related to the methods
used to create the distortion in the stimulus materials or the amount of
active rehearsal given to an item at the time of initial encoding (see Martin,
Mullennix, Pisoni, & Summers, 1987). There is no immediately obvious reason
wvhy word frequency, particularly when it is viewed as a form of response bias,
should have Jarger effects on items produced by a single talker which are
presumably encoded more efficiently than stimuli produced by mized talkers.
Typically, word frequency manipulations produce greater effects when the
information specifying the items is ambiguous o1  degraded. We have no
explanation of this curious result at the present time although it mav be
reflecting some underlying difference caused by talker variability.
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General Discussion

Taken together, the results of the present set of experiments have
implications for models of spoken word recognition and previous accounts of
perceptual normalization in speech perception. First, the effects of talker
variability on spoken word recognition performance observed in the present
study suggest that the processes involved in speech perception apparently
include some mechanism or set of mechanisms that adjust for differences in a
talker’s voice and these mechanisms have a processing "cost" associated with
them. When the voice of the talker is changed from trial to trial, perceptual
processing of highly familiar CVC words becomes impaired. Isolated words are
identified less accurately and require more processing time for recognition.
Based on results obtained in both perceptual identification and naming tasks,
we suggest that some resource demanding mechanism is used by the listeners to
compensate for the physical differences in the stimuli produced by different
talkers. It is important to emphasize here that the speech waveforms were
alvays identical across the two conditions we examined. The only differences
vere in the context in which the items were presented to the listeners.

Second, the results of the present study indicate that talker variability
is an important factor that must be considered in models of word recognition
and lexical access and integrated into current theoretical descriptions. Our
results demonstrated repeatedly, under a variety of experimental conditions,
that talker variability produces substantial and reliable effects on the
processes involved in recognizing spoken words. When comparing these effects
to the effects of vord frequency and lexical density, two measures that have
been shown to have substantial effects on word recognition, the etfects of
talker variability appear to be more robust and less dependent on the
particular task. We obtained significant effe:ts of talker variability on
both identification and proces=ing time, while we did not obtain any
significant effects of lexical density and we obtained significant effects of
word frequency only on overt identification responses. Vord frequency, and to
a lesser extent, lexical structure, have been typically given a great deal of
importance in the development of models of word recognition and lexical access
(e.g., Forster, 1976, 1979; Luce, 1986; Morton, 1969). More recently,
researchers have begun to pay more attention to acoustic-phonetic factors and
their involvement in spoken word recognition (Luce, 1986; Marslen-Vilson,
1987; Marslen-Wilson & Tyler, 1980; Pisoni & Luce, 1987). At the very least,
our results suggest that the relationship of talker normalization to the
processes involved in word recognition and lexical access should be fturther
investigated and the findings integrated in models of word recognition and
lexical access.

There are two possible ways in which talker variability in the present
set of experiments may have produced its effects. First, as ve mentioned
earlier in the introduction, the results of a number of studies concerned with
vowel and consonant perception demonstrate that changes in a talker’s voice
affect processes at an eaily segmental acoustic-phonetic level (Assman et al.,
1982; Fourcin, 1968; Rand, 1971; Strange et al., 1976; Summerfield, 1975;
Summerfield & Haggard, 1973; Verbrugge et al., 1976; VWeenink, 1986). With
regard to spoken word recognition, it is possible that the effects of talker
variability we obtained in the present study are due to perceptual processes
and operations that are confined to an analysis of early segmental information
in the speech waveform. The output of these processes consists of a more
abstract canonical representation that is passed on to higher-level processes
related to word recognition, with the perceptual deticits arising at an early
acoustic-phonetic level "cascading" up the system. Thus, talker normalization
processes may be related to other low-level sensory encoding processes which
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are also sensitive to changes and variability in acoustic information in the
speech signal.

Indeed, one factor that produces large and reliable acoustic changes in
the signal is variations in speech rate. 1In a series ot studies, J.L. Miller
and her colleagues have provided extensive evidence that the phonetically
relevant acoustic properties of the signal are not extracted in an absolute
manner, but instead, are processed with regard to the rate at which the speech
was produced (see Miller, 1981; 1986; 1987). Miller has proposed that the
processing of speech rate information occurs at a relatively early stage of
speech processing (Miller, Green, & Schermer, 1984). 1In one recent study,
Miller et al. (1984) demonstrated that when the effects of semantic context
on word identification are eliminated, substantial effects due to speech rate
information still remain. This result is consistent with the proposal offered
by Miller (1987) that speech rate normalization occurs at a fairly early level
of processing independent of processes related to the analysis of semantic
information. On the basis of other experimental work, Miller (1987) argues
that the processing of rate information is "mandatory" and takes place within
a "phonetic module" which analyzes and interprets the information in the
speech signal in terms of phonetic qualities. Given the evidence which
supports the hypothesis that rate normalization processes occur at a
relatively early level, it seems plausible, and perhaps even quite likely,
that talker normalization Processes may also operate at an early stage of
perceptual analysis. This hypothetical stage makes use of processes involved
in the acoustic-phonetic analysis of the speech signal into abstract phonetic
categories and representations needed to access words in long-term memory (see
Pisoni & Luce, 1987).

One result reported in Experiment 4, that the effects of talker
variability become greater when the acoustic information in the speech signal
becomes more physically degraded, is consistent with the idea that talker
normalization processes are intimately related to early encoding processes
that produce a phonetic representation of the signal. Because the perceptual
processes affected by methods of signal degradation are precisely those which
extract auditory and/or phonetic featural information from the acoustic
signal, it is possible that talker normalization processes occur predominantly
at an early acoustic-phonetic level and not later on at more abstract stages
associated with word recognition or lexical access.

Another way in which talker variability may have produced effects on
performance in the present ctudy involves the idea that talker-specific
perceptual features are actually retained for short periods of time in
higher~level representations of the input that are matched to words in the
lexicon. By this account, the effects of talker variability do not arise
entirely from earlier acoustic-phonetic levels of processing, but instead are
due to interactions caused by the presence of talker-specific properties in
the lexical matching process. This account would incorporate the notion that
talker-specific features from a previous input item ot items remain in memory
and produce interference when a subsequent item is perceived. Although there
is some evidence in the literature that talker-related teatures are retained
in long-term memory (Craik & Kirsner, 1974; Geiselman & Belezza, 1976, 1977)
and may cause interference (Martin et al., 1987; Mullennix & Pisoni, 1987), it
is not clear how these feature« may be represented, nor is it c¢leai by what
manner they would producce interpference with subsequent items. In some cases,
it is even possible for talker variability to produce impioved performance in
serial recall tasks (sec Logan & Pisoni, 1987).



The results obtained in the present series of experiments are consistent
with results of previous research concerning the effects of talker variability
on perception at the segmental acoustic-phonetic level using isolated vovels
and CV nonsense syllables (Assman et al., 1982; Fourcin, 1968; Rand; 1971;
Strange et al., 1976; Summerfield, 1975; Summerfield & Haggard, 1973;
Verbrugge et al., 1976; Veenink, 1986). The most consistent finding from the
present series of experiments was that word recognition was affected strongly
and consistently by changes in a talker’s voice from item to item. This
result suggests that the processes operating on voice information apparently
incur a processing debt even in simple tasks such as perceptual identification
and naming. Whether talker normalization is a relatively simple and automatic
"vocal tract normalization" process (Summerfield & Haggard, 1973, or involves
more complex perceptual adjustments remains to be investigated (Liberman &
Mattingly, 1985). Although much recent research suggests that the perception
of vovels may be accomplished by algorithmic rescaling or ecalibration
processes (Bladon et al., 1984; Dechovitz, 1977; Gerstman, 1968; Nearey, 1978;
Syrdal & Gopal, 1986; but, see Disner, 1980), the perception of connected,
fluent speech produced by different talkers obviously involves much more than
simple rescaling of differences in static vocal tract configurations.
Differences in dynamic articulatory trajectories resulting from non-linear
control of the articulators as well as differences in glottal waveforms and
numerous other factors known to differ between talkers all lead to different
acoustic realizations of an utterance. Thus, talker normalization processes
in speech r-vception may be much more complex and dynamic than previously
described ! rlier work using simple 1isolated vowels and CV nonsense
syllables. ror the present, howvever, our results using isolated, highly
familiar words are consistent with the findings reported earlier in the
literature using isolated vowels and nonsense syllables.

Obviously, further research will be necessary to understand the precise
nature of the differences between talkers and to further characterize the
nature of the perceptual mechanisms responsible for talker normalizat.ion
effects. This work will need to examine further the relationship between
talker normalization processes and the other perceptual processes involved in
developing a segmental representation of the input signal for spoken word
recognition. In addition, more research will need to be conduc.ed in order to
more clearly determine the relationship of talker variability to the processes
involved in spoken word recognition and lexical access. Other research from
our laboratory using memory and selective attention paradigms (e.g. Martin et
al., 1987; Nusbaum, Greenspan, & Pisoni, 1986) has already provided additional
evidence concerning the effects of talker variability on speech perception and
spoken word recognition. In the past, most studies of speech perception have
used only a single talker throughout an entire experiment. The present
results using multiple talkers demonstrate robust and reliable differences due
to talker variability in processing the same signals. These findings will
need to be incorporated into current theoretical conceptions of speech
perception and spoken language processing.
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Reference Notes

1. Ve use the expression "changes in a talker’s voice" throughout the
manuscript to refer to the variability in the production of specific test
items spoken by different talkers. While the term is potentially
ambiguous, we are concerned primarily in this research with variability
between talkers rather than variability within a specific talker.

2. All data analyses reported for the identification data '~ all
experiments were performed on nonlinear arcsine transformations of the
raw identification data (see Cohen & Cohen, 197:.). The arcsine
transformation vas defined as

A = 2 arcsine } p,

vhere p is a proportion and A is a transformed value (measured in
radians).
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Abstract

Previous perceptual studies have shown that trial-to-trial changes in the
voice of a talker have perceptual consequences at both segmental and lexical
levels of processing. In order to investigate the effects of talker
variability on recall, four list-learning experiments were conducted using
lists of monosyllabic English words spoken by either a single talker or
different talkers. Serial recall of early list items was better for lists
spoken by a single-talker than for lists spoken by multiple talkers. This
result was not obtained in a free recall experiment. A third experiment
utilized a memory preload procedure using visually-presented digits. Recall
of the preload digits was superior when items in a subsequent list were spoken
by a single talker compared to multiple talkers. A fourth experiment used a
retroactive interference task to eliminate contributions of short-term memory
on recall. The interference task did not reduce the differences in recall
performance between talker conditions. The results of the first three
experiments suggest that the encoding and rehearsal of spoken lists produced
by multiple talkers requires greater processing resources than lists produced
by a single talker. The results of Experiment 4 suggest that the superior
serial recall of early list items for single-talker word lists is not due to
retrieval processes that are independent of initial perceptual encoding and
subsequent rehearsal in short-term memory. Taken together, these experiments
demonstrate that talker variability not only affects encoding processes at the
time of input but also affects the efficiency of rehearsal processes used in
transfering items into long-term memory.
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Effects of Talker Variability on Recall of Spoken Word Lists

The acoustic properties of speech vary dramatically as a function of
context, speaking rate, and a number of talker-related factors such as vocal
tract configuration, glottal characteristics, vocal amplitude, and dialect.
Many theorists have argued that in order for spoken language to be perceived
rapidly and efficiently, some sort of perceptual process must compensate for
the acoustic differences between individual talkers (e.g., Joos, 1948;
Verbrugge, Strange, Shankweiler, & Edman, 1976). This perceptual compensation
in speech perception suggests a form of perceptual constancy. Talker
differences are thought to be "normalized" at fairly early stages of
perceptual analysis so that linguistic units can be efficiently extracted from
the speech waveform (Summerfield & Haggard, 1973). Although perceptual
normalization has been recognized as an important research problem almost from
the beginning of modern speech research, little is known about the nature of
this type of perceptual compensation. Indeed, an examination of the published
literature reveals that almost all research in speech perception that has used
natural speech has employed stimulus tokens produced by a single talker.
Human listeners rapidly perceive and understand speech signals produced by a
wide variety of talkers and appear to display little, if any, additional
effort or processing demands. The mechanisms used to perform these operations
have not received much attention in the field of speech research.

However, some research relevant to this issue has been conducted.
Several studies has shown that changes from stimulus to stimulus in talker
voice affect vowel perception. Verbrugge et al. (1976) reported that vowel
identification was superior for vowel stimuli produced by the same talker
compared to vowel stimuli produced by different talkers. Summerfield and
Haggard (1973) reported that synthetic vowels were categorized more slowly
when they were preceded by synthetic syllables designed to acoustically
emulate the voice characteristics of different talkers (see also Summerfield,
1975). Summerfield and Haggard (1973) suggested that the increase in response
latencies reflected the processing time needed for a "vocal tract
normalization” process, although they did not specify the nature of this
process in any detail. Taken together, the results of these perceptual
studies demonstrate that changes in talker voice have detrimental effects on
processing at the segmental acoustic-phonetic level.

The effects of variability from item to item in the voice of a talker
have also been examined at the lexical level. Creelman (1957) found that
changes from word to word in the voice of a talker reduced identification
performance for PB  (phonetically balanced) words. Talker voice
characteristics have also been found to affect response latencies in a
same-different matching paradigm (Allard & Henderson, 1975; Cole, Coltheart, &
Allard, 1974). Cole et al. (1974) reported that response latencies were
slover for "same" judgements when the target words were produced by different
talkers than when the items wvere produced by the same talker. More recently,
several experiments in our laboratory have examined the effects of talker
variability on spoken word recognition (Mullennix, Pisoni, & Martin, 1987).
In a series of experiments, Mullennix et al. obtained results demonstrating
detrimental effects on word recognition when talker vojce changed from trial
to trial compared to vhen the talker’s voice remained the same across trials.
Reliable effects of talker variability were obtained for both perceptual
identification accuracy and response latency. Thus, it appears that changes
in the voice of the talker produce perceptual deficits at the level of word
recognition, as well as at earlier segmental levels.
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Although earlier research has demonstrated that talker variability
affects perceptual processing at segmental and lexical levels, little research
has examined the effects of talker variability on the cognitive processes
involved in memory. One study conducted by Craik and Kirsner (1974) examined
the effects of talker variability on recognition memory. Subjects listened to
spoken word lists 1in which the stimuli were produced by a male talker and a
female talker. In a recognition memory test, list items were repeated in
either the same voice or in a different voice from the one in which list items
wvere originally presented. The results demonstrated that recognition of list
items was faster and more accurate when words were repeated in the same voice
as the original item. This facilitation due to talker voice remained constant
over a 2-minute interval. Furthermore, subjects were able to accurately
recall the voice in which words had originally been presented after a 2-minute
lag. These results suggest that information about a talker’s voice can be
retained in memory for at least two minutes and that talker-specific features
may be used to facilitate recognition memory for words.

One experiment has examined the effects of talker variability on the
recall of words from memory. Mattingly, Studdert-Kennedy, and Magen (1983)
examined the effects of changes in a talker’s voice and dialect variation on
serial recall for spoken word lists. Stimuli vere spoken by either a single
talker, three different talkers with the same dialect, or three different
talkers with different dialects. The results indicated that recall
performance for early list items was significantly worse when list items were
produced by different talkers with different dialects compared to list items
produced by a single talker or by three talkers with the same dialect.
Mattingly et al. suggested that changes in dialect, but not in the voice of
the talker within a dialect, affected encoding and/or rehearsal processes in
memory, and that these effects were reflected in recall performance for early
list items.

Several factors may have affected the outcome of the Mattingly et al.
(1983) experiment. First, the use of only three talkers in the
multiple-talker conditions may not have produced enough variability to
demonstrate any reliable perceptual consequences of talker variability in this
paradigm. It is possible that a wider range of variability in the voice of
the talker may be required to exhibit such effects., Secondly, the stimulus
items consisted of digit-names, which are a highly constrained and overlearned

vocabulary. The use of digits as stimuli may have encouraged subjects to use
rehearsal and retrieval strategies that are quite different from those wused
for a less constrained set of stimulus items. With highly constrained

stimulus sets, subjects often engage in guessing strategies or other response
strategies to improve their performance on a task (Miller, Heise, & Lichten,
1951).

Considering the possible problems with the Mattingly et al. (1983)
experiment, and the paucity of research examining the effects of talker
variability on memory processes, we felt that further research was needed to
investigate the effects of talker variability on the recall of words. The
present series of experiments investigated the effects of talker variability
on recall of 1lists of isolated spoken words. This work follows frem our
earlier perceptual research showing reliable effects of talker variability on
wvord identification tasks.

Recall performance can he used as an index of the capacity demands
required for the encoding and rehearsal of different types of speech input
(Luce, Feustel, & Pisoni, 1983). When given a list of isolated vords to
recall, subjects tend to recall more items from the first few and the last few
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positions in a list than from the middle positions of a 1list. The enhanced
recall for early and late list items are known as the primacy effect and the
recency effect, respectively, and have been well documented in the memory
literature (see Crowder, 1976). 1In dual-process accounts of memory, primacy
and recency effects are thought to reflect different memory stores (Atkinson &
Shiffrin, 1968; Waugh & Norman, 1965), differences in depth of item processing
(Craik, 1973), or differences in search accessibility (Shiffrin, 1970).
Recency effects have been explained as reflecting the output of items from a
short-term memory buffer (Glanzer, 1972; Waugh & Norman, 1965; but see Greene,
1986 for alternative explanations). Primacy effects, on the other hand, are
explained as reflecting a greater number of rehearsals or more elaborative
rehearsal devoted to early list items than to later list items. A number of
theorists have suggested that a greater amount of rehearsal leads to a higher
probability that an item will be transfered to long-term memory (Atkinson &
Shiffrin, 1968; Bruce & Papay, 1970; Vaugh & Norman, 1965). Alternatively, a
greater amount of rehearsal may lead to stored images of greater strength,
vhich are then more easily retrieved from memory (Shiffrin, 1970). There is a
good deal of evidence that the amount of rehearsal devoted to early list items
affects primacy recall performance (Baddeley & Hitch, 1977; Brodie & Prytulak,
1975; Rundis & Atkinson, 1970). Thus, primacy recall performance can be used
as an index of the amount or type of rehearsal devoted to early list items.

It is now well-accepted that short-term memory is limited in its capacity
to hold and process information (e.g., Shiffrin, 1976). Different amounts of
processing resources will be available for a particular task, depending upon
how much processing capacity is being allocated to other tasks. In a recall
task, a limited amount of Processing capacity is available for the encoding
and rehearsal of stimulus items (Baddeley & Hitch, 1974). If the encoding of
spoken word items produced by different talkers requires a greater amount of
the limited-capacity resources in short-term memory, rehearsal processes
should be less efficient for items in multiple-talker lists than for items in
single-talker lists. Differences in the amount or efficiency of rehearsal for
multiple-talker and single-talker word lists may therefore produce differences
in  primacy recall between these two conditions. Specifically, the
presentation of multiple-talker lists may result in lower recall performance
for early list items compared to single-talker lists. Thus, an examination of
recall performance may provide a method to measure differences in the capacity
demands required for the encoding and rehearsal of words spoken by either a
single talker or by multiple talkers.

Several years ago, Luce, Feustel, ard Pisoni (1983) used recall
performance as an index of capacity demands for lists of naturally produced
speech and synthetic speech. Luce et al. (1983) found that recall for
synthetic word 1lists was worse than recall for naturally produced word lists
at all serial positions within a list. In addition to this main effect of
speech type, an interaction of natural/synthetic speech and serial position
wvas also obtained. Differences in recall betveen the natural and synthetic
lists were largest in the primacy region of the serial position curve. Luce
et al. (1983) interpreted these results as support for the proposal that
greater capa:ity demands are required for the encoding and subsequent
rehearsal of synthetic speech compared t» natural speech. Given these
findings, one might expect that recall performance would be worse for lists
spoken by multiple talkers compared to lists spoken by a single talker over
all serial positions. These results would be expected if the processing of
items in multiple-talker lists requires more processing resources in
short-term memory than the processing of items in single-talker lists.
Synthetic speech, however, is often misperceived by naive listeners; the
differences 1in recall performance obtained by Luce et al. (1983) may reflect
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both a larger number of encoding errors as well as increased capacity demands
for synthetic speech.

Lists of words produced by different talkers, on the other hand, should
be perceived rapidly and efficiently by listeners because these words contain
the redundant acoustic cues characteristic of natural speech. Performance
decrements due to the encoding and rehearsal of list items may not be salient
enough to affect recall for items in terminal list positions. The literature
offers little evidence to motivate predictions about recall performance for
single-talker and multiple-talker lists. Given the perceptual experiments
demonstrating reliable effects of talker variability at the segmental and word
levels, we were interested in determining whether talker variability would
also have effects on recall of word lists and vhat the nature of these effects
might be. It is possible that variability due to the voice of the talker in
the multiple-talker 1lists will affect early encoding processes, with these
effects cascading up the processing system to affect the rehearsal and
transfer of items into long-term memory. On the other hand, talker
variability may only affect encoding at early stages of perceptual analysis.
These perceptual differences may then be encapsulated and not affect
subsequent memory processes.

In the first experiment, serial recall of word lists containing 10 items
vas investigated. Word lists wvere constructed from items spoken by either a
single talker, 10 talkers of the same gender, or five male and five female
talkers. The two multiple-talker conditions were constructed to examine
vhether the increased talker variability due to gender differences would
result in a greater effect on rera.! performance. Based on earlier work on
the recall of synthetic speech (Luce, Feustel, and Pisoni, 1983), we predicted
that recall performance for early list items would decrease as the amount of
talker variability within a list increased. If recall differences 1in the
primacy region of the serial position curve are obtained as a function of
talker variability, this result would be consistent with the hypothesis that
the processes involved in perceptual encoding and rehearsal require a greater
amount of processing resources when there are changes in the voice of the
talker from item to item within a list.

Experiment 1

Method

Subjects. Subjects were 112 undergraduate students at Indiana Univeysity
vho participated to fulfill a course requirement in introductory psychology.
Each subject participated in one hour-long session. All subjects were native
speakers of English who reported no history of a speech or hearing disorder at
the time of testing.

Stimuli. The stimuli consisted of five lists of 10 monosyllabic English
words. Words were originally recorded in isolation on audio tape and
digitized via a 12-bit analog-to-digital converter on a PDP-11/34 computer.
All word 1lists were generated from digital files stored in the computer.
Three versions of each word list were prepared. In the single-talker lists,
all 1list items were spoken by one talker. In the multiple-talker same-gender
condition, the 10 list items were spoken by 10 different talkers of the same

gender. In the multiple-talker different-gender condition, the 10 list items
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vere spoken by five different male and five different female talkers.

Overall RMS amplitude levels for all words were digitally equated using a
specialized signal processing package. Stimuli were low-pass filtered at 4.8
kHz and played to listeners through a 12-bit digital-to-analog converter over
matched and calibrated TDH-39 headphones at 80 dB SPL. The presentation of
the word lists was controlled by a PDP-11/34a minicomputer.

Words within a list were semantically unrelated, and differed from each
other by at least two phonemes. All of the words used in the experiment had
been previously tested for intelligibility in a Seperate experiment using a
different group of listeners. These items received identification scores of
95% correct or above when presented in isolation.

Procedure. Subjects were tested in groups of six or less in a
sound-treated room. On each trial, subjects were presented with a spoken list
of 10 words. They were then given 60 seconds to recall the words in the exact
position in which they were presented. Subjects recorded their responses by
printing them on a response sheet.

The inter-word interval for stimuius presentation was 1.5 seconds.
Immediately before the presentation of each list, subjects heard a 500 ms
1000-Hz warning tone. Following presentation of each list, another tone
signaled the end of the list and the beginning of the 60-second recall period.
During this period, subjects were instructed to write down as many of the
vords as they could recall in the exact serial position in vhich they were
presented. Subjects vere told that items not recalled in the correct position
would be scored as incorrect.

The talker variable was manipulated in a between subjects design.
Subjects were randomly assigned to one of three conditions: single-talker,
multiple-talker same-gender, or multiple-talker different-gender. Identical
word 1lists were used in each conditicn; the conditions differed only in the
voices used to produce the vords. Each subject heard four blocks of the five
lists of words for a total of 20 list presentations. The order of lists
within each block and the order of stimuli within each list were randomized.
Two practice lists were presented at the beginning of the experimental session
in order to familiarize subjects with the experimental procedure,

Results and Discussion

Figure 1 shows the percentage of words correctly recalled as a function
of serial position and talker condition averaged over all trials.

Inspection of Figure 1 indicates that the typical serial position curve
was obtained for each of the thiee talker conditions. For each condition,
recall performance for initial and final list items is better than recall of
items in the middle of the list. In order to test for differences between the
three talker conditions, a two wvay ANOVA wvas conducted for the factors of
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Recall by Serial Position and Talker Condition
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Figure 1. Mean percent correct serial recall collapsed over subjects as a
function of serial position and talker condition for Experiment 1.
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talker condition and seria) position. A main effect of talker was not
obtained. A significant main effect of serial position vas obtained (F[9.981])
= 334.1, p < .001). A marginally significant interaction of talker and serial
position was also obtained (F[18,981] = 1.57, p < .06).

In order to investigate the interaction of talker and serial position,
separate two-way ANOVAs for the factors of talker condition and serial
position were conducted for the primacy region (li~t positions 1-3), middle
region (list positions 4-7), and recency region (list positions 8-10) of the
serial position curve. In the primacy region of the serial position curve, a
main effect of talker was obtained (F[2,109] = 4.41, p < .02). Post-hoc
Newman-Keuls tests revealed that recall of items in the single-talker
condition was significantly better than recall in either of the
multiple-talker conditions. The two multiple-talker conditions were not
significantly different from one another. Thus, multiple-talker recall
per formance was not affected by increased variability due to gender-related
talker differences. A significant main effect of serjal position was also
obtained (F[2,218} - 380.1, p < .001). The interaction of talker and serial
position was not significant.

In the middle region of the serial position curve, the main effect of
talker was not significant. A significant main effect of serial position was
obtained (F[3,327] = 24.15, p < .001). The interaction of talker and serial
position was not significant. In the recency region of the serial position
curve, the main effect of talker was not significant. A significant main
effect of serial position was obtained (F[2,218] = 427.2, p < .001). The
interaction of talker and serial position was not significant,

The results of Experiment 1 demonstrate that the recall of words in the
primacy region of the serial position curve was significantly better for jtems
produced by a single talker compared to items produced by multiple talkers.
Thus, variability from item to jtem in the voice of the talker produced
salient effects on the recall of early list items in a serial recall paradigm.
These results suggest that the processing of multiple-voice input places
greater demands on limited capacity resources in short-term memory compared to
the processing of speech from a single talker. This interpretation is based
on the hypothesis that prima recall is affected by the amount of rehearsal
devoted to the first few items in a list. It appears that subjects in the
single-talker condition obtained better primacy recall performance because
early list items received more rehearsal, or more efficient rehearsal, than
early list items in the multiple-talker conditions.

Why would rehearsal of items in the single-talker condition be more
efficient than the rehearsal of items in the multiple-talker conditions? One
explanation is that the perception of speech from multiple talkers requires
more processing resources for the encoding of these list items, compared to
the encoding of single-talker list items. As a result, fever processing
resources are available for the rehearsal of items from multiple-talker lists,
leading to differences in primacy recall (Kahneman, 1973). Thus, differences
in the efficiency or amount of rehearsal for multiple-talker and single-talker
items may reflect differential capacity demands for the initial encoding of
voice-specific acoustic-phonetic information in these stimuli.

Another possibility is that changes from stimulus to «timulus in the
voice of the talker do not affect the speed or efficiency of initial encoding
processes, but instead affect the etficizncy of rehearsal processes after
stimulus items have been encoded. In this case, relatively more processing
resources would be needed fo: the rehearsal of multiple talker items after
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they ha e been encoded. Because talker voice information varies from item to
item in o multiple-talker list, listeners may not be able to extract enough
talker-specific invariant cues to support efficient rehearsal processes for
both item and order information. This explanation, however, is not consistent
wvith the data reported by Mullennix et al. (1987), demonstrating that spoken
vord recognition is slower and less accurate when the voice of the talker
changes from trial to trial. These results suggest that variability due to
the voice of the talker adversely affects the speed and/or efficiency of
encoding for spoken words.

The present results cannot distinguish between the hypotheses that
primacy recall differences between single-talker and multiple-talker lists are
due to differences in encoding and rehearsal, or just rehearsal. However, the
data do suggest that the processing of multiple-voice input requires a greater
amount of the limited-capacity 1esources in short-term memory compared to the
processing of speech produced by a single talker. Compensation for talker
variation does not appear to be automatic or capacity-free. There 1is some
cost associated with changes from item to item in the voice of the talker, as
measured by recall performance in this task.

Serial recall of a list of items requires subjects to encode and rehearse
not only item information but also order information associated with each
item. Compared to a free recall task, serial recall requires more processing
resources in short-term memory and may be more likely tc reveal differences in
the initial encoding and/or rehearsal of single-talker and multiple-talker
vord items. In order to examine whether the encoding of order information is
needed to produce recall differences for multiple-talker and single-talker
word lists, a free recall experiment was conducted. As in Experiment 1,
subjects heard word lists produced by a single talker or by different male and
female talkers. In contrast to Experiment 1, subjects vere free to recall the
vords in any order.

Experiment 2

Me thod
Subjects. Subjects were 40 undergraduate students at Indiana University
vho participated to fulfill a course requirement in introductory psychology.
Each subject participated in one hour-long session. All subjects were native
speakers of English who reported no history of a speech or hearing disorder at
the time of testing.

Stimuli. The stimuli consisted of 15 lists of 20 monosyllabic English
words spoken by a single talker or by different male and fcmale talkers. As
in Experiment 1, words were originally recorded in isolation on audiotape,
digitized via a 12-bit analog-to-digital converter, and digitally equated for
overall RMS amplitude. Stimuli were low-pass filtered at 4.8 kHz and played
to subjects through a 12-bit digital-to-analog converter over matched and
calibrated TDH-39 headphones at 80 dB SPL. Words within a list were
semantically unrelated and diftered from each other by at least two phonemes.

Procedure. Subjects were tested in groups of six or less in a
sound-treated room. On each trial, subjects were presented with a spoken list
of 20 words. They were then given 60 seconds to recall the words 1in any
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order. Subjects recorded their responses by printing them on a response
sheet. The inter-vord imterval for stimulus presentation and the placement of
varning tones at the beginning and end of each list were the same as in
Experiment 1.

The talker variable was manipulated in a between-subjects design.
Subjects were randomly assigned to one of two talker conditions:
single-talker, in which all list jtems vere spoken by a single talker, and
multiple-talker, in which the 20 items within each list were spoken by 10
different male talkers and 10 different female talkers. Identical word lists
vere used in both talker conditions; the conditions differed only in terms of
the talkers used to produce the words in each list, Each subject heard 15
unrelated 20-item word lists. The order of stimuli within each list vas
randomized.

Results and Discussion

Figure 2 shows the percentage of words correctly recalled as a function
of serial position for both talker conditions.

Inspection of Figure 2 indicates that the serial position curve was
obtained for both talker conditions. The primacy effect, however, does not
appear to be as large as the one observed in Experiment 1. Because 10-item
word lists were used in Experiment 1 and 20-item word lists vere used in
Experiment 2, this result is ronsistent with previous data demonstrating
decreased primacy recall when longer lists of items are presented for recall
(Murdock, 1962). 1In order to test for overall recall differences between
talker conditions, a two-way ANOVA was conducted on the recall data examining
the effects of talker condition and serial position on free recall
per formance. The main effect of talker was not significant. A significant
main effect of serial position was obtained (F[19,722] = 76.4, p < .001). The
interaction of talker and serial position was also significant (F119,722] =
1.67, p < .04).

Ir order to investigate the interaction of talher and serial position,
Separate two-way ANOVAs were conducted for the primacy region (list positions
1-6), middle region (list positions 7-12), and recency region (list positions
13-20) of the serial position curve. 1In the primacy region of the serial
position curve, neither the main effect of talker nor the interaction of
talker and position reached significance. A significant main effect of serial
position was obtained (F}|5, 190 = 21.37, p € .001). Similarly, in the middle
region of the serial position curve, the main effect of talker and the
interaction of talker and serial position were not significant. The main
effect of serial position was also not significant.

In the recency region of the serial position curve, a significant main
effect of serial position was obtained (F[7,266] = 126.15, p < .001).
Although the main effect of talker was not significant, the interaction of
talker and serial position was significant (F[7,266] -~ 3.25, p < .01). 1In
order to test the interaction of talker and serial position, post-hoc
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Figure 2. Mean percent correct free recall collapsed over subjects as a
function of serial position and talker condition for Experiment 2.




Newman-Keuls tests were conducted comparing the recall performance of the two
talker groups at each list position from 13-20. The results of these tests
revealed that multiple-talker recall was better than single-talker recall at
list positions 15, 17, and 19. Single-talker recall was better than
multiple-talker recall at list position 20.

In summary, no consistent differences in recall performance were obtained
between the multiple-talker and single-talker conditions in the free recall
task. This pattern of results is in marked contrast to the superior primacy
recall performance of the single-talker condition in the serial recall task in
Experiment 1. Apparently, requiring subjects to encode order information in a
serial recall task is an important factor in obtaining differences between
single-talker and multiple-talker conditions in the recall of early 1list
items. Experiments 1 and 2 differed in the number of list items presented to
subjects, and this may have had an effect on the results obtained in the two
experiments. It 1is not clear, however, vhy an increase in list length would
reduce differences between the talker conditions in the recall of early list
items.

Thus, it appears that the processing of multiple-voice input does not
have a consistent effect on primacy recall performance unless capacity demands
are increased by requiring subjects to encode both order and item information.
It is possible that subjects may encode voice cues along vith item and order
information in serial recall. If voice cues remain the same for each item, it
may be easier to associate item and order information. It may therefore be
less likely that item and order information are both recalled correctly when
voice cues change from item to item in serial recall.

The two talker conditions differed in the recall of items from several
positions in the recency region of the serial position curve. Multiple-talker
recall was better than single-talker recall at list positions 15, 17, and 19.
Because the multiple-talker items contained more acoustic variability than
single-talker items, a set of multiple-talker items may be more distinctive
and discriminable in short-term memory than a set of single-talker items. If
items differ in voice-specific acou. ic information, this may con.ribute to
their distinctiveness in short-term memory, and may facilitate maintenance
rehearsal and subsequent recall of list items from the recency region of the
serial position curve. However, this pattern of superior recency recall for
multiple-talker lists was not observed for serial recall in Experiment 1.

Experiment 3

In order to further investigate whether the processing of items from
different talkers requires greater processing resources than the processing of
items from a single talker, a third experiment was conducted. In this
experiment, capacity demands in short-term memory were increased by including
a preload memory task along with the serial recall task (Baddeley & Hitch,
1974) . The increased processing capacity required by the memory preload task
should result in fewer available resources for the primary memory task (Posner
& Rossman, 1965). 1In Experiment 3, a series of digits was visually presented
on a CRT display prior to the auditory presentation of each word list.
Subjects were required to recall the visually presented digits and then recall
items from the spoken word 1list. We predicted that, as the processing
resources required by the memory preload task increased, performance on both
digit recall and primacy-region word recall would decrease to a greater extent
for the multiple-talker lists compared to the single-talker lists.
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Method

Subjects. Subjects were 72 volunteers from the Bloomington, Indiana
community. Subjects participated in one hour-long session and were paid $4.00
for their participation. All subjects were native speakers of English and
reported no history of a speech or hearing disorder at the time of testing.

Stimuli. The stimuli used in Experiment 1 were used in Experiment 3,
All aspects of the stimuli remained the same.

Procedure. Subjects were tested in groups of six or 1less in a
sound-treated room. The experimental procedure was identical to that used in
Experiment 1, with the exception that the memory preload task was included.
Prior to the auditory presentation c¢f each word list, subjects saw either
zero, three, or six digits presented sequentially on a CRT monitor directly in
front of them. Each digit was sampled without replacement from the digits one
through nine on each trial. Each digit remained on the CRT screen for two
seconds, with a one second inter-digit interval. The placement of warning
tones wvas the same as in Experiment 1, except that an additional tone was
added to alert subjects to the beginning of the digit presentation.

Subjects were instructed to recall the visually presented preload digits
and then the word list items in the exact serial order in which they were
presented. During the recall interval, sibjects were required to first recall
the digits and then recall as many of the spoken words as possible. In order
to ensure that subjects maintained the preiload digits in memory during the
word list presentation, they were explicitly told that none of the word items
would be counted as correct unless all of the digits were correctly recalled
in the exact temporal order in vhich they were presented.

The talker variable was manipulated in a between subjects design.
Subjects were randomly assigned to one of two talker conditions:
single-talker, in which all list items were spoken by the same talker, or
multiple-talker, in which list items were spoken by five male and five female
talkers. Memory preload was also manipulated between subjects. Subjects were
randomly assigned to one of three preload conditions: no preload, three-digit
preload, or six-digit preload.

Results and Discussion

Vord recall and digit recall were examined separately as dependent
variables. The presentation and discussion of the data is divided into two
parts for ease of exposition.

Digit Recall

Because digits were not presented in the O-digit preload condition, the
analysis of the digit recall data involved only the 3-digit and 6-digit
preload conditions. Digits were scored as correct if and only if they were
recalled in the exact serial order in which they were presented. The
percentage of digits correctly recalled as a function of talker condition and
preload condition is shown in Figure 3.
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A two-way ANOVA vas conducted on the digit recall data for the factors of
talker condition and preload condition. The analysis revealed a significant
main effect of talker on digit recall (F[1,44]) = 4.91, P < .03). sSubjects in
the single-talker conditions recalled 85.7% of the digits correctly while
subjects in the multiple-talker conditions recalled only 78.4% of the digits
correctly. A significant main effect of preload condition was also obtained
(F[1,44]) = 8.49, p < .01). A higher percentage of digits was recalled in the
J-digit preload condition (86.7%) compared to the 6-d*git preload condition
(77.1%).

In the three-digit preload condition, subjects in the single-talker group
recalled 5.1% more digits than subjects in the multiple-talker group. This
difference increased to 9.4% in the six-digit preload condition. Thus, the
effect of talker variability on digit recall performance became greater in the
six-digit preload condition compared to the three-digit preload condition.
However, the interaction between talker and preload condition was not
statistically significant (F[1,44] = 0.44, P> -4).

In summary, the analysis of the digit recall data from the memory preload
task demonstrated that subjects recalled more digits when digit presentation
vas followved by a word list spoken by a single talker than a word list spoken
by multiple talkers. In addition, there was a trend suggesting that
differences in digit recall between the talker conditions became larger as the
number of preload items was increased. These results suggest that more
Processing resources are required for the erncoding and rehearsal of list items
spoken by different talkers (Rabbitt, 1968). The digit recall data suggest
that the perceptionr of speech from multiple talkers, compared to the
perception of speech from a single talker, interferes with subjects’ ability
to maintain information in short-term memory. The encoding and rehearsal of
word lists produced by multiple talkers appears to require a greater
allocation of processing resources in short-term memory.

Word Recall

The percentage of words correctly recalled as a function of talker
condition and serial position is shown in the panels of Figure 4 for the
O-digit, 3-digit, and 6-digit preload conditions.

A three-vay ANOVA was performed on the word recall data for the factors
of talker condition, preload condition, and serial position. No significant
main effect for talker was oltained. A significant main effect for preload
was obtained (F[2,65] = 23.4, p < .001). Fewer words were recalled overall as
memory preload increased. This result demonstrates that an increase in memory
preload had a detrimental effect on word recall performance, suggesting that
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function of serial position and talker condition for Experiment 3.
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the processes involved in digit and word recall share limited-capacity
resources. A significant main effect of serial position was also obtained
(F[9,585] = 180.56, p < .001). The interaction of talker and preload
condition vas not significant. A significant interaction of talker and serial
position was obtained (F[9,585] = 2.0, < .04). Examination of Figure 4
suggests that recall performance for the single-talker condition was superior
only in the primacy region of the serial position curve. A significant
interaction of preload condition and serial position was also obtained
(F[18,585] = 2.86, p < .01). Finally, the three-way interaction was not
significant.

In order to investigate the interaction of talker and serial position and
the interaction of preload condition and serial position, separate three-way
ANOVAs vere conducted on the word recall data for the primacy region (list
positions 1-3), middle region (list positions 4-7), and recency region (list
positions 8-10) of the serial position curve. These analyses were conducted
for th: factors of talker condition, preload condition, and serial position.
For recill performance in the primacy region of the serial position curve, a
marginally significant main effect of talker was obtained (F[1,65} = 3.9, p <
.06). Better recall was observed in the single-talker condition compared to
the multiple-talker condition. A significant main effect of serial position
was obtained (F[2,130] = 242.7, p < .001). A significant main effect of
preload condition was also obtained (F[2,65] = 4.37, p < .02). Newman-Keuls
post-hoc tests revealed that as the number of preload items increased, primacy
recall decreased. However, the interaction of talker and preload condition
vas not significant. This result demonstrates that the preload manipulation
did not reliably affect the differences between single-talker and
multiple-talker primacy recall. No other interactions approached significance
in this analysis. In summary, the recall of early list items was better for
the single-talker condition compared to the multiple-talker condition. Recall
of early list items decreased as the number of preload items increased.
Hovever, the preload manipulation did not affect the differences between
single-talker and multiple-talker recall in the primacy region of the serial
position curve.

In the middle region of the serial position curve, a significant main

effect of talker was not obtained. A significant main effect of serial
position was obtained (F[3,195] = 4.96, p < .01). A significant main effect
of preload condition was also obtained (F[2,65] = 11.22, p < .001).

Newman-Keuls post-hoc tests revealed that as the number of preload digits
increased, word recall decreased. No significant interactions were obtcined.
In summary, the word recall results for the middle region of the serial
position curve revealed no differences between single-talker and
multple-talker word recall. As the number of preload items increased, word
recall decreased.

In the recency region of the serial position curve, a main effect of
talker was not observed. A significant main effect of serizl position was
obtained (F[2,130] = 376.9, p < .001), and a significant main effect of
preload condition was also obtained (F[2,65] = 30.47, p < .001). Newman-Keuls
post-hoc tests revealed that as the number of preload items increased, word
recall decreased. No significant interactions were obtained. The analysis of
vord recall in the recency region of the serial position curve revealed no
differences between the single-talker and multiple-talker conditions. 1In
addition, recall performance decreased as the number of preload items
increased.
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Ve predicted that as the number of preload memory items increased,
performance on both digit recall and primacy-region word recall would
decrease, and that these effects would be greater for the multiple-talker
condition than the single-talker condition. This prediction was not
supported. Although a trend was observed in the digit recall data suggesting
that differences between the talker conditions became larger as preload

increased, this interaction was not statistically significant. In addition,
differences in primacy word recall between the talker conditions did not
become larger as preload increased. '

Nevertheless, the results of Experiment 3 do provide support for the
hypothesis that more processing resources are required for spoken word lists
produced by multiple talkers. It is possible that the manner in which memory
load was manipulated via the digit preload task prevented rehearsal
differences from being reflected in primacy recall performance. In this
experiment, subjects were presented with the preload digits before the
presentation of the spoken word lists. Given this procedure, any differences
in the processing of single-talker and multiple-talker lists are more likely
to be observed for digit recall performance rather than word recall; the
digits were presented first to subjects and therfore more rehearsal could be
devoted to the digit items compared to the word items (see Crowder, 1976). 1If
the digits are considered to be a part of =ach list, one would expect to
observe larger diffcrences between the talker conditions for the recall of the
digit items compar:d to the other items in the "list". This pattern of
results was, in fact, exactly what we found; more digits were recalled by
subjects who listened to word lists spoken by a single talker than word lists
spoken by multiple talkers. This pattern of results is also similar to the
findings obtained by Luce, Feustel, and Pisoni (1983) in their study of the
recall of natural and synthetic speech using a memory preload task. More
digits were recalled by subjects who listened to lists of natural speech
compared to synthetic speech, but the amcunt of preload did not affect the
vord recall differences between natural and synthetic speech.

Taken together, the digit recall and word recall data suggest that the
encoding and/or rehearsal of multiple-talker lists requires a greater amount
of processing resources in short-term memory compared to single-talker 1lists.
The digit recall data provide strong evidence that the recall of preload digit
items was attenuated by the subsequent presentation of word lists produced by
different talkers. Multiple-talker word recall was not significantly greater
than single-talker word recall in any ra2gion of the serial position curve for
any of the three preload conditions. The superiority of single-talker digit
recall appears to be due to differences in processing capacity required for
single-talker and multiple-talker word lists. In summary, the results of
Experiment 3 suggest that changes from itenm to item in the voice of the talker
require more processing resources in short-term memory. The increased demands
on processing resources for lists that vary from item to item in the voice of
the talker appear to affect rehearsal and subsequent transter of items into
long-term memory.

Experiment 4

The results of the first rhiee experiments provide evidence that the
processing of word lists produced by diiferent talkers requires a greater
allocation of processing resources compared to word lists produced by a single
talker. Differences in primacy recall performance between the two talker
conditions appear to be due to differences in the amount and/or efficiency ot
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rehearsal. The differential rehearsal explanation for these results is based
on the hypothesis that the amount and efficiency of rehearsal given to early
list items affects primacy recall performance. The probability of recall for
early list items is thought to be a function of the amount of active
processing given these items (Baddeley & Hitch, 1977; Rundis & Atkinson, 1970;
Rundis, 1971).

Primacy recall performance, however, can be affected by variables other
than rehearsal processes. It is possible that the differences obtained
betveen single-talker and multiple-talker conditions in primacy recall reflect
differences in search and retrieval processes that are independent of
rehearsal processes. There is some evidence that a representation of talker
voice characteristics can be retained in memory and used to facilitate the
retrieval of words in a recognition memory task (Craik and Kirsner, 1974). If
talker voice cues can be transferred into long-term memory along with
associated item and order information, the redundancy of talker cues in a
single-talker condition may facilitate search and retrieval processes.

One way in which retrieval processes could differentially affect the
recall of spoken word lists involves the use of voice-specific cues available
in short-term memory. In immediate recall paradigms, voice-specific acoustic
information from terminal list items is available in short-term memory and may
be used to facilitate the search and retrieval of early list items in
long-term memory. If voice-specific information can be used to search
long-term memory for list items, memory search may be more effective when the
voice characteristics of one talker, rather than several talkers, are used
during memory search. Alternatively, retrieval processes may be more
effective for single-talker word lists because a set of these items are more
highly associated in long-term memory compared to a set of multiple-talker
word items. In this case, the previously observed primacy recall differences
would be due to differences in the strength of associations among a set of
items that are produced by a single talker compared to the same items produced
by different talkers.

Experiment 4 was designed to assess recall performance for single-talker
and multiple-talker 1lists when cues in short-term memory are eliminated and
are not available to facilitate recall. If the differences in the recall of
early list items are due to a facilitation of retrieval vhen the voice cues of
a single talker in short-term memory are used in search, then differences in
primacy-region recall between the talker conditions should not be obtained
when the contents of short-term memory are eliminated by an interference task.
1f the previously obtained primacy recall differences are due to differences
in the strength of associations among items, then single-talker recall should
be greater than multiple-talker recall across all list positions when subjects
must rely exclusively on long-term memory for the recall of all list items,

Experiment 4 employed a retroactive interference task with serial recall
(Peterson & Peterson, 1959). Subjects were presented with a list of spoken
wvords for serial recall and then performed an arithmetic task designed to
eliminate the rehearsal of items in short-term memory before the recall
period. The use of the arithmetic task is designed to occupy short-teim
memory, forcing subjects to rely on long-term memory for the recall of list
items. The retroactive interference task should eliminate any contribution of
voice-specific acoustic cues in short-term memory for retrieval of early list
items. Thus, any differences between the talker conditions 1in the primacy
region of the serial position curve should reflect differences in the amount
or efficiency of rehearsal processes used to transfer items into long-term
memory. Recall performance in this paradigm should not reflect differences in
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the cues available in short-term memory at the time of recall.
Method

Subjects. Subjects were 108 undergraduates at Indiana University who
volunteered to fulfill a course requirement. Each subject participated in one
hour-long session. All subjects were native speakers of English and reported
no history of a speech or hearing disorder at the time of testing.

Stimuli. The stimuli used in Experiments 1 and 3 were also used in
Experiment 4. All aspects of the stimuli remained exactly the same.

Procedure. The experimental procedure was identical to Experiment 1,
except that a retroactive interference task vas included at the end of each
list. After the presentation of each spoken word 1list, subjects saw a
three-digit number presented visually on a CRT monitor. The three digits in
each number were randomly sampled without replacement from the digits one
through nine and were presented simultaneously on the CRT monitor. Subjects
vere required to silently count backvards by three’'s from this three-digit
number, subtracting three every time they heard a signal tone over their
headphones. These tones occured at two-second intervals after the
presentation of the three-digit number. The end of the arithmetic task was
signaled by the presentation of two sequential tones.

After subjects heard the two tones, they were required to write down the
number they currently had in memory for the subtractijon task. After writing
down this number, subjects were instructed to recall the items presented in
the word 1list by writing down their responses on a response sheet. Subjects
were told that their recall of word list items would be counted as correct
only if they were 1in the correct serial position. In order to ensure that
subjects paid full attention to the arithmetic task, they were told that their
recall responses for the word lists would not be scored unless they produced
the correct number from the subtraction task at the beginning of the recall
period. Talker variability was manipulated in a between subjects design.
Subjects were randomly assigned to one of two talker conditions:
single-talker or multiple-talker. The length of the retroactive interference
interval vas also manipulated between subjects to produce three conditions:
four seconds, eight seconds, and 12 seconds.

Results and Discussion

Figure 5 shcws the percentage of words correctly recalled as a function
of talker condition and serial position in panels for the four-second,
eight-second, and 12-second retroactive interference conditions. In addition,
the data obtained in Experiment 1 are replotted in the top panel as a
zero-second interference condition. The data from experiment 1 were used in
statistical analysis as a 0-second interference (immediate recall) control
condition.
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Inspection of Figure 5 reveals that the recall of items in the primacy
region of the serial position curve 1is consistently higher for the
single-talker condition compared to the multiple-talker condition for all
levels of the interference variable. Recall performance in the middle and
recency portions of the curve does not appear to differ betwveen talker
conditions. A three-way ANOVA was conducted on the recall data to confirm
these observations. Three factors wvere entered into the analysis: talker
condition, serial position, and duration of the interference interval.

A significant main effect of talker was obtained (F[1,128] = 14.7, p <
.001). Overall percent correct recall in the single-talker condition was
better than recall in the multiple-talker condition. A significant main
effect of interference condition was also obtained (F[3,128] - 32.5, p <
.001). Word recall decreased as the duration of the retroactive interierence
interval increased. Finally, a significant main effect of serial position was
also obtained (F[9,1152] = 333.3, p < .001).

The interaction of talker and interference interval was not significant.
Thus, differences betveen the talker conditions did not change as a function
of interference condition. As expected, a significant interaction of serial
position with interference interval was obtained (F([27,1152] = 12.6, p <
.001). Recall of items from the last few serial positions decreased to a
greater degree than recall of items from the other serial positions as the
duration of the interference interval increased. A significant interaction of
talker and serial position was also obtained (F[9,1152] = 11.1, p < .001).
The three-way interaction was not significant. In summary, the analysis over
all 1list positions revealed that recall in the single-talker conditions was
better overall than recall in the multiple-talker conditions and recall
differences between the talker conditions did not change as the duration of
the interference interval increased. In addition, the retroactive
interference task reduced recall for items in the recency region of the serial
position curve to a greater degree than other items.

In order to investigate the interaction of talker and serial position,
and the interaction of interference condition and serial position, separate
three-wvay ANOVAs were carried out for the primacy region (list positions 1-3),
middle region (list positions 4-7), and recency region (list positions 8-10)
of the serial position curve. For the primacy region of the serial wnosition
curve, a significant main effect of talker was obtained (F[1,128] = 52.9, p <
.001). Recall of items from early 1list positions was greater for the
single-talker condition than the multiple-talker condition. The main effect
of interference interval was not significant. A significant main effect of
serial position was obtained (F[2,256] = 474.4, p < .001). No other
significant interactions were obtained. In summary, the analysis of recall
performance for the primacy region of the serial position curve revealed that
recall in the single-talker condition was greater than vrecall in the
multiple-talker condition. This difference did not change significantly as a
function of interference condition.
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For the middle region of the serial position curve (list positions 4-7),
the main effect of talker was not significant. A significant main effect of
interference condition was observed (F[3,128] = 8.26, p < .001). Recall
performance became worse as the duration of the interference interval
increased. A significant main effect of serial position was also observed
(F[3,384] = 25.1, p < .001). The interaction of talker and interference
condition was not significant. A significant interaction of talker and serial
position was also obtained (F[3,384] = 6.14, p < .001). Newman-Keuls post-hoc
tests revealed that recall was better for the single-talker condition than the
multiple-talker condition at serial position 4, but that the talker conditions
did not differ at serial positions 5, 6, and 7. The superior recall for the
fourth list position by the single-talker group is consistent with the pattern
of results in the primacy region of the serial position curve, as this
position could be considered part of the primacy region of the serial position
curve.

For the recency region of the serial position curve (list positions
8-10), a main effect of talker was not obtained. A significant main effect of
serial position was obtained (F[2,256}] = 330.5, p < .001) along with a
significant main effect of interference interval (F[3,128] = 70.8, p < .001).
Newman-Keuls post-hoc tests revealed that recall in the immediate recall
condition was better than recall in the 4, 8, and 12 second interference
conditions, and that recall in the 4-second interference condition was better
than recall in the 8 and 12 second interference conditions. Recall in the 8
and 12 second conditions did not differ reliably. No significant interactions
wvere obtained. These results, taken together with the absence of a main
effect for talker condition, suggest that recall in the recency region of the
serial position curve did not differ for the single-talker and multiple-talker
groups in any of the interference conditions.

The results of Experiment 4 revealed that variability in the voice of the
talker produced effects on recall that were restricted to the primacy region
of the serial position curve. As observed in Experiments 1 and 3,
single-talker recall was superior to multiple-talker recall for early list
items. No differences in recall performance were observed for the
single-talker and multiple-talker conditions in the middle and recency regions
of the serial position curve at any duration of the interference task.

The interference task was designed to occupy short-term memory, thereby
forcing subjects to rely on long-term memory for the recall of list items. To
the extent that the interierence task eliminated the contents of short-term
memory, recall performance did not reflect any contributions of voice-specific
acoustic cues in short-term memory to the retrieval of list items. The recall
differences in the primacy region of the serial position curve due to talker
variability were not related to the length of the interference task interval.
These results suggest that recall of items from the primacy region of the
serial position curve is independent of processes operating on the contents of
short-term memory. Thus, the superior primacy recall performance of the
single talker condition observed in Experiment 4 does not appear to be due to
differences in voice cues available in short-term memory at the time of
recall, since these cues were eliminated by the interference task.

In addition, recall performance for the talker conditions did not differ
over all serial positions when subjects were forced to rely on long-term
memory for recall. If the primacy recall differences obtained in the previous
experiments were simply due to differences in the strength of associations
among a set of items, single-talker recall should have been better than
multiple-talker recall over all list positions. This result vas not obtained;
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single-talker and multiple-talker recall differed only for early 1list
positions. Thus, the superior primacy recall performance of the single-talker
condition appears to be due to more efficient rehearsal for word lists spoken
by a single talker.

General Discussion

The serial recall of early word list items and visually presented digits
was better when items within a word list were spoken by a single talker than
wvhen items were spoken by diffrrent talkers. Because the recall of early list
items is affected by the amount and degree of elaboration of rehearsal
processes, it appears that fewver processing resources are available for the
rehearsal of list items when they are produced by different talkers. Reduced
primacy recall performance resulting from the perception of multiple-talker
word lists are due to the increased capacity required for encoding and/or
rehearsal processes which subsequently affect the transfer of items into
long-term memory.

Moreover, the lack of differences in the recall of early 1list items
between single-talker and multiple-talker conditions in the free recall
experiment suggests that the increased Processing capacity required for the
encoding of order information in serial recall is an important factor in
obtaining differences in recall performance as a function of talker
variability. Apparently, increased capacity demands for the processing of
multiple-voice input do not have significant effects on recall unless capacity
demands are increased by procedures such as requiring subjects to encode order
information. Wher subjects must encode and rehearse both item and order
information for items that are producer by different talkers, sufficient
Processing resources may not be available to support efficient elaboration and
transfer of items into long-term memory.

The results of the memory preload experiment provide additional support
for the hypothesis that a greater amount of processing resources are required
for the encoding and rehearsal of multiple-talker lists. Subjects recalled
more preload digits when these digits were followed by the presentation of a
single-talker, compared to a multiple-talker, word 1list. This result
demonstrates that the processing of multiple-talner input interferes with the
rehearsal and subsequent retention of digit items in memory. It appears that
listeners need to allocate more processing resources when processing
multiple-talker input, thereby reducing the resources availatle for the
rehearsal of the digits.

The results of the retroactive interference experiment provide evidence
that the primacy recall differences between single-talker and multiple-talker
conditions are not entirely due to search and retrieval pProcesses 1independent
of rehearsal. Primacy recall differences were not reduced or eliminated by
the retroactive interference task, suggesting that differences in the recall
of single-talker and multiple-talker word 1lists are not due to the use of
voice cues in short-term memory at the time of recall. In addition, no
differences in recall between the talker conditions were obtained for the
middle and recency regions of the serial position cutve. Thus, differences in
the recall of early list items are not simply due to stronger associations in
long-term memory among a set of items produced by the same talker. If this
explanation were correct, single-talker recall would have been better than
multiple-talker recall across all serial positions ir the list. Instead,
recall differences betveen the talker conditions veire restricted to the
primacy region of the serial position curve.
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Overall, the results of the present set of experiments support the
hypothesis that the encoding and/or rehearsal of spoken words produced by
different talkers requires a greater allocation of processing resources in
short-term memory compared to items produced by a single talker. The
increased processing resources required for multiple-talker lists reduces the
ability of subjects to support rehearsal processes for list items. The
precise nature of the rehearsal differences between single-talker and
multiple-talker list items is not clear at this time. In multistore models of
memory, rehearsal has been defined in terms of the number of rehearsals given
an item (e.g. Atkinson & Shiffrin, 1968; Vaugh & Norman, 1965). Vithin this
framevork, the processing capacity required for multiple-talker word lists
reduces the number of rehearsals given to 1list items, thus reducing the
probability of retrieval from a long-term store.

Some theorists have defined rehearsal as any active processing that keeps
information available in consciousness (Dark & Loftus, 1976) and have
distinguished between different types of rehearsal processes. Craik and
Lockhart (1972) have described two types of rehearsal. Type I rehearsal
maintains information during processing but does not lead to a more durable

memory trace. Type II rehearsal invoives deeper and more elaborative
processing of items and leads to a more durable memory trace. Craik and
Watkins (1973) called Type I rehearsal "maintenance rehearsal" and Type II
rehearsal "elaborative rehearsal". According to these investigators,

elaborative rehearsal serves to "enrich and elaborate™ a memory trace, leading
to increased retention. Maintenance rehearsal keeps items active in
consciousness but does not increase the probability of retention. Within this
framework, the superior recall of early list items for lists spoken by a
single talker may reflect a greater amount of elaboration given to these
items. Variability from item to item due to the voice of the talker may
reduce the amount of elaborative rehearsal that can be given to list items.

The present results demonstrate that certain well-known experimental
paradigms in memory research can be used profitably to investigate the
capacity demands required for transferring speech input into memory. Our
results are consistent with the hypothesis that the perceptual system utilizes
some sort of talker normalization lechanism or process to encode Speech
produced by different talkers. Normalization for talker is not capacity free,
and has consequences not only for perception, but for memory processes as
well. Perceptual and memory systems appear to encode and maintain variability
in stimulus input, ac demonstrated by the effects of talker variability on
perceptual and memory tasks.
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Abstract

The segmental intelligibility of both unprocessed and coded speech was
measured using the modified rhyme test (MRT). To investigate not only
perceptual differences between unprocessed and coded speech, but also how
language knowledge and experience affect perception, both native and
non-native speakers of English served as listeners. Unprocessed speech was
compared to 8 kb/s pitch predictive multi-pulse excited speech coding (MPC)
and 50 kb/s u-law PCM speech (PCM). For native speakers of English, the
intelligibility of wunprocessed speech was the best followed by "CM and then
MPC. For non-native speakers of English, the intelligibility of ~oded speech
wvas much worse than unprocessed speech when compared with the results obtained
from native speakers of English. The intelligibility of PCM for nor-native
listeners was not reliably different from MPC, although the bit rate of PCM
was more than six times as high as MPC. Non-native sp-:akers also had a
tendency to confuse stop and fricative consonants, especially in coded speech,
more than native speakers. These results suggest that language knowledge and
experience may play a more important role in the perception of coded speech

than in the perception of unprocessed speech. Further, non-native speakers
may be more substantially affected by certain characteristics of the noise
present in coded speech than native speakers of English. The results have

implications for the design and implementatiun of low bit-rate speech coders.
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The Perception of Digitally Coded Speech
by Native and Mon-native Speakers of English

Much research has been carried out on low bit rate speech vaveform coding
methods such as multi-pulse excited coding (Atal & Remde, 1982; Araseki,
Ozava, Ono, & Ochiai, 1983; 0Ozawa o Araseki, 1986) and stochastic LPC coding
(Schroeder & Atal, 1985; Transco & Atal, 1986; Atal, 1987) to produce
high-quality speech at bit rates below 10 kb/s. However, acoustic cues
provided in reconstructed speech by the low bit rate coding methods may be
impoverished compared to those found in unprocessed speech. As a consequence,
language knowledge and experience may therefore become much more important for
perceiving coded speech than for unprocessed speech since listeners must
compensate for a laclt of acoustic-phonetic redundancies by using various
sources of language knovledge. Accordingly, the study of speech coding
methods by not only native speakers but also non-native speakers is important
in order to investigate how language knowledge and experience affects speech
perception. Furthermore, from the viewpoint of developing more sensitive
evaluation methods for coded speech, evaluation by non-native speakers of
English using English stimuli may be very informative and useful for further
improving the speech quality of coding methods. Non-native listeners may be
more sensitive to small amounts of acoustic degradation caused by the coding
methods than native listeners and may reveal different patterns of errors in
their performance.

With regard te the effects of language knowledge and experience on speech
perception, several bn:«r/inus studies have investigated the relationship
betveen the perception of speech and language proficiency. Using unprocessed
natural speech, Gat and Keith (1978) studied the effect of linguistic
experience on avditory discrimination of words at various signal-to-noise
ratios and found that word idertification by non-native listeners became much
poorer than native listeirers whan the noise level was increased. Nooteboom
and Doodeman (1980) used a gating task to study the recognition of isolated
vords and found significant aifferences in gating duration at recognition
points for native and non-native listeners. 1In our laboratory, Greene (1986)
examined the relationship betveen the intelligibility of synthetic speech and
the language proficiency of non-native listeners and found that the
correlation between intelligibility of sentences for non-native listeners and
their linguistic ability was high. She also suggested that synthetic speech
could be used for measuring language proficiency of non-native listeners. To
study the relationship between the perception of vocoded speech and language
knovledge of the listeners, Mack (1987) has recently examined differences in
word identification using unprocessed and vocoded semantically anomalous
sentences with English monolinguals and German-English bilinguals. She found
that bilinguals produced many more errors than monolinguals for both
unprocessed and vocoded speech. She also suggested possible differences in
perceptual strategies between monolinguals and bilinguals.

In a related area, several studijes (Gaies, Gradman, & Spolsky, 1977;
Spolsky, Sigurd, Sato, Walker, & Arterburn, 1968) have been carried out to
develop a procedure to differentiate non-native speakers of English into
various levels of proficiency. These studies have shown that speech presented
under various noise conditions maybe be useful for evaluating English
proficiency in non-native speakeyrz, Hovever, 1 ese studies make use of a
known amount of signal degradation (i.e., the signal-to-noise ratio) to
differentiate levels of English proficiency. 1in the present experiment, ve
were interested in doing the converse: We vanted to use a group of subjects
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that we assumed would be less proficient with English, that is, non-native
speakers of English, to differentiate various types of coded speech and
unprocessed speech. Little research has been carried out on the effects of
language knowledge and experience in the perception of coded speech produced
by the low bit rate coding methods, and on the perceptual differences between
unprocessed and coded speech using native and non-native listeners.

Several perceptual evaluation methods have been developed for assessing
the perceptual quality and comprehension of speech based on the knowledge of
human speech perception processes (Pisoni, 1978; Pisoni, Nusbaum, & Greene,
1985; Pisoni & Luce, 1986). Intelligibility tests have been videly used as a
measure for assessing speech quality and various methods of evaluating
intelligibility have been developed (Kalikow, Huggins, Blackman, Vishu, &
Sullivan, 1976). Unfortunately, intelligibility scores are not sensitive
measures of performance when comparing small differences among high quality
speech systems (Nakatani & Dukes, 1973; Pisoni, Manous, & Dedina, 1986).
However, intelligibility tests are generally useful when the differences
between different kinds of speech are fairly large. Moreover, intelligibility
scores may be extremely useful for diagnostic purposes, such as determining
the reasons vhy some phonemes are less intelligible than others in various
speech communications systems.

To measure segmental intelligibility, a number of tests h. e been
developed including the Phonetically Balanced (PB) words (Egan 1948), the
Rhyme test (Fairbanks, 1958), the Modified Rhyme Test (MRT) (House, Williams,
Hecker, & Kryter, 1965), the Diagnostic Rhyme Test (DRT) (Voiers, Cohen, &
Mickunas, 1965) and the Consonant Recognition Test (CRT) (Preusse, 1969). The
MRT has been used to compare synthetic speech with unprocessed natural speech
(Nye & Gaitenby, 1973) and to evaluate the intelligibility of LPC systems for
various talkers (Kahn & Garst, 1983). The DRT has been used extensively to
evaluate differences among vocoders with different parameter conditions (Wong
& Markel, 1978). The CRT has been wused to evaluate the influence of
distortions such as bandwidth reduction, peak clipping, and amplitude
quantization on intelligibility of PCM circuits (Goodman, Goodman, & Chen,
1978).

0f these methods for evaluating intelligibility, we selected the MRT
using the closed response format for the present study. The reasons vere as
follows. First, the MRT is a reliable method. Second, the effects of
learning are small. Third, the MRT can be easily administered to a group of
untrained listeners. Fourth, scoring the MRT is very easy. Fifth, confusion
information for both initial and final consonants can be obtained using the
closed format MRT. Finally, many studies have been done in our laboratory
using the MRT to assess the perceptual quality of text-to-speech synthesis
systems (Greene, Manous, & Pisoni, 1984; Greene, Logan, & Pisoni, 1986; Logan,
Pisoni, & Greene, 1985; Nusbaum, Dedina, & Pisoni 1984; Pisoni, 1979, 1981,
1982; Pisoni & Hunicutt, 1980; Pisoni, Nusbaum, & Greene, 1983; Yuchtman,
Nusbaum, & Pisoni, 1985). 1In the closed format MRT, confusion information for
vowels cannot be obtained. However, for vowel perception, several studies
have reported that discrimination between vowels is relatively independent of
listeners’ linguistic experiences (Stevens, Libermann, Studdert-Kennedy, &
Ohman, 1969). Thus, for the present study, we selected the closed format MRT
to study consonant perception in initial and final position.

The present study was also designed to examine how language knowledge and
experience affect the perception of unprocessed speech and rz2z2 speech
produced by two speech coding methods. Specifically, this paper reports the
results of tests measuring the segmental intelligibility of unprocessed and
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coded speech using the MRT. In order to investigate not only the perceptual
differences between unprocessed and coded speech but also the importance of
language knowledge and experience in speech perception, both native and
non-native speakers of English were used as listeners. The speech coding
methods used in the present study vere 8 kb/s pitch-predictive multi-pulse
excited speech coding (MPC) and 50 kb/s u-law PCM coding (PCM). PCM served as
a standard for comparison with the MPC in the same way that the wunprocessed
speech served as the baseline for both types of coded speech.

Method

Subjects. Subjects consisted of two groups: (1) seventy-two native
speakers of English who were undergraduate students at Indiana University

enrolled in an introductory psychology course, and (2) seventy-twvo non-native
speakers of English with various language backgrounds 1living in the
Bloomington area. The native speakers received class credit for their
participation, wvhile non-native speakers were paid $3.50 for their
participation in the experiment. Most of the non-natives were students or
spouses of students enrolled at Indiana University. Table 1 shows non-native
listener’s language backgrounds for the three voice conditions (unprocessed
speech, PCM and MPC). All subjects reported no history of a speech or hearing
disorder at the time of testing.

Stimuli. Six lists of 50 CVC monosyllabic vords (a total of 300 words)
that comprised the MRT (House, Williams, Hecker, & Kryter, 1965) were used as
stimuli. These words were uttered by one male and one female talker whose
native language was English. The male talker spoke a mid-vestern dialect,
vhile the female talker spoke a New York dialect. The signals were band
limited through a low-pass filter with a 4.8 kHz cut-off frequency, sampled at
a 10 kHz sampling frequency and then digitized by a 12 bit A/D converter using
a PDP-11/34 computer.

Three voice conditions were used: unprocessed speech, 8 kb/s coded
speech produced by a pitch-predictive multi-pulse exited speech coding
algorithm (0zawa & Araseki, 1986) and 50 kb/s coded speech by u-law PCM.
After adjusting the RMS (root mean square) level of all the stimuli to the
same value, the stimuli were output using a 12 bit D/A converter at 10 kHz and
recorded on audio tape using a Crown B00 series tape recorder. A 10 second
synthetic vowel /a/ was recorded at the beginning of each tape to calibrate
the correct playback 1level from session to session. The inter-stimulus
interval between test words was 4 seconds.

Pitch-predictive Multi-pulse Coding Algorithm. In the pitch-predictive
multi-pulse excited coding algorithm (MPC) (Singhal & Atal, 1984; 0Ozawa &
Araseki, 1986) shown in Figure 1, the speech production process 1is modeled
with a combination of pulses and two kinds of synthetic filters, a pitch
synthetic filter (PSF) and a spectrum envelope synthetic filter (SSF). Pitch
harmonic characteristics in voiced speech are represented by the PSF and vocal
tract characteristics are represented by the SSF. Amplitude and locations of
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Table I

Language Backgrounds for Non-native Listeners

Total
Language Unprocessed PCM  MPC number %
Korean 5 2 2 9 13
Chinese 5 4 3 12 17
Japanese 1 2 1 4 6
Malay 3 0 1 4 6
Spanish 0 1 5 4 6
Finish 1 1 2 4 6
Polish 1 2 0 3 4
Others#* 8 12 10 30 42
Total 24 24 24 72 -

number

* Bulgarian, French, German, Italian, etc.
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excitation pulses are calculated so as to minimize the perceptually weighted
error between input and synthetic speech. By wusing this algorithm,
high-quality speech can be produced in the range from 8 through 16 kb/s.

The filter coefficients of SSF were calculated by an LPC analysis method
(Itakura & Saito, 1970; Makhoul, 1975; Markel & Gray, 1976). The filter
cnefficients of PSF were calculated by an autocorrelation method (Rabiner &
Shafer, 1978). The orders of SSF and PSF were 12 and 1, resrectively. The
LPC analysis window was 25.6 ms and frame shift vas 20 ms. ithe number of
pulses per frame was 11 to achieve the bit rate of 8 kb/s. The analysis and
bit allocation conditions are summarized in Table 2.

T T T e e e - ———— e - Ak — - - ———

An «fficient pulse calculation algorithm (Araseki, Ozawa, Ono, & Ochiai,
1983; 0Ozawa, Ono, & Araseki, 1986) was used to calculate amplitudes and
locations of excitation Pulses. According to the algorithm, the location m
of the i-th pulse is determined by searching the location which gives the
absolute maximum value of g in the following equation

ial
R _(m{) - R (m, - m¢| )
(0

gi =

wvhere N denotes the number of samples in which pulses are searched for.
R (m) is the cross-correlation function between the perceptually veighted
speech and the perceptually weighted impulse- response of the synthetic filter,
and R (m) is the autocorrelation function of the weighted ‘mpulse-response.
Amplitude for the i-th pulse can be calculated from 'V using the
determined location m .

Procedure. Subjects were seated in a quiet sound-treated room con.aining
six individual cubicles, each of which was equipped with a desk and a pair of
high-quality headphones. Subjects read a set of instructions that described
the experimental p. ,cedure. They were told that they would hear a single
isolated English word on each trial of the experiment and that their task was
to indicate the word they heard on the answer sheet. Subjects were told to
respond on every trial and they were encouraged to guess if they were
uncertain.

Subjects were provided with a closed format response form containing six
response alternatives in which either initial or final consonants were the
same as the word they heard. Non-natijve subjects were also asked to complete
a language experience questionnaire in which they rated their English
proficiency according to a 4 point rating scale ranging from 1 (poor) to 4
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Figure 1. Schematic diagram shcwing pitch-predictive multi-pulse excited
speech coding algorithm.
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Table 11

Analysis and Bit Allocation Condition for

8kb/s Pitch Fredictive Multi-pulse Excited Coding

Frame Length 20 msec
LPC Analysis Order 12

Pitch Analysis Order 1
Number of Pulses/Frame 11

Bit Allocation of LPC/Frame 45 bits
Bit Allocation of Pulses/Frame 105 bits
Bit Allocation of Pitch/Frame 10 bits

©0
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(excellent). A mixed version of the MRT was used in which items with either
different initial consonants or final consonants vere randomly mixed from
trial to trial. Two randomizations were completed for each of the six forms
of the MRT lists resulting in a total of twelve forms which corresponded to
twelve  experimental conditions (three voices x two talkers x two
randomizations). Six subjects participated in each condition. Each subject
heard all 300 MRT words. Each experimental session lasted approximately 45
minutes including instructions and a five minute break in the middle of the
session.

The stimulus tapes were played back using an Ampex AG-500 tape recorder
and presented binaurally over matched and calibrated Telephonics TDH-39
headphones. The signals were presented at 80 dB SPL measured by a
Hewlett-Packard 400H VTVM using the calibration vowel as input. Broadband
vhite noise (55 dB SPL) generated by a Grason-Stadler 1724 noise generator was
mixed with the speech to mask the tape hiss noise.

Results and Discussion

Overall Error Rate Analysis. The data were analyzed using an analysis of
variance . In the analysis of variance, listeners (native and non-native
speakers of English), voices (unprocesed speech, MPC and PCM) and talkers
(male and female) were betveen-subjects factors. Position (initial and final)
was a within-subjects factor. First, the results of the analysis showed
significant main effects of 1listeners [F(1, 132)=157.69, p<.0001], voices
[F(2, 132)-88.04, p<.0001] and talkers [F(1, 132)=60.65, p<.0001]. Further,
the results revealed significant interactions between listeners and position
[F(1, 132)=23.49, p<.0001], voices and position [F(2, 132)=21.48, p<.0001] and
talkers and position [F(1, 132)=17.78, p<.0001]. These effects are described
in more detail below.

Error Rates for Native Speakers of English. Overall error rates for the
native speakers for the three voice conditions averaged across talkers and
consonant positions are shown in Figure 2.

The error rates were 1.3% for unprocessed speech, 3.5% for PCM and 4.6%
for MPC. Post-hoc tests (Newman-Keuls) showed that the differences in error
rates between each of these voices were significant. All the differences
reported here may be assumed to be significant at p<.05.

Fir,:. > 3 shows differences in error rates between male and female
talkers. For all the voices, error rates for the female talker were always
slightly higher than for the male talker. Differences between male and female
talkers were significant for both coding conditions but not for the
unprocessed speech condition.
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Figure 2. MRT overall error rates for the three voices (unprocessed, PCM
and MPC) for native speakers of English.
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Figure 4 shows differences in error rates between initial and final
consonant positions. Notice that for MPC, the error rate for initial position
was much higher than for final position. This difference was significant. On
the other bhand, differences in error rates as a function of position for the
two other voice conditions were not significant. Comparing across position,
differences between unprocessed and PCM speech in both initial and final
position and between PCM and MPC in initial position were significant, but the
difference between PCM and MPC in final position was not significant.

Consonant Confusions for Native Speakers of English. Table 3 shows the
distrubution of errors as a function of manner class and consonant position.
For unprocessed speech, fricatives had the highest error rates in both initial
and final position. Fricatives accounted for 75% out of the 18 total errors
in initial position. For PCM, fricatives were the worst in initial position,
and nasals were the worst in final position. For MPC, stops were the worst in
initial pcsition and nasals were the worst in final position.

Typical phoneme confusions and their error rates for the most confused
manner classes in Table 3 are shown in Table 4. In initial position, the
phoneme /s/ had the highest error rate and was frequently confused with the
phoneme /f/ in both unprocessed speech and PCM speech. On the other hand, the
phoneme /b/ had the highest error rate and was frequeitly confused with the
phoneme /f/ in MPC.

A number of important acoustic cues for manner of articulation for stop
consonants are contained in the burst and formant transitions (Borden &
Harris, 1984). The burst portion and the beginning of the transition part of
initial stop consonants, especially in the phoneme /b/, may be difficult to
represent well in MPC because of the long duration of the analysis frame of
the pulse search process as well as a lack of excitation pulses within the
analysis frame. In addition, due to the error criterion in the pulse search
algorithm, almost all of the excitation pulses might be used for representing
the vowel part, if the burst, transition, and vowel were included in the same
analysis frame. For the perception of fricatives, the frication spectra is
essential (Harris, 1958). 1In PCM coding, the frication portion may be masked
by the white noise thus contributing to the lower observed peiformance.
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Figure 3. MRT error rates for male and female talkers for rnative speake:s
of English.
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Figure 4. MRT error rates for initial and final consonant position for
native and non-native speakers of English.
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Table TII

Errors as a Function of Manner Class

for Native Speakers of English

Initial Position Final Position
Voice Manner Total 7 Total # Total ¥ Total #
Class of Error of Error of Error of Error
Unprocessed Fricative 75 18 71 15
Stop 25 6 19 4
Nasal 0 0 10 2
PCM Fricative 66 37 42 27
Stop 16 9 14 9
Nasal 18 10 44 29
MPC Fricative 44 45 33 20
Stop 51 53 21 13
Nasal 5 5 46 28
51
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For final consonants, the bilabial nasal consonant /m/ had a high error
rate and was frequently contused with the alveolar nasal consonant /n/ in MPC
and PCM. For final nasals, one of the important acoustic cues for the
perception of place of articulaticn is considered to be nasalization of
preceding vowels to nasal ~onsonants (Fujimura, 1962; Hawkins & Stevens, 1985;
House & Stevens, 1956; Malecot, 1960). For both MPC and PCM coding methods,
such cues may not be represented adequately compared to unprocessed speech.

Comparison of Error Rates between Non-native and Native Speakers of
English. Figure 5 shows a comparison of the overall error rates in the three
vo%ce conditions for the non-native speakers of English and the native
speakers of English. For each of three voices, non-native speakers displayed
consistently higher error rates than native speakers. The differences in
error rates between native and non-native speakers of English vere significant
for each condition. Further, differences in error rates between unprocessed
speech and both types of coded speect were much higher for non-native
listeners than the differences obtained from native listeners. These results
suggest that language knovledge and experience may play a more important role
in the perception of coded speech than in the perception of unprocessed
speech. The degradation of acoustic information in coded speech appears to
affect the performance of non-native speakers of English more than it affects
the performance of native speakers of English vho are able to compensate for
the poorer quality signal by using their more extensive knovledge of English
to interpret degraded or ambiguous information in the speech waveform.

Surprisingly, the difference in error rates between MPC and PCM was not
significant for non-native speakers of English, although it vas significant
for native speakers of English. PCM contains quantization noise similar to
white noise, whereas MPC has perceptually weighted noise in which the
short-time spectrum envelope of the quantization noise is not white but shaped
so as to reduce perceptual distortion. In this case, the short-time noise
spectrum is similar to the short-time speech spectrum (Atal & Schroeder, 1979;
Atal & Remde, 1982). The results obtained in both coding conditions suggest
that the performance of non-native listeners may be affected by the white
noise in PCM more than native listeners.

In order to examine the differences in error rates due to the amount of
English language experience, the non-native subjects vere divided into two
groups, those with a great deal of experience with English and those with only
a little experience with English. This division was carried out from analyses
of the English language proficiency questionnaires given to the non-native
listeners. Subjects whose rating of their experience with English in the
questionnaire vas greater than 3 (good) were put into the former group. The
number of subjects in this group was thirty-six. Subjects whose rating of
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Table IV

Typical Phoneme Confusion

for the Three Voices

Initial Position Final Position

Original Confused % Original Confused %
Phoneme Phoneme Error Phoneme Phoneme Error

Unprocessed /s/ /£/ 77 /s/ /8/ B9

PCM /s/ /£/ 64 /m/ /n/ 78

MPC /b/ /£/ 45 /m/ /n/ 68
q{
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Figure 5. MRT overall error rates for the three voices (unprocessed, PCM
and MPC) for native and non-native speakers of English.
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their experience wvith English in the questionnaire was less than 2 (fair) were
put into the latter group. The number of subjects in this group was also
thirty-six. The results of this partitioning are shown in Figure 6. An
analysis of variance showved a significant effect of experience [F(1,48)=49.68,
p<.0001], and significant interactions between between position and experience
[F(1,48)=8.71, p<.005], and betwveen coding and experience {F(2,48)=3.17,
p<.C3). Post-hoc tests showed that differences in error rates due to the
amount of language experience were significant for PCM and MPC, but were not
significant for the unproccssed speech condition. These results provide
further support for the role of language knowledge and experience in speech
perception, especially in the perception of coded and degraded speech (see
also Greene, 1986).

Consonant Confusions for Non-native Speakers of English. Table 5 shows
the distribution of perceptual errors as a function of manner class, English
language experience, and consonant position obtained for the non-native
speakers of English. The absolute number of errors and the proportion of the
number of errors accounted for each manner class for each voice are also shown
in this table.

By comparing Table 5 with the data shown in Table 3, wvhich displays the
consonant confusions for the native listeners, we note the tollowing
differences. First, the number of errors in each manner class for all of the
conditions was higher for the non-native listeners than for the native
listeners. Second, the differences in the number of errors for manner class
between native and non-native listeners was larger for consonants in final
position than for consonants in initial position. The increase in the number
of errors for consonants in final position was much higher for coded speech,
especially for PCM as compared to unprocessed speech. Third, the percentage
of errors for stop and fricative consonants was much larger for non-native
listeners than for native listeners for all of the conditions, These
confusions were larger for consonants in final position than for consonants in
initial position, and were larger for coded speech, especially for PCM, than
for unprocessed speech. Finally, for non-native listeners, the error rates
for stop consonants were greater for the group of 1listeners with the least
experience with English than for the group of listleners with the most
experience with English. These findings suggest that non-native speakers of
English mcy have a greater tendency to confuse stop and fricative consonants,
especially in coded speech, than native speakers of English.
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Table V

Errors as a Function cf Manner Class
for the Three Voices

for Non-native Speakers of English

Initial Position Final Pcsition
# and % of Error # and % of Error
Voice Manner Hi Lo Total Hi Lo Total
Class Exp. Exp. Exp. Exp.

Unprocessed Fricative 17 22 39 12 22 34
(80) (73) (76) (52) (47) (49)

Stop 4 7 11 5 18 23

(20) (23) (22) (22) 138) (33)

Nasal 0 1 1 6 7 13

(0)  (4) (2) (26) (15) (18)

PCM Fricative 25 27 52 27 30 57
(61) (61) (61) (39) (38) (34)

Stop 11 12 23 19 23 42

(27)  (27) (27) (27) (29) (28)

Nasal 5 5 10 24 25 49

(12) (12y QQ2) (34) (32) (33)

MPC Fricative 27 40 67 16 33 49
(49) (48) (48) (43) (40) (41)

Stop 24 41 65 8 29 37

(44) (49) (47) (22) (35) (31)

Nasal 4 3 7 13 20 33

(7) (5 (5 (35) (24) (28)

* Percent of errors are presented in parentheses.
Hi Exp. means a large amount of experience with Fuglish and Lo Exp.

means a small amount of experience with English.
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General Discussion

The present study was carried out to investigate how language knowledre
and experience affect the perception of unprocessed and coded speech. Our
goal was to measure perceptual differences between unprocessed and coded
speech for both native and non-native speakers of English. Results from the
present study suggest that language knowledge and experience appears to play a
much more important role in the perception of coded speech than in the
perception of unprocessed speech. This result should not be surprising. In
coded speech, important acoustic-phonetic information may be degraded or
impoverished and the 1listener must compensate for the 1lack of
acoustic-phonetic redundancies using top-down information based on various
sources of language knowledge and experience. For native speakers of English,
vhen they hear coded speech, they automatically use top-down information to
compensate for the impoverished sensory information in the coded speech
(Schmidt-Nielsen & Kallman, 1987). Consequently, the differences in error
rates between unprocessed speech and coded speech may not be as large for
native speakers of English. However, non-native speakers of English must rely
on impoverished sensory information in the coded speech more than native
speakers of English, since they have less .esources to draw on from their
knovledge and familiarity with the language. Thus, differences in error rates
between unprocessed speech and coded speech would be expected to be much
larger for non-native speakers of English than for native speakers of English.

The pr-sent results using coded speech also suggest that non-native
speakers o1 English may be affected by the white noise in PCM speech much more
than native speakers of English. Error analyses - :vealed that non-native
listeners may have a tendency to confuse stop and ‘ricative consonants more
than nstive listeners. The confusion errors were larger for coded speech,
especially in PCM, than for unprocessed cpeech, and they vere larger for
consonants in final position than for consonants in initial position.

Further study of the relationship between the specific phoneme confusion
patterns associated with the perception of coded speech and specific language
backgrounds of listeners should reveal not only the perceptually important
acoustic cues in English but also the specific effects that language
background may have on perceptual performance. 1In particular, the study of
coded speech will have important implications for international speech
communication systems using the narrow band, low bit rate speech coding
methods which may be realized in the near future. If we know the perceptually
important acoustic cues for specific languages, we will be able to adjust the
parameters of the coding methods appropriately so as to maximize listeners’
comprehension according to the specific language group to which the listeners
beiong. At the present time, there have been very few detailed studies of the
differential effects of language background on the perception of speech sounds
(see Flege, 1987).

In summary, the segmental intelligibility of unprocessed speech, 50 kb/s
u-lav PCM speech and 8 kb/s MPC speech was studied using the MRT. To
investigate not only perceptual differences betwveen unprocessed and coded
speecn but also how language knowledge and experience may affect speech
perception, native and non-native speakers of English were used as listeners.
For native speakers of English, the intelligibility of ung: aocessed speech was
the best followed by PCM and then MPC. For non-native speakers of English,
the differ:nces in intelligibility between unprocessed speech and both types
of coded speech were larger than that obtained with native speakers.
Moreover, the difference in error rates between PCM and MPC was not
significant for the non-native speakers. Non-native speakers also confused
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stop and fricative consonants in coded speech more than native speakers.
Taken together, these results suggest that language knowledge and experience
may play a much more important role in the perception of coded speech than in
the perception of unprocessed speech.  The results also suggest that the
performance of non-native speakers of Engiish may be more affected by the
wvhite noise in PCM than native speakers of English. The present findings
suggest that speech coding methods need to be studied using both native and
non-native speakers of English in order to improve speech quality under a wide
variety of experimental conditions. The role of prior linguistic experience
and background of the listeners has not been an important consideration in the
design of efficient speech coding algorithms which are often based on sprakers
and listeners drawn from one uniform language population or dialect. The
present findings suggest that this research strategy will need to be modified
substantially in the future in order to accomodate the perceptual processing
needs of non-native speakers of English who may not be able to use their
knowledge of Snglish as efficientl, as native speakers normally do in a wide
variety of speech communication tasks.
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Reference Note

Generally, in an analysis of variance, we assume that changes in stimuli
cause uniformn changes in behaviors of subjects. That assumption is reasonable
vhen subjects are drawvn from one uniformly distributed population, such as
native listeners. However, the assumption may not be reasonable when two
different groups of listeners, such as native and non-native listeners are
used. In such a case, a nonlinear transformation of the data may be
appropriate. Even more important, the unit of measurement for the proportions
may not be constant over the measurement scale, especially at the endpoints of
the scale. 1In the case of the Present experiment, the error data obtained in
the various conditions differed only a small amount at the initial portion of
the measurement scale. Cohen and Cohen (1975) argue that differences at the
endpoints of a measurement scale, such as percent error, are more important
than differences in the middle of the scale. Thus, the difference between
conditions with 2% and 4% error is more important than the difference between
52% and 54% error since 4% is twice as large as 2% whereas 54% is only
fractionally larger than 52%. Therefore, it seemed appropriate to use a
nonlinear transformation on our data to emphasize differences that occured at
the endpoints of the measurement scale. We carried out an analysis of
variance on the error data obtained from native and non-native listeners using
the nonlinear arcsine transformation (Cohen & Cohen, 1975). The arcsine
transformation is defined as

A=2 arcsine'p ’ (2)

vhere p is a proportion and A is a transformed value (measured in radians).
The results of the analysis of variance using the transformed data were the
same as the analysis using the untransformed data.
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Abstract

Previous research has shown that Fl1 offset frequencies are generally
lowver for vowels preceding voiced consonants than for vowels preceding
voiceless consonants. Furthermore, it has been shown that listeners use these
differences in offset frequency in making judgments about final-consonant
voicing. A recent production study (Summers, 1987) reported that F1 frequency
differences due to postvocalic voicing are not limited to the final transition
or of{set region of the preceding vowel. Vowels preceding voiced consonants
shoved lower F1 onset frequencies and lower F1 steady-state frequencies than
vowels preceding voiceless consonants. The present study examined whether F1
frequency differences in the initial transition and steady-state regions of
preceding vowels effect final-consonant voicing judgments in perception. The
results suggest that Fl1 frequency differences in these early portions of
preceding vovels do, in fact, influence listeners’ judgements of postvocalic
consonantal voicing.



F1 Structure Provides Information for Final-Consonant Voicing

»

It is well-known that the voicing feature of a postvocalic consonant has
predictable effects on the temporal and spectr~l structure of a preceding
vovel. Specifically, vowels preceding voiced consonants will generally have
longer durations than vovels preceding voiceless consonants (House and
Fairbanks, 1953; House, 1961; Luce and Charles-Luce, 1985; Mack, 1982). In
addition, final-consonant voicing has an influence on first formant final
transition (F1FT) characteristics of preceding vowels. Vowvels preceding
voiced consonants generally contain falling F1FT's, with F1 offset frequencies
well below F1 steady-state frequencies. Vowels preceding voiceless consonants
may not contain F1FT’s, with F1 maintaining its steady-state frequency until
vovel offset (Walsh and Parker, 1983). When these vowels do contain F1FT's,
these final transitions are generally brief, terminating at higher offset
frequencies than F1FT's for vowels preceding voiced consonants (Hillenbrand,
Ingrisano, Smith, and Flege, 1984; Summers, 1987; Wolf, 1978).

Perceptual research has shown that preceding vowel duration supplies
useful information to 1listeners concerning final-consonant voicing. Long
vowel durations cue voiced final consonants and short vowel durations cue
voiceless final consonants (Denes, 1955; Raphael, 1972). FI1FT characteristics
have also been shown to influence final-consonant voicing decisions. When
vowel durations are approximately equal, utterances containing falling FIFT’s
and low Fl offset frequencies are judged as ending in voiced consonants more
often than utterances without F1FT's or with gradual F1FT’'s which terminate at
higher frequencies (Hillenbrand et al., 1964; Valsh and Parker, 1983; Volf,
1978).

A recent study examining the effects of final-consonant voicing on vowel
production (Summers, 1987) showed that voicing-related differences in Fl
frequency are not limited to F1 final transition regions. As in previous
studies, Summers found that vowels preceding voiceless final consonants had
higher Fl1 offset frequencies than vowels preceding voiced consonants.
However, final-consonant voicing also infuenced F1 frequencies during initial
transition and steady-state portions of the preceding vowel. These Fl
frequency differences were consistent and reliable for each of three speakers.
Similar data regarding voicing effects on F1 steady-state frequency have been
reported previously (Wolf, 1978; Revoile, Pickett, Holden, and Talkin, 1982;.

The present study examined whether differences in F1 frequency in the
initial-transition and steady-state portions of preceding vowels provide
perceptual information about postvocalic voicing. Results of previocus
perceptual studies support the hypothesis that final-consonant voicing
information is present in early portions of preceding vowels. Using truncated
stimuli, equated for duration and containing no final formant transitions,
Wolf (1978) reported evirence of final-consonant voicing information present
in the initial 50 ms of preceding vowels. Similar findings were reported by
O’Kane (1978). There is some evidence that F1 frequency differences prior to
Fl final transition onset may provide some of this early final-consonant
voicing information. Mermelstein (1978) collected final-consonant voicing
judgments for stimuli which varied in steady-state vowel duration and
steady-state F1 frequency. Consistent with Summers’ (1987) production (ata,
Mermelstein reported that high F1 steady-state frequencies were assoriated
wvith an increase in voiceless final-consonant judgments. A major focus of the
present study was to explicitly examine F1 steady-state frequency as a
potential voicing cue.
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The stimuli used in the present experiment also allowed an examination of
several other potential sources of final-consonant voicing information. The
stimuli varied in Fl onset frequency, Fl steady-state frequency, FI1FT slope,
F1 offset frequency, and total vowel duration. As mentioned earlier, previous
research has clearly demonstrated that vowel duration supplies important
final-consonant voicing information. In addiivion, F1¥T slope and Fl offset
frequency have previousiy been proposed as sources of final-consonant voicing
information (Walsh and Parker, 1983; Walsh, Parker, and Miller, 1987; Wolf,
1978). 7The present study allowed an examination of each of these potential
sources of voicing information and provided a test of whether Fl onset
frequency and F1 steady-state £frequency also contribute final-consonant
voicing information in perception.

Method

Subjects. Thirty-twvo Indiana University undergraduate students
participated as subjects to fulfill course requirements in Introductory
Psychology. All subjects were native speakers of American English with no
reported history of a speech or hearing disorder at the time of testing.
Subjects were randomly assigned to one of two response conditions, to be
described below. Seventeen subjects participated in the two-alternative
response condition and 15 subjects participated in the four-alternative
response condition.

Stimuli. Six series of b-vowel-consonant syllables were synthesized
using the cascade formant synthesis software developed by Klatt (1980). All
stimuli contained an initial 10 ms burst and initial formant transitions
appropriate to the labial stop consonant /b/. Three seri¢~ contained formant
values appropriate to the vowel /a/ (the /a/ series) and three series had
formant values appropriate to /#/ (the /®/ series). Vithin each series,
six stimuli vere created by increasing vowel duration in 35 ms steps from 115
ms to 290 ms. Vowel duration was manipulated through iteration of
steady-state regions. All stimuli contained final formant transitions
appropriate to the stop consonants /b/ and /p/. All stimuli were composed of
an initial burst, an initial formant trapsition region, a steady-state region,
and a final formant transition region. as already mentioned, stimuli within a
series varied in total vowel duration from 115 ms to 290 ms. Total vowel
duration includes initial transition. steady-state, and final transition
regions. Stimuli within a series will henceforth be referred to in terms of
their total vowel duration. Thus, the briefest member of each series will be
referred to as the 115 ms member. The total duration of each stimulus is
actually 10 ms greater than the total vowel duration due to the initial burst.

Synthesis parameters for the 115 ms member of each series are listed in
the Appendix. With the exception of Fl, all stimuli based on a given vowel
used identical parameters. Figure 1 shows the F1 trajectory for the 115 ms
member of each series. Stimuli from the three /a/-vovel series are shown in
the upper panel of the figure and stimuli from the /#/-vowel series are shown
in the lowver panel.
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Figure 1. F1 frequency trajectory for the 115 ms member of each stimulus
series. Upper panel shovs stimuli from /a/-vowel series. Lover
panel shows stimuli from /e/-vovel series.
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The three series of stimuli based on a given vowel differed in terms of
F1 onset frequency, Fl steady-state frequency, FI1FT slope, and F1 offset
frequency. F1 onset frequency and F1 steady-state frequency covaried so that
stimuli which differed in onset frequency differed in steady-state frequency
by the same amount. Since F1 onset frequency and F1 steady-state frequency
were correiated in this manner, they will generally be referred to as one
variable: ON+SS frequency. The series are labeled in terms of F1
steady-state frequency and Fl1 offset frequency. F.r example, in the upper
panel of Figure 1, the stimulus from the 800-400 series has an 800 Hz
steady-state frequency and a 400 Hz offset frequency. The three /a/ series
were: 800-400, 700-400, and 700-300. The /e#/ series were: 750--350,
650-350, and 650-250. For each vowel, there were three types of series:
high-high series, which contain a high F1 ON+SS frequency and a high F1 offset
frequency; low-high series which contain a lov F1 ON+SS frequency and a high
F1 offset frequency; and low-low series which contain a low F1 ON+SS frequency
and a low Fl offset.

Procedure. Stimuli were presented at 70 dB SPL over matched and
calibrated TDH-39 headphones. Stimulus presentation was controlled by a PDP
11/34 computer. Identification responses for the six series of stimuli were
collected in two different testing conditions. Ia each condition, 4 blocks of
144 trials were presented with a 3 sec inter-trial interval. In the
four-alternative condition, stimuli from all series were randomized as a group
and presented to subjects. In this condition, subjects identified the stimuli
as "bob," "bop," "bab," or "bap" in a four-alternative forced-choice ID task.
Each of the 36 stimuli were presented 4 times in each block for a total of 16
responses per stimulus.

In the two-alternative condition, the /a/ and /#/ series were randomized
separately and presented in alternating blocks. Subjects labeled stimuli as
"bob" or "bop" in blocks containing stimuli from the /a/ series (blocks 1 and
3) and as "bab" or "bap" in blocks containing stimuli from the /&/ series
(blocks 2 and 4). Each stimulus vas presented 8 times per block in 2 blocks

for a total of 16 responses per stimulus. In each testing condition,
identification responses were made by pressing the appropriate button on a
response box placed directly in front of the subject. Response boxes

containing four buttons were used in the four-alternative condition; boxes
containing two buttons were used in the two-alternative condition.

Two testing conditions (two- and four-alternative) were included in the
present experiment for several reasons. The two-alternative task has
generally been used in previous studies when a binary decision (e.g.,
voiced/voiceless, stop/continuant) is required. It 1is the simplest task
available for testing whether differences in F1 characteristics in the present
stimuli influenced final-consonant voicing judgments. The four-alternative
task requires a vovel response in addition to a final-conscnant response.
Therefore, it is a more complex task with greater stimulus uncertainty than
the tvo-alternative task in which the vowel is constant within a block of
trials. A comparison of performance in the two testing conditions provided an
indication of whether any effects of Fl1 structure on voicing judgments vere
consistent across testing conditions or if these effects were conditioned by
the predictability of the surrounding context. The four-alternative condition
also allowed a verification that the stimuli were unambiguous in terms of
vowel (/a/ or /z/).
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Results

The results from the four-alternative condition were examinec to assure
that subjecis were correctly identifying stimulus vowels. Four of the 15
subjects in chis condition identified the vovel correctly 100% of the time.
Tha poorest performance by any subject involved 14 vowel errors out of 576
responses (97.6% correct vowel identification). Across subjects, mean
percentage of correct vowel responses was 99.4%. Trials in which vowel errors
occurred were excluded from further analysis.

For each subject, the percentage of /bab/ or /bazb/ responses to each
member of a given series was calculated. The best-fitting normal ogive
throug:. these points was then determined (Woodworth, 1938). The 50% point of
this ogive was taken as the crossover point in the labeling function: the
vovel duration at which final /b/ and final /p/ responses were equally likely.
These 50% crossover points were used as dependent measures in ar analysis of
variance yith vowel (/a/ versus /#/) and series type (high-high, low-high, or
low-low) as within-subjects factors and with response condition
(four-alternative versus tvo-alternative) as a between-subjects factor.

Response condition (four-alternative versus two-alternative) did not have
a significant influence on crossover durations. Mean crossover durations wvere
199.0 ms in the two-alternative condition and 193.9 ms in the four alternative
condition (F(1,30) = 1.23, p = .277). No significant interactions involving
response condition were obtained.

Vowel identity (/a/ versus /#/) and series type (high-high, low-high, or
low-low) both had significant effects on crossover durations. Mean crossover
durations are broken down by vovel and series type in Table 1. Given the lack
of any significant effect of response condition on crossover durations, the
values reported in Table 1 are collapsed across response cconditions.

Vowel identity had a significant main effect on crossover duration.
Series based on /a/ displayed longer crossover durations than series based on
/e/ (F(1,30) = 4.82. p = .036). This pattern was consistent for each of the
three series types (see Table 1). None of the interactions involving vowel
condition approached significance.

Finally, the analysis of variance demonstrated a clear effect of series
type (high-high, low-high, or low-low) on ciossover vovel duration (F(2,60) =
24.58, p < .0001). Mean crossover durations were greater in high-high series
than in low-high series and greater in low-high series than in low-low series.
This pattern was consistent for both /a/ and /@/ series (see Table 1). None
of the interactions involving series type approached significance. The
significant main effect of series type suggests that one or more of the
differences in F1 structure between the three types of series influenced
subjects’ judgments of final-consonant voicing. The F1 characteristics
responsible for this significant effect were then examined in a more
fine-grained analysis.

107 i’)
-A . oy



Table 1

Mean crossover durations in ms collapsed across response corditions
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Vowel high-high  low-high lov-1low Mean
/a/ 213.6 198.8 188.8 200.4
e/ 204.6 188.9 184.8 192.8

Mean 209.1 193.9 186.8
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The three series of stimuli created for each vowel afford three pairvise
comparisons of identification performance. Each of these pairwise comparisons;
involve series contrasting in different F1 characteristics. Each of these
comparisons will now be described. Because no significant effect of response
condition was obtained in the analysis of variance, the data were collapsed
across response conditions in making these comparisons between series types.

Figure 2 displays the identification data for each of the six stimulus
series. This figure contains the relevant data for each of the pairwise
comparisons described below. The results for the /a/ series are plotted in
the upper panel of the figure and the results for the /#/ series appear in
the lower panel. Mean percentage of /bab/ (upper panel) and /bzb/ (lower
panel) responses to each stimulus are shown and the best-fitting normal ogives
through these means are platted (Woodworth, 1938).

e e e — . S o —— S - ——

High-high versus Low-low series

The first comparison examined was between the high-high series and the
low-low series for each vowel. This cumparison involved series with equal F1
final transition slopes but which contrasted in F1 ON+S5 frequency and F1
offset frequency. Examining the data for high-high and low-low series in
Figure 2, it can be seen that stimuli from low-lov series received more final
/b/ responses than stimuli from high-high series. That is, stimuli with low
F1 ON+SS frequencies and low F1 offset frequencies received more final /b/
responses. This pattern was consistent at every vovel duration for poth the
/a/ and /&/ vowel series. Planned-comparisons of mean crossover priits for
high-high series versuz 1low-low series demonstrated that these differences
vere significant (Dunn’s multiple comparison procedure (Kirk, 1982)). Stimuli
from low-low series were identified as ending in /b/ at shorter vowel
durations than stimuli from high-high series (tD(60) - 4.88, p < .01).

The high-high versus low-low series data suggest that judgments of
final-consonant voicing were influenced by F1 onset frequencies, F1
steady-state frequencies, Fl1 offset frequencies, or a combination of these
cues. These results are consistent with the hypothesis that high F1 ON+SS
frequencies crve voiceless final consonants for these vovels. However, the
results do not provide unequivocal support for F1 onset frequencies or F1
steady-state frequencies as voicing cues, becav-e Fl1 offset ‘requency
differences alone may explain the observed pattern.

High-high versus Low-high series

The second nairwise comparison available in these data involves stimulus
series in which F1 ON+SS frequency differences are not confounded with offset
frequency differences. This second comparison is between high-high and
lov-high series. These seri.s had equal Fl offset frequencies but differed in
F1 ON+SS frequency and in F1 final transition slope.
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As in the previous comparison, stimuli containing low F1  ON+SS
frequencies were more likely to be identified as ending in a voiced final
conscnant than stimuli with high F1 ON+SS frequencies. This pattern was
consistent at every vowel duration ‘or both vovels (see Figure 2). Planned
comparisons of mean crossover durations for high-high versus low-high series
demonstrated that these diffcrences were significant. Stimuli from low-high
series were identified as ending in /b/ at shorter vowel durations than
stimuli from high-high series (tD(60) = 3.34, p < .01). These results
demonstrate a significant effect of F1 ON+S§ frequency on voicing judgments in
the absence of F1 offset frequency differences.

Walsh et al. (1987) have suggested that F1 final transition slopes may
provide final-consonant voicing information with steeper slopes cuing voiced
final consonants. The present data for high-high and iow-high series do not
appear to support this hypothesis. In these data, stimuli from high-high
series contain steeper final transitions than stimuli from low-high series,
but are more often judged to contain a voiceless final consonant. It may be
that the effect of final transition slope is masked, in this case, by the
greater effect of F1 ON+SS differences. Alternatively, the discrepancy
between the present data and the Walsh results may be due to the confounding
of F1 f£final transition slope and1 F1 offset frequency in the Walsh et al.
study. This point will be returned to in the discussion belowv. A comparison
between stimulus series very similar to those used by Walsh et al. (1987) is
available in the present study and is described next.

Low-high versus Low-low series

The final pairwise comparison involves stimuli from low-high versus
low-lov series. For a given vowel, stimuli from these tvo series contained
equal Fl onset frequencies and F1 steady-state frequencies but differed in
terms of F1 final transition slope and Fl offset frequency. Low-low series
stimuli contained steeper F1 final transitions and lover Fl offset frequencies
than low-high series stimuli (see Figure 1).

Examining performance for low-high and low-low series in Figure 2, it can
be seen that stimuli containing lower F1 offset frequencies and steeper final
transitions (i.e., low-low series stimuli) received more final /b/ responses
than stimuli with higher F1 offsets and more gradual F1 final transitions
(i.e., low-high series stimuli). This overall pattern can be seen by
comparing the ogives in each panel of the figure. However, the effect is not
as consistent as in the earlier comparisons, particularly for stimuli based on
/@/. In the lower panel of Figure 2, which displays data for series based on
/®/, there are mean values that are not consistent with the overall p-ttern
of results, For example, at vowel duration = 220 ms, the low-high stimulus
receivaed more voiced responses than its 220 ms low-low counterpart. These
reversals on the overall pattern did not occur in the earlier comparisons.
Planned comparisons of mean crossover points for low-high versus low-low
series were not statistically significant (tD(60) = 1.55, N.S.). Thus, it
appears that ihe earlier comparisons, both of which involved series differing
in F1 ON+S5 frequency, demonstrated more consistent effects on voicing
judgments than the final comparison in which F1 onset freqizncies and F1
steady-state frequencies did not vary.
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The low-high versus low-low stimulus comparison provides a fairly close
replication of an e .rlier study by Walsh et al. (1¢'7). In that study,
stimuli with steeper F1 final transition slopes and lower F1 offset
frequencies received significantly more voiced final-consonant judgments than
stimuli with mcre gradual F1 final transition slopes and higher F1 offset
frequencies. The present results only partially replicate these earlier
findings. Vhile the general pattern of results for the low-high versus
low-low series is consistent with the pattern reported by Walsh et al.
(1987). low-high versus low-low crossover points did not significantly differ
in the present study. The Walsh et al. (1987) study and its conclusions will
be taken up in the discussion below.

Discussion

The ogives plotted in the panels of Figure 2 shov a consistent pattern of
results for both /a/ and /#/. The largest change in voicing decisions
involved high-high versus low-low series. These were series in which both
ON+SS frequency and offset frequency differences were present. A smaller
change vas seen in the high-high versus low-high comparison. These series
contained the ON+SS frequency differences present in the previous comparison
but did not differ in offset frequency. The significant difference in
crossover durations for high-high versus low-high series suggests an effect of
F1 ON+SS frequency on voicing decisions independent of F1 offset frequency.
The fact that a 1larger change in voicing decisions was present in the
high-high versus low-low comparison than in the high-high versus 1low-high
comparison suggests an effect of Fl offset frequency on voicing judgments
which is independent of the ON+SS frequency effect. In short, the results
suggest that both Fl1 ON+SS frequency and F1 offset frequency provide
perceptual information for final-consonant voicing. For the vowels examined,
lowv F1 ON+SS frequencies and low offset frequencies tended to produce voiccd
finzl-consonant judgments.

It could be argued that the present results do not support F1 offset
frequency as a voicing cue since the results of the low-high versus low-low
comparison, in which offset frequency differences were present, were not
statistically significant. As a result, the data do not provide strong
support for F1 offset frequency as voicing cue. However, the present results
are not inconsistent with previous work in which F1 offset frequencies have
appeared to provide voicing information (Wolf, 1978; Hillenbrand et al.,
1984). The results of the present low-high versus low-low comparison, while
not statistically significant, were in the expected direction based on this
previous work. Stimuli with low Fl offset frequencies tended to receive more
voiced final-consonant judgments than stimuli with high Fl1 offsets. The
pattern was consistent at every vowel duration for /a/ (see Figure 2). While
the data were less consistent for /&#/, the overall pattern was again in the
expected direction. The variability in tha data for /=/ appears to be the
cause of the overall lack of statistical significance.

Additional evidence that high Fl1 onset, steady-state, and offset
frequencies cue voiceless final consonants comes from comparing iabelling
performance for /a/ versus /®/. First it should be noted that these vowels
differ in inherent duration. According to Peterson and Lehiste’s (1960)
measurements, /&/ has the longest inherent dur_.tion of all English
monophthongs, considerably longer than /a/. It listeners adjust their
perceptual judgments for these inherent durational differences, it would be
expected that judgments of final-consonant voicing would switch from voiceless
to voiced at briefer durations for the /a/ series than the /&/ series.
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However, in the present data, mean crossover points were significantly earlier
for /2/ than /a/. This unexpected result may be due to frequency differences

between the /a/ and /#/ series as synthesized. Fl frequencies at onse{,

steady-state, and offset were higher for /a/ stimuli versus // stimuli when

matching series are compared (e.g., high-high versus high-high). The higher
F1 frequencies used in synthesizing the /a/ series may have encouraged
listeners to hear these stimuli as ending in voiceless consonants more of ten
than stimuli from /#/ series which contained lower F1 frequencies.

There is little evidence that F1 final transition slope had a consistent
influence on voicing judgments in this study. Consider the data for the
high-high and low-high series. In this comparison, high-high stimuli contain
steeper Fl1 final transitions than low-high stimuli. If, as Walsh et al.
(1987) suggest, steep FIFT’'s cue voiced final consonants, high-high stimuli
should be judged as ending in a voiced consonant more often than low-high
stimuli. However, exactly the opposite result was observed; high-high stimuli
received more voiceless responses than low-high stimuli. If steep F1 final
transitions vere cuing voiced final consonants in these stimuli, the effect
vas clearly much weaker tharr the effect of F1 ON+SS differences and, as a
result, was completely masked. These results are consistent with Summers’
(1987) production data in which high Fl1 onset frequencies and high F1
steady-state frequencies are associated with the production of voiceless final
consonants. Furthermore, Summers’ (1987) data failed to show significant
differences in FIFT slope for utterances contrasting in final-consonant
voicing.

The data from the low-high versus low-low comparison are much more
consistent with the Walsh et al. (1987) hypothesis concerning Fl transition
slopes than the data from the high-high versus low-high comparison. However,
the 1low-high versus low-low results provide little support for the Walsh et
al. position for two reasons. First, the change in responses for low-high
versus low-low series was not statistically significant. Second, even if
significant, the results are ambiguous as to the cuing value of final
transition slope because, as in the stimuli used by Walsh et al., F1 final
transition slope and Fl offset frequency were confounded in this comparison,
Lover Fl1 offset frequencies rather than steeper F1 final transitions may cue
voiced consonants in this case.

Since F1 onset frequency and Fl steady-state frequency were correlated in
this study, the results do not directly address the relative contribution of
onset frequency and steady-state frequency to final voicing decisions.
However, evidence from other studies suggests that steady-state frequency may
outweigh onset frequency in conveying final voicing information. First,
Summers’ (1987) production data showed larger di’iferences in Fl steady-state
frequency than in F1 onset frequency for utterances contrasting in final
consnnant  voicing. It final-consonant voicing generally influences Fl
steady-state frequencies more than F1 onsets, steady-state frequency
differences may be more salient and may be relied on more by listeners in
making vericing decisions. Second, perceptual experiments examining the
effects of selectively deleting portions of vowels on final voicing decisions
«Wardrip-Fruin, 1982) have shown that deleting later-occurring portions of
vowvels has a greater effect on judgments than deleting earlier portions. This
finding clearly suggests an important role for final formant transitions in
cuing  final-consonant voicing. However, i1t also consistent with the
hypothesis that later-occurring steady-state formant regions carry more
final-consonant  voicing information than initial formant transitions.
Finally, a third piece of evidence that steady-state frequency may outweigh
onset frequency as a voicing cue in the present study has to do with the
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durations of initial transitions and steady-state regions in the experimental
stimuli. F1 initial transitions were 25 ms long for all stimuli in the
present stuly while steady-state durations varied from 45 ms to 220 ms within
each series. Tae longer durations of steady-state regions relative to initial
transitions may have made steady-state frequency differences more salient than
frequency differences during initial transitions. Summers’ (1987) earlier
production data verifies that Fl steady-state regions are generally longer
than Fl initial transitions for consonant-vowel-consonant utterances.

The results of the present study contrast in an interesting vay with
previous work examining the influence of linguistic stress on formant
frequencies and vowel durations. Vowel durations are generally longer in
stressed utterances than in unstressed utterances (Cooper, Eady, and Mueller,
1985; Parmenter and Trevino, 1936; Summers, 1987). Thus, the presence of
stress and the presence of a voiced final consonant both tend to increase
vowel duration. However, stress and final-consonant voicing appear to have
contrasting influences on Fl frequency. According to the present findings,
lower F1 frequencies are more 1likely to be associated with voiced final
consonant judgments than with voiceless consonants judgments. As a result,
vowel lengthening due to final-conscnant voicing is associated with a lowvering
of F1. Stress-related vowel lengthening has exactly the opposite effect on
F1. For low vowels such as /a/ and /e/, Fl frequencies are higher in
stressed utterances than in unstressed utterances (DeLattre, 1969; Gay, 1978).
This suggests that stress-related vowel lengthening may be disambiguated from
voicing-related vowel lengthening based on Fl1 frequency information (see
Summers, 1987).

Finally, it should be pointed out that the F1 frequency cues to
final-consonant voicing described above may not be equally available for all
vowels. The present study erc.mined the low vowels /a/ and /=/ which contain
relatively high F1 frequencies. Previous acoustic measurements showing clear
voicing-related differences in F1 frequencies have also tended to focus on
vowels containing high first formants (Revoile et al. 1982; Summers, 1987;
Wolf, 1978). There is some question as to whether vowels containing lower F1
frequencies would show consistent voicing-related differences in F1
frequencies and whether Fl1 frequency differences would supply reliable voicing
information for these vowels. Acoustic measurements by Hillenbrand et al.
(1984) show much larger voicing-related differences in F1 offset fiequency for
utterances containing /a/ and /#/ than for utterances containing /i/ and /u/.
That is, utterances containing vowels with relatively high Fl1 frequencies
shoved larger voicing-related changes in F1 offset frequencies than utterances
containing vowel with low Fl frequencies. If Hillenbrand’s findings on F1
offset frequencies also hold for 'l onset and steady-state frequencies, it may
be that F1 frequency differences play a larger role in cuing final consonant
voicing for utterances containing lowv vowels such as /a/ and /z/ than for
utterances containing high vowels such as /i/ and /u/.

It is possible that larger voicing-related changes in F1 are present for
low vowels than high vowels as a result of constraints on the varizbility of
tongue height in the production of high vowels such as /i/ and /u/. These
vovels are produced with the tongue high in the oral cavity. For these
vowels, further increases in tongue height may not be possible without
switching from vowel to fricative production. Decreases in tongue height may
also be limited since this would presumably move formant frequencies towards
those of more central vowels. The limitations on tongue height may not be as
strict for low vowels such as /a/ and /#/. These vowels are produced with
the tongue low in the front cavity vhich results in high F1 frequencies.
Presumably a certain amount of lowering is necessary to disamabiguate /¢/ and
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/e#/ from mere central vowels. However, still more lowering may be possible

and this ex(ra lowering may occur when voiceless final consonants follow low
vovels. This increased lowering of the tongue may be accomplished by an
increase in jaw lovering for these utterances. This increase in jaw lovering
for utterances containing voiceless final consonants was reported in Summers’
(1987) production study.

conclusion

The results of the present study suggest that F1 frequency information
from the initial transition and steady-state regions of preceding vowels
influences judgments of voicing for postvocalic consonants. Low F1
frequencies at vowel onset and during steady-state regions were associated
with increases in voiced final-consonant judgments. The results also tenced
to  support previous vesearch which has suggested that low F1 offset
frequencies also cue voiced final consonants. Further, the results suggest
that listeners may use F1 frequency information to distinguish vowel
lengthening due to stress from lengthening due to final-consonant voicing.
These findings are based on stimuli containing vowels with high Fi1
frequencies. It is unclear at present whether F1 frequency differences
related to final-consonant voicing are as great or as perceptually informative
for vowels containing lower F1 frequencies.
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Appendix

Parameter values used in synthesizing the 115 ms member
of each series. Parameters held constant for all stimuli
vere: FO (120 Hz), F4 (3300 Hz), F5 (3850 Hz),

B4 (250 Hz), and B5 (200 Hz).

/a/ series

High- Low- Low-
high high low

FRAME AV AF F1 Fl F1 F2 F3 AB Bl B2 B3
0 0 0 200 200 200 1100 2080 0 70 70 120

5 0 0 280 280 280 1113 2173 63 70 70 123
1C 0 62 360 360 360 1126 2267 63 70 70 126
15 0 0 440 440 440 1139 2360 63 70 70 129
20 50 0 620 520 520 1152 2453 63 80 70 131
25 60 0 656 556 556 1161 2468 63 90 70 134
30 60 0 692 592 592 1169 2482 ¢3 100 70 137
35 60 0 728 628 628 1178 2497 63 110 70 140
40 60 0 764 664 664 1186 2512 63 120 70 143
45 60 0 800 700 700 1195 2526 0 130 70 146
50 60 0 800 700 700 1203 2541 0 130 10 149
55 60 0 800 700 700 1212 2556 0 130 70 151
60 60 0 800 700 700 1220 2571 0 130 70 154
65 60 0 800 700 700 1220 2585 0 130 70 157
70 60 0 800 700 700 1220 2600 0 130 70 160
75 60 0 800 700 700 1220 2600 0 130 70 160
80 60 0 800 700 700 1220 2600 0 130 70 160
85 60 0 800 700 700 1220 2600 0 130 70 160
90 60 0 800 700 700 1220 2600 0 130 70 160
95 60 0 750 663 650 1195 2575 0 130 70 160
100 60 0 700 625 600 1170 2550 0 130 70 160
105 60 0 650 588 550 1145 2525 0 130 70 160
110 60 0 600 550 500 1120 2500 0 130 70 160
115 60 0 550 513 450 1095 2475 0 130 70 160
120 60 0 500 475 400 1070 2450 0 130 70 160
125 60 0 450 438 350 1045 2425 0 130 70 160
130 60 0 400 400 300 1020 2400 0 130 70 160
135 0 0 400 400 300 1020 2400 0 130 70 160

(cont.)
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/®/ series

High- Low-  Low-
high  high 1low

FRAME AV AF FI F1 F1 F2 F3 AB Bl B2 B3
0 0 0 200 200 200 1100 2150 O 60 110 130
S 0 0 270 270 270 1177 2203 63 60 110 146

10 0 62 340 340 340 1253 2256 63 60 110 162
15 0 0 410 410 410 1330 2309 63 6C 110 177
20 60 0 580 480 480 1406 2362 63 60 110 193
25 6C 0 614 514 514 1448 2370 63 62 115 209
30 60 O 648 548 548 1491 2377 63 64 120 225
35 60 0 682 582 582 1533 2385 63 66 125 241
40 60 0 716 616 616 1575 2392 63 €8 130 257
45 60 0 750 650 650 1618 2400 0 70 135 272
50 60 0 750 650 650 1660 2410 0 70 140 288
355 60 0 750 650 650 1660 7420 0 70 145 304
60 60 0 750 650 650 1660 2430 0 70 150 320
6> 60 0 750 650 650 1660 2430 0 70 150 320
70 60 0 750 650 650 1660 2430 O 70 150 320
75 60 0 750 650 650 1660 2430 0 70 150 320
80 60 0 750 650 650 1660 2430 0 70 150 320
85 60 0 750 650 650 1660 2430 0 70 150 320
90 60 0 750 650 650 1660 2430 0 70 150 320
95 Ju 0 700 613 600 1635 2405 0 70 150 320
100 60 0 650 575 550 1610 2380 0 70 150 320
105 60 0 600 538 500 1585 2355 0 70 150 320
110 60 0 550 500 450 1560 2330 0 70 150 320
115 60 0 500 463 400 1535 2305 0 70 150 320
120 50 0 450 425 350 1510 2280 0 70 150 320
125 60 0 400 388 300 1485 2255 0 70 150 320
130 60 0 350 350 250 1460 2230 0 70 150 320
135 0 0 350 350 250 1460 2230 0 70 150 320
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Abstract

This paper integrates the research concerns of two language 1learning
populations, adults acquiring a second language and children learning to
correct functional (nonorganic) speech sound errors. Phonology was
specifically examined vith regard to four areas of mutual concern and benefit:
(a) characterization of the sound system, (b) selection of aspects of the
target sound system to be taught, (c) projection of learning during
instruction, and (d) application of research findings to classroom and clinic.
This comparative research indicated that basic theoretical and pedagogical
aims are identical for both populations. Also, research on both populations
has resulted in similar findings about language, learning, and instruction.
Moreover, the study of each population has shown certain advances that may
contribute to, and shape the direction of, language learning research for the
other population. Integrated research efforts of this tvpe have potential for
isolating properties that are necessary and specific to language from those
that are unique to acquisirion, and further, for differentiating these
universal properties from those that are specific to given language learning
populations.



Comparative Research on Language Learning

Linguists have been interested in data from language learning populations
for at least three reasons: (a) to further their understanding of the nature
and structure of language, (b) to gain insight into the process of language
acquisition and learning, and (c) to study specific subgroups of language
learners.

Perhaps, the most obvious and direct use of language learning data has
been to examine particular populations of learners, such as blind or deaf
children acquiring language. Focusing on particular populations of language
learners provides information about the nature and emergence of the linguistic
systems of these speakers. For example, the study of children with functional
(nonorganically-based) speech disorders has led to the observation that these
children typically do not exhibit "deviant" language systems (Dinnsen, Elbert,
& Veismer, 1980; Gandour, 1981; Haas, 1963; Leonard, 1973). Rather, these
childrea display language systems that may be developmentally delayed and/or
different from the adult target, but that are generally consistent with
properties and features of primary languages. From careful study of this
language learning population, then, priori assumptions about the nature and
origin of functional speech disorders nave been modified.

A second way in which language learning data have been used is in the
formulation and confirmation of linguistic theories (Ferguson, 1975, 1977;
Fromkin, 1987; Gandour, 1981; Jakobson, 1941; Shattuck-Hufnagel & Klatt, 1979;
Smith, 1973). Studies of language learning populations, such as dyslexic or
aphasic adults, may force one to abandon existing methodologies and
frameworks; as a result, new insights into the nature of language are often
gained. The study of language learning populations from this perspective also
contributas important information about those aspects of language that are
innate ("acquired") versus those that are learned ani, further, those aspects
of grammar that are necessary and specific to language versus those that are
essential to cognition. :

Conclusions drawn from language learning data in and of itself or in
support of linguistic theory, however, may be limited. Linguistic skills or
learning patterns observed in a given population may be representative of more
general features of acguisition or of language and may not be indicative of
the unique characteristics of a population, Conversely, information about
language and learning may be peculiar to a specific population and may not be
generalizable to broader aspects of language or acquisition. Language
learning data must be examined in alternate ways in order to factor out
properties universal to language from those unique to acquisition, and then,
to differentiate these universal properties from those that are specific to a
given language learning population. One vay this may be accomplished is
through comparative research across language learning populations. Mutual
benefits, both theoretical and pedagogical, may obtain when the results and
methodologies of research on language learning in one population are
integrated and shared with those of another population. For example, tracing
the course of language acquisition in normally developing children has helped
linguists predict certain patterns and sequences of learning in adults
acquiring a second language (Dulay, Burt, & Krashen, 1982; Flege & Davidian,
1984; Hecht & Mulford, 1982; Johansson, 1973; Wode, 1981). Aspects of
language development common to these two populations may constitute some of
the essential or basic elements of language learning. As another example,
identifying the 1locus of perceptual, productive, and processing difficulties
in adults with dyslexia and those with Alzheimer'’s disease has facilitated
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methods of language rehabilitation for aphasic adults (Lieberman, Meskill,
Chatillon, & Shupack, 1985; Nicholas, Obler, Albert, & Helm-Estabrooks, 1985;
Rastatter & Lawson-Brill, 1987). Through coordinated research efforts of this
type, it should be possible to identify universal versus specific properties
of language and the language learning process. To date, however, the relative
importance and contribution of comparative and integrated research across
language learning populations has not been evaluated.

The purpose of this paper is to examine and integrate the research
concerns of two specific language learning populations, adults learning a
second language and children learning to overcome functional speech disorders.
The specific component of language learning to be examined is phonology.
These two populations were selected for comparison because they present no
organic or neurological involvement. Both populations also exhibit developing
sound systems that are aimed at approximating the target sound system.
Moreover, these populations offer a unique testing ground for the study of
phonological learning since research in both areas has provided descriptive,
instructional, and experimental techniques for the investigation of
theoretical and applied questions. Four parallel areas of concern will be
examined: (a) characterization of the sound system, (b) seleciion of <ertain
aspects of the target sound system to be taught, (c¢) projection of liearning
during instruction, and (d) application of research findings tc classroom and
clinic. These research concerns, while not the only areas of overlap, vere
selected because they represent core components of language leavning and
instruction (Gierut, 1985b; Gierut & Dinnsen, 1987).

Characterization of the Sound System

The phonological systems of second language learners have been described
as independent of both the native and the target language (Bialystok &
Sharwood Smith, 1985; Dickerson, 1975; Eckman, 1981b; Selinker, 1969, 1972),
hence, the "interlanguage." The disordered sound systems of young children
have likewise been described as independent of the target or adult sound
system (Camarata & Gandour, 1984, 1985; Dinnsen, 1984; Dinnsen et al., 1980;
Fey & Stalker, 1986; Gandour, 1981; Gierut, 1985c; Maxwell, 1981; Williams &
Dinnsen, 1987). 1 Thus, both second language learners and speech
disordered children maintain unique phonological systems, independent of the
target, in terms of both the structure and function of sounds.

The sound systems of these learaers also bear structural similarity to
each other. The sound systems have been shown to Ye systematic, characterized
by phonological rules, both allophonic and neutral zing, and by phonotactic
constraints (Camarata & Gandour, 1984; Dickerson, 1975; Dickerson, 1976;
Dinnsen & Maxwell, 1981; Eckman, 198la, 1981b; Elbert & Gierut, 1986; Fey &
Stalker, 1986; Gierut, 1985a, 19b5c, 1986b; Tarone, 1978). Although
systematic in nature, the sound systems of these learners have been shown to
be highly variable (Dickerson, 1975; Dickerson, 1977; Dinnsen & Elbert, 1984;
Gierut, 1986a; Taronr:, 1978; Williams, 1980). The 1locus of phonological
variation in second language learners has been associated with sociolinguistic
factors such as style shifting (Beebe, 1980; Dickerson, 1975; Tarone, 1979,
1983); whereas, the locus of variation in speech disordered children has not
yet veen iuventified.

In addition, the sound systems of these language learners bear similarity
to the phonologies of primary languages (Dickerson, 1976; Eckman, 1977, 1981b;
Gandour, 1981; Gierut, 1985c, 1986b; see however, Adjemian, 1976; Eckman,
1981b). Moreover, changes observed in these developing sound systems over
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time bear resemblence to historical sound change (Dickerson, 1976; Gierut,
1985¢c, 1986b). For the most part, the phonological systems of second language
learners and speech disordered children exhibit many of the same properties of
natural languages.

Both second language learners and speech disordered children, however,
exhibit errors in target sound production. Errors may be due to target-like
("correct") underlying representations affected by phonological rules or
nontarget-like ("incorrect") underlying representations characterized by
Phonotactic constraints. For speech disordered children, errors in target
sound production have been associated primarily with nontarget-like underlying
representations (Dinnsen, 1986a, 1986b); for second language learners, errors
generally result from the application of phonological rules (Gierut §
Bardovi-Harlig, in preparation; Gierut, Dinnsen, & Bardovi-Harlig, 1987;
Hammerly, 1982).

Also, for both populations, accurate target sound productions may be
observed for the "wrong" phonological reason. For example, Eckman (personal
communication) observed the case of a Spanish speaker learning English who
produced the morphophonemic alternations "smooth" [smut] ~ [smu¥#] "smoother".
These productions derived from the underlying form /smud/, affected by
phonological rules of word-final devoicing and intervocalic spirantization,
respectively. On the surface, this speaker accurately produced the word
"smoother," but only as a result of a phonological rule operating on a
nontarget-like underlying representation. Similarly, Dinnsen (personal
communication) observed a speech disordered child who did not use {f? and /gf/
contrastively. Moreover, a phonological rule operated in this child’s system
such that /)/ was realized as [tf1 word-finally. This child produced
morphophonemic alternations between "fisu" [frt§] - [fzfxg] "fishing". These
productions derived from the target-like underlying representation /fxf/.
Morphophonemic alternations were also noted between "catch" ke t{] - [szfID]
"catching". Here, the correct production of "catch" derived from Ya
nontarget-like underlying representation, /kaf{ /, affected by a phonological
rule. In both of these cases, correct productions for the wrong phonological
reason resulted from the operation of an allophonic rule on nontarget-like
underlying representations (see also Camarata §& Gandour, 1984; Williams §&
Dinnsen, 1987).

Finally, there are several common research issues related to the
characterization of disordered and interlanguage phonologies. Researchers
have been concerned, for example, with how these unique and independent
phonologies derive (Broselow, 1984; Connell, 1982; Elbert, 1984; Ellis, 1982;
Felix, 1980; Hecht §& Mulford, 1982; Leonard & Brown, 1984; Tarone, 1980). Do
developmental processes or universal constraints shape the organization of the
sound system? What is the relative contribution of each of these factors? As
another example, researchers in both disciplines have been coi._erned with how
to best characterize sound systems (Dinnsen, 1984; Eckman, 1977, 1985; Elbert
& Gierut, 1986; Hammerly, 1982; Sah, 1981; Schachter, 1974; Tarone, 1983).
What is the best method for obtaining an objective measure of a speaker’s
internal knowledge? How can we accurately evaluate aspects of the target
system that have already been mastered by a given speaker and those that have
yet to be learned?
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Selection of Aspects of the Sound System to be Taught

A common, although difficult, task for second language learners 1is the
restructuring of allophones 1in the native phonology as distinct phonemes in
the target phonology, that is, a phonemic split (Lado, 1957). The recommended
method for affecting a phonemic split is to teach minimal pair contrasts. At
present, there are no reported data on the effectiveness of this method in
inducing phonemic splits or on the processes that may be involved in acquiring
phonemic splits for second language learners (see, however, Pisoni, Aslin,
Perey, & Hennessy, 1982, for an experimental laboratory demonstration of a
phonemic split at a perceptual level).

For speech disordered children, the problem of inducing a phonemic split
has been of concer~ only recently (Camarata & Gandour, 1984; Gierut, 1986b;
Maxwell, 1987; Williams & Dinnsen, 1987). Borrowing teaching techniques from
second language instruction, Gierut (1986)) demonstrated that speech
disordered children can learn to reassign allophones as phonemes in the target
sound system. Moreover, because the course of learning was monitored
systematically and longitudirzli,, four qualitatively and quantitatively
distinct stages in the «cquisition or a nvhonemic split were identified.
Specifically, the subject of this study produced [f] and [s] in complementary
distribution, such that [f] always and only occurred word-initially and [s]
alvays and only occurred postvocalically. Thus, at Stage 1, no phonemic
contrast was present and an allophonic rule was used. With treatment, the
subject produced [f] and [s] in all word positions, but only for some
morphemes ; moreover, alternations between [f] and [s] were observed
postvocalically for certain morphemes. At Stage 2, then, a phonemic contrast
was present for some morphemes, but this contrast was neutralized. At this
stage, there was no evidence that the allophonic rule of Stage 1 continued to
operate. With further treatment, the subject produced [f] and [s} in all word
positions and neither the allophonic rule of Stage 1 nor the neutralization
rule of Stage 2 applied; however, production of [f] and [s] still did not
extend to all morphemes. Stage 3, therefore, was characterized by a phonemic
contrast in all contexts for most morphemes. Finally, the subject produced
[f] and [s] in all contexts for all morphemes and no phonological rules were
used. Stage 4 represented a successful phonemic split.

These four stages provide a more detailed picture of the emergence of
phonemic splits for speech disordered children. At present, comparable siages
of change have not been reported for second language learners; it will e
necessary to document longituainally the degree and extent of change for these
speakers as well. Through this type of -~omparative research, a more
fine-grained characterization of the nature and course of acquiring phonemic
splits will potentially be developed as well as more effective and efficient
procedures for affecting phonemic splits.

Projection of Learning During Instruction

There are at least tw> ways that learning during instruction has been
predicted. A first approach relies on universal properties of language to
predict learning; a second approach relies on properties internal to
individual speakers.
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Language-general Factors

Typological or implicational markedness is one language-general property
that has been examined for predictive power in both areas of research, second
language acquisition and speech disorders. Eckman and colleagues (Eckman,
1977, 1981a, 1985; Eckman, Moravcsik, & Wirth, 1983, 1985) observed that
second language learners who evidenced more marked sounds and sound sequences
in the interlanguage also evidenced unmarked sounds and sequences, but not the
reverse. Consequently, markedness was suggested as a metric of the degree of
difficulty that a second laniguage speaker may have in learning certain target
sounds (Eckman, 1977, 1981a, 1985). From a pedagzgical point of view, it may
be that second language learners who are instructed on more marked errored
target segments will spontaneously acquire other related, unmarked target
segments  that are not directly taught (for comparable examples in
interlanguage syntax, see Eckman, 1985, Gass, 1982, and Schachter, 1974),

A similar set of observations b~s been noted in the area of speech
disorders. Dinnsen and Elbert 1984) and Elbert, Dinnsen, and Powell (.984)
observed that, during clinical treatment, a child’s performance on unmarked
errored target sounds was better than his or her performance on marked errored
target sounds. These rese.rchers noted, hcwever, that treatment of marked
target sounds seemed to result in the acquisition of both marked and unmarked
targets (see McReynolds & Jetzke, 1986, for a related observation in
remediation of hearing-impaired children).

Descriptive evidence from both disciplines, thus, suggests that the
language-general factor of typological markedness may be used to predict
learning. It is hypothesized that marked target sounds produced in error may
be more difficult to learn initially, but that instruction on these sounds
will result in more extensive learning. To date, there has been no
experimental evaluation of this hypothesis within either field; this remains a
key question for future investigation.

Speaker-specific Factors

A child’s competence, or tacit phonological knowledge, of the target
sound system is one speaker-specific factor that has been examined in the area
of speech disorders. Gierut and colleagues (Gierut, 1985¢; Gierut & Dinnsen,
1987; Gierut, Elbert, & Dinnsen, 1987) have experimentally evaluated a child’s
phonological knowledge as a predictor of learning. Greater amounts of
learning were observed in those cases vwhere a child internalized target
underlying representations. That is, if a child mastered target underlying
representations, even though phonological rules may have been operating to
produce errors, performance on these target sounds was better than those cases
wvhere target underlying representations had not yet been learned. However,
more extensive changes in the overall phonological system were observed when a
child was first taught to produce sounds that /ere most unlike the target
language (errored) in terms of underlying representations.

In the area of second language learning, a speaker’s phonological
knowledge has likewise been cited as a factor that may influence learning
(Bialystok, 1981; Bialystok & Sharwood Smith, 1985; Briere, 1966; Dulay et
al., 1982; Hdammerly, 1982; McLaughlin, 1978). Hammerly (1982) noted that
seconi language learners seem to have most difficulty learning allophonic
probiems, or cases where target underlying representations have already been
internalized. Allophonic problems seemed to be more resistive to change than
phonemic probiems, or cases where target language underlying representations
have not been internalized. This observation is just opposite of that noted
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for speech disordered children. On the other hand, Briere (1966) demonstrated
experimentally that target sounds present in a second language learner’s
inventory, whether at an underlying or a phonetic level, were learned more
rapidly than those target sounds absent from the inventory. This experimental
finding is consistent with that reported for speech disordered children. It
will be necessary to evaluate experimentally and descriptively these
discrepancies between phonological knowledge and 1learning in speakers
acquiring a second language. Pedagogically, it will also be important to
examine differences in the amount and extent of learning by second language
speakers when instruction begins with target underlying representations that
have not yet been learned versus those that have already been mastered.

Application of Research Findings to Classroom and Clinic

In a recent publication, Lightbown (1985) cautioned the direct classroom
application of research results. She noted, as have Tarone and others
(Tarone, Swain, & Fathman, 1976), that there are several reasons why the
classroom application of research findings may be premature. These include,
for example, the lack of data on individual learning strategies and styles,
the 1limited information on individual and environmental variables, the
generally undeveloped methodology for experimental instructional studies, and
the limited number of replications that have been reported. There appears,
then, to be a gap between applied research and classroom application in the
area of second language instruction. This gap may be partially due to the
focus on groups of learners, rather than individuals, in both research and
instructional settings. Group research tends to mask important individual
differences in learning. The critical assumption is that second language
learners are homogeneous and that interlanguage systems are shared by all
learners. Moreover, research methodologies involving large numbers of matched
subjects often prohibit longitudinal traces of learning or systematic
replications of results.

In the area of speech disorders, there has also been somewhat of a
dichotomy between the researcher and the clinician. 1In speech disorders,
however, one frequently used experimental paradigm combines the interests of
both researcher and clinician, thereby, narrowing this gap between research
and application. This experimental paradigm is known as applied behavior
analysis, also called functional analysis or single-subject methodology
(Hersen & Barlow, 1976; McReynolds & Kearns, 1983).

Single-subject methodology has been widely used in applied disciplines
interested in changing a learner’s performance through instruction. The logic
underlying single-subject methodology is that each subject serves as his or
her own control. That is, control over extraneous or interfering variables is
demonstrated with the individual subject. Comparisons are made between a
subject’s performance during periods of no training and training, or no
instruction and instruction. The basic assumption is that a subject’s
performance will not change until instruction is introduced. This assumption
is identical to that of other experimental paradigms that employ larger groups
of subjects.

There are two essential components of single-subject designs, a no
training phase and a training phase. The no training, or baseline, phase
serves as a measure of a subject’s performance prior to the introduction of
training. It 1is essential that a subject’s performance during baseline
remains stable in order to demonstrate that training is, in fact, what cauvses
changes in performance. A subject’s performance, therefore. must be measured
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repeatedly during baseline to ensure adequate control. Performance continues
to be monitored frequently during training to evaluate degree of learning and
training effectiveness. The no training/training phases can be combined or
sequenced in a variet, of ways across time, behaviors, subjects, or settings.

Single-subject methodology offers several advantages. One advantage is
that these designs avoid the problem of identifying large numbers of
homogeneous matched subjects. Another advantage of this methodology is that
it is possible to look at variation in performance for a given subject as well
as across subjects. Sources controlling intra- and intersubject variation
can, thus, be identified. A third advantage of this methodology is that
behaviors are measured frequently so improvements in performance can be
monitored systematically and longitudinally. This provides for an examination
of both <(he spontaneous acquisition of new responses as well as the
generalization of learned or treated responses. From these data, an
individual subject’s learning strategy and style can be determined.
Single-subject designs also offer the advantage of being able to test and
evaluate different instructional procedures. Finally, single-subject designs
are flexible and can be modified in vays directly related to the applied
research question (Connell & Thompson, 1986; Rearns, 1986; McReynolds &
Thompson, 1986).

One misconception about single-subject research relates to external
validity or the generality of research findings. It may be thought that,
since single-subject designs do not rely on assumptions of random sampling,
this type of research does not generalize from the individual back to the
population. This is false; external validity in single-subject research is
demonstrated by direct and/or systematic replication of the training effect
(McReynolds & Thompson, 1986).

Single-subject research ig particularly well-suited :~ the study of
speech disordered children since large numbers of homogeneous and identically

matched subjects, necessary for group investigations, are  generally
unavailable. Also, this research methodology closely paraliels the typical
clinical training situation, namely, one-on-one instruction. Moreover,

clinicians and researchers alike are interested in developing effective
training programs supported by experimental data, and in using these data to
comeé to a more basic understanding of language and the language lzarning
process.

Single-subject design may likewise help bridge the gap between research
and application in second language instruction, providing a well-developed,
sophisticated methodology for evaluating instructional techniques, for
determining individual learning strategies, and for establishing the role and
function of social and environmental factors., That interlanguages may not be
universally shared among second language learners (Bialystok & Sharwood Smi th,
1985; Eckman, 198la, 1985) and that second language learners may constitute a
heterogeneous group (Gierut & Bardovi-Harlig, in preparation) further supports
the importance of using single-subject rather than group designs. Emphasis on
the individual in single-subject research, however, may necessitate certain
modifications in the classroom approach to second language instruction. The
nature of such changes will depend upon the results of experimental studies
that examine factors affecting a given speaker’s phonological learning. It
remains for future investigation to determine whether instruction should focus
on arcas of phonological difficulty common to second language speakers or
whether emphasis should be placed on individualized areas of difficulty.
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Cenclusion

The comparative and integrated approach to language learning set forth in
this paper has contributed specifically to our understanding of the nature and
interaction among two particular subgroups of learners, adults uacquiring a
second language and children learning to correct speech errors. From this
comparison, it has been demonstrate? that (a) the study of these two
populations is based on similar research and pedagogical aims, (b) research in
both disciplines has led to similar findings about language, learning, and
instruction, and (c) each discipline shows certain advances in different
aspects of language learning research that may  benefit the other,
theoretically and pedagogically.

The present comparison is limited, however, in that it focuses on only
two language learning groups. The converging findings make a preliminary
contribution to the identification of universal properties of language and
language learning. It will be important to examine other subgroups of
learners on the same points of research concern in order to fully
differentiate among language learning populationrs and to glean generalities
about the nature of language and acquisition.

This comparison of second language learners and speech disordered
children, thus, has been a first attempt at illustrating the importance and
potential contribution of integrated research efforts; potentially, it will
also serve as an impetus for continued research of this type. Comparative
research lends itself well to furthering our understanding of specific
language learning populations, to improving the effectiveness of our
instructional methods, and to identifying those properties necessary and
specific to language and the language learning process.
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Endnotes

1 There are several approaches to the analysis and characterization of
speech sound disorders (see Elbert & Gierut, 1986, for review). These
include, for example, place-voice-manner analysis, standard generative
analysis, and natural process analysis. With exception of generative
analysis, these approaches assume that a child’'s knowledge of the sound system
is identical to that of the adult’s at an underlying level; however, at a
surface phonetic level, a child’s knowledge of the sound system may be
different than the adult’s. It has been argued that this assumption is
neither necessary nor sufficient (Camarata & Gandour, 1984; Dinnsen, 1984;
Maxvell, 1981, 1984; Williams & Dinnsen, 1987); thus, claims about a child’s
phonological system being independent of the adult target are based upon
generative phonological descriptions.
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Abstract

The purpose of this paper was to evaluate a phonolegical treatment
program of maximal rather than minimal feature contrasts by charting the
course of learning in a child displaying a systematic error pattern involving
the nonoccurrence of word-initial consonants. Generalization data indicated
that the child learned 16 word-initial consonants following treatment of only
3 sets of maximal opposition contrasts. Overgeneralization data indicated
that the child restructured his phonological system based on a larger concept
of "word-initialness." Basic components of, and differences between various
forms of contrast treatment are discussed.
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Maximal Opposition Approach to Phonological Treatment

Minimal pair contrast treatment is one metiiod of remediation that has
been used to improve and change the phonological systems of children
displaying speech sound errors (Elbert, Rockman, & Saltzman, 1980; Ferrier &
Davis, 1973; Veiner, 1981; Winitz, 1975). Minimal pair contrast treatment
typically involves having a child distinguish - through discrimination,
imitation, and/or spertaneous production - pairs of syllables or words that
are unique along a single feature or dimension. 1 For example, the word
pairs "pig"-"big," "tip"-"dip," and "coat"-"goat" are each minimally
contrastive in terms of voicing word-initially. The voicing distinction makes
these word-initial sounds phonemic in English und, consequently, these word
pairs are lexicully unique. Through minimal pair contrast treatment, a child
is taught that different sounds signal different meanings. Minimal pair
treatment thus enhances a child’s conception of sounds as phonemes (Weiner,
1981). Moreover, minimal pair contrast treatment reduces the occurrence of
homonomy in a child’s productions by contrasting desired target sounds with
error or substituted sounds (Ingram, 1976).

Minimal pair contrast treatment has been wvidely employed by clinical
researchers adopting a variety of assessment-intervention framevorks
including, among others, a distinctive feature approach (e.g., Costello &
Onstine, 1976; McReynolds & Bennett, 1972), a phonological process approach
(e.g., Veber, 1970; Veiner, 1981), and a standard generative approach (Elbert,
Dinnsen, & Powell, 1984; Gievut, Elbert, & Dinnsen, 1987). This form of
treatment has been successful in facilitating the acquisition of specific and
trained minimal pairs, as well as in enhancing generalization of other sound
or word pairs that vary along similar dimensions. For example, within a
phonological process framework, Veiner (1981) reduced the frequency of final
consonant deletion, stopping, and velar fronting by teaching children
meaningful minimal pairs such as "pie"-"pipe," "see"-"tea," and "gate"-"date,"
respectively. Weiner further observed that the use of these phonological
processes was reduced in other untreated words following contrast treatment.
Similarly, within a distinctive teature framewvork, McReynolds and Bennett
(1972) taught a child the contrast between (f/ and /t§/, differing in the
continuancy feature. Following treatment, generalization to other continuant
sounds (i.e., /t,v,s,2/) was noted. Thus, focusing a child’s attention
specifically on a single feature that uniquely distinguishes one sound or word
from another appears to result in both the learning and generclization of
aspects of phonology.

Recently, an alternate form of contrast treatment has been introduced
that also may be clinically relevant (Elbert & Gierut, 1986). This form of
contrast treatment involves maximal rather than miaimal oppositions. In this
approach, phonemic distinctions vary along extre:es of the broad and multiple
dimensions of voice, place, and manner. Some examples of maximally opposed
distinctions include the contrast between a voiced bilabial sonorant /m/ and
voiceless velar obstruent /k/ or the contrast between a voiced bilabial stop
/b/ and voiceless palato-alveolar fricative /f/. Notice that contrastive
sounds for 'reatment are maximally distinct along several feature dimensions,
as compared to minimal pair treatment where phonemic distinctions vary along
narrov, binary dimensions such as voiced versus voiceless. The rationale
behind a maximal opposition approach to contrast treatment is to provide a
child wvith an opportunity to learn about the target phonology in his or her
own unique way by filling in gaps along these extremes of multiple feature
dimensions. Presumably, treatment of maximal distinctions allows a child to
choose and to attend to those specific feature dimensions that he or she

!
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identifies as relevant to sound production. Potentially, the child will focus
on target sounds that maintain these relevant distinctions and will generalize
accurate production to these particular sounds.

Current literature in developmental psycholinguistics and cognitive
psychology supports a maximal opposition approach to phonological treatment.
Specifically, a method of maximal oppositions is consistent with the work of
Jakobson (1941/1968) and others (Crocker, 1969; Leopold, 1947; Velten, 1943).
Young normally developing children initially seem to attempt and to maintain
maximal distinctions and contrasts among sounds and sound classes. With
development and experience, sound contrasts progress from major oppositions,
such as oral-nasal or obstruent-sonorant, to more finely differentiated
distinctions varying along the multiple dimensions of voice, place, and
manner. These observations suggest that children may first concentrate on the
wide extremes of sound contrasts, rather than on fine-grained minimal
distinctions.

Other research in developmental psycholinguistics indicates that young
children actively participate in the process of phonological acquisition.
Evidence has shown that children individually and uniquely select the type of
sounds and contrasts that are added to their phonological systems (Ferguson &
Farwell, 1975; Ferguson, Peizer, & Weeks, 1973; Menn, 1976; Schwartz &
Leonard, 1982; Vibman, 1981). Moreover, children initiate and invent creative
solutions to the "puzzle" of phonological acquisition (Ferguson & Macken,
1980; Fey & Gandour, 1982; Macken & Ferguson, 1983; Priestly, 1977). The
child is afforded and uses many degrees of freedom in the acquisition of
phonology. Perhaps, children with phonological disorders may also benefit
from active, creative participation in selecting or chaneing elements and
contrastive  aspects of their phonologies in the «¢uu.se of clinical
intervention (Elbert, 1984; Fey & Stalker, 1986; cf. Bates, 1976; Bates &
MacWhinney, 1982; Johnston, 1982 in the acquisition of syntax).

Finally, research in the area of generalization has suggested that the
transfer of learning may be enhanced and facilitated by a "loosely structured"
inte-vention plan (Stokes & Baer, 1977; Leonard, 1981). Ideally, a loosely
structured plan does not narrowly limit the treatment items or stimuli used,
nor does it restrict the range of correct responses that are allowed. Loosely
structured intervention presumably permits a child to sample relevant
dimensions of veried treatment items for transfer to ocher new items and
situations, thereby, resulting in widespread generalization.

These three areas of research thus motivate a maximal opposition approach
to phonological treatment that (a) emphasizes phonemic contrasts along a more
grossly differentiated raize of features, (b) allows a child considerable
flexibility in identif.cation of relevant feature cointrasts, and (c)
encourages broad generalization of those features identified as relevant. The
purpose of this paper is to describe and evaluate such a treatment approach of
maximal opposition. The effectiveness of this program will be evaluated by
tracing patterns of phonological generalization and overgeneralization in a
child displaying a systematic sound pattern involving the nonoccurrence of
consonants word-initially.



Subject

The subject of this study was a boy, J, age 4 years, 7 months. J was
referred to the Speech and Heairing Clinic at 1Indiana University for a
diagnostic evaluation at age 4 years, 1 month by his mother due to the
unintelligibility of his speech. J displayed numerous sound errors in
conversational speech as well as in performance on the Goldman-Fristoe Test of
Articulation (Goldman & Fristoe, 1969). Errors were characterized primarily
by the nonoccurrence of word-initial consonants. Results of the diagnostic
intake indicated that J had normal hearing bilaterally with no history of
middle ear infections. Also, J’'s performance on the Preschool Language
Scale-Revised (Zimmerman, Steiner, & Pond, 1979) was age-appropriate both
receptively (point score=33; age equivalency=5 years) and expressively (point
score=27; age equivalency=4 years, 4.5 months). Parental report indicated
that J had no apparent gross or fine motor, cognitive, social, or emotional
disfunctions. J’s history, however, revealed a secondary cleft of the hard
and soft palates which was surgically repaired two vyears prior to the
diagnostic evaluation at the Speech and Hearing Clinic. The physician’s
report stated that nc further medical or dental procedures were necessary and
that the child sustained adequate velopharyngeal closure for speech
production; an examination of the child’s oral mechanism by the
speech-language diagnostician corroborated the latter observation. There
would appear to be no necessary connection between this child’s word-initial
omissions and his history of secondary cleft palate since research has shown
that children with a history of cleft palate typically exhibit more errors in
medial position than initial position and more errors of substitution than
omission (Philips & Harrison, 1969). Moreover, J did not evidence other
patterns characteristic of cleft palate speech, such as excessive nasality,
nasal emission, or snorting. J was from a monolingual English-speaking
family.

Phonological Description

Analysis Procedures

A standard generative phonological description of this child’s speech was
developed prior to treatment using procedures outlined by Dinnsen (1984),
Elbert and Gierut (1986), and Gierut (1986). That is, spontaneous connected
speech and citation form samples were obtained using story-telling and
picture-naming tasks. The citation form sample provided the child with an
opportunity to produce all target English sounds in each relevant position
(initial, intervocalic, and final) in a minimum of five different exemplars
(Gierut, 1985). The citation form sample also provided for the elicitation of
potential minimal pairs (e.g., "pig" - "big") and morphophonemic alternations
(e.-5., "pig" - "piggie"). Speech samples vere tape-recorded and then narrovly
transcribed using standard notation of the International Phonetic Alphabet.
Thes: speech samples served as the data base for developing the generative
analysis of J’s sound system.

Anal;sis Results

J’s phonetic inventory included produciion of all target English sounds,
with the exception of [f,v,r]. Production of [f,v] was restricted by an
inventory constraint; that is, [f,v] never occurred in any wvord position.
Target /r/ was distorted. The sounds present in J’s phonetic inventory were
used consistently and contrastively as phonemes, but only in postvocalic
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positions. Word-initially, only a limited subset of phonemes were used,
namely, /m,b,w,j/. J produced the majority of morphemes without word-initial
consonants, For the most part, word-initial position was not marked
productively by the presence of consonants.

To determine more fully whether J had productive  knowledge of
word-initial sounds, additional morphophonemic data were obtained following a
procedure described by Rockman, Dinnsen, and Rowland (1983) and Gierut (1985).
These data took the form of adding the prefix "re-" to target morphemes with
word-initial consonants and glides. J was instructed to create nonsense vords
by saying "re-" before the name of pictured stimulus items consisting of
word-initial target sounds. The addition of a prefix to a morpheme serves the
purpose of altering the phonetic environment, in this case, from wvord-initial
position to poustvocalic position (e.g., "cut"-"recut" or "jump"-"rejump").
Given that J nroduced target sounds postvocalically, but not initially, we
might expect that prefixed forms would be produced with morpheme-initial
consonants, but nonprefixed forms would be produced without morpheme-initiail
consonants, as in the examples, "cut" [At] ~ [rikat] "recut" or "jump" [Amp] ~
[rngAmp] "rejump." Evidence of this type would suggest that J lexically
(i.e., underlyingly) represented morphemes for purposes of production with
target-appropriate word-initial consonants., J’s repertoire of word-initial
consonants thus would be relatively complete; however, a phonological rule
would be motivated to delete certain word-initial consonants. On the other
hand, it was entirely possible tkat J would produce both prefixed and
nonprefixed forms without morpheme-initial consonants, as in the examples
"eut" [at] 7 [riAt] "recut" or "jump" [amp] = [riAmp] "rejump." Evidence of
this type would suggest that J lexically represerted morphemes for produciion
purposes without target-appropriate word-initial consonants. In this case,
J’s repertoire of word-initial consonants would be severely limited. A
positional constraint would be motivated to exclude certain consonants from
word-initial position both iexically and phonetically.

Elicitation of prefixed citation form items (see appendix) suggested that
the latter hypothesis was correct. Both prefixed and nonprefixed forms were
produced without morpheme-initial consonants, as in the examples shown in
Table 1. As expected from this child’s pattern of production, however, target
/m,b,w,j/ morphemes were marked word-initially whether or not the prefix wvas
added. Thus, it appeared that J did not represent most morphemes lexically or
phonetically with word-initial consonants.

It is, of course, possible that the prefix procedure was not sensitive
enough to induce "true" morphophonemir alternations due to the specific nature
of English mnrphology. In English, suffixes are both derivational (e.g.,
"swiftly," "neatness") and inflectional (e.g., "laughing," "walked"); however,
prefixes are only derivational. Consequently, a word boundary is maintained
betwveen a prefix and the base morpheme to which it is added, technically
leaving consonants of the base morpheme in word-initial position. If J had
produced morphophonemic alternations between prefixed and nonprefixed forms,
we could take this as direct evidence that the child’s phonology included
word-initial consonants. However, in this case, the absence of morphophonemic
alternations does not provide absolute or conclusive evidence about J’s



Table |

E { 13 Production of N 0  Prefged M

W

Target /k/ (‘res’)  “cup’ {apl © (wiiapl
"cut’ {at] < (whiatl
“coat’ fowtl = [wfioul
"comb” lovml ~ [wfioum]

Targetr /s/ (‘re+) “soup’ {upl - (wriupl
'soap” foupl ~ (wlioupl
"sock’ (aksl - [wfiaks]
“sun” {an} = (wFianl
‘santa’ [anal ~  [w iznal

Target /1f/ (‘res") “chair’ ewf) - (wiiew"l
‘cheese’ liz} © (whiizl
“chip” (ol © (Wil

Target /m/ (‘re+’)  “mud” [mabl =~ [wfimabl
“mouth” (maul - (v imavl
“mouse” (mavsl ~ [wfimausl
"moofa” (wum! - [w imum)
"mother’ (mamal
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Table | (cont)

Target /b/

Target /y/

(‘re+)

(‘res)

big
“book"
‘bed"
‘bus”

“boot”

“yellow”
‘you"

. .
v .

(bigl [whibgl
(buk] [wibukl
[bebl (whibebl
{bafl [wibasl
(butl [w'ibus]
liedoul [wFijedoul
[jul [wFijul
liab] (wfijabl
emre————
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phonology. Perhaps, the absence of alternations was associated merel, with
the structure of English morphology and limitations of the prefix task, rather
than the nature of J’s phonology.

From these data, four general observations were made  about J's
phonological system: (a) phonemes used in wvord-initial position were limited
to /m,b,w,j/ (and, of course, vovels); (b) most morphcmes were produced
vithout word-initial consonants; (c) a positional constraint limited
production of most consonants to postvocalic positions; and (d) an inventory
constraint excluded production of [f£,v] in all positions. J's use of
vord-initial consonants was severely restricted and thus served as the primary
focus of intervention.

Maximal Opposition Treatment

Experimental Design

In this study, the maximal opposition approach to treatment was
implemented within the framework of a single-subject multiple baseline design
across 21 sounds. The 21 charted sounds included: /m,b,v,j/, the 4 phonemes
J used in wvord-initial position, /n,p,t,d,k,g,f,v,e,s,z,j,gg,q;,h,l/, the 16
phonemes not used in word-initial position, and /r/, which served as a control
sound. Production of these 21 sounds was evaluated using a generalization
probe measure consisting of a total of 178 words (89 nonprefixed words plus
the same 89 words with the prefix "re-" added). Each of the 21 sounds was
sampled a minimum of 6 times. Probe items were randomized and elicited in a
spontaneous picture-naming task both pre- and post-treatment, as well as at
various points throughout treatment.

Multiple baseline designs require stable pretreatment baselines to
demonstrate experimental control and effectiveness of treatment. 1In this
study, with 21 sounds charted over time, changes were likely 1in the
pretreatment baselines of at least some of these sounds. Thus, if J’s
production of an untreated sound changed during baseline, this sound was not
selected for subsequent intervention; rather, performance was monitored and
the facilitative effects of treatment were examined. From spontaneousc
baseline changes of this type, it was possible to identify which features or
properties of treated sounds J selected as relevant and, further, to examine
how J incorporated these relevant dimensions into his sound system. Howvever,
of the 21 charted sounds, changes were not expected in the 4 phonemes J
already wused in word-initial position, namely, /myb,w,j/. Predictably, these

sounds would be produced with 100% accuracy throughout treatment. Similarly,
changes were not expected in production of target /r/ since it was
characterized by another type of error (i.e., distortions). The phonetic

realization of /r/ would likely remain 0% accurate throughout. Changes in the
baselines of these sounds would indicate loss of experimental control.
Charting 21 sounds, therefore, was consistent with the flexibility of
single-subject designs (Connell & Thompson, 1986; Kearns, 1986; McReynolds &
Thompson, 1986) and with the recommendation that teaching approaches should be
loosely structured (Stokes & Baer, 1977).

Treatment Procedure

Treatment sessions were held twice veekly for 30-min each session.
Initially, a pretreatment baseline of all 21 sounds was obtained. One maximal
opposition contrast vas then selected for treatment based on the multiple
distinctions of wvoice, place, and manner. To illustrate, at the onset of
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treatment, J on.y used voiced sounds wvord-initially; he did not produce a
voicing distinction in this position. In terms of place, J primarily used
bilabial sounds initially. Also, he only produced the oral-nasal (i.e.,
/byw,j/ versus /m/) and stop-glide (i.e., /m,b/ versus /w,j/) manner
distinctions. Therefore, it was important that the first maximal opposition
be aimed at introducing a voiceless sound produced in a more posterior place
of articulation of either the fricative, affricate, or liquid manners. The
phoneme /s/ was thus selected for contrast with /m,b,w/, phonemes already used
by the child in word-initial position. Other potential treatment candidates
considered at this time included ll,S,tS/. The phoneme /1/ was not selected
for treatment since it is voiced; /j,tj/ vere not selected since J already
used the palatal sound /j/ word-initially.

Actual treatment involved contrasting five picturable word pairs (e.g.,
"sad"-"mad," "sat"-"mat," "see"-"bee," "suit"-"boot," "sail"-"whale") in first
an imitative and then a spontaneous phase of production. During the imitative
phase, picture pairs were presented and J was required to name the items
following the clinician’s verbal model. During the spontaneous phase, the
same picture pairs were presented and J named each item without a model.
Treatment during the imitative phase was primarily drill; treatment during the
spontaneous phase included drill as well as sorting and matching tasks to
maintain J’s interest and attention. In the sorting task, J spontaneously
named picture pairs, placing each picture in its respective sound pile. 1In
the matching task, an array of picture pairs was presented to the child. J
selected one picture (e.g., "sad"), named it, and then found its contrasting
"ratch" (e.g., "mad"), naming it as well. Treatment did not involve direct
perceptual contrasts of the picture pairs in either the imitative or the
spontaneous phase. However, given that the child hecard productions of these
pairs, incidental perceptual instruction may have been provided. It would be
difficult, at best, to determine which specific perceptual cues J attended to
during the course of production treatment.

Treatment continued in each phase until J produced word-initial
consonants in treatment pairs with 90% accuracy over each of two consecutive
30-min sessions. Upon reaching criterion in both imitative and spontaneous
phases, the generalization probe of all 21 sounds was readministered. A
second maximal opposition was s-‘'ected for treatment based on the nature of
J's generalization learning. .ive new picturable word pairs were then chosen
for treatment in both imitative and spontaneous phases of production.
Treatment and generalization probes continued in this manner until the child
mastered all 16 word-initial sounds. A final generalization probe measure and
spontaneous connected speech sample were obtained one week following the
completion of treatment.

Reliability

The investigator and two trained listeners (SC, KH) with experience in
narrow phonetic transcription served as reliability judges. The investigator
and one of the listeners (SC) independently transcribed a portion (20%) of J’'s
pretreatment  spontaneous speech sample. Consonant transcriptions were
compared point-to-point. Mean transcription reliability was 80% agreement (N
= 222 segments). The investigator and the second listener (KH) independently
transcribed all of J’s responses on repeated administrations of the
generalization probe measure. Consonant transcriptions were compared
point-to-point. Mean transcription reliability was 96% agreement (N = 1,988
segments; range: 927 to 100% agreement).
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Results and Discussion

J received production treatment on three sets of contrasts involving
maximal oppositions over the course of three months (23 treatment sessions).
Both generalization and overgeneralization data vere used to evaluate the
effectiveness of a maximal opposition approach to treatment; these data are
shown in Table 2 and Figure 1. Table 2 reports percentages of accurate
production of the 21 word-initial sounds as sampled on repeated
administrations of the probe measure. Figure 1 displays expansions in the
range of sounds used in word-initial position, decreases in the range of
sounds omitted from word-initial position, and overgeneralizations of certain
vord-initial consonants. These data were examined with regard to two main
questions: What did J learn about specific target sounds and contrasts? And,
vhat did J learn more generally about the class of word-initial consonants?

Specific Sounds and Contrasts: Generalization Learning

The first question, knowledge of specific sounds and contrasts, is
eveiuated with reference to Table 2 and the first column of Figure 1. Recall
that, pretreatment, J only used a subset of phonemes word-initially, /m,b,w,j/
(and, of course, vowvels). The first maximal opposition that was taught
involved contrasting /s/ with /myb,w/, that is, a voiceless fricative of a
more posterior place of articulation versus voiced stops and a glide of a
bilabial place of articulation. Following maximal opposition treatment over 8
sessions, J generalized accurate word-initial production to novel words with
the treated phoneme, /s/, as well as to other words with untreated phonenmes,
/n,h/. Generalization to all three phonemes was with 100% accuracy. This
pattern of generalization relative to the treated phoneme /s/ suggested that J
selected relevant features of contrast along all three dimensions of voice,
place, and manner. Specifically, the place features [+coronal] and
[+anterivr] appeared to be important in generalization to /s,n/ and the voice
and manner features [-voice] and [ +continuant] in generalization to /s,h/.
Interestingly, generalization extended to only those sound classes that J
already used in word-initial position, that is, nasals and glides. From this
initial generalization learning, we predicted that J would continue to expand
the range of phonemes used in word-initial position along any one (or all) of
the teatures [+coronal], [+anterior], [-voice], and [+continuant] by
spontaneously learning such consonants as /t,d,zkf,l/.

A second maximal opposition was then selected for treatment. Note that,
at this time, J used both word initial voiced and voiceless sounds, although
voiceless sounds were used to a limited degree. Also, he exhibited use of the
bilabial, alveolar, palatal, and laryngeal places of articulation. Finally,
he relied on four different manners of production: nasals, stops, fricatives,
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Table 2

Percentages of Accurate Production of 21 Vord-initial Sounds as Sampled on

Repeated Administrations of the Generalization Probe Heasure

Pre Treatment Sequence Post
1 I 11X
Targets /s/ 8/ /£/

Contrasts /a,b,v/ /m,b,8/ /m,b,s,t§/
Vord-initial m 100 100 100 100 100
sounds (n=é) b 100 100 100 100 100
v 100 100 100 100 100
j 100 100 100 | 100 100
Nonoccurring n 0 100 100 100 100
vord-initial P 0 0 0 100 100
sounds (n=16) t 0 0 40 100 100
d 0 0 100 100 100
k 0 0 0 0 100
g 0 0 0 0 100
0 0 0 100 100
v 0 0 0 25 75
8 0 0 0 1 66
s 0 100 100 100 90
o 0 33 66 100
§ o 0 20 20 30
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Table 2 (cont.)

Pre Treatment Sequence Post
I II III
Targets /8/ /57 /8/
Contrasts /m,b,v/ /w,b,8/ /m,b,8,t§/
o S
Nonoccurring § 0 0 100 100 100
wvord-initial ds 0 0 30 0 80
sounds (n=16) h 0 100 100 100 100
1l 0 0 100 100 100
Control r 0 0 0 0 0
sound
(nel)

w i
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and glides. To differentiate further and expand the contrasts in this child’s
system, it was important to introduce and reinforce voiceless sounds produced
in more posterior places of articulation of either the affricate or liquid
manners; thus, /t[/ was selected for treatment in contrast with /m,b/ and /s/.
The reason /s/ “was selected for contrast in place of /w/ was to provide the
child with additional practice on production of this rnevly learned sound.
Following treatment of this maximal oppositios over 5 sessions, J generalized
to the word-initial consonants /t,d,z,g,tg,cg yi/; however, generalization was
not conplete (100% accurate) in all " cases. This generalization pattern
relative to the treated phoneme /tf/ suggested that J identified a new feature
dimension, stridency, as a significant aspect of contrast, as evidenced by his
use of word-initial /(,t »d& 7. Although stridency was first introduced in
treatment of /s/, “perhaps, treatment of /tf/ highlighted further the
importance and relevance of this feature for the child. Also, as predicted, J
continued to focus on the [+coronal], [+anterior], [-voice], and [+continuant]
features. By generalizing to /t,d,z,1/, J likely was incorporating the place
features [+coronal] and [+anterior]. The manner feature [+continuant]
apparently was expanded through the use of /z,{,1/ word-initially, and the
[-voice] feature, through the use of /t,f,gf/. Finally, generalization was
observed to the existing sound classes of J's syst.m, as well as to new sound
classes (i.e., liquids aad affricates).

At this point in treatment, J’'s use of wvord-initia. phonemes was
characterized by many finely differentiated oppositions, including a two-way
voice contrast (i.e., voiced-voiceless), a five-way manner contrast (i.e.,
nasal-stop-fricative-affricate-liquid-glide) and a four-way place contrast
(i.e., bilabial-alveolar-palatal-laryngeal). 1In order to complete the full
range of word-initial consonants, J needed to differentiate further place of
articulation features associated with labiodental (i.e., /£,v/), dental (i.e.
/8/), and velar (i.e., /k,g/) consonants. Thus, the third opposition selected
for treatment was /f/ in contrast with /m,b,s/ and /t{/. Note that /tf /  was
also selected for contrast in order to provide J with continued practice on
this newly learned sound. Target /f/ was selected over other place
distinctions ’ecause, potentially, it would strengthen previously treated
features that J identified as relevant, namely, [+anterior}, [-voice],
[+continuant], and [+strident]. While perhaps not intuitive, treatment of /f/
might also elaborate the [-coronal] feature for possible generarization to
/k,g/. Following treatment of /f/ over 4 sessions, J generalized accurate
word-initial productions to /p,f,v,8/; generalization was not 100% accurate in
all cases. Continued gains were noted, however, in the accuracy of other
sounds J previously introduced in word-initial position. From this pattern of
generalization relative to the treated phoneme /f/, J apparently attended to
only those previously treated relevant dimensions. Although J generalized to
‘p/, less importance may have been assigned to the [-coronal] feature, as
evidenced by his lack of generalization to either /k/ or /g/. At this point,
the relatively complete pature of J’'s word-initial consonant repertoire
varranted his dismissal from the maximal opposition treatment program.

A generalization probe administered one week post-treatment indicated
that /k,g/ wvere wused in word-init al position vith 100¥ accuracy; perhaps,
then, J did identify and elaborate on the [-coronal] feature following
treatment of /f/. Also, further improvements were observed in production of
othe: word-initial sounds. Of the 16 charted word-initial sounds, 11 were
used with 100%Z accuracy following treatment of only 3 sets of contrasts.
Moreover, tour other sounds wore used in word-initial position with greater

than  65% accuracy. Only one sound, /f/, vas used word-initially with less

than 50% accuracy folloving treatment. These observations vere also suppor ted

in conversational speech. Specifically, the ornly consistent errors J
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exhibited in conversational speech post-treatment involved production of
targets /f,v/ postvocalically, /r/, and /1/ clusters. Thus, over a relatively
short period of intervention involving direct treatment of only three sets of
maximally opposed contrasts, J made substantial improvements in the nature of
his phonological system. It should also be noted that, throughout treatment,
production of the control phoneme /v/ did not improve, nor were changes
observed in word-initial production of previously known phonemes, /m,b,w,j/.

These generalization data demonstrated that, for J, a treatment approach
based on maximal oppositions was effective in changing and improving the
phonological system. The apparent success of this treatment approach may have
been associated with J’s specific pattern of production involving extensive
omissions. It will be important to evaluate further the efficacy of this
treatment approach relative to other patterns of production and relative to
other methods of contrast treatment.

The generalization data also suggested that J’s approach to phonological
learning involved builiing on what wvas previously learned in treatment. This
capitalizution on prior learning was evident both in the particular sounds and
the extent to which J generalized. That is, relevant features learned by J
(e.g., [-voice], [+continuant]) were repeatedly incorporated into sounds
generalized later in treatment. Also, gradual improvements in the accurate
production of sounds were observed over the course of intervention. J
continued to refine his production of vord-initial consonants, even after
direct treatment of those (or related) sounds.

In addition, J apparently assigned some priority ‘o those oppositions
that were treated first. The child seemed to rei’ on a set or core of
features (e.g., [+coronal], [+anterior], [-voice], [+continuant]) in expanding
his word-initial repertoire. This observation suggests that, perhaps, first
treated oppositions drive or govern the course of later phonological
acquisition and learning (cf. Gierut et al., 1987, for a related hypothesis).
The role of order in phonological treatment is, of course, subject to
experimental test.

Finally, based on patterns of generalization learning, it was possible to
generate predictions about those sounds and contrasts that J would
spontaneously add to word-initial position and those that would need to be
directly taught (cf. Fey & Stalker, 1986). Although target and contrast
sounds were selected for direct treatment by the clinician, J’s generalization
patterns guided this selection process and thus the course of intervention.
The maximal opposition approach to phonological treatment seemed to provide J
wvith considerable flexibility and control in choosing the contrasts that would
be learned and generalized.

Phonological Restructuring: Overgeneralization Learning

J’s more general knowledge of the class of vord-initial 1sonants  is
evaluated with reference to Figure 1. Figure 1 illustrates ...e nature and
degree of phonological restructuring that occurred in J's phonology wver the
course of treatment.

A first observation is that the number of consonants omitted from
word-initial position decreased substantially following treatment of only one
set of maximally opposed contrasts. Although only three new sounds were used
accurately in word-initial position at this time, J began marking, albeit
incorrectly, the occurrence of many more word-initial consonants. J  marked
word-initial consonants by overgeneralizing /b/ to target /p,f,v/ and /s/ to
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target /z,f/. After treatment of the second set of maximal oppositions, all
target sounds and morphemes were marked word-initially i some way. At this
time, J's error pattern coulcd no longer be characterized by the nonoccurrence
of word-initial consonants. The child’'s original phonological problem of
omitting word-initial consonaits was no longer of primary concern. Instead,
"fine tuning" through continued treatment was needed to bring J's use of
word-initial consonants more: in line with the target system. This was
corsistent with the fact that the number and type of oppositions to be learned
by the child at this point in remediation (i.e., Treatment Sequence III) vwas
substantially reduced. Treatment contrasts were no longer maximal oppositions
but, rather, more finely differentiated minimal distinctions.

A second observation was that the child overgeneralized use of certain
phonemes. Overgeneralization data provided supportive evidence and insight
into at 1least two related domains. Specifically, overgeneralizations
supported claims of the initial phonological analysis that J did not lexically
represent most morphemes for production purposes with word-initial consonants.
Overgeneralizations suggested that J treated all omitted sounds as equivalent.
When J learned that consonants belong in the initial position, it seemingly
did not matter which consonant served as the marker. For instance, after
learning /tj/, J began marking word-initial position (incorrectly) with this
sound. He used /t§j/ to mark word-initial position in target morphemes
beginning with such diverse p.aonemes as /k/ (e.g., [tSAp] "cup"), /g/ (e.g.,
[tfwal] "girl"™) and /8/ (e.g., [§€“si] "thirsty"). ~If, on the other hand, J
lexically represente-. morphemes for production purposes vith
target-appropriate word-initial consonants, overgeneralizations of this type
would not be expected; instead, generalization would be limited to only those
morphemes represented with ‘he same word-initial phoneme. We would e:pect
that, following treatment of /tS/, J would mark word-initial position oniy in
other (untreated) /t{." morphemes.

Overgeneralizations also illustrated the nature of restructuring in this
child’s sound system. These data implied that J formed and changed his
phonology in a conceptually-based manner centered on "word-initialness" (as
opposed to omissions). While J acquired specific consonants, he also
apparently lear.aed about larger units of organization and broader phonological
categories, Further evidence of conceptual restructuring based on
"word-initialness" comes from data that relate to the acquisition of /f/.
Recall that [f,v] were excluded from J'’s phonetic and phonemic inventories, as
accounted for by an inventory constraint. Treatment of /f/ resulted in
accurate production and use of this consonant in word-initial position;
however, no improvements were observed in production of /f/ in postvocalic
positions. This result was particularly interesting in light of the fact that
fricatives, in general, and /f/, in particular, are typologically more marked,
and presumably more difficult to learn, in word-initial position (Gieenberg,
Ferguson, & Moravscik, 1978). 2 Given the markedness value of this fricative
and the child’s overall pattern of postvocalic production, we anticipated
generalization of /f/ to all word positions. The lack of postvocalic
generalization suggested that J was not so much learning specific consonants
as the concept of "word-initialness."

Together, these observations indicated that maximal opposition treatment
encouraged J's acquisition of word-initial consonants through
conceptualization. J learned and generalized specific consonants; yet, the
nature and extent of phonological restructuring suggested that J learned
larger phonological and organizational categories. Moreover, these results
suggest that quantitative data alone may not represent fully the degree of
phonological learning that takes place in a child’s sound system during
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treatment (cf. Elbert & McReynolds, 1979; Leonard & Brown, 1984; Rockman &
Elbert, 1984; Veiner, 1981). For J, qualitative changes in the form of
marking word-initial position preceded quantitative changes in the form of
accurate sound production. For both clinical and research purposes, we must
begin to examine and to be sensitive to subtle changes and restructuring and
not to wunderestimate phonological gains by limiting the definition of
phonological learning to percentages of accurate sound production.

Approaches to Contrast Treatment

Through this examination of maximal opposition treatment, some of the
basic elements and differences of contrast treatment have been highlighted.
Whether the focus is on maximal or minimal distinctions, the overall goal of
contrast treatment remains the same: to present a conceptual approach to the
acquisition of phonemic distinctions in order to reduce the occurrence of
homonomy in a child’s phonological system. The basic structure, however, of
minimal versus maximal contrast treatment is different in at least two wvays.
One obvious difference, and that which was primarily addressed in this paper,
is in degree or breadth of the sound contrasts. In a minimal pair approach,
treated distinctions are fine-grained along a focused dimension, as in
strident versus -onstrident or voiced versus voiceless. In a maximal
opposition approach, distinctions are more global along the broader, multiple
dimensions of voice, place, and manner. Within this approach, howvever, as
more  oppositions are learned by a child, distinctions become further
differentiated eventually leading to minimal contrasts.

A second difference lies in the nature of sounds selected for contrast,
as shown in Table 3. In a minimal pair approach, a child is taught to
contrast his or her error (i.e., a substituted or omitted sound) with the
appropriate target sound. Returning to J’s case, a program of minimal pair
treatment would have contrasted null (J's error of omission) with relevant
target sounds (desired productions) word-initially, as in the potential pairs
"at"-"sat," "eat"-"seat," or "ink"-"sink." Within this approach, selection of
sounds for treatment is based on a child’s phonemic errors relative to the
target.

In a maximal opposition approach, a child is taught to contrast target
sounds that are not used appropriately with those that are currently used in
his or her phonological system. For J, the program of maximal opposition
compared /s/, a phoneme not occurring in word-initial position, with /m,b,w/,
phonemes occurring in this position, as in the pairs "sad"-"mad," "see"-"hee,"
"sail"-"whale." Within this approach, selection of treatment sounds is based
on occurrences and nonoccurrences in the chijld’s phonological system relative
to the target.

One other form of contrast treatment comes to mind in light of this
discussion, which will be called treatment of the empty set. In this
approach, a child is taught to contrast two sounds that do not occur in his or
her phonemic inventory. Returning to J, a program of empty set treatment
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Table 3

Sounds Selected for Contrast Using Different Approaches to Contrast Treatment

Types of Contrast Treatment

Minimal Maximal Empty

Pair Opposition Set

Sounds of the

Target Phonology X X X X

Sounds of the

Child’'s Phonology

Errored Aspects

of the Systenm X

Correct Aspicts

of the System X

J—_—
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would have contrasted, for example, /s/ with /gf/ in the potential pairs
"sip"-"chip," "sick"-"chick," or "Sue"-"chew," because neither phoneme was
used in word-initial position. In this approach, sounds selected for contrast
focus only on what a child has yet to learn about the target phonology.

One important research question that remains to be asked is whether such
variations in the format of contrast treatment wiil result in empirical
differences among the treatment approaches. For example, different approaches
to contrast treatment may influence the nature, extent, and type of
generalization that a child will display following treatment. Also, certain
forms of contrast treatment may be more appropriate for some children than
others. The nature of the error pattern may potentially contribute to the
effectiveness of the various treatment approaches. A child vho displays a
relatively complete phonemic inventory with only one or two errors may be more
appropriately suited for a program of minimal pair distinctions; whereas, a
child like J who displays extensive gaps in the system may benefit from a
program of maximal oppositions or treatment of the empty set. Children with
inconsistent errors or variable productions may also be well-suited for a
maximal  opposition approach given that several feature dimensions are
contrasted simultaneously and that the child may focus attention on more than
one distinction. Finally, individual learning styles may limit treatment
effectiveness. For some children, narrower, minimal distinctions may be more
difficult to attend to and to master than broader, multiple distinctions; such
has been the case with some specifically language-impaired children learning
syntax  (Connell, 1986). Only continued comparative study of contrast
treatment approaches will provide us with ansvers to such important basic and
applied research questions.
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Footnotes

1 The term "feature," as used herein, is consistent with the
Chomsky-Halle distinctive feature framework (Chomsky & Halle, 1968), although
other cross-classificatory feature systems (e.g, Jakobson, Fant, & Halle,
19515 Ladefoged, 1975) would be equally applicable. Also, the term "phoneme"
refers generally to those distinctive properties of souinds that are used to
signal meaning differences in a language. When "phoneme" is used in reference
to production, it should be interpreted as production of a sound associated
with a particular phonenme.

2 Typological markedness is a linguistic phenomenon that identifies a
relationship among sounds, such that the occurrence of one sound in a language
predicts the occurrence of other sounds in that sane language. The predicting
or implying sound is "marked" relative to the predicted or implied "unmarked"
sound. For example, if a language has voiced obstruents, it will also have
veiceless obstruents; voiced obstruents are marked relative to voiceless
obstruents.
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Appendix

Probe Items

Items were elicited both as nonprefixed and prefixed (i.e., "re-") forms
to evaluate J's production of word-initial sounds.

/m/ /n/
mud knife
mouth nose
mo ther nail
mouse
moon
/p/ /b/ /t/ /d/ /k/ /g/
pig big tear duck cup gum
pie book tub deer cut girl
pants bed toes door coat gun
peach bus tail dog comb goat
paint boot tooth
/£/ /v/ /s/ /z/ /8/ 1§
fat van soup zebra thumb shave
face vase soap zipper thief shoe
fire vanilla sock Z00 thirsty  shirt
tich vacuum santa shovel
five sun shampoo
/tf 7 /dg/ /wi/ /57 /h/
chair jelly wvatch yellow hide
cheese jump wvindov  you hug
chip jeep wash yard hill

jail vave hat

juice house
/x/ /1/
read laugh
rain loaf
run light
ride ladder

leg
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Abstract

The present ctudy examined regressive voice assimilation in Catalan in an
attempt to determine a systematic explanation of complete versus incomplete
voicing neutralization. Two types of contexts were constructed. In one type,
semantic information was present to bias the target words. In the other type,
no semantic information was present to bias the target words. The results
show that neutralization is complete in the semantically biasing context, but
it is incomplete in the non-semantically biasing context. These findings
suggest that phonological processes do not operate in an autonomous module but
rather are part of an interactive linguistic system.
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The Effects of Semantic Context on Voicing Neutralization

The present study of Catalan is aimed at determining _he effects of
seman.ic context on the putative neutralization of an underlying voice
contrast. Earlier studies have provided empirical evidence that word-final
devoicing does not always result in complete acoustic neutralization of the
underlyinz voice contrast. That is, underlying voiced and voicelers stops are
phonetically realized as voiceless in word-final position, resulting in the
loss of the contrast. These previous studies examining the neutrzlization of
the voice contrast in Catalau, German, and Polish have been fairly - a2utral
with respect to various aspects of linguistic information that might bias the

test words. Typically, minimal pai:-s have been produced in isolation [Port
and 0'Dell, 1985] or in single sentence frames [Dinnsen and Charles-Luce,
198°; Charles-Luce, 1985; Slowiaczek and Dinnsen, 1985]. Minimal pairs

embedded in sentence frames were essentially unconstrained in their syntactic
and semantic occurrence. Thus, these previous studies havs not considered hovw
other levels of linguistic information may affect neutralization.

The present study demonstrates that neutralization rules are not akstract
Processes applying singularly or in conjunctior with other phonological
pProcesses in an autonomous phonological module. Rather neutralization
processes are part of an interactive linguistic system, in particular affected
by the degree of semantically biasing information preceding the putative
neutralization event.

Contrary to the majority of studies showing  incomplete voicing
neutralization, Fourakis and Iverson [1984] have reported that neutralization
is complete in German. They found no differences in vowel duration preceding
final stops or in stop closure duration that distinguishec underlying voicing.
They employed a verbal conjugation paradigm in which subjects produced the
pPrincipal parts of German strong verbs. The target words were always .he

uninflected second principal part. 1In this form, stoj reur  word-finally
and, therefore, wvord-final devoicing putatively I neutralize the
underlying voice contrast. (Properly speaking, the doma . t the devoicing

rule 1is syllable-final in German [Moulton, 1962].) For ex.. e, subjects were
given the infinitival form meiden and asked to produce the three principal
forms: meiden "to avoid", mied "avoided", and mieden "have avoided." Mied is
the target word, putatively realized as [mi:t]. Fourakis and Iverson claii
that they found no differences in underlying voicing hecause "the focys of
Pronunciation is disguised" [p. 149] and, moreover, that their task provided
a more natural situation for testing word-final neutralization.

It should be noted, hovever, chat the test wvords we'e not minimal pairs.
For example, in the near minimal pair riet and mied, the initial segments are
not identical, Because of coarticulatory effects, different initial segments
may adjust the timing of the following vowel (as well as the actual
articulatory gestures) that is unrelated to vowel duration as a correlate to
voicing [cf. House and Fairbanks, 1953; Lindblom, 1983). Nonetheless, their
claim about the role of a natural situation in determining the extent of
neutralization should not g0 unheeded. However, Fnirakis and Iverson’s
recognition of tke importance of a natural situation does not provide an
explanation for c(heir "incomplete" neutralization results. The explanation
lies in the specific elicitation task thz2y employed. During the conjugation
task, subjects had accessed the underlying morpheme and vere, therefore,
processing all the linguistic information associated with that particular
morpheme. Because the verbal paradigm was unique to the word, the linguistic
situation afforded neutralization. There was no ambiguity in the mind of the
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speakers as to the word required to fulfill a particular conjugation.

The related question for the present investigation is what effect does
the presence or absence of semantically biasing information have on the
neutralization of the voice contrast. By setting up contexts that simulate
more natural conversational situations, one can examine this question. It has
been chown that comprehension of text is impaired when a semantic context has
not been established previously |[Bransford and Franks, 1971; Dooling and
Lachman, 1971; Bransford and Johnson, 1972}. Futhermore, the production of
wvords ultimately reflects the decisions of a speaker at the semantic level
[Lieberman, 1963]. Production studies have shown that words and segments are
reduced and less precisely articulated in syntactic and semantically correct
contexts, but they are less reduced and more precisely articulated in
anomalous and ungrammatical contexts [Lieberman, 1963]. Similarly,
Charles-Luce and Walker [1981] found that the duration of words are longest
vhen they were read in ungrammatical sentences, shortest in grammatical

sentences, and intermediate in anomalcus sentences |[cf. Miller and Isard,
1963].

Perceptually, the intelligibility of excised words decreases as a
function of the redundancy of semantic information [Pollack and Pickett, 1963;
1964]. For example, Lieberman [1963] had subjects listen to the word lender
excised from a redundant context ("Neither a borrower nor a lender be.") and
from a non-redundant context ("Never listen to a man who wants to be a
lender."). In the redundant context, borrower sets up a semantic expectation
for lender. This semantically biasing information is absent in  the
non-redundant context. Percent identification was higher for words excised
from the non-redundant context relative to the redundant context. Lieberman
concludes that speakers produce words with less care when they know that
listeners will use the context to identify the words [see, also, Miller,
Heise, and Lichten, 1950].

Thus, there is evidence suggesting that articulation of words is affected
differentially by the presence and absence of higher levels of linguistic
information and that the degree of preciseness of articulation is inversely
proportional to the presence of semantic information [Lieberman, 1963). The

effect of semantic information is to reduce the acoustic information necessary

for 1identifying the word and accessing its meaning from the lexicon. In
natural situations where semantic context is available to indicate the
intended lexical item, and, therefore, meaning, the individual acoustic events
may be less important as cues to the listener. However, when this top-down
semantic information is lacking, then the bottom-up acoustic events may be
sufficient cues for communicating the intended word to the listener.

The purpose of this investigation is to examine how the preserice and
absence of semantically biasing information affects the phonological
neutralization processes involving the voicing of word-final stops. The
particular language of investigation is Catalan ard, in particular, the
dialect spoken around Barcelona, Spain. An attractive feature of Catalan is
the lark of a word-final orthographic distinction that corresponds with an
underlying voicing distinction. Thus, no argument can be made that incomplete
neutralization results from speakers’ hypersensitivity to a grapheme/phoneme
correspondence [cf. Fourakis and Iverson, 1984].

finimal pairs of CVC words were produced in two assimilatory environments
(voiced and voiceless). In assimilatory environments, word-final Catalan
stops putatively assume the voicing of the following consonant [Mascaro, 1978;
Wheeler, 1979; DeCesaris, 1980]. Thus, both underlying voiced and voiceless

170 ;’“")
- “:‘



stops become voiced in a following word-initial voiced consonant environment
or voiceless in a following word-initial voiceless consonant environment. It
is hypothesized that words will be less precisely articulated when
semantically biasing information is present. Consequently, differ :nces in
underlying voicing may not be found because, in this context, the acoustic
eévents are secondary events in signaling the intended meaning. Thus,
differences in morphemic representations may not be revealed because the
unde-lying voice contrast can afford to be neutralized. Furthermore, it is
hypotuesized that words will be more precisely articulated when semantically
biasing information is absent. Therefore, differences in underlying voicing
may be found because the accustic events are necessary cues in the absence of
semantically biasing information. In this case, differences in morphemic
representations may be revealed because the acoustic obliteration of the
underlying voice contrast may be disadvantageous to speaker/hearer
communication because some ambiguity may result.

Method

Five minimal pairs of words were selected as stimuli. The criteria for
selecting the five minimal pairs were based solely on the ability to
semantically constrain both members of the minimal pairs in the most
efficacious manner, as described below. Table I presents the five minimal
pairs.

T T e e e - . . e — e

Each test word occurred in two types of contexts. Examples of these
contexts are shown in Table I1 and will, henceforth, be referred to as: (1)
the semantically biasing context and (2) the non-semantically biasing context.

In the first context (Paragraphs 1a and 1b), a test word vas embedded in
the last sentence of a twvo-sentence paragraph that syntactically and
semantically constrained the lexical category and the meaning of the test
word. Importantly, in this context, the words duquessa "duchess", marit
"husband", and ducat "dukedom" semantically biased the test word duc "duke".
In the second context (Paragraphs 2a and 2b), the test word again was embedded
in the last sentence of a two-sentence paragraph, but the last sentence only
syntactically constrained the lexical category of the test word. No preceding
lexical items semantically biased the choice of the test vord duc "duke".
Thus, test words were syntactically constrained in both contexts, but only
semantically constrained in the first context.

Furthermore, the test words were alvays preceded by 13 syllables in the

last sentence. This manipulation was made to minimize any possible effects of
differences in overall word duration in the test wvords. Such differences
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Table I

The five minimal pairs used in this study. The phonetic and underlying
representaticns are given for each word, as well as English glosses.

e R o E L F b F R e 0 VP U

Phenetic Underlying English
Representation Representation Gloss
1. [rrik] /rrik/ ‘rich’ masc.

[rrik] /rrig.’ ‘T laugh’ Pres. Ind.
2. [duk] /duk/ 'duke’

[duk] /dug/ 'T carry’ Pres. Ind.
3. [fat /fat/ ‘fate’

[fat] /fad/ 'tasteless’ masc.
4. |sek]} /sek/ 'dry’ masc.

[sek) /seg/ ‘1 sit down’ Pres. Ind.
5. |set] /set/ 'seven'’

iset] /sec/ ‘thirst’

g




Table II

Example of the two types of semantic contexts for the test word duc "duke".
All test words occurred in two types of context and, within each context type,
they occurred in two environments: (a) voiceless assimilatory and (b) voiced
assimilatory.

1. Semantically Biasing Context:

La duquessa i el seu marit viuen a un gran ducat. La
duquessa vella esta ben casada amb el (la) duc [-voice].

(1b) duc [+voice].

"The duchess and her husband live in a large dukedom. The
old duchess is happily married to tl:-~ duke."

2. Non-semantically Biasing Countext:

Sempre ens ho passem be anant al parc. Ahir va ploure
molt fort i varem veure el (2a) duc [-voice].

(3b) duc [+voice].

"We alvays enjoy going to the park. Yesterday it rained
very hard and ve saw the duke."
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might arise from an early versus late occurrence in the last sentence of a
paragraph.

In addition to the type of context, the test words occurred in two
assimilatory environments within each of the two context ty;es. 1 In
Paragraphs la and 2a, the test words occurred in an environment with a
following word-initial apico-alveolar voiceless fricative [s]. In Paragraphs
1b and 2b, the test words occurred in an environment with a following
vord-initial apico-alveolar voiced multiple-trill [rr]. These specific
assimilatory consonants were selected because they provide two of the few
phonetic segments that do not also trigger other types of assimilation in the
vord-final stops of these Catalan test words. Although the following initial
segments are not identicai in manner, they are identical in place. Most
important for this study, they differ in voicing. If neutralization is
complete, then underlying voiced and voiceless word-final stops should be
phonetically realized as voiceless preceding the word-initial |[s] but as
voiced preceding the intitial [rr].

To recapitulate, each test word occurred in each of the two context
types: (1) semantically biasing and (2) non-semantically biasing. Within a
context type, each test word occurred in each of the two assimilatory
environments: (1) following voiceless consonant (henceforth, voiceless
assimilatory) and (2) following voiced consonant (henceforth vniced
assimilatory).

Five repetitions of each test word in each type of semantic context and
in each environment were read by each of the five subjects. This resulted in
200 experimental items ;5 minimal pairs x 2 underlying representations x 2
paragraph types x 2 environments x 5 repetitions] for each subject. 2 1In
addition, 200 filler paragraphs were presented for subjects to read. For the
filler paragraphs only, subjects were presented with true/false questions to
answer about some word or idea in a filler paragraph that had just been
presented to them. Fxamples of these true/false questions are presented in
Table III.

This procedure was intended to distract the subjects from the focus of
the experiment and to force them to read all experimental and non-experimental
paragraphs for comprehension [cf. Aaronson and Scarborough, 1976]. Subjects
did not know on which of the paragraphs they would be asked questions.

All experimental and non-experimental items were fully randomized by
computer and each subject received a different randomization of the total 400
paragraphs. All instructions were presented to subjects in Catalan. This was
to ensure that all subjects, especially those just learning English,
understood the task. They were also intended to help subjects re-acclimate
themselves to their npative language 1in the immediately surrounding
English-speaking environment.

Each paragraph was presented one at a time on a CRT monitor, positioned
at eye level in front of the subject. The words APUNT PER A COMENCAR ’ready

to begin’ occurred in the center of the CRT screen. When the subject was
174
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Table I11

Example of a filler paragraph and a corresponding true/false question.

Filler Paragraph

M’encanta ballar. Ho se ballar tot menys un vals noble.

"I like to dance. I knov how to dance every kind of dance except the
valtz."

True/False Question

El vals es un ball noble. (vertader/fals?)

"The waltz is a noble dance."
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ready to begin reading, s/he pressed a button labeled PER A CONTINUAR
‘continue’ on a response box in front of her/him and below the CRT monitor. A
two-sentence paragraph would then appear in the center of the CRT screen.
After the subject had read the paragraph aloud, s/he would again press the
button labeled PER A CONTINUAR ’continue’. If the paragraph was an
experimental paragraph, then the next paragraph wculd immediately appear in
the center of the screen for the subject to read aloud. If the paragraph was
a filler paragraph, then the word PREGUNTA 'question’ would flash in the
center of the screen. This signaled the subject that a true/false question
about the paragraph they had just read aloud was about to appear. The
question would then appear in the center of the screen. After the subject had
decided whether the correct answer was true or false, s/he pressed the
corresponding button, labeled VERTADER 'true’ or FALS ‘false’ on the response
box. Subjects were instructed i~ _.ontinue in this manner until the word

DESCANS ’rest’ appeared on the screen.

Before the experimental rec ing session begin, subjects were presented
with eight practice paragraph our of which they had to answer true/false
questions and four of which they . not. The experimental recording session

began after giving the subjects z  opportunity to ask questions.

Five blocks of paragraphs were presented during the experimental
recording session, allowing the subjects to have four breaks and allowing for
the experimenter to change audio tapes. Blocks one and five had 90 paragraphs
each and blocks two through four had 140 paragraphs each. The recording
session ended when the words LA FI ’'the end’ appeared in the center of the CRT
screen at the end of the fifth block.

All utterances were recorded in a sound attenuated booth (IAC model 4014)
using an Electro-Voice D054 microphone and an Ampex AG-500 tape recorder. In
addition, a high-pass filter was employed during recording to filter out
extraneous room noise at 60 Hz and below. Sentences and prompts were
presented on a CRT monitor (GBC MV-10A). The CRT monitor and response box
wvere interfaced to a PDP 11/34 computer for presentation of the stimuli.

Subjects

Five adult native speakers (four female and one male) of Standard Catalan
(the Eastern dialect) served as paid subjects. Three speakers were born in
Barcelona, Spain and were still permanent residents of Barcelona. Two
speakers were born in Girona, Spain, a town north of Barcelona but still
within the linguistic bounds of the F- ..ern Catalan dialect. At the time of
testing, these speakers were also permanent residents of Barcelona. Although
today all speakers of Catalan are also speakers of Castilan Spanish, Catalan
wvas the language spoken in the subjects’ home and was the first language
spoken by all five subjects. No subject reported a history of speech or
hearing disorders.

Measurements

Test utterances from each of the five subjects were low-pass filtered at
4.8 kHz and digitized at a sampling rate of 10 K samples per second, via a
12-bit analog-to-digital converter. Measurements were made from a visual
vaveform display using a digital waveform editor [see Luce and Carrell, 1981}.
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For each test word, three measurements wvere made: (1) vowel duration
preceding the word-final stop, (2) voicing during closure of the final stop,
and (3) closure duration of the final stop. The segmentation criteria for
these measurements were aglﬁollows:

(1) Vowel duration. For all test words, except the minimal
pair /rrik/-/rrig/, vowel duration was defined as the interval from
onset of periodicity in the waveform to a marked decrease in
amplitude in the waveform and/or change in the shape of the periodic
waveform. For the test words /rrik/ and /rrig/, consistently
segmenting the word-initial voiced apico-alveolar trill from the
following vowel proved problematic because of the variation among
subjects’ productions of the trill. In particular, it was difficult
to establish a consistent criterion that distinguished between the
offset of the last vibrating movement of the trill and the onset of
the vowel. Thus, for this pair, vowel duration included the
word-initial ([rr] and following vcwel. The onset of the initial
[rr] was determined at the juncture between a decrease in amplitude
in the smooth periodic waveform of the preceding nasal or vowel and
an increase in amplitude for the first vibration of the ([rr], as
vell as a characteristically more complex waveform corresponding to
each vibrating movement of the trill.

(2) Voicing during closure duration. Voicing during closure of
the final stops” was defined as the interval represer' .ng giottal
pulsing in the closure constriction of the stop, as indicated by a
low ampli‘ude periodic waveform. It was measured from the offset of
the vowel duration (see above) until energy was no longer detected
in the waveform. In cases in which voicing during closure lasted
throughout the entire closure of the final stop, the duration of
voicing during closure was identical to closure duration (see
below).

(3) Stop closure duration. Closure duration for the final
stops was defined as the interval from a marked decrease in
amplitude of the preceding vowel to onset of the release burst of
the final stop, as indicated by a high energy spike in the waveform.
In the case of velar stops that sometimes had a double release (one
spike of energy followed almost immediately by a second spike of
energy), closure duration was measured from offset of the vor»l to
onset of the first spike of energy.

If differences in underlying voicing are found, the expecten
the durational differsznces associated with voiced and voicelass 5L0, .
be as follows [cf. Chen, 1970; Ohala, 1983, and references therein]:

(1) Vowels are longer preceding voiced stops relative to voiceless
stops,

(2) voicing during closure (length of g.ottal pulsing) is longer for
voiced stops relative to voiceless stops and/or,

(3) closure duration irc longer for voiceless stops relative to
voiced stops.

Furthermore, it is hypothesized that if underlying voicing is neutralized
and regressive voice assimilation applies, then, as correlates of voicing, the
three temporal intervals measured should exhibit the durational patterning as
predicted below. Obviously, not all the temporal inte -vals may show voice
assimilation, but one or more of the following three inter -als may reflect at
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least partial assimilation in the expected directions.

(1) Vowel duration averaged across unde.lying voiced and voiceless
stops is longer in a voiced assimilatory environment relative to a
voiceless assimilatory environment,

(2) roicing during closure averaged across underlying voicing will
be longer in a voiced assimilatory environment relative to a
voiceless assimilatory environment and/or,

(3) (losure duration averaged across underlying voicing will be
longer in a voiceless assimilatory environment relative to a voiced
assimilatory environment.

Results

For each of the three temporal measurements, repetitions for each test
word were averaged within each subject. For each type of context, three-wvay
[underlying voicing x environment x minimal pa‘r] repeated measures analyses
of variance were performed separately on mezn vowel duration, voicing during
ciosure, and closure duration.

Fecause this study is concerned with how the presence and absence of
semantically biasing information affects the neutralization of the final voice
contrast in three environments, only main effects of underlying voicing and
environment will be discussed. In addition, only significant interactions
involving underlying voicing will be discussed.

Vowel Duration

Table IV shows the mean durations collapsed across 1lexical items for
vowel duration preceding wunderlying voiced and voiceless word-final stops.
The results for the semantically biasing context and the non-semantically
biasing context are presented in the top and bottom panels, respectively.
Left to right, the columns present the results for the voiceless and voiced
assimilatory environments. All durations are in milliseconds.

For the semantically biasing context (top panel), no significant main
effect- of underlying voicing was found for vowel duration [F(1,4) = 7.05; p <
0.06]). However, a significant two-way interaction of underlying voicing and
minimal pair [F(1,4) = 3.33; p < 0.04] and a significant three-way interaction
of underlying voicing, environment, and minimal pair [F(8,32) = 2.80; p <
0.02) were obtained.

One-vay analyses of variance performed on the three-wvay interaction
revealed that underlying voiciug was distinguished in only two minimal pairs,
each in a different assimilatory environment. Figure 1 shows the results for
each minimal pair. Mean vowel duration is presented as a function of the
minimal pairs. The open bars .epresent the results for the underlying voiced
stops and the filled bars the results for the underlying voiceless stops. The
top and bottom panels represent the results for the minimal pairs prouuced in
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Table 1V

Mean vowel durations (ms) preceding underlying voiceless and voiced stops
produced in the semantically biasing context (top) and in the non-semantically
biasing context (bottom) and in each of the tvo environments: (1) folloving
voiceless assimilatory environment (/_C#]-voice]) and (2) following voiced
assimilatory environment (/ C#[+voice]).”

Vowel Duration

R N S T T o T T C N e e s o m i o e e e e e ——— —
e i e - A R T

T e e e - — a_

UR 5 | I
[-voice] 89 | 96 |
I | |
--------- R
UR | | |
[+voice] | 94 | 104 |
, | |
Mean | (92) | (100) |
| |
|Non-Semantically Biasing Context |
| l
--------- RS
UR | | |
[-voice] | 85 | 91 |
| | |
--------- R
UR | | l
[+voice] | 100 | 106 |
I | |
————————— NN
Mean I (93) | (99) |
N
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the voiceless and voiced environments, respectively.

Vowel duration was longer preceding underlying voiced stops than
underlying voiceless stops in: (1) /rrik/-/rrig/ in the voiceless
assimilatory environment (top panel) [F(1,4) = 47.64; p < 0.003] (mean
difference = 22 ms) and (2) /fat/-/fad/ in the voiced assimilatory environment
{bottom panel) [F(1,4) = 30.08; p < 0.006] (mean difference = 20 ms). Thus,
vowel duration distinguished underlying voicing in the assimilatory
environments only 20 percent of the time in the contexts where semantically
biasing information is present.

For the non-semantically biasing context, a significant main effect of
vowel duration was found [F(1,4) = 53.36; p < 0.002}. In addition,
significant two-way interactions involving underlying voicing and environment
[F(2,8) = 37.69; p < 0.001] and involving underlying voicing and minimal pair
[F(2,8) = 17.10; p < 0.000} were obtained. Moreover, a three-way interaction
involving underlying voicing, environment, and minimal pair was also
significant [F(8,32) = 3.93; p < 0.003]}.

One-way analyses of variance performed on the three-wvay interaction
revealed that the main effect of underlying voicing vas attributable to three
minimal pairs in both assimilatory environments. Figure 2 shows the results
for the minimal pairs. The format is the same as Figure 1.

In the voiceless assimilatory environment (top panel), vowel duration was
longer preceding underlying voiced stops than preceding underlying voiceless
stops only in the pairs: (1) /rrik/-/rrig/ [F(1,4) = 14.71; p < 0.02}, (2)
/set/-/sed/ [F(1,4) = 81.89; p < 0.001}, and (3) /fat/-/fad/ [F(1,4) =
15.04; p < 0.02]. 1In the voiced assimilatory environment (bottom panel),
vowel duration was longer preceding underlying voiced stops than underlying
voiceless in the same three minimal pairs: (1) /rrik/-/rrig/ [F(1,4) = 64.55;
p < 0.002], (2) /set/-/sed/ [F(1l,4) = 125.62; p < 0.008}, and (3)
/fat/-/fad/ [F(1,4) = 117.95; p < 0.001]. Thus, underlying voicing was
distinguished 60 percent of the time in the non-semantically biasing context.

Recall -hat if regressive voice assimilation applies such that word-final
stops assv. the voicing of the following consonant, then mean vowel duration
across underlying voiced and voiceless stops should be longer in the voiced
assimilatory environment relative to the voiceless assimilatory environment.
This prediction is based on the fact that vowel duration, as a correlate to
voicing, 1is longer preceding word-final voiced stops than voiceless stops.
Figure 3 shows the mean vowel duration results collapsed across lexical items
as a function of the assimilatory environment. The top panel shows the
results for the semantically biasing context and the bottom panel the results
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for the non-semantically biasing context,

T e S e e e e e R . — - —— e -

A significant difference between assimilatory environments was obtained
by onl for the semantically biasing context [F(1,4) = 21.77; p < 0.01}.
Vowel duration collapsed across underlying voicing was 9 ms longer in the
voiced assimilatory environment than in  the voiceless assimilatory
environment. This is shown in Figure 3 by comparing the right pair of bars
(mean duration = 100 ms) with the left pair of bars (mean duration = 91 ms) .

There was no significant difference between assimilatory environments in
the non-semantically biasing context [F(1,4) = 6.93; p < 0.06]. The mean
difference across underlying voicing between the right pair of bars and the
left pair is 5 ms. However, in this context type, vowel duration
significantly distinguished underlying voicing [F(1,4) = 77.24; p < 0.001).
This is shown in Figure 3 by comparing the open bars with the filled bars in
the right and left pairs of bars. Averaged across both environments, vowel
duration was 15 ms longer preceding underlying voiced stops (mean duration =
103 ms) than preceding underlying voiceless stops (mean duration = 88 ms).
This set of results suggests that when semantically biasing information is
present, vowel duration shows the predicted effects of regressive voice
assimilation. Thus, neutralization appears to result. However, when
semantically biasing information is absent, then underlying voicing is
distinguished regardless of the assimilatory environments and neutralization
is incomplete.

Voicing during Clesure

Table V shows the mean voicing during closure durations collapsed across
lexical items. The format is the same as Table IV.

No significant main effect of underlying voicing was found for the
semantically biasing context (F(1,4) = 2.09; p < 0.3] or for the
non-semantically biasing context [F(1,4) = 3.534; p < 0.2]. Moreover, there
vere no significant interactions involving underlying voicing for either
semantic context.

The mair effect of environment was significant for hoth types of
contexte. For the semantically biasing context [F(1,4) - 16.62; p < 0.002],
voicing during closure collapsed across underlying voicing was longer in the
voicad assimilatory environment aid shorter in the voiceless assimilatory
environment. Likewise, for the non-semantically biasing context [F(1,4) =
14.07; p < 0.003), voicing during closure averaged across underlying voicing
vas longer in the voiced assimilatory environment and shorter in the voiceless
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Figure 3. Vowel duration results across minimal pairs as a function of
assimilatory environments and type of semantic context.
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Table V

Mean voicing during closure durations (ms) for underlying voiceless and voiced
stops  produced in the semantically biasing context (top) and in the
non-semantically biasing context (bottom) and in each of the tvo environments:
(1) following voiceless assimilatory environment (/_ #[-voice]) and (2)
following voiced assimilatory environment (/_ #l+voice)).

Voicing during Closure

T T L S S T T T T Em e o e i = e
e N e e S L T

|

I
UR | | l
|-voice] | 18 | 23 |
| | l
--------- S
UR l l l
[+voice] | 20 - 20 |
: I |
Mean | (19) | (23) I
I l
|Non-Semantically Biasing Context |
' l

i
--------- S
UR | | I
[-voice] | 19 | 23 l
l | l
————————— e U
UR l | |
[+voice] | 18 ! 21 l
: ' :
Mean | (19) | (22) |

57
185 a L




assimilatory environment.

Voicing during closure appears to reflect the operation of voicing
assimilation rules 1n voth types of semantic context. In particular, voicing
during closure was longer in *he voiced environment relative to the voiceless
environment, which is the predicted direction as a correlate of voicing.

Closure Duration

Table VI shows the mean closure durations across lexical items. Again,
the format is identical to Tables IV and V.

No significant main effect of underlying voicing was found for the
semantically biasing context [F(1,4) = 1.25; p < 0.4] or for the
non-semantically biasing context [F(1,4) = 2.34; p < 0.03].

Environment was significantly different between voiceless and voiced
environments only for the semantically biasing context [F(1,4) = 10.42; p <
0.04). Environment was not significantly different for the non-semantically
biasing context [F(1,4) = 1.22; p < 0.4].

If regressive voice assimilation applies to word-final stops in the
semantically biasing context, then closure duration should be longer before a
voiceless consonant than before a voiced consonant. Again, this prediction
follows from the fact that closure duration, as a correlate of voicing, is
longer for voiceless stops than for voiced stops. The opposite is found in
the present results. Hovever, it cannot be inferred that assimilation did not
apply because the followving consonants determining voicing iffer
articulatorily and acoustically in ways other than voicing. The diffe. nces
in closure duration between the voiced and voiceless assimilatory environuents
may be a result of coarticulation and compensatory adjustment in the timing
between different segment types. For example, sequential consonantal gestures
are more similar between the word-final stops and the following trill (or a
series of short stops) than they are between the final stops and the following
fricative |[cf. Lindblom, 1983]. Because the gestures required to complete
the obstructions for the [-continuant] segments overlap, the result may be
less precise articulatory gestures. Thus, suop closure duration may be
shorter preceding a trill because of their similar articulatory gestures.
Howvever, when stops precede fricatives, more time and energy may be necessary
to complete one set of gestures for the stop and begin a different set of
gestures for the fricative. This may result in more precise articulations
and, therefore, longer closure durations.

The fact remains, however, that, like the results for vowel duration,
significant differences between assimilatory environments are found only in
the semantically biasing context and not in the non-semantically biasing
context. Thus, assimilation is more apparent when semantically biasing
information is present to constrain the test words.
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Table VI

Mean closure durations (ms) for underlying voiceless and voiced "tops produced
in the semantically biasing context (top) and in the non-semart.cally biasing
context (bottom) and in each of the two environments: (1) foliowing voiceless
assimilatory environment (/_ #[-voice]) and (2) follovwing voiced assimilatory
environment (/ #[+voice]).

Closure Duration

I T T N I I T I e e g e o o A A A e e e m o o ————
e e - s -3 4 4 & X X T ¥

|

|
UR I | |
[-voice] | 76 | 99 |
I I I
~~~~~~~~~ B
UR | | |
[+voice] | 76 | 97 |
I | I
--------- | e
Mean | (76) | (98) |
| l
|Non-Senantically Biasing Context |
l I
--------- S
UR I I I
[-voice] | 66 | 76 |
l | |
---------- B
UR | l I
[+voice] | 84 | 88 |
l I |
__________ l..____*.__.uﬂ e ———— "‘“‘_"‘"’l
Mean | (e | (82) l
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Summary and Discussion

0f the three temporal intervals measured, only vowel duration
distinguished underlying voicing. Table VII summarizes the results.

Vowel duration distinguished voicing only in the non-semantically biasing
context. In addition, the results from vowel duration (and less conclusively
closure duration) showed that the assimilatory environments were different
only in the semantically biasing context but not in the non-semantically
biasing context. This suggests that when semantically biasing information is
lacking, underlying voicing is distinguished, thereby blocking the application
of the assimilation rule. However, when semantic information is fresent,
underlying voicing is not distinguished and the assimilation rule appears to
apply. This results in voiced stops in a following voiced assimilatory
environment or voiceless stops in a following voiceless assimilatory
environment. Thus, the results from this investigation showed that the degree
of semantically ©biasing information in an utterance can affect the
neutralization of an underlying voice contrast.

Syntax was always present to constrain the occurrence of a test word in
both the semantically biasing and non-semantically biasing contexts. The
inportant difference between the contexts, then, is the fact that semantic
information was present or absent to constrain and bias the meaning of the
test word. The results suggest that, without semantically redundant
information, speakers may more readily distinguish the underlying voice
contrast. Syntactic information does not appear to effect voicing
neutralization to the extent that semantic information does. This is not to
say that syntax does not interact with neutralization processes. If syntax
were not present to constrain the lexical choice of a target wvord, then there
should be a 50 percent chance that neutralization would result for each of the
tive speakers when semantically biasing information is lacking. Stated
otherwvise, withcut some constraint in the non-semantically biasing context,
speakers can chcose to produce either member of a given minimal pair. Syntax
does play some role to constrain lexical choice and, in the non-semantically
biasing context, this choice is phonetically realized in the duration of the
vowel preceding either a voiced or voiceless stop. Hovever, semantic
information arpears to override syntactic information, as evidenced by the
results from the semantically biasing context. When semantic information was
available to bias the intended ireaning, underlying voicing was not
distinguished and the minimal pairs were essentially homonyms. The presence
of semantically biasing (and redundant) information afforded the process of
neutralization to be complete, at least with respect to the temporal
measurements made.

The overall results demonstrate that there is an interaction between
semantic  information and the phonological neutralization phenomenon of
regressive veice assimilation. When semantically biasing information 1is
lacking, underlying voicing is distinguished and voicing assimilation is
precluded. When semantically biasing information is present, the underlying
word can be recovered through context. In this situation, then, voicing
assimilation can occur, thereby obliterating the underlying contrast that
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Table VII

Summary of the effects of semantic con&gﬂt on regressive voice assimilation.
The results are summarized for !¢ semantically biasing context and the
non-semantically biasing context in the top and the bottom panels,
respectively. Each row summarizes the results as a function of the
environment in which test words vere produced

Semantically Biasing Context

__..,..___—._-....._._..._-_.__.-.....-._—-.-—.....__..._._.-_...-_...-..._..--.____.___......-.—-__-

| || Vowel | Voicing | Closure |

|Environment || Duration | During | Duration |

| | 1 | Closure | I

R T |

1. Underlying | [-voice] || no | no | no |
Voicing | A | I I
Distingished | [+voice] || no | no |  no |

I | I I {

2. Evidence of | [-voice] | | yes | yes | yes |
Assimilation | | | | |

| [+voice] || vyes | yes | yes |

l |l | | |

Non-Semantically Biasing Context

| |1 Vowel | Voicing | Closure |

|Environment || Duration | During | Duration |

| | ] | Closure | |
e I

1. Underlying | [-voice] || yes | no | no |
Voicing | I | | I
Distingished | [+voice] || yes | no | no |

I | I | I
e |

2. Evidence of | [-voice] || no | yes | no |
Assimilation | Il | | |

| [+voice] || no | yes |  no |

| N | I |
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distinguishes between words. without possible ambiguity resulting.

A possible explanation as to why production differences were found to
distinguish wunderlying voicing in the non-semantically biasing contexts and
not in the semantically biasing contexts may lie in how the speakers imposed
emphatic, or contrastive, stress [e.g., Bolinger, 1961; Chafe, 1974). For
example, in the semantically biasing context, if the target word duke had
already been semantically primed, for example, then it is old informatior for
both speaker and listener. On the other hand, in the non-semantically bias:ng
context, duke would not have been primed previously, or otherwise activated,
and thus it would constitute nev information for the speaker. Consequently,
the speaker may place more stress, relative to other words in the utterance,
on this word to indicate its status as new information. This stress would be
phonetically realized, among other parameters, by lengthening of the stressed
vowel, as well as overall lengthening of the word and more precise
articulation. These acoustic manifestations could give rise to the underlying
representations beiny distinguished in the non-semantically biasing context.
Although o0ld, non-stressed info.mation versus new, stressed information may
provide the explanation for the present results, the presence or absence of
semantically biasing information is still responsible for establishing what is
nev and what is old, at least in the mind of the speaker. (See Fowler and
Housum [1987] for an excellent demonstration of speakers’ use and listeners’
perception of old and new information.)

Thus, it remains that speakers must assess old and new information to
determine when to apply stress. Furthermore, one result of stress is greater
intelligibility of the speech signal [Lieberman, 1963]. In general, greater
intelligibility is the result of 1less reducea speecl and, therefore, less
coarticulation. Perhaps, then, a more encompa-sing explan-.ion of why
assimilation was found only in the semantically biasing contex» involves

coarticulatory processess. Phonological assimilations are abstract
descriptions of coarticulation [see Lindblom, 1983]. Effects of
coarticulation are generally strong in fluent specch, even  across

word-boundaries [Oshiks, Zue, Weeks, Neu, and Aurbach, 1973; cf. Church,
1987). However, the effacts of coarticulation may be weakened in ceontexts
that lack higher 1levels of linguistic information. Thus, in the present
study, the effects of coarticulation of voicing may be weakened because
semantically biasing information is lacking. 1In this context, the minimal
pairs are more clearly, or precisely, articulated, presumably to tacilitate
accessing the correct underlying morpheme [Liebzrman, 1963; cf. Hunnicutt,
1985]. This suggests that certain coarticulatcry processes may be precluded
depending upon the whole semantic construct. Without the highc: level
information to ensure that the gist of the wutterance is communicated, then
bottom-up, acoustic-phonetic information becomes more important in the
communicative exchange,

Thus, durational differences distinguishing underlying voicing may be the
result of new information and resulting stress or the result of a more general
weakening of coarticulatory processes vhen semantically biasing information is
lacking. The cond.tioning factor, however, remains the presence and absence
of semantically biasing information and the consequential acoustic-phonetic
effect of complete or incomplete neutralization. This suggests, then, that
there may be some on-line assessment of the degree of semantically biasing
info.mation by speakers. The result is arn assignment of a semantic weight to
an utterance. These weights are established by summing across the degree of
semantically biasing (or redundant) information present in an utterance to
constrain the meaning of a word meeting the structural description of, for
example, regressive voice assimilation. The application of voice assimilation
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(and presumably certain other phonological processes--e.g., post-lexical) is
sensitive to or conditioned by these veights. Thus, when a high degree of
semantically biasing information is lacking to constrain meaning, voicing
assimilation is blocked and the underlying voice contrast is phonetically
realized. However, when a high degree of semantically biasing information is
present, voice ansimilation applies and the underlying contrast is
neutralized. It stands to reason that these veights are necessarily gradient,
or continuous, in nature, dependent upon the individual speaker’s assessment
of the degree of semanticelly biasing information. As a result, individual
differences as to complete versus incomplete neutralization may be observed.

The introduction of semantic weights account in a psychologically real
way for the role that the semantics, arising from sentence formation and
lexical insertion, have in constraining phonological processes. Furthermore,
they account for the empirical findings demonstrating that neutralization
processes are not independent of other aspects of linguistic knowledge,
especially a speaker’s semantic interpretation or assessment of semantically
biasing information of a given utterance.

In conclusion, the present study demonstrates that  phonological
neutralization processes are indeed affected by the presence and absence of
semantically biasing information. Phonology does not occur in a vacuum.
Phonological processes are part of an interactive linguistic system. In order
to arrive at a consistent and systematic explanation of the kinds of
phonological phenomenon examined in this study, higher level. of linguistic
information must be taken into account.
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Footno.es

1 Note that the two neutralization processes of word-final devoicing and
regressive voice assimilation overlap ir the voiceless assimilatory
environment [DeCesaris, 1980). However, the putative phonetic result is the
same. Both underlying voiced and voiceless stops are realized as voiceless.

2 Subjects were also asked to produce the target minimal pairs in an
utterance final environment in each of the semantic contexts. This is the
ideal word-final devoicing environment, where underlying voiced and voiceless
stops putatively become voiceless [Wheeler, 1979]. 1In the utterance final
devoicing environment neutralization appears to be complete, regardless of the
type of context. However, as a consequence of utterance final lengthening,
any durational differences that might be present to distinguish the underlying
voice contrast in a non-semantically biasing context appear to be superceded
by the syntactically imposed durational modification. For ease of exposition,
I will not report in the present report the specific results from the

utterance final environment. (For a complete discussion see Charles-Luce
[1987].)
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Abstract

Processing dependencies in speech perception between voice and phoneme
were investigated using the Garner (1974) speeded-classification procedure.
Variability in the voice ot the talker and in the cues to word-initial
consonants were manipulated and their effects on performance observed. The
results showed :hat the processing of a talker’s voice and the perception of
voicing were 2symmetrically integral. In addition, when stimulus variability
was increased in each dimension, the amoirt of orthogonal interference
obtained for each dimension bename significantly larger. The processing
asymmetry between voice and phoneme vas interpreted in terms of a
parallel-contingent relationship of talker normalization processes to
auditory-to-phonetic coding processes in speech perception. The effects of
talker variability provided additional evidence shoving that variation from
trial-to-trial in the voice of the talker results in reliable and robust
effects on speech perception and spoken word rocognition. Effects of talker
variability do not appear to be independent or dissociated from the encoding
of the phonetic information in the speech signal.



Stimulus Variability and Processing
Dependencies in Speech Perception

The production of human speech is characterized by a large number of
individual differences betveen talkers. Such factors as structural
differences in vocal tract size and shane (Fant, 1973; Joos, 1948, Peterson &
Barney, 1952), glottal characteristics (Carr & Triil, 1964; Carrell, 1984;
Monsen & Engebretson, 1977), and dynamic articulatory control (Ladefoged,
1980), etc. manifest themselves in the speech waveform in terms of a variety
of acoustic differences between talkers. One of the major issues in speech
perception concerns the manner in which the acoustic differences between
talkers are processed in perceiving spoken language. It is 1likely that
several processes and/or mechznisms exisi that perform some type of perceptual
compensation on talker voice information in order to facilitate the extraction
of linguistic units germane to speech. Some researchers have characterized
these processes as "normalizing" or "adjusting" the acoustic differences
betveen talkers (e.g. Summerfield, 1975; Summerfield § Haggard, 1973).
However, the manner in which these processes operate has not been clearly
described and a precise characterization of such processes has not been
developed. Although some research has been devoted to this problem (see
below), for the most part the perceptual consequences of these compensation
processes have not been fully investigated. Most studies in speech perception
over the last forty years have used speech produced by one talker. and,
frequently only one token of each utterance is used as the stimulus material,
therefore preventing any systematic assessment of the role of stimulus
variability in perception.

With regard to the perceptual consequences of processing the acoustic
differences between talkers, experimental research examining vowel and
consonant perception (Assman, Nearey, & Hogan, 1982; Fourcin, 1968; Rand,
1971; Verbrugge, Strange, Shankveiler, & Edman, 1976; Weenink, 1986), word
recogniti