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ABSTRACT

A small multivariate data set is utilized to illustrate the

usefulness of structure coefficients when interpreting results of

educational experiments. Data are analyzed using a multivariate

analysis of variance (MANOVA), and results are interpreted in

three different ways to determine the contribution of individual

variables to prediction--(a) using multiple ANOVAs following a

statistically significant MANOVA, (b) using standardized linear

discriminant function coefficients, and (c) using structure

coefficients. The use of structure coefficients is shown to be

superior to these other methods as structure coefficients

appropriately honor the multivariate reality of the data,

minimize experiment-wise Type I error rates, and are net inflated

or suppressed by collinearity among variables.
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Use of Structure Coefficients in Multivariate Educational
Research; A Heuristic Example

Multivariate statistical methods (i.e., methods employing

data sets in which the n of dependent variables > 2) are

desirable in that they not only reduce the risk of high

experimentwise Type I error rates associated with studies

employing multiple univariate tests, but they also tend to honor

the reality of relationships among the variables under study

(Fish, 1988). Although the advent of the computer and numerous

"user-friendly" statistical packages have made these

mathematically-complex multivariate methods available to even the

most non-mathematically oriented researchers (Haase & Ellis,

1987; McMillan & Schumacher, 1984), these techniques still

account for only a small percentage of statistical techniques

used in various educational and psychological research journals

(Elmore & Woehlke, 1988; Goodwin & Goodwin, 1985a, 1985b;

Willson, 1980).

Goodwin and Goodwin (1985b) suggest two possible reasons for

the abllence of use of these more advanced statistical methods:

(a) that the majority of research questions of importance to

educational and psychological researchers are appropriately

addressed using less sophisticated univariate or descriptive

techniques, and (b) that numerous researchers are unfamiliar with

these methods and therefore are less likely to use them.

Although less advanced descriptive or univariate statistics are

appropriate for certain research situations, many (e.g., Fish,

1988; Hopkins, 1980; Kerlinger, 1986; Thompson, 1986) have argued
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convincingly that behavioral tesearch is generally characterized

by a complex set of highly interrelated, variables, and that

multivariate methods best honor the relationships among

variables. Consequently, as Kerlinger (1979, p. 208) has noted,

one cannot understand contemporary behavioral research without a

fairly good understanding of multivariate approaches and

methods."

Considering the wealth of scholars who support the

appropriateness of using multivariate statistical methods in most

behavioral research situations, it would follow that Goodwin and

Goodwin's (1985b) second reason for the absence of use of these

methods (i.e., that researchers are unfamiliar with these

methods) is in many cases the more likely one. Furthermore, even

if a rAsearcher has a precursory knowledge of a particular

multivariate method, he or she may be hesitant to employ the

method knowing that multivariate results are often difficult to

interpret, especially when there is a high degree of correlation

among the several variables in the dependent variable set.

Bray and Maxwell (1982), Haase and Ellis (1987), Huberty and

Morris (1989), and Share (1984) reviewed several statistical

techniques useeul in dealing with this problem of multivariate

"collinearity." Their discussions are particulary appropriate to

research situations characterized by a high degree of

collinearity among outcome variables, and involving the initial

application of multivariate analyses of variance (MANOVAs). For

instance, in a research situation employing a MANOVA with three
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predictor and two highly-interrelated criterion variables, the

researcher may be unsure how to interpret results even if results

are statistically significant and of a notable effect size.

According to Huberty and Morris (1989, p. 304), at least three

interpretation problems can arise from this research situation:

(a) the "variable selection problem," i.e., the determination of

which of the several variables account for categorical

differences among subjects; (b) the "variable ordering problem,"

i.e., the determination of the relative contribution of each

outcome variable to resultant group differences; and (c) the

problem of interpreting underlying constructs that can be

identified in the variable system structure on the basis of

MANOVA results. The third of these interpretation problems

(interpretation of underlying constructs) will be addressed here.

A number of techniques for dealing with identification of

constructs underlying variables in multivariate research have

been suggested. These techniques include (but are not limited

to) (a) following up a statistically significant MANOVA with

multiple univariate analyses of variance ()NOVA) tests to

determine the effect of the variables in the predictor set on

each of the outcome variables, (b) interpreting linear

composites (i.e., standardized linear discriminant function

coefficients) of outcome variables to determine which variables

contribute to underlying constructs identified in the study, and

(c) interpreting structure coefficients (correlations between

each outcome variable and the linear discriminant function). A
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brief review of the literature relative to the use of each of

these three techniques follows,

MANOVA Followed by Multiple ANOVAs

When a multivariate analysis of variance (MANOVA) yields

statistically significant results, many researchers routinely

follow up the MANOVA with multiple ANOVAs in an attempt to

determine which outcome variables account for the majority of

differences across the independent variables. One serious

problem with this approach to interpreting MANOVA results is the

potential for escalation of the experimentwise Type I error rate

(Bray & Maxwell, 1982; Huberty & Morris, 1989; Share, 1984). As

Huberty and Morris (1989, p. 306) have noted:

Whenever multiple statistical tests are carried out

in inferential data analysis, there is a potential

problem of "probability pyramiding." Use of

conventional levels of Type I error probabilities

[e.g., 1%, 5%, 10%] for each test in a series of

statistical tests may yield an unacceptably high

Type I error probability across all of the tests

(the "experimentwise error rate").

Thompson (1986) also addresses the problem with escalation

of experimentwise error rates when multiple tests are used:

. . .the experimentwise error rate is a function of

the degree of correlation between the variables

being studied, and of the number of statistical

significance tests conducted based on data from the



5

same subjects. The experimentwise Type I error

rate will be at least equal to the alpha level

choosen [sic] for each individual test. . . .[T]he

experimentwise Type I error rate may be as high as

1 - (1 - alpha) raised to the k power, where k is

the number of statistical tests conducted. For

example, if 20 t-tests using an alpha of .05 are

conducted based on data from the same subjects, the

experimentwisM error rate will range somewhere

between 5% and. . .64.2%. (p. 6)

A second problem associated with the use of multiple ANOVAs

following a statistically significant MANOVA is that the two

analyses address very different research questions (Huberty &

Morris, 1989; Share, 1984). Univariate procedures fail to honor

the reality of the linear combinations of the several outcome

variables being studied in a multivariate research situation,

and, in essence, the reality of the behaviors represented by the

variables. As Haase and Ellis (1987, p. 405) note, "univariate

test statistics. .are based on the assumption that the

correlations among the dependent variables are zero." Hence, in

discriminant analysis where the goal is to identify which

underlying constructs best account for group differences, "it is

unlikely to be the case that the major differences lie solely in

single variables, but rather in combinations of variables such as

subsets, or differences between subsets" (Share, 1984, p. 352--

emphasis in original).
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In the words of Thompson (1986, pp. 9-10), "Only methods

which simultaneously consider the full network of variable

relationships honor a reality in which the full network of

variables may operate simultaneously on each other" (emphasis

added). Similarly, Eason and Daniel (1989, p. 1) note that the

"use of statistical techniques which do not honor the true

relationships among the variables under study may cause the

researcher to draw inaccurate conclusions about causality or

correlation among variables." Haase and Ellis (1987, p. 405)

provide an interesting example which illustrates the advantage of

maintaining the multivariate reality of experimental variables:

Height and weight, for example, may be analyzed

independently (univariately), and this analysis may

yield conclusions about height and weight. An

analysis of the optimal linear combination of

height and weight (multivariate), however, would

probably be interpreted as an analysis of the

concept size. Such truly multivariate modeling

simply cannot be addressed by separate univariate

analyses. (emphasis in original)

Interestingly, these two arguments Against interpreting

MANOVA results by consulting multiple univariate ANOVA F tests

also serve as good arguments for the use of multivariate methods

in research situations in which multiple outcome variables are

inherently related. (See Fish (1988) and Thompson (1986) for

understandable treatises on the importance of using multivariate
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methods in behavioral research.] Consequently, considering the

problems associated with following up MANOVA with ANOVAs, and the

inability of univariate methods to adequately address behavioral

reality, Huberty and Morris (1989, p. 302) conclude that this

approach to interpreting MANOVA results is "seldom, if ever,

appropriate."

Interpreting Discriminant Function Coefficients

A second method for interpreting effects in multivariate

analysis of variance is to follow-up the MANOVA with discriminant

analysis. Some researchers (e.g. McQuarrie & Grotelueschen,

1971) use the resulting standardized discriminant function

coefficients to determine outcome variable contributions to the

identification of underlying constructs. Although this method

does consider the multivariate relationships among the variables

under study, Bray and Maxwell (1982) and Huberty and Smith (1982)

caution that the use of these coefficients when outcome variables

are highly intercorrelated may lead to erroneous conclusions

about the contributions of a given variable. Hence, Bray and

Maxwell (1982) have noted, "Discriminant functions ran change

drastically with the addition or deletion of one or more

variables" (p. 345).

Huberty and Morris (1989, p. 304) concur, noting a

particular problem with the replicability of MANOVA results when

interpreting discriminant function coefficients:

What a good variable subset or a relatively good

individual variable is depends upon the collection

10
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of the variables in the system being studied. How

well the proposed selection and ordering results

hold up over repeated sampling needs to be

addressed with further empirical study. Of course,

replication is highly desirable. The rank-order

position of a given variable in a system of

variables may change when new variables are added

to the system. . . .Hence, a conclusion regarding

the goodness of a variable subset and the relative

goodness of individual variables must be made with

some caution. (emphasis added)

Interpreting Structure Coefficients

A third method for interpreting MANOVA results is to consult

structure coefficients in addition to instead of function

coefficients. Structure coefficients (or canonical variate

correlations) express correlations between each outcome variable

and the linear composite ol all the outcome variables (i.e., the

"synthetic" or "canonical" variate). Since structure

coefficients are not affected by variable collinearity, it is

proposed that structure coefficients produce more stable

estimates of variable contributions than do function

coefficients. As noted by Haase and Ellis (1987, p. 411),

discriminant function and structure coefficients offer different

types of information about the relationship of variables in a

given study:

The discriminant function coefficients reflect the

11
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unique contribution of any dependent variable over

and above that of the remaining dependent

variables. The structure coefficient reflects the

total contribution of any dependent variable to the

linear composite without taking into consideration

its, relation to or redundancy with the other

dependent variables. In this sense, the structure

coefficients are akin to factor loadings.

(emphasis added)

A number of researchers (e.g., Huberty, 1975, 1984; Huberty

& Morris, 1989; Kerlinger & Pedhazur, 1973; Meredith, 1964;

Spector, 1977; Thompson & Borrello, 1985) have recognized the

usefulness of structure coefficients in interpreting results of

educational experiments. Thompson and Borrello (1985) provided a

demonstration of the superiority of structure coefficients over

regression beta weights in a univariate (one dependent variable)

research situation involving a high degree of collinearity among

predictor variables. Similarly, Huberty and Morris (1989)

demonstrated the superiority of structure coefficients over

linear discriminant function coefficients in the multivariate

case.

Interestingly, however, not all researchers and

statisticians agree that structure coefficients are necessarily

superior to discriminant function coefficients. For instance,

Haase and Ellis (1987, p. 411) note:

When structure coefficients were first proposed,
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there was some expectation that they would be more

stable indexes than the discriminant function

coefficients; however, the existing empirical

evidence has neither confirmed nor disconfirmed

this expectation.

In a review of several studies which have compared the stability

of the two types of coefficients in cross-validation

applications, Bray and Maxwell (1982), noted that these studies

have produced mixed results. However, Bray and Maxwell note that

in several of the studies the superiority of structure

coefficients is closely linked to the degree of correlation among

the variables under study, suggesting that when variables are

highly correlated (as often they are in multivariate behavioral

research), structure coefficients may be the better coefficients

to use in interpreting research results.

It is important to note that it is often valuable to consult

both sets of coefficients in a given analysis (Bray & Maxwell,

1982; Thompson & Borrello, 1985); however, as Bray and Maxwell

(1982) and Thorndike (1978) conclude, structure coefficients may

be the more important coefficient to use in interpreting the

substantive nature of the synthetic variable composite as

structure coefficients better honor the reality of the

relationships among the variables under study. Consequently,

Thompson (1988, p. 18) asserts:

In an artificial forced-choice world in which only

one coefficient could be consulted, structure

13
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coefficients might be preeminent; in the real world

both coefficients should be consulted in

interpretation. Interpretations based solely on

function coefficients should be eschewed.

A Heuristic Example

In an effort to investigate the relative merit of the three

aforementioned approaches to interpreting MANOVA results, the

present study employed a small hypothetical multivariate data

set. For the sake of simplicity, a one-way design was used, with

experimental condition serving as the three-level predictor

variable. Three continuous criterion variables (scores on three

subtests in an achievement battery) were specified. Data were

analyzed for 36 subjects. These data are presented in the first

five columns of Table 1. Following the MANOVA the three

interpretive procedures were employed.

The multivariate analysis of variance was conducted using

the SPSSx MANOVA procedure. The results of this analysis are

presented in Table 2. The analysis yielded a statistically

significant (p < .01) multivariate F of 4.03. Wilks' lambda for

the analysis was .5176, indicating an effect size of

approximately 48%. The results of the three follow-up ANOVAs

are presented in Table 3.

INSERT TABLES 1, 2, AND 3 ABOUT HERE

Only the ANOVA for dependent variable SCORES yielded a

statistically significant (p < .001) F of 11.81 with an effect

14
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size of 41.71%. In addition to being statistically

nonsignificant, the results of the remaining two analyses are

also far from noteworthy, with effect sizes of only 4.00 and

8.92%. These results indicate that the SCORE3 variable

contributed most heavily to the differences in subjects across

the levels of the independent variable. However, as previously

noted, the "multiple ANOVAs" interpretive approach fails to

address the "linear combination" issue when determining variable

contributions. In addition, considering that a total of four

significance tests were conducted using the same data set, the

resulting experimentwise alpha for these analyses [1 - (1-

alpha)k] using a testwise alpha of .05 is approximately 18.55%,

greatly increasing the original 5% chance that the statistically

significant results occurred by chance.

A discriminant analysis of the data yielded two discriminant

functions, which may be interpreted as representing two

underlying composite constructs represented by the data.

Standardized discriminant function coefficients and canonical

variate structure coefficients for this analysis are presented in

Table 4. Consulting the two sets of function coefficients, one

would conclude that SCORE3 weights most heavily on the first

function, that SCORE1 weights heavily on the second function, and

that the near-zero weights associated with SCORE2 indicate that

it does not contribute substantially to either function.

INSERT TABLE 4 ABOUT HERE

15



13

However, consulting the structure coefficients (which are

not affected by collinearity among the variables), the

conclusions are somewhat different, suggesting that the second

synthetic variable is characterized by both the SCORE1 and SCORE2

variables. Hence, although both analyses serve to identify two

distinct constructs underlying the outcome variables, the nature

of the second construct is interpreted differently with the two

types of coefficients. By consulting only the function

coefficients in this example, the researcher may have been prone

to eliminate the SCORE2 variable from future research upon the

erroneous conclusion that it does not contribute much to either

underlying construct.

In order to investigate further the difference in

interpreting results using function and structure coefficients,

two additional discriminant analyses were run, each adding an

additional achievement score variable to the original outcome

variable set. Scores for these two additional variables (SCORE4

and SCORE5) are presented in the last two columns of Table 1.

The resultant function and structure coefficients for these two

additional discriminant analyses are presented in Table 5.

INSERT TABLE 5 ABOUT HERE

Conculting the function coefficients for the first of these

two analyses (Analysis #2) one might conclude that the first

function represents a variable construct characterized by SCORE3

and SCORE4, and that the second construct primarily represents
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SCORE1. Again, as in the previous analysis, one might be prone

to feel that SCORE2 is an insignificant variable in the study as

it does not seem to make a notable contribution to either of the

identified functions.

The structure coefficients for this analysis yield a

considerably different interpretation, with SCORE3 and SCORE4

correlating highly with with Function I, and with SCORE1, SCORE2,

and SCORE4 correlating highly with Function II. As noted in the

previous analysis, the effects of collinearity on the outcome

variables could lead to a distorted understanding of the

statistical results, and the possible exclusion of an important

variable (SCORE2) from further study.

The final analysis (ANALYSIS #3) also yielded interesting

results. Utilizing the function coefficients, one would identify

two underlying constructs, one characterized by SCORE2, SCORE3,

SCORE4, and SCORE5, and the other characterized only by SCORE1.

It is particularly interesting that with the addition of SCORE5

to the outcome variable set, SCORE2, which had previously

weighted very minimally on either of the functions, now appears

to be very strongly identified with Function I. Hence, as

previously noted, the addition of a single variable can

sometimes have notable effects on the magnitude of the resultant

discriminant function coefficients (Huberty & 4orris, 1989).

Utilizing the structure coefficients, one would associate the

SCORE3 and SCORE5 variables with Function I, and the remaining

three variables with Function II.

17
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Discussion

The present study sought to investigate three methods for

assessing the nature of constructs underlying synthetic variables

identified in multivariate analyses of variance. Use of multiple

ANOVAs following the initial statistically significant MANOVA

identified one variable as contributing significantly to the

multivariate results. The two multivariate approadhes

(interpretation of discriminant function coefficients and

interpretation of the resultant canonical variate structure

coefficients) indicated that other variables were also worthy of

consideration, and suggested the validity of criticisms regarding

the appropriateness of the use of univariate ANOVAs in the

interpretation of multivariate results.

Although there were some similarities in the interpretation

of underlying constructs using function versus structure

coefficients, there were also some striking differences. First

of all, although the structure coefficient method of

interpretation indicated the appropriateness of consideriag the

SCORE2 variable in all three of the analyses, this variable did

not obtain a notable weight until the third analysis using the

function coefficient method. Since function coefficients tend to

be affected by collinearity, it is likely that this variable

failed to obtain a notable discriminant function weight in the

prior two analyses due to a "suppressor effect" by one of the

other outcome variables. Secondly, the new variables introduced

in the second and third analyses tended to obtain their higher

18
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function weights on the first discriminant function, yet these

variables were more equally distributed across the two functions

as judged by their structure coefficients. Thirdly, although

both sets of coefficients shifted with each analysis, in general

the structure coefficients remained more stable. Finally, the

two interpretive methods tended to yield different results as the

n of outcome variables was increased. Hence, it may be possible

that collinearity became a larger issue as more variables were

added to the analysis.



17

REFERENCES

Bray, J. H., & Maxwell, S. E. (1982). Analyzing and interpreting

significant AANOVAs. Review of Educational Research, 52, 340-

367.

Eason, S. H., & Daniel, L. G. (1989, January). Trends and

methodolo ical ractices in several cohorts of dissertations.

Paper presented at the annual meeting of the Southwest

Educational Research Association, Houston. (ERIC Document

Reproduction Service No. Forthcoming)

Elmore, P. B., & Woehlke, P. L. (1988). Statistical methods

employed in American Educational Research Journal, Educational

Researcher, and Review of Educational Research from 1978 to

1987. Educational Researcher, 17(9), 19-20.

Fish, L. J. (1988). Why multivariate methods are usually vital.

Measurement and Evaluation in Counselingalsevelopment, 21,

130-137.

Goodwin, L. D., & Goodwin, W. L. (1985a). An analysis of

statistical techniques used in the Journal of Educational

Psychology, 1979-1983. Educational Psychologist, 20(1), 13-21.

Goodwin, L. D., & Good,,in, W. L. (1985b). Statistical techniques

in AERJ articles, 1979-1983! The preparation of graduate

students to read educational research literature. Educational

Researcher, 9(1), 9-15.

Haase, R. F., & Ellis, M. V. (1987). Multivariate analysis of

variance. Journal of Counseling Psychology, 34, 404-413.

Hopkins, C. D. (1980). Understanding educational research: An

20



18

inquiry approach. Columbus, OH: Merrill.

Huberty, C. J. (1975). Discriminant analysis. Review of

Educational Research, 45, 543-598.

Huberty, C. J. (1984). Issues in the use and interpretation of

discriminant analysis. Psychological Bulletin, 95, 156-171.

Huberty, C. J., & Morris, J. D. (19a9). Multivariate analysis

versus multiple univariate analyses. Psychological Bulletin,

105, 302-308.

Huberty, C. J., & Smith, J. D. (1982). The study of effects in

MANOVA. Multivariate Behavioral Research, 17, 417-432.

Kerlinger, F. N. (1979). Behavioral research: A conceptual

approach. New York: Holt, Rinehart and Winston.

Kerlinger, F. N. (1986). Foundations of behavioral research

(3rd. ed.). New York: Holt, Rinehart and Winston.

Kerlinger, F. N., & Pedhazur, E. J. (1973). Multiple regression

in behavioral research. New York: Holt, Rinehart and Winston.

McMillan, J. H., & Schumacher, S. (1984). Research in education:

A conceptual approach. Boston: Little, Brown.

McQuarrie, D., & Grotelueschen, A. (1971). Effects of verbal

warning upon misapplication of a rule of limited applicability.

Journal of Educational Psychology., 62, 432-438.

Meredith, W. (1964). Canonical correlations with fallible data.

Psychometrika, 29, 55-65.

Share, D. L. (1984). Intorpreting the output of multivariate

analyses: A discussion of current approaches. British Journal

of Psychology, 75, 349-362.

21



19

Spector, P. E. (1977). What to do with significant multivariate

effects in multivariate analyses of variance. Journal of

Applied Psychology, 62, 158-163.

Thompson, B. (1986, November). Two reasons wh multivariate

methods are usuall vital: n understandable reminder with

concrete examples. Paper presented at the annual meeting (f

the Mid-South Educational Research Association, Memphis, %ell.

Thompson, B. (1988, April). Canonical correlation analysis: An

ex lanation with comments on correct ractice. Paper presented

at the annual meeting of the American Educational Research

Association, New Orleans.

Thompson, B., & Borrello, G. M. (1985). The importance of

structure coefficients in regression research. Educational and

Psychological Measurement, 45, 203-209.

Thorndike, R. M. (1978). Correlational rocedures for research.

New York: Gardner.

Willson, V. J. (1980). Research techniques in AERJ articles:

1969 to 1978. Educational Researcher, 9(6), 5-10.

22



CASE EXPERGRP

Table 1
Hypothetical Data Set

SCORE1 SCORE2 SCORES SCORE4

20

SCORE5
1 1 3 3 2 0 1
2 1 3 3 0 2 2
3 1 3 3 0 1 1
4 1 3 3 1 2 25 1 3 3 2 2 0
6 1 3 3 1 2 1
7 1 3 3 2 2 2
8 1 3 3 1 2 1
9 1 3 3 1 0 210 1 3 3 2 1 011 1 3 3 2 1 112 1 3 0 1 1 013 2 3 3 0 1 314 2 3 1 3 1 115 2 3 2 0 5 216 2 3 2 2 3 217 2 3 5 2 3 518 2 1 2 5 1 219 2 4 1 3 4 120 2 1 5 3 1 521 2 2 4 3 2 422 2 2 4 3 2 423 2 2 0 3 2 024 2 2 2 3 2 225 3 5 7 3 5 726 3 0 2 3 0 227 3 5 5 3 5 528 3 0 0 3 0 029 3 5 7 3 5 730 3 8 8 3 8 831 3 3 2 3 7 232 3 3 2 3 1 333 3 3 2 3 5 334 3 3 2 3 6 835 3 3 2 3 2 536 3 3 2 3 1 0

Table 2
MANOVA Results

Test Name Value Approx. F Hypoth. DF Error DF Sig. of F

Pillais .51900 3.73803 6.00 64.00 .003Hotellings .86115 4.30577 6.00 60.00 .001Wilks .51762 4.02929 6.00 62.00 .002Roys .43476
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Table 3
Result of Subsequent ANOVAs

(DF = 2,33)

Variable Hypoth. SS Error SS Hypoth. HS Error MS F Sig. of F Effect Size

scoma 6.05556 61.83333 3.02778 1.87374 1.61590 .214 8.92%
SCORE2 4.66667 112.08333 2.33333 3.39646 .68699 .510 4.00%
SCORES 19.50000 27.25000 9.75000 .82576 11.80734 .000 41.71%

Function
Table 4

and Structure Coefficients for Initial W.
Analysis

.inant

Variable Function Coefficients
Funct. I Funct. II

Structure Coefficients
Funct. I Funct. II

SCORE1 .27229 1.04842 .10023 .99026
SCORE2 .02083 -.12414 .15238 .50838
SCORE3 1.01018 -.08978 .95977 -.27741

Table 5
Function and Structure Coefficients for Subsequent Discriminant

Analyses

ANALYSIS #2

Variable
Function Coefficients
Funct. I Funct. II

Structure Coefficients
Funct. I Funct. II

SCORE1 -.46296 1.21364 .06330 .98365
SCORE2 .02829 -.12103 .10938 .51929
SCORE3 .81054 .04618 .73479 -.13563
SCORE4 .92375 -.20919 .46618 .59609

ANALYSIS #3

Function Coefficients Structure Coefficients
Variable Funct. I Funct. II Funct. I Funct. II

SCORE1 -.27050 1.22378 .05339 .98247
SCORE2 -.68139 -.14606 .09126 .51759
SCORE3 .70524 .03585 .60996 -.14597SCORE4 .52673 -.23057 .38755 .58933
SCORE5 .94256 .03299 .46928 .43601
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