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Abstract

Responding to criticisms of American higher education, state higher education

commissions, along with the federal government and the regional accrediting associa-

tions, have taken actions to promote outcomes assessment and enhance educational

quality. Because achievement tests are an integral part of outcomes measurement, it

is not surprising that the growing interest in assessment is reflected in a dramatic

increase in the number of available exams. Unfortuaately, criteria for evaluating

achievement tests as measures of program effectiveness are not clearly established.

The purpose of this paper is to: (1) describe a set of standards that can be used to

evaluate potential assessment instruments; and (2) to use these standards to evalu-

ate the COMP exam and the Academic Profile.

Using Messick's work on construct validity, this research examined the stt "stan-

tive, structural, and external components of test use by the Tennessee Higher Educa-

tion Commission (THEC) and the University of Tennessee, Knoxville (UTK). Results

indicate that both tests are almost equal in their coverage of the UTK general

education goals (30%). Regarding the structural component of test use, the Academic

Profile is superior to the COMP exam in its ability to accurately differentiate

among students/programs. Analysis of the structural component also reveals that

both tests measure a single underlying construct, and analysis of the external

component suggests that this construct is academic ability, not program quality.

Analysis of these tests also suggests that the COMP exam in somewhat more sensitive

to educational effects than the Academic Profile, but only after the effects of

ability are removed.

The fact that the THEC defines effective general education in terms of test

scores is particularly troubling in light of these findings. These results suggest

that the THEC guidelines unjustifiably limit the substance of general education to a

narrow range of learning outcomes, award funds en the basis of differences that are

well within the Jrror of measurement for the exams, and, most important, evaluate

programs on the basis of the quality/ability of the students they attract, not the

quality of the education those students receive.
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USING CONSTRUCT VALIDITY TO EVALUATE ASSESSMENT INSTRUMENTS:

A COMPARISON OF THE ACT-COMP EXAM AND THE ETS ACADEMIC PROFILE

Since 1983, six national advisory commissions have issued reports criticiziug

the quality of American higher education and suggesting that colleges and univer-

sities develop programs to assess student outcomes as part of an overall strategy to

improve educational quality (Banta, 1988b). In response, state legislatures and

higher education coordinating boards, along with the federal government and the

regional accrediting associations, have taken actions intended to promote outcomes

assessment (Ewell & Lisensky, 1988; National Governors' Association, 1988). Given

this interest in assessment, it is not surprising that the American Council on

Education, s 1988 Campus Trends survey found that assessment activities were underway

at two-thirds of the public institutions and 40% of the independent colleges sur-

veyed (El-Khawas, 1988).

In gathering data about their education programs, colleges and universities

rely on a variety of measurement techniques. While achievement tests represent only

one part of an overall ab:essment effort that includes satisfaction surveys and

performance appraisals, these tests play a major role in most assessment programs

(Banta & Fisher, 1987; Harris, 1986).

Because achievement tests are an integral part of outcomes measurement, it is

not surprising that the growing interest in assessment is reflected in a dramatic

increase in commercially-available and locally-developed exams (Banta & Schneider,

1988; Pike, 1988). With increased test availability has come the problem of de-

ciding which tests are most appropriate as assessment instruments. Unfortunately,

criteria for evaluating achievement tests as measures of program effectiveness are

not clearly established.

The purpose of this paper is twofold: (1) to describe a set of standards and a

methodology that can be employed to evaluate the appropriateness of using achieve-

ment testF as assessment instruments; and (2) to use these standards to evaluate the

ACT College Outcome Measures Program (COMP) examination and the ETS Academic Profile

as measures of general education program effectiveness at the University of Tennes-

see, Knoxville (UTK). (It should be noted that the version of the Academic Profile

used in this research was a pilot test and was replaced by the Academic Profile II

in Fall 1988.) While this research focuses on standardized achievement tests, the

procedures described in this paper can also be used to evaluate faculty-developed

exams.
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Standards for Evaluating Achievement Tests

The concept of validity provides a starting point for evaluating achievement

tests as assessment instruments because validity is concerned with the accuracy and

appropriateness of a basic component of assessment, the inferences and actions

suggested by test scores (Cronbach, 1971; Messick, 1988b). As Millman (1988) ex-

plains, what is being validated is an interpretation, not a test. Thus, a test can

be valid for one use or for one institution, but not for another use or another

institution.

Validation research can be based on a variety of paradigms. For example, the

most recent edition of the Standards for Educational and Psychological Testing

identifies three "types" of validity: content, construct, and criterion-related

(American Educational Research Association, American Psychological Association, &

National Council on Measurement in Education, 1985). While distinctions between

different types of validity can be useful, there is a growing sentiment that validi-

ty should be treated as a unitary concept with construct validity at its core

(Messick, 1987).

Supporters of a unitary concept of validity do not discount the importance of

content and criterion-related evidence. Instead, they argue that these types of

evidence must be bolstered by evidence of construct validity. For example, judg-

ments about content validity do not provide evidence about whether the teat actually

measures the domain its content seems to represent. Evidence of construct validity

is required to determine if a test actually measures a domain (Messick, 1988a).

Similarly, significant relationships between tent scores and criterion variables do

not provide evidence that the criterion variables are valid indicators .f the con-

struct they are assumed to represent. Again, evidence of construct vali ity is

required.

Messick (1987) has identified two interconnected facets of validity. The first

facet draws a distinction between evaluations of evidence and evaluations of conse-

quences; the second draws a distinction between questions of score interpretation

and questions of score use. When these facets are crossed, they produce the four-

fold progressive matrix presented in Figure 1.

Insert Figure 1 about here

According to Messick (1987), construct validity provides the data used to make

the judgments represented by each cell of the matrix. For the upper left-hand cell,
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only construct validity can provide evidence about the appropriateness of score

interpretations. The lower left-hand cell, the consequences of test interpretation,

also requires evidence of construct validity. However, the focus of these evalua-

tions is on the value implications of score interpretations (Messick, 1975). The

upper right-hand cell represents questions about the evidential basis for test use.

Here again, construct validation research provides the needed data, but this data

must he specific to a particular test use. The final cell represents questions

concerning the consequences of score use and draws on data used to answer questions

in the first three cells. A test use is invalid in terms of its social consequences

only if adverse consequences are the result of previously identified sources of

invalidity (Messick, 1988a).

When colleges and universities undertake validity studies, the focus of these

investigations is on teat use, irrespective of whether the test is used to classify

students or evaluate academic programs. Obviously, the first step in construct

validation research involves delineating the construct(s) the test is intended to

measure. Once a construct has been identified, a variety of approaches can be used

to evaluate relationships between test scores and the construct. Loevinget (1957)

has identified three components that guide the analysis of evidence concerning test

use: (1) the extent to which the content of the test accurately represents the

construct upon which actions are based (the substantive component); (2) the extent

to which test structure accurately represents the structure of the construct (the

st uctural component); and (3) the extent to which relationships between test scores

and other variables are consistent with relationships implied by tke_construct (tlie

external component).

Taken together, these components provide the information needed to determine if

a particular test us.1 avoids two threats to construct validity. The first, con-

struct underrepresentation, occurs when a test does not adeqtitely sample from the

domain(s) of the construct, and the second threat, construct irrelevant variance,

occurs when a test samples domains outside the ccnstruct, creating variance in test

scores that is not related to the corstruct. Failure to provide support for the

substantive, structural, or external components of construct validity is significant

only if this lack of support is manifest in construct underrepresentation or con-

struct irrelevant score variance.
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An Empirical Example

The Context

The setting for this research is the University of Tennessee, Knoxville (UTK),

the state's public research university. UTK has an enrollment of almost 20,000

undergraduate and 6000 graduate/professional students (University of Tennessee

Office of Management Services, 1987). Undergraduates major in one of ten colleges:

Agriculture, Architecture, Business, Communications, Education, Engineering, Human

Ecology, Liberal Arts, Nursing, and Social Work. The general education program at

UTK relies on a combination of distribution requirements (Centra, 1988), and each

college defines the combination for its majors.

The campus-wide assessment program gathers information on educational outcomes

by using achievement tests in general education, achievement tests in the major, and

opinion surveys. Assessment findings also are used in annual budget hearings and

periodic academic program reviews (Pike & Banta, 1987).

UTK is an active participant in the performance funding program administered by

the Tennessee Higher Education Commission (THEC). As early as 1975 the THEC began

discussing the possibility of basing a part of higher education funding on perform-

ance criteria, and in 1983 the commission established a set of performance funding

guidelines which currently provide a financial supplement of up to 5% of an institu-

tion's budget for instruction based on the results cf a series of evaluation activi-

ties (Levy, 1986; Pike & Banta, 1987). In 1986, the THEC voted to continue the

performance funding program and established new criteria for judging institutional

performance in the areas of program accreditation, student learning in the major,

student learning in general education, alumni satisfaction, and correcti,-e (improve-

ment) measures (Banta, 1988a).

The performance funding standard on learning in general education is the most

widely publicized THEC guideline and determines one-fifth of an institution's

funding supplement. It is difficult to determine what constructs are being evalu-

ated by the standard on general education because the THEC does not identify the

domains of general education, nor does it define what is meant by program effective-

ness. By default, the THEC procedures for awarding funds and the test used to

measure educational outcomes may have become the general education construct on some

public campuses in Tennessee.

In the area of general education, the commission awards funds on the basis of

student performance on the ACT-COMP exam. Performance on the COMP exam is judged by

institutional means (national percentile ranks) and measures of the value added by
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general education from the freshman to senior years (Banta, 1988a). In addition,

the performance funding standard on corrective measures requires that institutions

use subscores on the COMP exam to implement program changes that will improve total

scores on the exam.

While the THEC has not defined the construct: comprising general education, UTK

has a specific statement describing general education content areas and student

development goals. In 1981, the Coordinating Committee on General Education issued

a report identifying three general education components: basic skills, areas of

knowledge and patterns of inquiry, and attitudes and perceptions (Humphreys, 1984).

Each of these components is subdivided into specific content areas (see Table 3).

The most recent revision of the performance funding guidelines provides extra

credit for developing and/or pilot testing new assessment instruments. During the

1987-88 academic year, UTK participated in pilot testing the Academic Profile. What

follows is a comparison of the COMP exam and the Academic Profile. Because problems

with the validity of gain scores have been reported elsewhere (Banta, Lambert, Pike,

Schmidhammer, & Schneider, 1987), this research focuses on the validity of raw score

use.

The IDAssuments

The COMP exam and the Academic Profile are among the most widely used measures

of general education knowledge and skills. Because it is difficult, if not impossi-

ble, to identify a core or knowledge common to general education programs at most

colleges and universities, both tests minimize the need to recall specific facts.

However, the staff at both ACT and ETS contend that familiarity with content does

improve test performance.

The COMP exam is available in two forms: the Objective Test (containing multi-

ple-choice questions) and the longer Composite Examination (consisting of multiple-

choice items and exercises requiring students to write essays and record speeches)

(Forrest & Steele, 1982). Most institutions, including UTK, use the Objective Test

because it is easier to administer and score (Banta et al., 1987).

The Objective Test takes approximately 2 1/2 hours to administer and contains

60 questions, each with two correct answers. The questions are divided among 15

separately timed activities drawing on material (stimuli) from television programs,

radio broadcasts, and print media. Students taking the COMP exam are instructed

that there is a penalty for guessing (i.e., incorrect answers will be subtracted

from their scores), but that leaving a question blank will not be counted against
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them. The combination of two correct answers for each question, the guessing penal-

ty, and no penalty for not answering a question means that the score range for each

of the 60 items is from -2 to 2. A score of -2 represents two incorrect answers,

while a score of -1 represents one incorrect answer and one left blank. A score of

0 can represent either both answers left blank or one correct and one incorrect

answer. A score of 1 represents one correct answer and a blank, and a score of 2

represents two correct answers. The range for item scores is rescaled to 0 to 4

points, making the maximum possible score on the Objective Test 240 points and a

chance score 120 points.

In addition to a total score, the COMP exam provides three content subscores

(Functioning within Social Institutions [FSI], Using Science and Technology [US],

and Using the Arts [UA]) and three process subscores (Communicating [COM], Solving

Problems [SP], and Clarifying Values [CV]). Alpha reliability is estimated to be

.84 for the total score and to range from .63 to .68 for the subscores (Forrest &

Steele, 1982). It is difficult to determine precisely what constructs these

subscales are designed to measure because the technical manual for the COMP exam

provides only one- pa'agraph descriptions of the subscales.

The Academic Profile also is available in two forms. The three-hour version of

the test provides scores for individuals, while the one-hour form uses a matrix-

sampling procedure designed to provide institutional score reports. Like the COMP

exam, the Academic Profile uses multiple stimuli. However, all of the stimuli in

the Academic Profile are presented in written passages.

The three-hour version of the Academic Profile was used at UTK and consists of

144 questions designed to measure four skills (Reading [READ], Writing [WRITE],

Critical Thinking [CT], and Mathematics [MATH]) across three content areas (Humani-

ties [HUM], Social Sciences [SS], and Natural Sciences [NS]). Each question is

scored as either right or wrong, without a guessing penalty, making the maximum

possible score on the exam 144 points. According to ETS, estimates of alpha reli-

ability are .94 for the total score and range from .78 to .85 fir the seven

subscores (Dick Burns, personal communication, January 9, 1989)1. As is the case

with the COMP exam, ETS provides little information about the constructs the Academ-

ic Profile is designed to measure.

ihl Research Questions

In order to demonstrate the construct validity of the COMP exam and the Academ-

ic Profile when used as assessment instruments, analyses of the substantive, struc-

1 0
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tural, and external components of construct validity must provide evidance that

these exams are capable of identifying the strengths and weaknesses of UTK's general

education program and must suggest specific actions that can be taken to improve

program quality.

Evaluating the substantive component of construct validity involves determining

whether the COMP exam and the Academic Profile accurately represent the domains of

the general education program. Judgments about content represc cativeness were made

by two groups of reviewers: faculty and students. Faculty reviewers consisted of

seven faculty members drawn from five undergraduate colleges who reviewed the tests

and then met with the authors to arrive at a consensus about test coverage. Stu-

dents were asked to rate the content coverage of the exams after they had taken

them.

Evaluating the structural component of construct validity involved comparing

the structure of the tests to the structure of the constructs they are designed to

measure. Three questions related to test structure formed the basis for evaluating

the COMP exam and the Academic Profile: the appropriateness of the exams' norm-

referenced scoring procedures, the reliability/generalizability of test scores, and

the dimensionality of subseores.

Evaluating the external component of construct validity involved determining

the sensitivity of the two tests to students' educational experiences. Obviously, a

test that is used to award funds and suggest specific program changes should reflect

the effects of a general education curriculum (Pike, 1988b).

The Research Method

The data for e..15. research were gathered during the Fall, Winter, and Spring

quarters of the 1987-88 academic year. The COMP exam was administered to 1828

seniors, and the Academic Profile was administered to 1173 seniors. Assignment to a

testing group was based on two criteria: first, all students who had taken the COMP

exam as freshmen were assigned to the COMP testing group as seniors; second, stu-

dents who were not tested as freshmen were randomly assigned to either the COMP or

the Academic Profile testing groups. Also, during the Winter quarter 35 seniors

agreed to take both exams. Since these students were volunteers, they were compen-

sated for their participation.

Students' answer sheets were returned to the test developers who scored the

exams and returned score and subscore reports to UTK. In addition, ACT returned to

1 1
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UTK a data tape that contained students' responses to each of the items on the COMP

exam. ETS did not provide item response data for the Academic Profile.

In addition to completing the exams, students were asked a series of questions

about their educational experiences and their perceptions of the two exams. Answers

to these questions were combined with data from UTK's administrative records to

provide profiles of students' entering ability levels and patterns of coursework.

UTK administrative records were used to gather data on students' background

characteristics and ability levels as measured by the ACT Assessment examinations,

which consist of four tests: English Usage, Mathematics Usage, Natural Science

Reading, and Social Studies Reading. A Composite score also is reported. The alpha

reliability estimate for the Composite score is .85 and estimates for the four tests

range from .73 to .77 (American College Testing Program, 1973).

Questionnaires administered to students after they had taken either the COMP

exam or the Academic Profile were used to gather information about their perceptions

of the exams and their patterns of coursetaking. Three questions about student

perceptions of the tests queried students' opinicns regarding the quality of the

exams as measures of general education knowledge and skills, the quality of the

exams as interesting experiences, and the students' levels of motivation to do well

on the exams.

Questions about coursework differed for the two testing groups. Students in

the COMP testing group answered questions developed at UTK. This group was asked to

identify, from a list, courses they had taken in the areas of History, Humanities,

Mathematics, Natural Science, and Social Science while attending UTK. Student

answers consisted of yes-no ;esponses.

Students in the Academic Profile testing group answered coursework questions

developed by ETS. These questions covered the areas of Business and Commerce,

Humanities, Science and Mathematics, and Social Science (Educational Testing Ser-

vice, 1987). Students responded to these questions by indicating whether they had

taken no courses, 1-2 courses, 3-6 courses, 7-9 courses, or 10 or more courses in a

discipline.

While there are potential problems with reliance on self - report data, previous

research on self-reports of coursetaking have revealed that coursework means for the

ten undergraduate colleges at UTK are reasonably consistent with the coursework

requirements of those colleges (Pike & Phillippi, 1988).

In order to identify patterns of coursetaking, principal components analyses

were performed on the two sets of coursework variables. The results of these analy-

1'
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ses suggest that three coursework patterns are present for each testing group.

These coursework patterns, along with the courses comprising each pattern, and alpha

reliability estimates are presented in Table 1.

Insert Table 1 about here

An examination of the data presented in Table 1 suggests that the three

coursework patterns identified for the COMP testing group represent coursetaking in

calculus and Lae physical sciences, business mathematics and the social sciences,

and the biological sciences and humanities. Alpha reliability coefficients for the

scales representing these coursework patterns are .95, .90, and .77 respectively.

The three coursework patterns for the Academic Profile testing group represent

coursetaking in business and commerce, mathematics and the physical sciences, and

humanities and the social sciences. Alpha reliability estimates for these scales

are ?I, .77, and .70 respectively.

Results

Sample Characteristics

An examination of the sample characteristics of the COMP exam and the Academic

Profile testing groups reveals that the two groups are quite similar. Approximate-

ly 53% of the COMP testing group and 52% of the Academic Profile testing group are

males; slightly more than 92% of the COMP testing group and 93% of the Academic

Profile testing group are white; less than 4% of the COMP testing group and 3% of

the Academic Profile testing group are black; ad the corresponding percentages for

Asian students are 3% and 4% respectively. Chi-square tests confirm that the two

groups are not significantly different in terms of gender or race.

An examination of the background characteristics of the 35 students who took

both the COMP exam and the Academic Profile reveals that 57% of these studmts are

males and 43% are females, almost 92% are white, 5% are black, and the remaining 3%

are Asian.

Some significant differences in the entering ability iavels of these students

are present, however. Group means, along with analysis of variance results, are

presented in Table 2. An examination of the data reveals that students in the COMP

testing group scored significantly higher on three of the four ACT Assessment exami-

nations than did the Academic Profile group, and these differences are reflected in

higher ACT Composite scores for that group. Diffeiences in ACT scores are most

1 ti
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noticeable for the English Usage test (21.33 versus 20.65) and ACT Composite scores

(22.09 versus 21.35). While the observed differences are statistically significant,

the proportion of variance explained by the differences is trivial, suggesting that

significant ANOVA results are due largely to sample size.

Insert Table 2 about here

The students who took both the COMP exam and the Academic Profile have a higher

mean ACT Composite score (23.46) than he other two testing groups, a fact primarily

due to a higher mean on the Mathematics Usage test (24.58). Although the mean high

school grade point average for students taking both tests (3..7) is slightly higher

than the means for the COMP exam and the Academic Profile testing groups, mean

college grade point averages are the same for all three groups (2.87).

Patterns of coursetaking, as measured by the amount of coursework in an area,

also are quite similar for the three groups. Means for both the COMP testing group

and the Academic Profile testing group indicate that the average student takes

between two and three courses per area. Although the coursework patterns of stu-

dents who took both exams are similar to the other two groups, the amount of

coursework in mathematics and the physical sciences is slightly higher for this

group.

Student Performance

Table 3 presents all three groups of students' test scores and subscores on

both the COMP exam and the Academic Profile along with the percentage of correct

answers for these students, national mean percentage correct scores (norms), and

ratios expressing the scores of UTK students in terms of national norms. Standard

deviations also are included as indicators of score dispersion.

Insert Table 3 about here

At first glance, the data in Table 3 sugest that UTK students perform better

on the COMP exam than on the Academic Profile since the mean total score for the

COMP testing group is 187.62 (78% correct) as compared to a mean total score of

86.72 (60% correct) for the Academic Profile testing group. For the group that took

both exams, the mean total score on the COMP exam is 189.97 (79% correct) and that
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of the Academic Profile is 97.01 (67% correct). As the data in Table 3 indicate,

similar differences are present for test subscores.

National averages for the two tests clearly show, however, that the COMP exam

is a much less difficult test than the Academic Profile. The national average for

total scores on the COMP exam is 185.2 (77% correct), while the estimated national

al/2144e for total score on the Academic Profile is 72.0 (50% correct) (American

College Testing Program, 1988a; Dick Burns, personal communication, January 9,

1989). A similar pattern is present for subscores on the exams.

When mean percentage correct scores for UTK students are expressed as ratios of

national mean percentage correct scores, it becomes obvious that student performance

on the more difficult Academic Profile is superior to student performance on the

COMP exam. It would seem that for UTK students, more difficult exams tend to pro-

duce higher levels of motivation to do well on the test. For total scores, the

ratio of UTK to national percentage correct scores is 1.01 of the COMP testing group

and 1.20 for the Academic Profile testing group. Differences are even more dramatic

for the students taking both exams. In this grout., the ratio of UTK to national

percentage correct scores is 1.03 for the COMP exam and 1.34 for the Academic Pro-

file.

The data in Table 3 also suggest that there is greater variability in scores on

the Academic -:ofile than on the COMP exam. For the Academic Profile testing group,

the standard deviation for total scores is 21.69, while the standard deviation is

15.10 for the COMP testing group. Even greater differences are present for students

taking both exams. For this group the standard deviation for total scores is 11.43

for the COMP exam and 19.13 for the Academic Profile.

Ihl Substantive Component g Construct Validity

As previously noted, the first step in evaluating the content coverage of the

COMP exam and the Academic Profile involved using a panel of faculty "experts" to

compare the content of the tests to UTK's goals for general education. Results of

the faculty members' evaluations are presented in Table 4.

Insert Table 4 about here

As the data in Table 4 indicate, evaluators believe that the Academic Profile

is superior to the COMP exam in its coverage of basic skills (50% versus 36%).

Within the basic skills domain, both tests are viewed as providing complete coverage

15
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of reading and problem-solving skills, but the Academic Profile is seen as superior

to the COMP exam in its coverage of basic skills related to composition and computa-

tion. Neither test covers foreign language or computer skills.

Coverage of the knowledge and processes domain is approximately the same for

both tests (29% versus 25%) in that neither provides complete coverage of any of the

knowledge components. Although the COMP exam is superior to the Academic Profile in

its coverage of aesthetics, technology, and economics, the Academic Profile is

superior to the COMP exam in its coverage of science in life and the social sci-

ences. Neither test covers the areas of Western history or foreign culture.

Coverage of the attitudes and perceptions domain is poor for both tests (20%

versus 10%). While both cover the area of political and social dynamics equally

well, the COMP exam is superior to the Academic Profile in its coverage of values.

Neither test covers personal wholeness, life-long 71arning, or experience in learn-

ing.

Overall, the COMP exam and the Academic Profile are equal in their coverage of

UTK's general education domains (29% versus 30%). More important, though, content

coverage, while equal, is relatively poor; many areas are poorly represented or are

not covered at all. Despite these limitations, the faculty evaluators believe that

either test can be used to assess general education outcomes as long as users keep

the limitations firmly in mind.

In order to gather data about students' perceptions of the COMP exam and the

Academic Profile as measures of general education knowledge and skills, students

were asked to rate the content coverage of the exams as excellent, good, satisfacto-

ry, fair, or poor. Results indicate that less than half (48%) of the students

taking the COMP exam alone rated that test as satisfactory or better and slighcly

less than 18% rated the exam as good or excellent. Of the students who gave the

COMP less than a satisfactory rating, slightly more than half (27% of the total)

gave the test a poor rating.

Students had slightly more negative perceptions of the Academic Profile.

Approximately 44% of the students gave this test a rating of satisfactory or better

and 16% gave it a rating of good or excellent. Half of the students giving the

Academic Profile a less than satisfactory rating (28% of the total) rated the test

as a poor measure of general education knowledge and skills.

Students who took both exams were more critical of the COMP exam and more

favorably disposed toward the Academic Profile. Nearly 30% of these students rated

JC
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the COMP exam as excellent, good, or satisfactory, while 47% gave the Academic

Profile a favorable rating.

In summary, both faculty and student evaluators are critical of the content

coverage of both the COMP exam and the Academic Profile as measures of general

education outcomes at UTK. Even though students' evaluations were more favorable

than the evaluations of the faculty panel, a majority of the students still rated

the two tests as fair or poor measures of general education knowledge and skills.

fl Structural Component 2f Construct Validity

Evaluating the norm-referenced scoring procedures of the COMP exam and the

Academic Profile is an important part of assessing the structural component of

construct validity because of the THEC's reliance on norm-referenced scores in

allocating performance-funding dollars. In order co determine if the use of norm

group comparisons is valid, the comparison groups provided by the test developers

were examined.

An examination of the comparison group for the COMP exam reveals that ACT

compares the performance of UTK seniors to the performance of all other seniors

taking the test. While the comparison group does include some major research insti-

tutions (e.g., LouisiEna State University, Pennsylvania State University, University

of Iowa, University of Oklahoma, etc.), this group is heavily weighted toward small

liberal arts colleges (e.g., Cedarville College, Marion College, Our Lady of the

Lake University, William Jewel College, etc.) and regional state universities (e.g.,

Eastern Illinois University, Northeast Missouri State University, Southeastern

Oklahoma State University, etc.). This is not to say that the general education

programs at these institutions are not comparable to those at UTK, but that n2

information about thft comparability 2/ these, programs la Provided la Agl.

Moreover, ACT does not provide any information about sampling procedures at

comparison institutions. For example, James Madison University (JMU) is included in

the comparison group and the sample at that institution consists of approximately

200 seniors. The mean ACT equivalent score for the JMU sample is approximately 25,

as compared to an entering ACT score of 22 at UTK (T. Dary Erwin, personal communi-

cation, January 18, 1989). This three-point difference is extremely significant

because a difference of one point in ACT scores translates into almost a ten percen-

tile point difference in expected COMP scores (Steele, 1988).

An examination of the Academic Profile norm groups reveals that ETS has pro-

vided a comparison group consisting of all institutions using the exam, as well as

I 7
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comparison groups consisting of institutions with the same Carnegie classifications.

In addition, ETS allows institutions to select their own comparison groups. While

ETS does provide greater flexibility in the selection of reference groups, it does

not provide information about the general education programs at those institutions,

the ability levels of students at those institutions, or sampling procedures at

comparable institutions. In the case of UTK, the comparison group of institutions

with the same Carnegie classification includes Washington State University, which

used the Academic Profile as part of a statewide research project. The student

sample at Washington State consisted of 200 volunteers who were paid for their

participation (Thorndike, Gill, Gillmore, & Hunter, 1988). If the sample of students

at UTK who took both exams is any indication, paid volunteers will have significant-

ly higher scores than the general student population at an institution. Thus, not

knowing about the characteristics of the samples included in the comparison group

can result in invalid comparisons between institutions.

A second problem with the norm-referenced comparisons used by the THEC is the

use of percentile ranks to compare programs to the norm group and to award funds.

This problem is created because the COMP exam is a relatively easy test. The low

difficulty levels for the COMP exam restrict the range of students' scores, pro-

ducing relatively low levels of score variance. Low diffi^ulty levels, coupled with

low levels of score variance and the fact that each item on the COMP exam is worth

four points, creates a situation in which small changes in student performance can

have an enormous effect on percentile ranks. For example, a change in two responses

on one of the items produces a change in the total score of four points (out of a

possible 240 points). This four point lam change is, less, than a A change in the

Possible score kit /I translates into approximately A ten percentile point gain or

loss f2r scores between tag loh Ina ipth percentiles. A score decline of approxi-

mately five points (which occurred between the Fall and Winter quarters at UTK),

translates into almost a 15 percentile point decline from the 60th to the 47th

percentiles.

A second important element in assessing the structural component of construct

validity is the reliability/generalizability of scores on the COMP exam and the

Academic Profile. Questions of reliability (internal consistency) are important

because both the COMP exam and the Academic Profile rely on an additive scoring

model and because unreliability is a source of irrelevant score variance.

In order to evaluate the reliability of the exams, alpha reliability coeffi-

cients were calculated for the total score and subscores on the COMP exam. Because

IS
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item responses were not available for the Academic Profile, alpha reliability esti-

mates could 'e calculated. However, by using score means and standard devia-

tions (Gulliksen, 1950), it was possible to calculate KR-20 reliability estimates

for this test. According to Gulliksen, the method used to estimate the reliability

of Academic Profile scores is relatively conservative, especially if there is varia-

tion in item difficulty levels. Reliability coefficients and standard errors of

measurement for the total scores and subscores of the COMP exam and the Academic

Profile are presented in Table 5.

Insert Table 5 about here

An examination of these data indicates that the total scores and subscores of

the Academic Profile are more reliable than the total scores and subscores of the

COMP exam. Specifically, the KR-20 reliability estimate for total scores on the

Academic Profile is .93, as compared to the alpha reliability coefficient of .76 for

the total score on the COMP exam; KR-20 estimates for the Academic Profile subscales

range from .79 to .84, while reliability estimates for he COMP exam range from 44

to .60. As would be expected, standard errors of measurement are greater for the

COMP exam than for the Academic Profile. The standard error for COMP total scores

is 7.40, compared to a standard error of 5.74 for total scores on the Academic

Profile; standard errors of measurement for COMP subscales range from 3.92 to 4.88,

and standard errors for the Academic Profile subscales range from 2.76 to 3.25.

It is worth noting that KR-20 reliability estimates for the total scores and

subscores on the Academic Profile are quite close to the alpha reliability estimates

reported by ETS. According to Gulliksen (1950), this correspondence between local

KR-20 reliability estimates and national reliability estimates indicates that the

difficulty levels of the questions on the Academic Profile are highly homogeneous

for the UTK sample.

When assessing the effectiveness of academic programs for the THEC, institu-

tional means, not individual scores, are the unit of analysis, and the

generalizability of scores over items and over subjects is a paramount concern. At

UTK, where different colleges have different general education requirements, it is

important that scores be generalizable D colleges as well as to the institution as

a whole. In the present research, generalizability was assessed, using procedures

suggested by Cronbach, Gleser, Nanda, and Rajaratnam (1972) and adapted by Kane,

Gillmore, and Crooks (1976). The variance components used to calculate
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generalizability coefficients were derived from a database of COMP scores for 30

colleges, each with samples of 300 students (Pike & Phillippi, 1989). While this

database does not duplicate national data on the COMP exam exactly, individual and

institutional means and standard deviations are reasonably close to those reported

by ACT. Generalizability coefficients for UTK and its colleges were calculated,

using the sample sizes in the present research. Because ETS does not provide item-

level data, generalizability coefficients could be calculated for only the COMP exam

and its subscores. The results of these analyses are presented in Table 6.

Insert Table 6 about here

An examination of the data in Table 6 reveals that it is feasible to generalize

over both students and items to obtain a university mean for the total score on the

COMP exam (Ep2(S,/).82). With the exception of the Using Science and Technology

subscale (Ep2(S,I) .77), it is not possible to generalize with confidence over

students and items to obtain university means on the remaining COMP subscales.

Generalizability coefficients for institutional means on the COMP subscales range

from .39 for Solving Problems to .67 for Functioning within Social Institutions.

The data in Table 6 also indicate that the generalizability of total scores and

subscores is influenced by sample size. Generalizability coefficients for colleges

with more than 200 students in the sample (Business, Engineering, and Liberal Arts)

are greater than .80, and generalizability coefficients for colleges with less than

50 students in the sample (Agriculture, Nursing, and Social Work) are less than .70.

Increasing the sample size beyond 200 students has little practical effect on the

generalizability of total scores since the maximum possible generalizability coeffi-

cient is .83 for an infinitely large sample.

The final column in Table 6 contains the 95% confidence intervals for institu-

tional means, which were calculated by using procedures suggested by Cronbach, et

al. (1972). As these data indicate, the confidence intervals for COMP total score

means are within acceptable boundaries ( ±5.56). Using the sample sizes of 50

(Ep2(s,I).70) and 200 (Ep2 (S,I) .80) identified previously, the 95% confidence

intervals are ±6.24 and ±5.72 respectively. With an infinitely large sample the 95%

confidence interval for the cenP total score mean i' +5.54.

Examining t 'ie relationships among the subscales of an achievement test can

provide important information about whether a test actually measures the outcomes it

purports to measure. At issue in the present investigation is whether the subscales

20
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of the COMP exam and those of the Academic Profile actually measure distinct, al-

though possibly related, dimensions of general education.

The first step in evaluating the relationships among the subscales of the two

tests involved calculating correlations among the subscales of each test indepen-

dently. Because both the COMP exam and the Academic Profile rely on a matrix ap-

proach in their design (i.e., the same questions are used to measure content and

process/skill areas), correlations were calculated for these areas separately.

Correlations among the subscales of each of these exams are presented in Ta-

ble 7. CoefficieAts above the diagonals are Pearson product-moment correlations,

and coefficients on the diagonals of each matrix are reliability estimates. The

coefficients below the diagonals are correlations that have been corrected for

attenuation (scale unreliability), using procedures suggested by Gulliksen (1950).

Insert Table 7 about here

An examination of the simple correlations in Table 7 indicates that the

subscales of the COMP exam are less highly intercorrelated with each other than are

the subscales of the Academic Profile. Correlations range from .45 to .55 for the

COMP content subscales and from .48 to .49 for process subscales. In contrast,

correlations for the subscales of the Academic Profile range from .76 to .83 for

content areas and from .64 to .81 for skill areas.

One reason for lower intercorrelations among COMP subscales is that the COMP

exam is a less reliable test than the Academic Profile, as indicated by the coeffi-

cients on the diagonal. When correlations are corrected for attenuation, the

subscales of the two tests are almost perfectly correlated: disattenuated correla-

tions range from .88 to .96 for the COMP content subscales and from .92 to 1.02 for

the process subscales; those for the Academic Profile range from .92 to 1.00 for the

content subscales and from .72 to 1.03 for the skill subscales. The one exception

to this pattern is the Mathematics subscale on the Academic Profile, whose

disattenuated correlations range from .72 to .81. The fact that some of the corre-

lations are greater than unity suggests that items within one subscale are more

highly correlated with items and subscores for another subscale than with items and

subscores for their own subscale.

While an examination of the correlations among subscales suggests that there is

a single dimension underlying the COMP exam and the Academic Profile, it is possible

that other dimensions are present. In order to determine if unique aspects of

2
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general education are being measured by the two tests, principal components analyses

were performed. The results are presented in the four subtables of Table 8.

Insert Table 8 about here

The data in Table 8 provide strong support for the unidimensional structure of

both the COMP exam and the Academic Profile. In no case does a meaningful second

principal component emerge. For example, the analysis of COMP content sub:-;.:ores

identified only one principal component with an eigenvalue greater than 1. and

this component is able to explain 66% of the total variance. Results of analyses of

the COMP process subscores, as well as the content and skill subscores of the Aca-

demic Profile, also indicats that only one principal component should be extracted.

The proportion of total variance explained by the components is .66, .86, and .77

respectively. The finding that subscores are unidimensional is further supported by

the fact that all subscales have significant positive pattern loadings on the first

principal component.

Given the fact that both exams are unidimensional, the question arises as to

whether there is any correspondence between the scores of the two tests. In order

to answer this question, the scores of students taking both tests were

intercorrelated. Table 9 presents the correlations between the subscales of the two

tests.

Insert Table 9 about here

An examination of the upper left -hams portion of Table 9 reveals that content

subscores on the two tests are positively correlated. Interestingly, the highest

correlations are not for logical counterparts. For example, the Humanities subscale

is more highly correlated with Using Science and Technology (.54) than with Using

the Arts (.49). Similarly, the Natural Science subscale is more highly correlated

with Using the Arts (.51) than with Using Science and Technology (.34). Based on

these results, it seems safe to conclude that there is not a one-to-one correspon-

dence between the content areas of the two tests.

Establishing a one-to-one correspondence between process/skill subscales is

more difficult because the COMP exam and the Academic Profile differ in what they

attempt to measure. It is worth noting that the Academic Profile Mathematics

subscale is most highly correlated with Communicating (.57)on the COMP exam, the

2e
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subscale that contains mathematics questions. Two subscales that would be expected

to be highly correlated are Critical Thinking and Solving Problems. However, the

correlation between these two subscales is lower (.42) than that between Critical

Thinking and Communicating (.52) or between Solving Problems and Writing (.46).

Again, there does not seem to be a one-to-one correspondence between process/skill

areas on the two tests.

The absence of a one-to-one correspondence between the subscales of the two

exams clearly indicates that these subscales are not interchangeable. However, this

does not mean that the two exams, in general, do not measure the same outcomes. In

fact, the correlation between total scores on the two exams is .64. The correla-

tions between the subscales of the two tests do suggest that the COMP exam and the

Academic profile use slightly different approaches to measuring the same outcome.

Indeed, the presence of a single dimension underlying both tests would help explain

the significant correlations between natural sciences and the arts and between

critical thinking and communicating.

In summary, the dominant finding concerning the dimensionality of the COMP exam

and the Academic Profile is that both tests are unidimensional measures. Moreover,

the significant correlations between scores on the tests suggest that the same

dimension is being measured by both tests. While a precise identification of the

outcome being measured by these tests must await research on the external component

of construct validity, the results obtained thus far suggest that the outcome being

measured is very similar to what Spearman (1904) terms "general intelligence."

Ihl External Component 91 Construct Validity

The sensitivity of an achievement test to students' educational experiences is

an important element in judging the appropriateness of that test as an assessment

instrument. Questions related to the educational sensitivity of a test are central

to demonstrating the construct validity of an outcomes measure. In order to evalu-

ate the sensitivity of the COMP exam and the Academic Profile to educational experi-

ences, scores on the two tests were correlated with measures of coursework, entering

academic ability, and motivation when taking the test. These correlations are

presented in Table 10.

Insert Table 10 about here
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An examination of the correlations presented in Table 10 reveals some surpris-

ing relationships. For the COMP exam, calculus and physical science coursework is

positively correlated with all scores. While it is understandable that this

coursework pattern would be positively correlated with Using Science and Technology

(.299) and Communicating (.253), it is surprising that it is also positively corre-

lated with Functioning within Social Institutions (.126) and Using the Arts (.080).

Furthermore, coursework in business mathematics and the social sciences is negative-

ly correlated with all COMP scores, including Functioning within Social Institutions

(-.046), and coursework in biology and the humanities is negatively correlated with

Communicating (-.078) and positively correlated with Solving Problems (.088). The

latter coursework pattern also is positively correlated with Using the Arts (.055)

although the relationship is not significant.

While the influence of coursework on COMP scores is unclear, the relationships

between ability and motivation measures and COMP scores are all positive and signif-

icant. For example, correlations between students' ACT scores and their total

scores on the COMP exam range from .351 to .485, and the range of correlations

between ACT scores and subscores is from .185 (ACT Mathematics and Solving Problems)

to .492 (ACT Social Studies and Clarifying Values). Next to ability, motivation is

most strongly and consistently associated with COMP scores. This association is

strongest for total scores (.237) and ranges from .071 to .198 for the subscores.

For the Academic profile, business and commerce coursework and humanities and

social science coursework are negatively related to all scores. In contrast, mathe-

matics and physical science coursework is positively correlated with total scores

(.135) and with the Natural Science (.270), Critical Thinking (.119), and Mathemat-

ics (.367) subscales. Mathematics and physical science coursework also is positive-

ly related to Humanities and Social Science subscores (.032 and .074 respectively)

although these relationships are not significant.

As with the COMP exam, the strongest and most consistent relationships ex-

ist between test scores and ability and motivation measures. MT scores and motiva-

tion are positively correlated with total scores on the Academic Profile (.456 to

.559 and .373) and with all subscores on this exam (.281 to .590 and .259 to .381).

These results suggest that both the COMP exam and the Academic Profile are first,

measures of entering academic ability and second, measures of motivation to do well

on the tests.

Because ability and motivation also may influence coursework, an attempt was

made to isolate the unique effects of coursework on outcomes after controlling for
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ability and motivation. In isolating the effects of coursework on outcomes, a

causal model was specified and tested using LISREL (Joreskog & Sorbom, 1986). This

model specified that ability and motivation measures were intercorrelated and influ-

enced both coursework and outcomes. In turn, coursework variables were assumed to

influence outcomes. Finally, residuals for the coursework variables were assumed to

be intercorrelated, as were residuals for the subscores of the two tests. Separate

analyses were conducted for total scores and for content and process /skill

subscores. While the outcomes measures represented by this model may be a more

accurate gauge of student learning than simple correlations, it should be remem-

bered that the THEC awards funds on the basis of raw score improvement. Haximum

likelihood estimates representing the effects of coursework, ability, and motivation

measures on outcomes are presented in Table 11.

Insert Table 11 about here

The data in this table indicates that, at least for the COMP exam, controlling

for the effects of ability and motivation clarifies the relationship between

coursework and test scores. Taking courses in calculus and the physical sciences

has a significant positive effect on Using Science and Technology scores (.123) and

Communicating scores (.126); taking courses in business mathematics and the social

sciences has a significant positive effect on Functioning within Social Institutions

(.076); and taking courses in biology and the humanities has a positive effect on

Using the Arts scores (.073) and Solving Problems scores (.095). Although the three

coursework variables are positively related to total scores on the COMP exam, none

of these effects is statistically significant. This finding is extremely signifi-

cant becaus it suggests that actions to improve performance on COMP subscales will

not be rewarded by improvements in overall performance.

Both ability and motivation significantly influence performance on the COMP

exam. All four ACT Assessment scores are positively related to COMP total scores

(.084 to .266) and subscores, and motivation to do well on the exam also influences

total scores (.198) and all of the subscores (.087 to .219).

Untangling the relationship between coursework and scores on the Academic

Profile is more difficult. Even after controlling for the effects of ability and

motivation, business and commerce coursework, along with humanities and social

science coursework, are negatively related to all scores, and mathematics and physi-
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cal science coursework is negatively related to total scores (-.036) and all

subscores except Natural Science (.075) and Mathematics (.143).

The effects of ability on Academic Profile scores ranges from .103 for ACT

Mathematics to .260 for ACT English, and three of the four effeors are greater for

the Academic Profile than for the COMP exam. Motivation to do well on the exam has

a significant maximum likelihood coefficient of .252 for Academic Profile total

scores, as compared to a coefficient of .198 for COMP exam total scores. Thus, the

effects of ability and motivation on Academic Profile scores are slightly stronger

than similar effects on COMP scores.

Discussion

Before addressing the implications of these findings, a discussion of the

limitar'ons of the present research is necessary. The most basic limitation of this

study concerns its purpose: to define a set of standards and a methodology for

evaluating achievement tests as assessment instruments and to evaluate the utility

of this method using data about two tests drawn from one institution.

This recearch was not intended to provide a definitive statement about the

superiority of the COMP exam or the Academic Protils. Two factors limit the

generalizability of these findings. First, this research was conducted at only one

institution, and this institution has unique student characteristics, general educa-

tion goals, and testing procedures. Thus, attempts to generalize the results of

this research beyond the assessment program at UTK should not be made.

The second factor limiting the generalizability of the present research is the

timeliness of the data. Since these data were collected, a new version of the COMP

exam has been made available, and the Academic Profile has undergone substantial

revision. The new Academic Profile has lower intercorrelations among its subscales,

and ETS will be providing a form of criterion-referenced scoring, in addition to

norm-referenced scores, to assist institutions in evaluating their general education

programs (Dick Burns, personal communication, January 9, 1989).

A second limitation of this research is the unavailability of comparable data

for both exams. Because ETS does not make item-level data available, some of the

analyses could be conducted for the COMP exam, but not for the Academic Profile.

The most obvious rtault is that the reliability and generalizability of Academic

Profile scores could not be assessed directly. In addition, the lack of item-level

data prevented any comparison of the item scoring models used for the two tests.
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The lack of comparable coursework measures also handicapped the present re-

search. At this point, it is not clear if the COMP exam is more sensitive than the

Academic Profile to educational effects, or if the ob-erved differences can be

attributed to using different types of coursework measures.

While this paper does not endorse either the COMP exam or the Academic Profile,

the present research clearly shows that the validation methodology described in this

paper is workable, and that it can yield useful information about whether test

content accurately represents the outcomes considered important by an institution.

Furthermore, the standards for construct validity described in this paper can be

used to evaluate the meaning of test scores and to judge their sensitivity to educa-

tional experiences.

In addition to serving as a criterion for selecting assessment instruments, the

validation methodology presented in this paper can be used to assist in the design

and functioning of an assessment program. For example, evaluating the substantive

component of construct validity by examining the content representativeness of a

test requires that faculty members familiarize themselves with the goals of an

education program. This reexamination of educational goals is at least as valuable

as testing students to determine what they have learned (Pike & Banta, 1987).

Evaluating the structural component of construct validity can also imerove the

practice of assessment by providing insight into score meaning and by giving assess-

ment practitioners an idea of the confidence that can be placed in test scores. As

was the case in this research, validation studies force assessment practitioners to

examine their norm groups to determine if the institutions in those groups are

comparable.

Finally, studies designed to evaluate the external component of construct

validity can help guide improvement efforts while studies designed to evaluate the

sensitivity of test scores can serve as models for further research intended to

suggest actions to improve program quality. By designing an ongoing program to

examine the relationships between students' educational experiences and their test

scores, assessment practitioners -_an continually evaluate the validity of assessment

instruments and monitor the effects of program changes.

Despite the caveats about the limitations of this study, the present research

does provide useful information about the construct validity of the COMP exam and

the Academic Profile as assessment instruments for use by UTK and the THEC. The

results of this research are discussed in terms of their implications for construct

underrepresentation and construct irrelevant score variance and are summarized in a
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discussion of the social consequences of using either of these exams to evaluate

program quality at UTK and throughout Tennessee.

From the perceptive of the Tennessee Higher Education Commission, questions

about the construct validity of the COMP exam and the Academic Profile are . moot

point because improved performance on the COMP exam is definition of an effec-

tive general education program. However, at UTK and elsewhere, general educatton is

more than a test score. Accordingly, this discussion of construct validity uses the

general education goals at UTK as the basis for its evaluations and contrasts this

construct definition with the uses of assessment data made by the THEC.

According to Humphreys (1986, p. 64), effective general education programs

"prepare students for creative, rewarding lives and responsible participation as

citizens of the nation and the world." Both the COMP exam and the Academic profile

underrepresented those aspects of general education related to life after college -

personal development and life-long learning - as well as those that seek to prepare

students to be citizens of the world - goals related to a student's own cultural

heritage and the cultures of others.

Both the COMP exam and the Academic Profile also fail to measure the multidi-

mensional aspects of an effective general education program. If, as Warren (1988)

observes, student learning is multidimensional, then it is essential that assessment

instruments capture the important dimensions of this learning. Unfortunately, there

is no evidence that either the COMP exam or the Academic Profile measure anything

more than a single outcome of college.

Finally, the single outcomes dimension measured by the COMP exam and the Aca-

demic Profile does not seem to cover those general education outcomes that are

sensitive to students' educational experiences. If an assessment instrument does

not reflect students' college experiences, gathering assessment data is futile

because the information gathered cannot be used to suggest strategies for improving

the quality of general education programs.

In addition to inadequately representing the constructs underlying effective

education programs, both the COMP exam and the Academic Profile contain numerous

sources of construct irrelevant test variance. For example, problems with the

validity of normative comparisons produce variations in national percentile ranks

that are the result of including institutions with widely varying general education

programs and/or unrepresentative student samples in the norm group. Moreover, the

fact that national percentile ranks for the COMP exam are overly sensitive to small
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score changes means that a substantial amount of the variation in percentile ranks

is due to trivial score changes.

Error of measurement is also an important source of irrelevant score variance.

While the Academic Profile is a highly reliable test, the error of measurement for

total scores on this test is sufficient to spell the difference between an effective

and an ineffective program based on the THEC's performance funding formulas. This

criticism is even more appropriate for the COMP exam which has greater errors of

measurement than does the Academic Profile. Observed errors of measurement are

sufficient to explain the fifteen percentile point decline in UTK's COMP scores from

the Fall to Winter quarters as chance variation unrelated to changes in program

quality.

Perhaps the most important source of construct irrelevant score variance is the

sensitivity of both the COMP exam and the Academic Profile to students' levels of

ability and motivation. Not only do the effects of ability and motivation mask

other relationships, such as the relationship between coursework and test scores,

but programs may be judged as effective or ineffective solely on the basis of abili-

ty and/or motivation.

Given the limitations of both exams as assessment instruments, assuming that

either test is the sine ggn non of effective general education programs can have

disastrous consequences. On one hand, if either of these tests is used as the sole

basis for judging the effectiveness of a general education program, there is a real

danger that important aspects of general education which are not measured will not

be given the attention they deserve. What is important will come to be defined as

what is easy to measure.

On the other hand, if aspects of general education not covered by the COMP exam

or the Academic Profile are measured independently and results indicate that im-

provement actions should be taken, the University will be faced with a dilemma.

Should the University spend some of its limited resources to improve general educa-

tion in areas for which it will not be rewarded, or should the University spend its

resources only in areas where rewards will be forthcoming?

The underrepresentation of students' educational experiences can also have

undesirable consequences. The problem is most clearly seen in the case of the COMP

exam. As previously noted, the THEC requires that institutions use the subscores on

the COMP exam to guide corrective actions. The effectiveness of these corrective

actions then are evaluated in terms of their impact on COMP total scores. The

results of this research clearly show that program changes designed to improve
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performance on a subscale of the COMP exam will not translate into improvements in

total scores. While the THEC awards performance funding dollars simply for taking

actions, the University is face with the choice of taking corrective actions that

will gain funds for adopting the "proper" improvement measures but will not benefit

the University in the long run by improving total scores, or it can take "improper"

actions that will improve total scores but will not influence performance on the

subscales. In the case of the Academic Profile, it is not clear that any actions

can be taken that will improve performance either on the subscores or the total

score.

The presence of construct irrelevant (error) variance in the COMP exam and the

Academic Profile, coupled with the precision ascribed to the test scores by the THEC

guidelines, can also have undesirable consequences. For example, the UTK mean on

the COMP exam is 187.62 and the 95% confidence interval for this mean is +5.56

points, creating a range from 1b2.06 to 193.18. According to ACT (1988b), this

translates into percentile ranks ranging from the 40th to somewhere between the 60th

and 65th percentiles. This percentile range covers THEC funding scores of three to

nine points. Since each score point is worth about $45,000 to UTK, an allocation

ranging anywhere from $135,000 to $405,000 is possible by chance alone.

What is perhaps the most undesirable consequence of using either the COMP exam

or the Academic Profile as the sole basis for evaluating the effectiveness of a

general eduction program is the strong link Letween ability and test scores. If

program effectiveness is defined in terms of scores on either of these tests, the

quality of a program is the quality of the students attending the University.

Basing judgments about program quality on measures of student quality is the very

thing that the THEC was attempting to avoid when it adopted the performance funding

standards (Levy, 1986). In a worst-case scenario, an institution would seek to

improve its performance rating, not by improving its academic programs, but by

becoming more selective and restricting admissions to the most able students.

One saving feature of the performance funding standard for general education is

that it bases half of its funding award on value-added (gain) scores. Since en-

tering ability is negatively related to gain scores (Banta, et al., 1987), the

benefits of selective admissions ontotal scores tends to be partly offset by defi-

cits in gain scores. Unfortunately, as Banta, et al. (1987) also have shown, ac-

tions designed to improve total scores (e.g., strong general education components

and higher levels of student involvement) are negatively related to gain. Thus, the

use of gain scores in conjunction with total scores means that the two measures will

C'
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offset each other, and virtually no actiin will have a lasting effect on program

quality as defined by the performance funding guidelines.

In sum, the results of this research clearly indicate that much remains to be

done at UTK and in Tennessee to define the outcomes that represent effective educa-

tion programs, to identify or develop the instruments that accurately measure those

outcomes, and to use assessment data in such a way as to reward effective education

programs. Accomplishing these three objectives will help ensure that the THEC's

goal of rewarding institutions based on what they do, not on who they recruit, is

finally realized.

Conclusion

This paper makes the very basic argument that it is essential that the instru-

ments used to assess student outcomes be valid measures of the constructs they are

designed to evaluate. in this case requires that test content accurately

reflect the goals of an education program, that test structure reflect the structure

of the outcomes being measured, and that test scores be sensitive to the educational

experiences of students. As this research suggests, the continual validation of

assessment instruments can be an expensive and time-consuming process. However,

these are costs that must be borne if assessment is to realize its potential and

serve as a catalyst for improving the quality of American higher education.
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Notes

1 Information on the pilot testing of the Academic Profile was obtained from

Dick Burns, ETS College and University Programs, and is based on an analysis of

approximately 1400 seniors who took the exam during Fall, 1987.
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Table 1

Coursework Patterns, Courses, and Reliability Estimates for the COMP Exam and the

Academic Profile Testing Groups

Physical Sciences and

Calculus (rxx.95)

COMP TESTING GROUP

Business Mathematics and

Social Sciences (rxx.90)

Biological Sciences and

Humanities (rxe.77)

Basic Engineering

Chemistry

Physics

Freshman Calculus I

Freshman Calculus II

Freshman Calculus III

Sophomore Calculus I

Sophomore Calculus II

Sophomore Calculus III

Astronomy

College Algebra

Business Calculus

Math of Finance

Literature

Speech and Theatre

Economics

Geography

Political Science

Psychology

Sociology

Western Civilization

Biology

Botany

Microbiology

Zoology

Art History

Studio Art

Dance

Music History

Philosophy

Religious Studies

Anthropology

Child and Family Studies

Social Work

American History

Cultural Studies
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Table 1 continued

Business and

Commerce (rxx -.88)

ACADEMIC PROFILE TESTING GROUP

Mathematics and Humanities and

Physical Sciences (rxx-.77) Social Sciences (rxx-.70)

Accounting Chemistry English

Economics Computer Science Fine Arts

Management Engineering Foreign Language

Marketing Mathematics Other Humanities

Other Business Physics History

Psychology

Sociology

Other Social Sciences

Biological Sciences

Other Sciences

Other Subject Areas
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Table 2

COMP Exam And iltAkmig Profile Testing Group Means, and ANOVA Results for Selected

Ability Measures

Ability Measures

COMP

Exam

GROUP MEANS

Academic

Profile

ANOVA RESULTS

F Eta2

ACT English 21.33 20.65 13.45*** .01

ACT Mathematics 22.10 21.56 4.79* .00

ACT Natural Sciences 21.60 21.21 2.35 .00

ACT Social Studies 24.00 23.49 5.19* .00

ACT Composite 22.09 21.35 14.37*** .01

High School GPA 3.16 3.11 5.95* .00

College GPA 2.87 2.87 0.07 .00

* p < .05; ** p < .01; *** p < .001
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Table 3

Scores, Percent Correct Scores, UTK/Norm-Group Ratios, and Standard Devisations for

Total Scores and Subscores on the OM EXAM and ILIA Academic Profile

COMP TESTING GROUP

Raw Pct. UTK/ Raw Pct. UTK/

Score Crrct. Norm Norm Sx Score Crrct. Norm Norm Sx

Total 187.62 78 77 1.01 15.10 189.97 79 77 1.03 11.43

FSI 62.11 78 78 1.00 6.53 62.71 78 78 1.00 5.78

US 64.38 80 78 1.03 6.20 65.40 82 78 1.05 5.53

UA 61.07 76 75 1.01 5.77 61.83 77 75 1.03 4.94

COM 53.19 74 73 1.01 7.28 54.71 76 73 1.04 5 89

SP 76.32 80 78 1.03 6.48 76.83 80 78 1.03 5.51

CV 58.11 81 79 1.03 5.47 58.97 82 79 1.04 4.88

ACADEMIC PROFILE TESTING GROUP

Raw Pct. UTK/ Raw Pct. UTK/

Score Crrct. Norm Norm Sx Score Crrct. Norm Nom Sx

Total 86.72 60 50 1.20 21.69 97.01 67 50 1.34 19.13

HUM 29.08 61 50 1.22 7.95 33.55 70 50 1.40 6.98

SS 28.87 60 50 1.20 7.65 31.57 66 50 1.32 6.12

NS 28.77 60 50 1.20 7.75 32.02 67 50 1.34 7.78

READ 22.43 62 50 1.24 6.20 25.03 70 50 1.40 5.05

WRITE 23.27 65 50 1.30 6.17 26.00 72 50 1.44 5.19

CT 19.46 54 50 1.08 6.30 21.53 60 50 1.20 6.02

MATH 21.56 60 50 1.20 6.11 24.42 68 50 1.36 5.81
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Table 4

Correspondence Between Test Content and UTK General Education Goals

General Education Goal

COMP Academic

Exam Profile

I. Basic Skills

1. Verbal Communication

A. English Composition

B. Spoken English

C. Reading Skills

2. Computational Skills

3. Foreign Language Skills

0%

25%

100%

25%

0%

50%

0%

125%

75%

0%

4. Computer Skills 0% n%

5. Problem Solving 100% 100%

AVERAGE FOR BASIC SKILLS 36% 50%

II. Knowledge and Process

1. Aesthetics 75% 50%

2. Science for Life 25% 50%

3. Technology 50% 25%

4. Western History 0% 0%

5. Foreign Culture 0% 0%

6. Economics 25% 0%

7. Social Sciences 25% 50%

AVERAGE FOR KNOWLEDGE AND PROCESS 29% 25%

III Attitudes and Perceptions

1. Values 50% 0%

2. Political Dynamics 50% 50%

3. Personal Wholeness 0% 0%

4. Life-long Learning 0% 0%

5. Experience in Learning,

AVERAGE FOR ATTITUDES AND PERCEPTIONS

0%

20%

0%

10%

OVERALL AVERAGE 29% 30%
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Table 5

Reliability Coefficients And Standard Errors ill Measurement for Iota) Scores and

Subscores Ihft COMP Exam and the Academic Profile

COMP TESTING CROUP

Reliability

Scale/Subscale Coefficient

Standard

Error

Total Score .76 7.4G

Functioning within Social Institutions .54 4.43

Using Science and Technology .60 3.92

Using the Arts .45 4.28

Communicating .55 4.88

Stilling Problems .51 4.54

Clarifying Values .44 4.09

Scale/Subscale

ACADEMIC 'ROFILE TESTING GROUP

Reliability

Coefficient

Standard

Error

Total Score .93 5.74

Humanities .84 3.18

Social Sciences .82 3.25

Natural Sciences .83 3.20

Reading .80 2.77

Writing .80 2.76

Critical Thinking .79 2.89

Mathematics .79 2.80
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Table 6

Ceneralizabilitv Coefficients fob COMP Totals Score, and Subscores Given Sample Sizes

f2x Um And ill Colleges

GENERALIZABILITY COEFFICIENTS

College N Total FSI US UA COM SP CV C.I.

UTK (Total Sample) 1828 .82 .67 .77 .57 .61 .39 .56 5.56

Agriculture 27 .63 .51 .65 .38 .42 .26 .42 6.77

Archetecture 73 .74 .60 .72 .48 .52 .33 .50 6.03

Business 450 .81 .66 .76 .56 .59 .38 .55 5.62

Communications 127 .78 .63 .74 .52 .56 .35 .53 5.83

Education 137 .78 .63 .74 .52 .56 .36 .53 5.80

Engineering 285 .81 .65 .75 .55 .58 .38 .55 5.67

Human Ecology 124 .78 .63 .74 .52 .56 .35 .52 5.83

Liberal Arts 461 .81 .66 .76 .56 .59 .38 .55 5.62

Nursing 38 .68 .55 .68 .42 .46 .29 .46 6.44

Social Work 6 .35 .28 .32 .18 .20 .11 .23 11.22
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Table 7

Correlations, Reliability Coefficients, and Disattenuated Correlations

n Subscales gt thg COMP Exam and the Academic Profile

COMP EXAM

Subscale FSI US UA COM SP CV

Functiofling with Social Inst. .54 .55 .45

Using Science and Technology .96 .60 .46

Using the Arts .92 .88 .45

Communicating .55 .49 .48

Solving Problems .92 .51 .58

Clarifying Values .98 1.02 .44

ACADEMIC PROFILE

Subscale HUM SS NS READ WRITE CT MATH

Humanities .84 .83 .76

Social Sciences 1.00 .82 .80

Natural Sciences .92 .98 .83

Reading .80 .79 .81 .57

Writing .99 .80 .75 .58

Critical Thinking 1.03 .95 .79 .64

Mathematics .72 .73 .81 .79

Above Diagonal - Correlations

Diagonal - Reliability Coefficients

Below Diagonal - Disattenuated Correlations
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Table 8

Results 21 lb& Principal Components Analyses fob die Subscales of .t.b.1

COMP Exam wig Academic Profile

Principal

Component Eigenvalue

COMP Content Subscores

Explained Pattern

Variance Subscore Loading

1 1.97 .66 FSI 0.83

2 0.58 .19 US 0.83

3 0.45 .15 UA 0.77

Principal

Component Eigenvalue

COMP Process Subscores

Explained Pattern

Variance Subscore Loading

1 1.97 .66 COM 0.81

2 0.53 .18 SP 0.81

3 0.51 .17 CV 0.80

Academic Profile Content Subscores

Principal Explained Pattern

Component Eigenvalue Variance Subscsdre Loading

1 2.59 .86 HUM 0.93

2 0.24 .08 SS 0.94

3 0.17 .06 NS 0.92
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Table 8 continued

Academic Profile Skill Subscores

Principal Explained Pattern

Component Eigenvalue Variance Subscore Loading

1 3.08 .77 READ 0.91

2 0.50 .12 WRITE 0.89

3 0.25 .06 CT 0.92

4 0.18 .04 MATH 0.78

4C



Construct Validity 43

Table 9

Correlations 3etween thl COMP Ang Academic Profile Subscales

ACADEMIC PROFILE

FSI US

COMP EXAM

UA COM SP CV

Humanities .34 .54 .49 .51 .56 .36

Social Sciences .29 .56 .53 .53 .52 .40

Natural Sciences .15 .34 .51 .51 .27 .31

Reading .26 .47 .43 .47 .40 .36

Writing .27 .45 .43 .38 .46 .38

Critical Thinking .26 .45 .54 .52 .42 .39

Mathematics .15 .43 .50 .57 .39 .21
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Table 10

Correlations Between COMP Exam And Academic Emma Soces, and Subscores and

Selected Coursework And Background Variables

Vari-

ables Total FSI US

COMP .XAM

UA COM SP CV

C/PS .189*** .126*** .229*** .080* .253*** .045 .128***

B/SS -.124*** -.046 -.145*** -.090** -.136*** .045 -.102***

B/HUM .013 -.020 -.004 .055 -.078* .088** .035

ACT/E .421*** .367**/ .283*** .336*** .364*** .377*** .296***

ACT/M .351*** .277**" .291*** .250*** .393*** .185*** .225***

ACT/NS .485*** .398*** .389*** .347*** .374*** .380*** .384***

ACT/SS .445*** .353*** .415*** .273*** .305*** .368*** .492***

MOTIV. .237*** .194*** .198*** .160*** .122*** .187*** .071*

ACADEMIC PROFILE

Vari-

ables Total HUM SS NS READ WRITE CT MATH

B/COM -.153*** -.130** -.122** -.170*** -.172*** -.108* .176*** -.066

M/PS .135** .032 .074 .270
***

-.021 -.006 .119** .367***

H/SS -.128** -.047 -.117* -.189*** -.032 -.032 .107* -.263**

ACT/E .549*** .577*** .503*** .431*** .479*** .544*** .471*** .379***

ACT/M .456*** .374*** .405*** .479*** .295*** .281*** .388*** .590***

ACT/NS .545*** .492*** .515*** .495*** .430*** .414*** .551*** .462***

ACT/SS .559*** .478*** .498*** .567*** .432*** .361*** .549*** .564***

MOTIV. .373*** .335*** .330*** .364*** .322*** .309*** .381*** .259***

* < .05; ** p < .01; *** p < .001
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Table 11

Maximum Likelihood Estimates for Effects of Selected Coursework and

Backgroun. Variables n COMP EXAM and Academic Profile Scores and Subscores

COMP EXAM

Vari-

ables Total FSI US UA COM SP CV

C/PS .031 .047 .123** -.030 .126** .022 .025

B/SS .012 .076* .023 -.026 .044 .020 -.001

B/HUM .053 .013 .054 .073* -.002 .095** .056

ACT/E .153*** .174*** .029 .166*** .142*** .136*** .077**

ACT/M .084* .045 .039 .093* .173*** .008 -.005

ACT/NS .266*** .214*** .192*** .213*** .139*** .266*** .227***

ACT/SS .151*** .111** .222*** .016 .086* .095* .182***

MOTIV. .198*** .163*** .174*** .130*** .219*** .087* .157***

ACADEMIC PROFILE

Vari-

ables Total HUM SS NS READ WRITE CT MATH

B/COM -.100*** -.071* -.082* -.117** -.134*** -.055 -.124*** -.028

M/PS -.036 -.079* -.085* .075* -.144*** -.070 -.050 .143***

HUM/SS -.060 -.002 -.061 -.084* -.033 -.014 -.056 -.102**

ACT/E .260*** .355*** .227*** .133** .258*** .399*** .161*** .070

ACT/M .103* .050 .096* .141** .021 -.011 .039 .299***

ACT/NS .198*** .175*** .224*** .138** .164** .163** .272*** .074

ACT/SS .222*** .166*** .180*** .272*** .191* .068 .241*** .271***

MOTIV. .252*** .226*** .225*** .246*** .224*** .219*** .271*** .147***

p < .05; ** ***p < .01; p < .001
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