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Public/Catholic Differences in the High School and Beyond Data: A Multi-

group Structural Equation Modelling Approach to Testing Mean Differences

ABSTRACT

Previous research with the large, nationally representative High School
and Beyond (HSB) data has compared senior year achievement test scores for
public and Catholic high ‘chool students after controlling for background
variables and sophomore year test scores. These analyses, however, were
based on traditional applications of multiple regression with its
implausible assumptions that variables are measured without error and that
residuals are uncorrelated. The present study demonstrates tests for mean
differences on latent constructs using the LISREL approach to multi-group
structural equation modelling for this substantively important issue.
Public/Catholic differences, even after controlling for background and
sophcrore outcomes, favored Catholic high school students on senior year
outcomes (achievement, educational aspirations, and academic course
selection) and subsequent college attendance. These public/Catholic
differences were similar for students differing in race, SES, and initial
ability. Public/Catholic differences in achievement, educational aspirations
and college attendance were, however, apparently mediated by the academic
arientation of course selection. The flexibility and advantages —— but also

the limitations -- of this multi—group SEM approach are discussed.




Latent Mean Differences 1
Public/Catholic Differences in the High School and Beyond Data: A Multi-
group Structural Equation Modelling Approach to Testing Mean Differences

The present investigation has two major purposes, a substantive purpose
and a methodological purpose. The substantive purpose is to compare outcomes
for students who have attended public and Catholic high schools based on the
High School and Beyond (HSB) data. The methodological purpose is to
demonstrate tests for mean differences in latent constructs using the LISREL
approach to multi-group structural equation modelling (SEM). Because this
methodological demonstration addresses complicated, substantive issues
derived from previous research, the present study also provides an opportunity
to examire the flexibility, strengths and limitations of this approach.

The large, nationally representative High School and Beyond (HSB) data
base has stimu)ated considerable interest in academic achievement effects
attributed to attending public and Catholic high schools in the U.S. Because
this research is reviewed elsewhere (e.g., Alexander & Pallas, 1985; Hoffer,
6reeley & Coleman, 1983; Jencks, 1985; Marsh, 1988; Willms, 1985; Wolfle,
1987), it is only suamarized briefly. Using cross-sectional analyses based
on just the first wave of HSB data (the 1980 cohorts of sorhomores and
seniors), Coleman, Hoffer and Kilgore (1981, 1982) concluded that Catholic
school students learned more than public school students during their last
two years of high school. This initiated heated debate (e.g., Goldberger &
Cain, 1982), a flurry of reanalyses (Alexander & Pallas, 1983; Cain &
Goldberger, 1983; Morgan, 1983) and rejoinders (e.g., Coleman & Hoffer,
1983). Whereas basic issues were unresolved, Jencks (1985) concluded that:
“All parties to this debate agreed, however, that the 1980 data were not
ideal for estimating the effect of Catholic schooling, since there was no
completely satisfactory way of knowing what seniors in 1980 were like when
they were sophomores in 1978, or what sophomores in 1980 would be like uheq
they becase seniors in 1982" (p. 128).

The availability of the second wave of (1982) data provided a much
stronger basis for subsequent anal yses. Jencks noted that (1985, p. 128):
“One major purpose of the High School and Beyond (HSB) study was to assess
the impact of diféferent kinds of schooling on how much students learned in
the last two years of schooling.” Jencks (1983) also provided a suemary and
critique of the three initial major analyses of public/Catholic differences
based on sophomore and senior responses by the 1980 sophomore cohort
(Alexander & Pallas, 1983; Hoffer, Greeley L Coleman, 1985; Willms, 198%). -
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All three studies found that senior Catholic high school students
outperformed public high school students on standardized achievement tests,
even after controlling for family background and sophomore achievement. There
were still, however, important unresolved differences in the three studies.

1. The three studies differed on the variables that were controlled in
inferring sophomore-to-senior growth. All the studies corrected 1982
achievement test scores for at least some background variables and the
matching 1980 achievement test score. Willms (1985) controlled 1982 test
scores for other tests scores in addition to the matching test score. This
approach is generally better in that a more broadly based set of control
variables is more likely to control for pre-existing differences than is a
single variable within the set of control variables. This approach also
allows researchers to consider other senior year outcomes and post-secondary
outcomes (available in the third wave of data) that do not have a matching
1980 outcome variable. Both Jencks (1985) and Hoffer et al. (1985)
acknowledged the appropriateness of this approach but indicated that it made
little difference in the results for achievement test scores.

2. Willms (1985) estimated a single regression equation from the total
group covariance matrix, whereas Alexander and Pallas (1985) and Hoffer et
al. (1985) estimated separate regression equations for the public and
Catholic high school samples. Willms inferred public/Catholic differences
from a dusmy (dichotomous) variable that represented school type. The other
two studies resulted in slightly different estimates of the effect depending
on whether regression equations based on the public or Catholic school
sample were used (see Jencks, 1985).

3. Alexander and Pallas (1985) corrected both the 1980 and 1982 test
scores for internal consistency estimates of reliability (Heyns and Hilton,
1982). This approach assumes that "error™ (i.e., random error and
uniqueness) estimated from one administration of a test is uncorrelated with
"error” estimated for a second administration of the test. When the same
test is administered on two occasions, however, correlated uniquenesses
(sometimes referred to as correlated errors) are likely. 1f, for example,
the test-retest correlation e:ceeds the internal consistency estimates cf
reliability, then the “"corrected” test-retest correlation would be greater
than 1.0. Since there probably are correlated uniquenesses in the test
scores, the Alexander and Pallas approach may seriously overestimate the
correlation between 1980 and 1982 test scores (Hoffer, et al. 1985). On the
other hand, when there are soderate asounts of seasuresent error, Cohen and
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Cohen (1983) and Pedhazur (1982) and others have noted that the tradi*ional
regression equations can lead to grossly inaccurate results (also see
Alexander % Pallas, 1985; Jencks, 198%). Jencks toud solace in the
observation that both approaches resulted i similar patterns of schaol-type
effects though this observation was based inly on achie=vement test 3. ires.
It should be noted, however, that two wrongs do not ne essarily male s right
2ven when they lead to similar conclusions. Furthermore, Hieffer et al.,
noted that these two approactes dif lead to very 1iffarent -onclusicns about
the presence -- and ever the Jir=ction -- 5§ intaraztion 2ffacts {500 point
%). In summary, this problem was ~ot satisfactaorily addressad in any f the
studies or in Jencks’s critijue of them.

%) Willms (1983) tested for inte-acticns between the public/Catboiic
grauping variable and backgr ound characteristics by including cross-product
terms in his single regressicsn equatiaon. Becaus= these interaction *erms added
little to variance explained and were riearly always nonsignificant, his
results suggested that publi:/Catholic differen-es w~ere siailar for different
types of students. In the two-equation approach, tests =f intaractisns were
made by comparing the regression -ogefficients in each equation. Hoffer, et al
{1985) reported that SES, duammy variables for being Black and being Hi spanic,
and initial achievement had more ‘mpact in achisvement in public schools than
in Catholic schools, thou?h few of these interaction effacts were
statistically significant . They interpretted this to aean that Catholic high
schools more closely approximated a common-school ideal since initial
disadvantages had less negative effects in Catholi: high schoois. In contrast,
Alexander and Pallas (1983) found that after correcting for upreliability (see
point 3) initially disadvantaged students were slightly better off in public
schools, though few of these differences were statistically significant.
Hoffer et al countered that the Alexander and Pallas results were an
artifact of their inappropriate correction for unraliability. In his review,
Jencks (1985) did not comment on the appropriateness af the Alexander and
Pallas tests of interaction effects. Jencks -oncluded that whereas there was
little convincing evidence for the existence of intaraction effects, these
tests were not sufficiently powerful to -onclude that they did not =xist,
Fenny and Judd (1984) and others have -ommented more generally on the
problems of trying to irfer interaction effacts from fallible measures —-
even when a latent construct approach is used.

5. Throughout the HSB studies of public/Catholic differences, high
school track has played a controversial role. Researchers have consistently

6
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found that Catholic high school students are more likely to be in academic
tracks during their sophomore year. In early analyses conducted before the
second wave of data '-as available, Coleman et al. (1982) argued that this
represented a school-policy difference that produced achievement differences
whereas others suggested the effect of track should be controlled as a proxy
cf 1nit1al ability differences. When the second wave of HSB Lecame available
Hoffer, et al. (1985) found that school-average measures of the proportion
of students in acaiemic tracks during their sophomore year accounted for
some —— but far from all —— of the public/Catholic differences in senior
achievement test scores. They concluded that their results provided at least
some support for their earlier claims about track effects. In contrast,
using their correction for unreliability Alexander and Pallas (1985) found
that controlling for track had almost no effect on public/Catholic

di fferences in senior achievement test scores beyond what could be explained
by background variables and sophomore test scores. They concluded that there
was no support for Coleman et al.’s earlier claims. Willms (1985) and Jencks
(1985) did not emphasize the effect of school track. None of these studies
considered the effects of track placement in the senior year, nor whether
public/Catholic differences in this variable were stable over the last two
years of high school.

Marsh (1988) further analyzed public/Catholic differences on the basis
of three waves of HSB data instead of just the two waves previously
available. He, as did Willms (1985), used a dummy variable in a single
regression equation to assess public/Catholic differences after testing fur
many passible interaction effects. Two particularly important variables that
he considered were not available previously: (a) the number of academically
oriented courses completed by students as determined by an evaluation of
their actual high schonl transcripts by HSP staff and (b) college attendance
in the first two years after high school. The public/Catholic difference in
academic track actually grew larger during the last two years of high
school. The larges; Catholic advantages — after controlling for background
and sophomore outcomes -- were for the new coursework selection variables.
There was also a Catholic high school advantage in college attendance after
controlling for background and saphomore outcomes, though this effect was
largely mediated through senior outcome variables. Furthermore, controlling
for track and the academic course selection in the senior year in addition
to background and sophomore outcoae variables, elisinated all statistically

significant public/Catholic differences in the resaining senior and post-
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secondary outcomes. Marsh interpretted these findings to suggest that the
observed public/Catholic differences were largely mediated by differences 1in
the academic orientation of course selection, findings that supported the
Hoffer, et. al. (1985) proposal. Marsh also found that public/Catholic
differences were very similar for single-sex and coed Catholic schools and
that public/Cattiolic differences were very small -- mostly nonsignificant —
tor affective variables such as locus of control, esteem, academic sel#f-
concept. Although Marsh provided new evidence about public/Catholic
differences based on the HSB data, his study suffered limitations of earlier
research that are inherent in the traditional use of muitiple regression.

Individual test scores in specific subjects have been the basis of most
of public/Catholic comparisons with the HSB data. Because there is only a
single total score for each test, there is no fully adequate way to estimate
reliability. Because they had access to item level data, Heyns and Hilton
(1982) provided KR-20 reliability estimates for the tests administered in
the first year of the study. Whereas this is useful information, correcting
correlations for these estimates as did Alexander and Pallas (1985), is
likely to provide an inflated estimate of the test-retest correlation for
matching sophomore and senior tests. Heyns and Hilton (1982) also factor
analyzed the set of sophomore tests. They concluded that there was “little
empirical basis for hypothesizing more than two factors in the battery” (p.
93). The two factors were readily identifiable as a verbal and a math
factor. Because there are multiple indicators of each of these latent
constructs, it is possible to obtain estimates of the error/uniqueness
associated with each test without item-level data and to test for the
existence of correlated uniquenesses across the two testing occasions.
Implicit in this approach is the not inconsequential assumption that the
small amount of uniqueness (or specific variance) associated with some of
the tests (see Heyns & Hilton, 1982) is not of interest.

All four studies examined here as well as others known to the authors
were based on traditional applications of multiple regression using ordinary
least squares estimates. Although widely used, this approach imposes
apparently unrealistic assumptions such as (a) variables are measured
without error and (b) residuals are uncorrelated. Particularly when there
are sultiple indicators of most of the underlying constructs, SEM provides a
more powerful approach that does not impose these unrealistic assumptions. The
purpose of the present investigation is to further analyze public/Catholic
differences using the multi-group LISREL (Joreskog & Sorbom, 1981) approach to

8
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testing differences in lctent construct means as described by Sorb. . A a
also sen Hanna and Lei, 1985; Joreskog and Sorbom, 1981; and Sorbo.-, :°~1.
Methods

Sample and Variables

Data for the present investigation are based on responses by the
sophomore cohort of the HSB study. A detailed description of this data base is
available in the user’s manual produced by the Naticnal Center for Educational
Statistics (NCES, 1986). The data file includes variables collected in 1980
when respondents were sophomores, in 1982 when respondents were seniors, and
in 1984 two years after the normal time of high school graduation. The
sophomore cohort initially involved a two-stage probability sample of 1,015
high schools and approximately 36 sophomores within each of these schools. The
second follow-up consisted of a probability sample of 14,825 of the original
sample. For present purposes, students were selected from the second follow-up
who: (a) attended a public or Catholic high school (private school students
were excluded) and (b) attended the samse school in 1980 and 1982 (students who
had the same school identification nusber both years, had not dropped out, had
not transfered to another school, and had not already graduated). This left a
total of 10,3507 students from 853 public schools and 80 Catholic schools.

Responses in the present analysis were weighted so as to hold constant
the total sample size but to take into account the Jisproportionate sampling
of specified subgroups — particularly the over-saspling of Catholic high
school students — in the HSB design (NCES, 1985, Table 3.5-1). "he original
unweighted and subsequently weighted sample sizes were: 8175 and 9744
(public school); 2332 and 763 (Catholic school). Because of the cluster
sampling in the HSB study, standard errors based on the assusption of simple
random saspling substantially underestimate the sampling variability in
summary statistics and distort tests of statistical significance. In order
to compensate for this bias, the weight for each respondent was divided by
the estisated design effect of 2.40 (NCES, 1985, Table 3.6-5), reducing the
nominal sample size from 10,307 to 10,507/2.4=4,378. (This reduction in
nominal sample size has no effect at all on cell means and paraaeter
estimates; it only affects the df used in tests of statistical
significance.) Moment matrices were constructed for each group separately
using pair-wise deletion for missing data. The weighted nusber of cases for
each variable varied from 3656 to the maxisum of 4,378, and the sinisus
pairwise nusber of cases was 3232. For purposes of testing statistical
significance, sample sizes of 300 and 3,700 were used for the Catholic and

9




Latent Mean Differences 7

public schools respectively.
The 27 variables selected for consideration (see Appendix 1 and Table
1) were classified as background variables, or as sophomore, senior, and
post-secondary outcome variables. Background variables were two indicators of
social economic status (SES) and two variables that reflected race/ethnicity.
A total of 23 outcome variables were selected to represent potentially
important influences of school-type; 20 (10 pairs) were matching measures
collected in both sophomore and senior years, 1 was a senior outcome that had
no matching sophomore outcome, and 2 were multiple indicators of post-
secondary education. These outcome measures included standardized achievement
tests, educational aspirations, academic track, number of academic credits
measured in the sophomore and/or senior years, and college attendance during
the two years after the normal graduation from high school.
Insert Table 1 About Here
T.e Application of the LISREL Approach to SEM of Group Differences.

Weaknesses of the traditional use of multiple regression for estimating
path coefficient=z, narticularly for longitudinal data, are well known (e.g.,
Joreskog & Sorbom, 1981; Kenny, 1979; Long, 1983a, 1983b; McDonald, 1985;
Pedhazur, 1982; Rogossa, 1979) and so are not reviewed here in detail.
Perhaps the most serious weakness in the traditional multiple regression
approach is the assumption that the single score used to infer each
construct is measured without error. Particularly when multiple indica’.ors
of the inferred constructs are available, SEM using statistical packages
such as LISREL provide important advantages.

The A Priori Measurement and Structural Madels.

Although parameters for the entire model are estimated simultaneously,
the model can be logically separated into measurement and structural models.
The measuresent model contains estimates of the relations between each
latent construct and its multiple indicators (i.e., factor loadings) and
error/uniquenesses associated with each measured variable. The structural
model contains estimates of causal relations between the latent co'nstructs
(i.e., path coefficients) that are corrected for measuresent error.

The measurement mgdel. The a priori measurement model is summarized in
Table 1. The latent constructs (<et>1 to <et>13) associated with each
measured variable (y! to y27) are presented in Table 1. Most of the latent
constructs are associated with two or more measured variables and most of
the measured variables are associated with only one latent construct. The
factor loading of the first indicator of each construct was fixed to be 1 in

10
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order to set the scale of the latent construct.

Many of the measured variables associated with the sophomore and senior
constructs were actually the same variable administered on two different
occasions. It was posited a priori that each of the uniquenesses for
measured variables from the sophomore year (the multiple indicators of math
and verbal achievement, and of educational aspirations —- yS5-yi13 in Table 1)
was correlated with the uniqueness for the matching senior indicator (y1S-
y23). In preliminary analyses, B of these 9 correlated uniquenesses —- all
but the one relating y5 and y15 —- were statistically significant and these
8 correlated uniquenesses were retained in subsequent analyses. The scales
for each of the latent constructs were set by fixing the factor loading for
the first measured variable to be 1.0. For all single-indicator latent
constructs, the uniqueness of the single indicator was fixed to be zerc.

The latent constructs are grouped into clusters resresenting background
constructs, sophomore constructs, senior constructs, an! the single post-
secondary construct. For the first three clusters ¢ -at ontain multiple
constructs, the latent constructs within the same cluster were posited to be
correlated.

Structural sodel. In the initial, a priori model, late..t constructs at
each level were posited to effect all subsequent constructs: (a) background
constructs affected sophomore, senior, and post-secondary outcomes, (b)
sophomore outcomes affected senior and post-secondary constructs, and (c)
senior constructs affected the post-secondary construct. In subsequent
sodels variations of this initial structural model were considered in order
to test substantive _ssues.

Insert Figure 1 About Here

Factorial invariance. Tests of factorial invariance require that any
one, any set, or all parameter estimates in one group are the same across
multiple groups -~- in this case the public and Catholic high school samples.
The advantages of CFA approach to factorial invariance over the conparxson
of solutions based on exploratory factor analyses are uell-knoun (Alu;n &
Jackson, 1981; Joreskog & Sorbom, 1981; Marsh, 1987; Marsh & Hocevar, 1985)
and s0 well not be considered here in detail. Whereas tests of the
invariance of any or all paramseters can be tested, the minimum condition of
factorial invariance is frequently taken to be the invariance of the factor
loadings (e.g., Marsh & Hocevar, 1985). Thus, the fit of one model that
requires all factor loadings to be the same is compared with the fit of

another model that does not require this invariance (see earlier discussion

11
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of goodness of fit). Byrne and Shavelson (in press) and Byrne, Shavelson and
Muthen (1987) have noted, however, that further tests are meaningful even
when strict tests of factorial invariance are not supported. In these
applications, however, differences in the factor loadings for the two groups

were very small.

Sorbom, 1981) the analysis of mean structures was carried out on an
augmented (i.e., a constant variable 1 was added) moment matrix. The input
to LISREL comprised: (a) two 28x2B correlation matrices including one row of
zeros corresponding to the constant variable in addition to the 27 variables
listed in Table 15 (b) two vectors of 28 means in which the constant term
was assigned a mean of 1; and (c) two vectors of standard deviations in
which the constant term was assigned a value of zero. LISREL constructed
separate moment matrices for the public and Catholic school samples.

The mathematical translation of Sorbom’s approach to the present
inves\.gation and the input to the LISREL V program used to estimate the
parameters is presented in the Appendix 2. Briefly: (a) the original 27
measured variables are specified to be ys and the associated 13 latent
constructs were specified to be <{et)s; (b) the "constant" variable was given
a fixed-X specification; (c) the factor loading 4{LX> matrix was augmented to
accomodate the constant variable by adding one column (the i4th) that was
used to represent measurement intercepts <{mud>s; (d) the (PS> matrix was
augmented to accomodate the constant variables by adding an extra row (the
14th) of zeros; (e) mean differences in latent constructs were estimated in
{GA> by fixing all the parameter estimates <al>s to be zero in one group and
freely estimating the these parameters in the second group. Since the
measurement intercepts and latent means cannot be identified simultaneously,
absolute mean estimates are not possible. Latent mean differences between
groups are estimated by fixing the latent means in one group to be zero,
freely estimating the latent means in the second group, and testing whether
the latent mean estimates in the second group differ significantly from zero.
Comparing the X for two nested models that differ only due constraining
latent mean differences to be zero (i.e., fixing parameter estimates in <GA>
to be zero in both oroups) provides a multivariate omnibus test of latent
mean differences.

Diagrams used to represent models gof latent mean differences. As
described in Appendix 2, we have endeavored to represent models of latent
mean differences s0 as to highlight important features. To illustrate this

12
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convention, consider model M2 (figure 1). Ovals represent clusters of latent
constructs that do not causally influence each other: (1) the 2 baclground
constructs; (2) the 4 sophomore constructs; (3) the S senior constructs; and
(4) the 1 post-secondary construct. For clarity we have totally omitted the
measurement cc- oonents of these constructs. The only parameters on the graph
are those free to vary between the two groups (i.e., public and Catholic).
Single-headed arrows show putative causal links, whereas double-headed arrows
represent covariances. All constructs are assumed to causally influence
those to the right, although only lag-1 arrows are shown. The triangle
represents the "constant" variable used by LISREL to estimate latent mean
differences. Thus, in model M2 (figure 1), <al> represents the mean
difference in post-secondary attendance (see Table 1) after adjusting for
background, sophomore, and all senior consstructs. in model M8, only the
background and sophomore constructs are adjusted for, whereas in model M9
<al>13 represents the sector difference on post-secondary attendance
adjusting for background, sophomore and just two of the senior outcomes.
(The substantive basis of these mode:s is decribed in detail as part of the
presentation of the results.)

An important, unresolved issue in SEM is the assessment of goodness of
fit. On the basis of theory and previous research, the researcher typically
posits a set of alternative models designed to explain relations among the
measured variables. To the extent that the hypothesized model is able to
fit the observed data, there is support for the model. The problem of
goodnass of fit is how to decide whether the predicted and obser;ed results
are sufficiently alike to warrant support for a model. Whereas X values can
be used to test whether these differences are statistically significant,
there is a growing recognition of the inappropriateness of the classical
hypothesis testing approach. Because restricted models are only designed to
approximate reality, all such models are a priori false and will be shown to
be false if tested with a sufficiently large sample size (Cudeck & Browne,
1983; Marsh, Balla & McDonald, 1988; Marsh, McDonald & Balla, 1988;
McDonald, 1983). This problem is particularly obvious in studies like the
present one in which sample sizes are so large that even trivial differences
will result in large, statistically significant xzs. Model selection must be
based o« a subjective comsbination of substantive issues, inspection of
parameter values, goodness of fit, model parsimony, and a cosparison of the
performances of competing models. A variety of fit indices have been derived

Q
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to aid in this process such as the X2/df ratio, the Tucker-Lewis Index (TLI;
Tucker & Lewis, 1957), the Bentler-Bonett Index (BBI; Bentler & Bonett,
1980) that are considered here. In simulation studies of these and other
indices Marsh, Balla ang McDonald (1988) and Marsh, McDonald, and Balla
(1988) found that the X /df and the TLI imposed apparently appropriate
penalty functions for the inclusion of additional variables that controlled
for capitalizing on chance, whereas the TLI was also relatively independent

of sample size.

The initial model considered here (M1 in Table 2) was based on the
assumption that all parameters except the latent construct means were
invariant across the two groups. Due primarily to the large sample size,
the X for this model (1450 with df=432) is statistically significant, but
the fit indices (e.g., TLI=.987) suggest that the fit is reasonable.
Inspection of the standard deviations for the measured variables (Table 1)
indicates, however, that group variances for the first four variables --
those associated with SES and race -- differ substantially for public and
Catholic high school students. Not surprisingly, the modification indices
provided by LISREL suggested that allowing the variances and covariances
associated with these three latent constructs (SES, Black, Hisp) to differ
across the two groups would improve the fit. In model M2 (Figure 1) these 6
parameters were freed, that is were not held invariant across the two
groups. [Note: In subsequent discussion we use the expression "freeing
parameters® to mean estimating parameters separately for each group.] The
change in X (107) was substantial in relatiaon to the change in df (b),
indicating the superiority of model M2. It should be noted, however, that
the changes in fit indicators (e.g., TLIs of .989 vs. .987) are very small.

Insert Table 2 About Here

In model M2, 140 parameter estimates were fixed to be invariant across
the public and Catholic school data -- all but the 13 latént hean
differences (i.e., latent construct intercepts) and the six parameters freed

in M2. An omnibus test of the invariance of 133 of these parameters -- all
but the intercept terms for the 27 measured variables -- was provided by
model M3 in which all 133 parameters were freed. Despite the large sample
size, the change in X (149) was small in relation to the change in df (133)
and not statistically significant. The TLI which takes into account the
nusber of estimated parameters is marginally higher for M2 (.989) than for
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M3 (.986). The overall goodness of fit of model M2 and this omnibus test of
factorial invariance provide good support for Model M2.

Model M4 provided a multivariate test of ad,usted group differences on
the 6 (adjusted) latent group means reflectiny the senior year and post-
secondary outcome variables. Model M4 differed from model M2 in that mean
differences on these 6 latent constructs were fixed to be 0. The change in
X2 (147) in relation to the change in df (4) was large and statistically
significant.

On the basis of tests summarized in Table 2 and an inspection of the
parameter estimates, model M2 was selected as the most appropriate model.
Estimated factor loadings (Table 3) suggest that each of the latent
constructs with multiple indicators is well defined. The correlated
uniquenesses for matching measured variables assessed in the sophomore and
senior years are substantial (Table 3). It is also interesting to note that
factor loadings and uniquenesses associated with matching sophomore and
senior variables are similar (Table 2). [Strict tests of the invariance of
these parameters (model MS in Table ) failed, however, due primarily to
factor loadings associated with the science and writing tests and the second
indicator of educational aspirations.] Covariance terms relating the three
background constructs -- SES, Black, and Hisp -- are all negative (Table 4).
Residual covariances among the 4 sophomore outcome constructs and among the
3 senior outcome constructs are all positive (Table 4). The background
constructs are substantially related to subsequent outcome measures (Table
4), though much of their effect on senior and post-secondary outcomes is
mediated by sophomore outcomes.

Insert Tables Z and 4 About Here

The most important parameters for present purposes are the

public/Catholic differences in the latent construct means. Consistent with
the design of the structural model, latent mean differences in: (a) the
background constructs are unadjusted (i.e., adjusted and unad,usted means in
Table S are the same), (b) the sophomore outcome constructs are ad,usted for
background constructs, (c) the senior outcome constructs are adjyusted for
background and sophomore constructs, and (d) the post-secondary construct
are adjusted for background, sophomore, and senior constructs. Consistent
with previous research with the HSB data, public/Catholic differences in
backgroud and sophomore outcomes are not interpretted as school-type

effects, whereas public/Catholic differences in senior and post-secondary
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outcomes that have been corrected for background and sophomore constructs
are interpretted is school-type effects. All adj usted and unadjusted group
differenc2s on the laten* means are presented in Table S, but the emphasis
in subsequent discussion is on the adjusted differences for senior and post-

secondary outcomes.

For nodel MZI, the selected model, public’Catholic differences in
adjustad latent means are stotistically significant for all S senior outcome
constructs, but not for the post-secondary outcome. In model M2, the
variancas and covariances associated with tha three bachground constructs
wera2 not held to be invariant across groups. Inspection of the latent mean
differancas for model M1 that forced these coaefficients to be invariant
(Table 5), however, shows that these rastrictions had no effect on any of the
latent amean differances ‘i.e., they ar2 the same for the two models up to the
third pl::» beyond the decimal point that i3 narmally presented by LISREL).

Mad-l MT 11J not zonstrain any of tha parameters asxcept the intercepts
of tha o asurad cariahles *o be invariant !in crder to make the model
idantifi 1Y and wzan Jifforznces on suzh 2 wod2)l would genarally be
dif€i 1% t5 Interprat. The results in Tabla €, however, indicate that the
Yatan® a-an Jiffarences in aodels M1 and M2 arz vary similar to the
car: 2spoanding parameter estimates in mod2l MS. This similarity is because
all th=2 »aaining parameter estimates ir the unczonstrained model M3 are
similar *3 those in modals M1 and M2 that -onstrained all or most parameters
ta be in.ariant. These findings demo