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Off-setting Differences in Reviewer Stringency

Abstract

Application of Cason and Cason's (1984) simplified model of their deterministic ratingtheory to reviews of abstracts submitted to Sigma Theta Tau for the International ResearchCongress, Edinburgh, Scotland, resulted in good fit (R > .89) of the model to the data anddetection of significant (p <.0001) inter-reviewer differences in individual reviewer'sstringency. The availability of calibrated ratings, i.e., those from which these reviewer
differences had been removed, greatly eased the task of the Abstract Selection Committee:they no longer needed to deal with ratings which were confounded with variation in reviewerstringency (as occurs in the observed mean ratings). Abstract selection was based on ratingsthat more accurately reflected the true quality of the abstract without regard to whohappened to have reviewed it. Use by the Abstract Selection Committee of these calibratedratings in making selection decisions greatly improved both the reliability (from .579 to .810)and validity (from .485 to .742) of the peer review process.
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Carolyn L Cason and Gerald J. Cason
University of Arkansas for Medical Sciences,

Little Rock Al?, USA

Alice Redland
University of Texas, Austin, 7X, USA

Peer review serves as the basis for making many highly important decisions: fundiag
of proposals, publication of manuscripts, papers to be presented at professional meetings
such as this. As such it determines, in part, what knowledge will be sought by and shared with
the scientific community and by whom. What is selected and the process by which it is
selected is very important to both the body of scientific information and the individual
researcher's professional career.

The Abstract Selection Committee, Sigma Theta Tau International Honor Society,
made the decisions about which abstracts submitted to it for the International Research
Congress, Edinburgh, Scotland would be selected for inclusion in the program. The
Committee was assisted in its task by multiple reviews completed by volunteer reviewers of
each abstract submitted. As most of us who have had our work reviewed by differentreviewers know, there seems to be substantial variation in the apparent standards of
reviewers. To the degree that such variation exists among Sigma Theta Tau reviewers, thetask of the Abstract Selection Committee becomes more difficult and both the reliability and
validity of the process become compromised.

Interesiingly, with few exceptions, variation in reviewer standards and its impact on
the review process have been largely unevaluated and even less attention has been given to
adjusting for differences in reviewer standards. Two recent exceptions are Marsh and Ball's1981 study of variation among reviewers of manuscripts submitted to the Journal of
Educational Psychology and our own work on paper proposals submitted for consideration inthe program of Division I: Professions Education, American Educational Research
Association (Cason, Cason, & Stritter, 1986a and 1986b). Marsh and Ball found nosignificant reviewer effect but this may well have been because their data contained a ratherlarge number of manuscripts which had been reviewed by only a single reviewer (excludingthe journal editor's review) and many (i.e., two thirds of the) reviewers who had reviewed
only one or two manuscripts. In our previous study, we found significant and important
reviewer effects in the reviews of paper proposals; effects which reduced both the re labilityand validity of the selection process. Both of these studies were retrospective, that is theyused data on selection decisions already made: reviewer effects were not formally considered
in making actual decisions about acceptance or rejection of the manuscript/proposal.

This study of the Sigma Theta Tau abstract review and selection process had twoobjectives. They were
1. To evaluate the extent to which variation in standards/stringency exists amongreviewers.
2. To provide to the Abstract Selection Committee, ratings of abstracts from whichthe effects of such variation had been removed.
Our performance rating theory and its derivative simplified model served as theframework for the study (Cason & Cason, 1984; Cason & Cason, 1986). It was brieflydescribed in another paper in this forum (Cason & Cason, 1987). Application of the theoryand simplified model have as an objective detection, quantdication, and mathematicalcontrol of variation among reviewer/rater stringencies. Mathematical control of differencesin reviewer stringency is intended to augment the more usual methods of controlling error

associated with ratings (e.g., rater training, improved inventory reliability, all raters/reviewers
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Cason, Cason & Red land: Off-setting Differences in Reviewer Stringe Page 4

rating all subjects/abstracts) and to off-set systematic rater error when such methods areimpractical. Application of the model may be likened to a calibrat;ln procedure in which
knowledge of the reviewers' stringencies is used to adjust or calibrate abstract ratings so as totake into account the different stringencies of the reviewers who reviewed abstracts.

Data Source and Methods

The ratings given by individual reviewers to research abstracts subLitted to Sigma Theta
Tau International Honor Society for the International Research Congress in Edinburgh,Scotland served as the data for these analyses. Reviewers indicated their ratings of each
abstract on machine scannable rating sheets specifically prepared for his use. Figure 1illustrates this special scan sheet.

These machine scannable rating sheets were pre-printed (with a computer's line printer)
by the Department of Computer Services, Umversity of Arkansas for .Medical Sciences
(UAMS), U.S.A., h the information contained in. Figure 1: identifying information(subject name or in this case abstract number), criteria or inventory of rating items upon
which each abstract was rated, and the scale to '.)e used for making the ratings. Two copies ofeach of 650, i.e., abstract identification numbers P001 through P650, were printed. So thatinformation Lbout the performance of reviewers could be obtained, a list of 75 unique rater
identification numbers was provided by the Department of Computer Services. Preparationof such rating sheets and identifying numbers is a routine service provided to faculty whointend to use the UAMS Objective Test Scoring and Performance Rating (OTS-PR) systemfor clinical performance rating of students enrolled in the various programs on the UAMScampus.

These pre-printed rating sheets and the rater identification numbers were sent to the
Program Office, Sigma Theta Tau International Honor Society. As individuals agreed toserve as voluntary reviewers, they were assigned by a staff member one of the rateridentification numbers. As an abstract was received in the Program Office it was logged inand given an identification number by the staff of the office. All abstracts (research andcongress-related topic) were numbered sequentially as they were received. For thoseabstracts identified as research abstracts, the staff members obtained the rating sheets withthe corresponding proposal identification number (subject name), selected the twoindividuals who would serve as reviewers, entered the reviewer's identification number on the
appropriate rating sheet, and sent the rating sheet and abstract to each of the two reviewers.Reviewers for each abstract were selected randomly by the Program Office staff with the onlyrestriction being that the reviewer not be located in the same institution or general area ofthe country as the author(s) of the abstract.

Upon receipt of the rating sheet and research abstract, the reviewers recorded their
ratings of the abstract on each of six general criteria: acceptability for program, overallquality of work, contribution to nursing scholarship, contribution to nursing theory, originality
of work, and clarity and completeness of the abstract. These are shown in Figure 1. The lastgeneral criterion contained six specific items to be used in evaluating the abstract's clarityand completeness: purpose, objective(s), theoretical framework, method/mode of inquiry,
findings/conclusions,and implications. Thus, reviewers were asked to make a total of 12ratings on each abstract by filling in the numbered circle to the left of each item on theinventory which represented their rating of the abstract under consideration. Possibleresponses included: outstanding, .very good, good, poor, and missing, absent or very poor;and, not applicable and no opinion. Reviewers who wished to make comments about theabstract could do so in the space provided to the right of the items. Finally, reviewers wereasked to sign the sheet and return it to the Program Office.

Completed rating sheets were collected by the Program Office staff and then forwarded tous for processing.. A total of 1071 rating sheets were forwarded. Of these, only 972 contained
usable data. Rating sheets were not usable primarily for two reasons: reviewers gave no
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Cason, Cason & Red land: Off-setting Differences in Reviewer Stringency Page 6

ratings but returned the sheets with comments indicating that they were personally familiar
with the research or its author(s) or they thought that the abstract was not a research abstractbut rather should be considered as a congress-related topic. The 972 usable rating sheets
contained ratings of 503 abstracts (only one rating sheet was available on 26 abstracts while
two rating sheets were available on each of the other 477 abstracts). There were a total of 61
volunteer reviewers. The actual number of research abstracts reviewed by each reviewervaried from 4 to 28. On average, each reviewer reviewed 16 abstracts (S.D. =5). (Thesereviewers also served as reviewers of abstracts on congress related topics. Their reviews of
those abstracts are not reflected in these analyses).

Two sets of analyses were conducted on the rating data provided by the abstract reviewers.
The item-level observed ratings contained on the rating sheets were processed through the
programs of the OTS-PR system. OTS-PR produced its standard set of reports on subjects(abstracts), raters (reviewers), and the assessment procedure (i.e., rating inventory). Thesecond set of analyses was accomplished by specialized computer programs which provide
estimates of formal parameters of the simplified model of our rating theory; that is, computerprograms which provide estimates of reviewer stringency and abstract true quality.
Parameter estimation is achieved using a highly specialized application of regression analysis
(Cason & Cason, 1986). The specialized computer programs also provide estimates of (a)
the fit of the model with the data, (b) contribution of reviewer stringency and abstract qualityto the observed ratings (i.e., reviewer and abstract effects), and (c) calibrated ratings which
represent the rating eYpected when reviewer effects are removed (i.e., if all reviewers ratedall abstracts and me werage for each abstract was used). In the item-level quantitative
analyses carried out by the OTS-PR programs, scale values were defined as depicted in
Figure 1, i.e., 5 = outstanding, 4=very good, 3 = good, 2= poor, 1= missing, absent, or verypoor. Responses of not applicable or no opinion were dealt with as missing data. Estimation
of reviewers' stringency and abstracts' true quality were completed using a weighted totalpercent score as the observed dependent measure (i.e., regression criterion variable) for each
reviewer-abstract pair in the observed data (i.e., each rating sheet). This score was obtainedby first finding a mean rating for all of those items associated with the general criterion,"abstract clarity and completeness". This score and the rating assigned to each of the other
five criteria were summed, divided by the number of criteria (6) and multipled by 100 (i.e.,expressed as a percentage). This transformation was made to simplify and facilitate theana!yses.

In preparation for analyzing the item-level observed data, the OTS-PR programs weremodified so that the system could process ratings on up to 400 unique subjects (abstracts).
The actual number of abstracts reviewed was 503. Time did not permit altering these
programs again; therefore, in order to complete the initial processing of these ratings, the
rating sheets were divided into two subsets: the first subset contained ratings on 256abstracts; the second, ratings on 247 abstracts. In general, the first subset contained thoseratings of abstracts which were forwarded to us first (i.e., about mid-January) while thesecond set contained all others (i.e., those forwarded between mid-January and January 30).
Each set of data was processed separately through the OTS-PR system. In order to apply thesimplified model to the ratings of research abstracts, the data had to be divided into 3subsets. Each of the two OTS-PR system data subsets were too large; the DEC-System 10mainframe computer, w Al to complete all of the analyses, and associated memory and diskspace could not efficiently execute the programs. The three sets were determined randomly
with the restriction that all ratings for an abstract were contained in a single data set. Whenthis requirement was not met, the ratings on an abstract were merged into the smaller dataset. (Due to a clerical error, each of 3 abstracts were located in more than one data set.)Each of the three newly created data subsets (AYE, BEE, and CEE) was evaluated todetermine that each met the coupling assumption required by the model. Using programsFIXSTT, GVEC4, LMS, and LOCATE, each data set was analyzed separately for ratereffects and to obtain estimates of rater stringency and abstract quality.
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Figure 3. Rank order listing of abstracts.

STUbEtITS BY RANK (Current Rating)
Prepared 6..Feb87 12121 by th'
(version BO: as implemented at

Testi REVIEW OF RESEARCH ABSTRACTS (1)
Dept1 SpecialInstructors pra Car010 Cason
Slots 529 PnOne15163Course: . SIuMA.INE.A TALI INTERNATIONAL CONFERENCE Subjects rated:256 Absent:....*.O.N.41.10WWWWWWWW.A.

SCORE 6805i RAPP611 SCORE
averages 23,92 3.32 500

0 O
RATERS

2,0

NAME

002 0.I

I §§00 975
3?3 i

PROPOSAL. P32?
4 Ifil pl

ill 1:!3---1___711
PROPOOL, P 10
PROPOSAL. P 80

PROPOSALIp140
5
6 Siel X

S.

pi
.3 .2, WA

IP
PROPoSAL, P 28
PROPOSAL.--R fa

3

18 Ou i9-d ',1 4:60 f------P 689 2
7

PROPOSAL. r IvP 00 652

i S1881R1
NS tql I 366

697
682 2

2 PR0P0SAL, PI65
PROPOSAL, P339

1
2:90------4.51----10 5 676 3

__14______ 80 U m
n

7
3

sS28S3 3

8600 455

1:3g t;i

I: 0
1 40

1:4 1 24.

626
673

2

PROPOSA , P 91

R8;81tk:Tig

pRupu66 , 41

1:12 1:3Y 1g
654
652

2
2

PROPOSAL, P 35

a 418 1181
1 Ju
.2

4,35 17 3 652
7
2

PROPUSAL,--P 26
PROPOSAL, P 28
PROPOSAL. P207

Ng 4,33____48---__9______609
645

1 08 1185

9 MS 2 1:31 1; 12 645
PROpusAW P

2 PROPOSAL, P 57

58 0022§8
:9

: 74:_______

14,32g 24 00,60

090
0"77______4;2 ____i___ i_______641

0;60

Cog

4,22

4,23_3

4,3

9
9_6 10

1

6 3

6 7

645

6 q
617

2
2

2
2
2

PROPOSAL; P334
Fill

PROPOSAL, P3I6

PROPOSAL,

11___116iiilil_
7 5 00 65

H 58 88,i421

0;3b 4,22 2 9

8:ig 1:13 3 88
632

628
62q

i

2 '0,

PROPOSAL, P375
PROPOSAL, P276

PROPOSAL P-96

114
58 00159 j0,10
58 00231
51001224

4,18
181 __I 3 2 pRopos6L, Ply

2

1 586000077 30-10 4,18 i 66 627 2 pROPOsAL, P 7:10 4,18 86 627 2 PROPOSAL, P122
18,t0 4,18 2 PROPOSAL.-122i8 7

PROPOSAL/ r 1
.4_ _ 1 Oki! _ _ 0 __A.!6 :11

li bib 2

6 7 2

FR8;814; Ili

6 9:6 2

613 2

PRUPOSA _P 9
PROPOSAL, PIld58 001662

29:40
29;40

4039 50 001192
4,08

3 84
39 84

611

PROPOSAL, P136
60$1 2 PROPOSAL, P261601 2 PROPOSAL,P- 4

2
i

PROPOKAL, Pli4
PROPOSAL, P 8
PROPOSAL, P 52

11
4S

42 rig0400
8 08084
8 004525

3:41'g_ 4,Q 4 82

4:82 11_13
4 83 602

602

4

28:48 3,9 4 82 594

lU



INDIVIDUAL PERFORMANCE REPORT (Current Rating)

To: i236 PROPOSAL
From: Pr. Carolyn Casg0
Re: Reting/test 1- REVIEW OF RESEARCH ABSTRACTS Cl)

Item

Prepared 6Feb87 12:25 by the UAMS OTS/PR System
(version HO) as implemented at UAMS

Dept: Special
Course: SIGMA THETA TAU INTERNATIONAL CONFERENCE

Class Overall Mean
1:1113

2
5 Point

3
Scale

1 AoCEPTABILITY FOR PROGRAM
2 0yEN;41.1+ QUALITY OF WnRK

/

3 CoNTR
4 CnNTR bUT ON TO NSG THEORy
5 410AIG1 aLl Y OF WORK
fi AbsTRA LARITY / COMPLETENESS___T puR n E
a uNJEC IVE(S)
9 a TNLOReTICA4 FRAMEWORK
In * METH0D / MODE OF Io0/Ry

-11-__e_FificINGZ-/ COUCLUSIuNs x
12 IMPLICATIODs

5
j
2
1

Your ov

-Cutstaindlno
VerY Good
G000
Poor
xissing,_abseht_or_very_poor

rail raw score 23,70 (out of perfect 36)

x

Rating scale

x

4 5 5 Pt Score
Your

SEM-
Class

Meenax___SEM_ Meahme StdDev

.. Raw Score 0 of
Perfect Yours Raters

p xp/5

c
Z.::

'''"---Iiii---:iii-- iii---6:11
6
6

6
6

_4,20
4.80

3.60

4,20
2

1

23650 .79 ose.

x--:e
(2.75)1 . ) (3.24)( ,708) ( 6) ( 3.30) ( 2)

3.00 3.49 .740 6 3.60 2

c x 1:821i: 0---Pig---:4; 0.80 2

,, e x I_____0.80 2
c

X
,

c
:ss 1:13 2ii6 1. 58

. 99
0,40
0.60

2

______0,20
2C . .00-1.12_ .0 __I, 17 2x c. 2.50 1.02 3.20 1.024 0.50 2

C claSs_overall_ pt _ .32 ___CAdDev: 676_
Definition of

score:
Imbols

X s your overall 5 Pt scores .29 SEM I 68e class mean 5 pt score on item (or category
x a your mean 5 Pt score on item (or category

SEM= SLandard_Error_of_heasUrement______ _
Yields: 65.8% ya 495 Renk 127 (out of 256), Class Ave raw score 23,92

XCCX

Figure 4. Individual (abstract) performance report.

RATERS INDIVIDUAL PERFORMANCE REPORT (Current Rating) Prepared 6- Feb -87 62:30 by the (JAMS oTS /PR System
(Version BO) as implemented at UAMS

Tot
From' Or. Carolyn CasO0
Re: RitIng/test 1- REVIEW OF RESEARCH ABSTRACTS

Item

Cohort Overall Rean Rattng D 3.36- -
-Your --overall-mean-Rat lng-s-2.62.-.)

1

(1)
Dept: Special
Course: SIGMA THETA TAU INTERNATIONAL CONFERENCE

5 Point Scale
2 ....

i .AoCEFIABILITY FOR PROGRAM
2 OyEHAIL QUALITY OF WORK

__: vonNTRIBUTI0N-TO-NSG-1010LARSNIP----
4 .00NTRIBUT oN TO NSG MEORY ,,-x
5 ugIGINALI Y OF WORK -
6 aBsTRACTI CLARITY / COMPLETENESS

----*-PuRKosE
4

THEORETICALTnEcRET/CAL FRAMEWORK
10 METHOD / MODE OF INQUIRY

2
-11

Im
-40-FINPLIDIeATIOGS-/

N
CONCLUSIONS1S

--11:110trn4
3 =

olgi

_______i_m_massingt_absent-or-very-poo

Your overall raw score 18.88 (out of

X

IP X14
IP x.e

x-i, e
. e 8

. X4c

4 5

x

Rating Scale

X 9---C
X 9 Co

9C
. X 9C
. --X- .

X

5 Pt
Your !?.110112rt

. Raw Score 0 of
Perfect Yours Subs

Weansx mr..16meanac-mfdDev P xp/5

--2: 2
? 3 :Iti

8 ----1491
3.1 :33 3:1

6
6

4:13)( ) )( 40) ( 6)

1:24 :is
,41t18 ,738 I

4.00
3,90
2,90
1

3,;80
40

( 2.8u)
9,63
0.37
0.25
0.65

0.42
0.57

#2
1212--

2

)12
12
12
12

132

Definition of Simbols
C m cohort_oveiall_ pt_scerel_
X a your overall Pt score: 2,62 SEM I 23
c cohort mean 5 pt score on item (or category
x s your mean 5 pi, score on item (or category
SEmm Standard_Error_of_measurement__

perfect 36) Yields: 52,:% Zs 346 RanK SI (out of 51), Cohort ave raw score 24,21

Figure 5. Individual (reviewer) performance report.

11 12



RATFR$ BY RANK (Current Rating)

Testi 1.- REVIEW OF RESEARCH ABSTRACTS (2)
Instructor! Or. Carolyn Cason
Course: .. S1GRA.THETA TAu INTERNATIONAL CONFEREECE

Prepared 6'441)147 1501 by the I
(version BO) as implemented at in

DePti Special
Slot: 529 Phone15163.
Subjects rated: 55 .Absent: 6

EAR 5 PT RANK Z I OF
SCORE SCOPE RAW PCNTL SCORE SUBJECTS

Averages 24,70 3,44 500

2 i?ggZ Ng ti4 -LP_ 111 __Ii_
1

5
4

7

1063t
0,2u
0,60
1.5g

4.19

ell
4,25 5 90

4
3 94

92

9 62

660
652
63

10

7
2

3

3 50880

Mil
o 10 34

0
261

87 61 1

__4:1_____50 4
51006

Ig11 3,95
9 13

59
8
7-

400
605 3

11 igigt 761
891134 li 31

8:27 578 16
2 51060

3:0
se0 566 7

6
...4 1 74 565

563 21

12
5094a

irli 15 3i ii3
4
7

7 1g3?! 1:3
---1P-----51Q29

9 50375

1 69
ill 24

2

32:4--- 1;33- 1 gZ 544 3

P 50649

ii

50542
5075?

i6:13
,66 2 tql.

539
536

2
4

ig:1.1
.6

i4
s

gm,
5074

26;08

2 o0
2 58 530

529

531

12

17
2

___26_____5080
15.9i

.52

.60 it g2
in _17

5

11
g135

I gli 509 1 r

gsiii

2520
24 00
?4:78

1:1 2 49
500
500

17
4

50500 1:3!

3,4 2 47

3:11
? 11

494
49

17
5

__14

50149
50014
51052

'14;06
32 _ 11:ia 14 il P,2 8

4R
483
474

20

18
4

ii
5076b
50930

50633
23.40
23,50

23 30

3,27 35 36
3,25 3b 34
3,24 32

la
467

3.16 ii-13 45 6

7
2

g 5100)
5 o

22:I5
451

11l?' d!ii 2 : 2TO 1:11.10 12 13
44
44

--13-----M31 iiia

lg gni!
..

Pi
8 11 i? lli

44 20 93
15

624

21:;/ ,o 45 18 4

NAME

Figure 6. Rank order listing of reviewers.

13

14



Cason, Cason & Red land: Off-setting Differences in Reviewer Stringency Page 11

Results

The observed data analyses completed using the OTS-PR system yielded a variety of
reports including (a) information about the inventory, (b) information about the abstracts,
and, (c) information about the raters/reviewers. Reports on abstracts included: total and
category (criterion) scores for each abstract (in various units of measure), illustrated in
Figure 2; a rank order listing of abstracts including total scores and number of raters,
illustrated ;-1 Figure 3; and, individual abstract performance reports which as illustrated in
Figure 4 both graphically and numerically depict the subject's performance relative to group
performance. Reports on reviewers included: the number of subjects/abstracts rated; the
average ratings given across these subjects (total and category (criterion) scores in various
units); individual rater reports which as illustrated in Figure 5 depict both graphically and
numerically the rater's performance relative to group performance; and, a rank order listing
of the raters in terms of these ratings, illustrated in Figure 6.

In all of these reports generated by the OTS-PR system, average ratings are computed as a
simple arithmetic mean of observed scores; the computational procedure most commonly
used to obtain a summary score. These scores and this computational approach assume thatthe standards of the reviewers/raters are highly similar or at least that differences in
reviewers will be "balanced out" where an average across reviewers is used; an assumption
that most individuals who have had their performance or products evaluated by different
persons have sometimes found to be unwarranted. That the standards of the reviewers who
provided ratings of research abstracts were different is suggested in at least two of the reports
which OTS-PR produces: the rater performance report (Figure 5) and the rater rank order
report (Figure 6). The rater/reviewer performance report is intended to give the rater
information about the standards he or she used relative to other raters who rated
subjects/abstracts. It was developed as a means of providing feedback to individual raters
much as the individual performance report provides feedback to the subject about his
performance. As can be seen from Figure 5, the average ratings given by this reviewer to the
proposals he/she rated departed from what the average of the (average) ratings given by all
reviewers. If the average quality of the abstracts rated by each reviewer were the same (as
would be expected because of random assignment of abstracts to reviewers), then, any
substantial variation in average ratings given by different reviewers would reflect differences
in standards (i.e., stringency).

The rater rank order report (Figure 6) also suggests that the standards used by the
reviewers who reviewed research abstracts differed. This report provides information only
about the relative mean observed ratings of the reviewers, i.e., those at the top of the figure
having assigned higher ratings to their abstracts than those raters at the bottom. The
presence of such differences in the mean observed ratings and implied differences in
standards/stringencies of reviewers makes the determination of the true quality of abstracts
more difficult: how much of the total or average score is a function of true abstract quality
and how much it is a reflection of who happened to review the abstract (and their
standards/stringency relative to the pool of potential reviewers) remains obscure.

As can be seen in Table 1, application of our simplified model to the data yielded quite
good fit (R > .89). There were significant differences (p < .0001) in rater standards in each
of the data sets. For details on the way in which these effects were tested, see the description
of the statistical models provided in Cason and Cason (1984). Table 1 also shows the relative
contribution of reviewer stringency, proposal quality, and random error to the variance in
observed ratings in each of the three data sets and for all data sets considered together.
Components of variance in Table 1 were estimated as a sum of the products of the respective
standardized weights (Betai) and correlations (qv) between predictor variables (one binary
vector per reviewer and one per abstract) and the 'criterion in the regression equation.

1
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(Equation 1)
Proportion of Variance = (Betai * riy)

where i = 1 to n abstracts; or, 1 to k reviewers.

The summation of products is across the set of either reviewers or abstracts (Hays, 1963).
Across all three data sets, differences in reviewer stringency accounted for very nearly as
much variance (.404) in the observed raw ratings as did true abstract quality (.407).

Table 1
Fit of Cason and Cason's Model to Research Abstracts

Submitted for the Edinburgh Conference

All
Data

Data Subsets
AYE BEE CEE

Multiple R .899 .901 .905 .894
Components of Variance

Reviewers .404 .401 .397 .416
Abstracts .407 .410 .423 .383
Error .192 .189 .201 .181

Number of
Reviewers 61 50 48 49
Abstracts 503 176 162 168
Observations 972 344 297 331

Note: All Rs are significant at p < .00001. Rater effects were significant at p < .0001.

The origin of the stringency/ability scale was set in each analysis by assigning an
arbitrarily chosen reviewer a stringency of 500. This produced apparent differences in both
mean reviewer stringency and mean abstract quality for each data set. These differences are
shown in Table 2 and are labeled as "preliminary" means. Because abstracts were randomly
assigned to the three groups, it was reasonable to assume that mean abstract quality was
equal across groups. There being fa- more abstracts than reviewers the sampling error of the
mean for abstract quality was smaller (as shown in Table 2). Therefore, mean abstract
quality was better suited as a basis for calibrating the results of the analyses on the three
subsets of data.

Table 2
Means and Standard Errors of Model Parameters

in Each of the Three Data Sets

Reviewer Stringencies
AYE BEE CEE

Preliminary Mean 518 482 468
Calibrated Mean 518 508 503
Standard Error 9 12 14

Abstral Quality
Preliminary Mean 570.14 543.89 535.30
Calibrated Mean 570.14 570.14 570.14
Standard Error 4.20 5.90 4.50

Calibrated values from the separate analyses were obtained by adding a constant to each of
the stringency and ability parameters obtained in data set BEE (26.25) and CEE (34.85) such
that the mean abstract quality for each group equaled the mean abstract quality found in
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group AYE. This may be understood as moving the origin (zero point) of the scale for
groups BEE and CEE 26 and 35 points respectively while not altering the distances between
the reviewer stringencies or abstract qualities within each group. The effect on the means is
shown in Table 2 labeled "calibrated". Note that there are small differences between
reviewer means, much smaller than before calibration. However, after calibration the
differences in mean stringencies is well within expected sampling fluctuations, as would be
expected because abstracts were randomly assigned to reviewers.

In principle the abstract quality parameter values could be directly used for the selection of
abstracts. They do represent the best estimate of each abstract's quality independent of the
standards (stringency) of the particular reviewers that rated given abstracts. However, they
are on an unfamiliar scale and not easily interpretable in terms of the definitions on the
original rating inventory. Therefore a calibrated (adjusted) rating was computed for each
abstract that was in percent units on the original rating scale. The calibrated rating was
computed as the mean of the expected ratings an abstract would have received had all the
reviewers (in all the sub-groups) rated all the abstracts. For a given abstract, its calibrated
abstract quality parameter value and the stringency parameter values of all raters in all
groups were used to obtained expected ratings; then, the mean of these was taken as the
calibrated (adjusted) rating for that abstract. Program NULOCS was used to generate the
calibrated parameters and then the calibrated ratings. Table 3 shows that this approach
achieved highly similar means and standard errors in calibrated ratings across the three sets
as would be expected from the assumed equal mean quality of abstracts arising from random
assignment.

Table 3
Mean, Standard Error, and Standard Deviation of Calibrated Ratings

AYE BEE CEE
Mean 66.40 65.50 66.00
Standard Error 1.17 1.38 1.17
Standard Deviation 15.50 17.51 15.20

According to Hays (1963, p. 424), the intra-class correlation (rid is a function of the
variance attributable to an effect (ra) as a proportion of total variance.

(Equation 2)
ric = Cra / ( Cea + de)

The proportion of variance attributable to proposal quality in Table 1 can thus be interpreted
as the intra-class correlation of reviewers with respect to their observed ratings of abstracts.
As Hays points out, this is equivalent to the reliability of a single reviewer's observed rating.
Alternatively, this value may be interpreted as the expected correlation between the ratings
given by randomly chosen pairs of reviewers. The reliability of a mean of several reviewers'
ratings, as is available in these data (where number of reviewers = k), is given by the
Spearman-Brown expansion formula:

(Equation 3)
rk = (k * r)/(1 + ((k - 1) * r))

wlv.re r = the reliability of a unit length measure, in this case a single reviewer; and,
, number of reviewers.

Table 4 shows the impact of calibrating ratings on the reliability of both a single
reviewer and aggregate ratings calculated from 2 reviewers. The reliabilities for the single
reviewer calibrated ratings were obtained by including only the sum of the random error and
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abstract variances in the denominator in Equation 2. The reliabilities of the observed ratings
must include the variance associated with reviewers in addition to that associated with
proposals and error (Ebel, 1951). As can be seen from Table 4, the reliability of calibrated
ratings from a single reviewer (.68) is substantially higher than the observed rating from a
single reviewer (.41). A small percentage of the abstracts were indeed reviewed by only a
single reviewer and for those the single reviewer reliabilities are most accurate. However, as
the vast majority of abstracts were reviewed by two reviewers, in general the two reviewer
reliability better represents the overall reliability of the review process. The two reviewer
reliability for observed ratings is so low (i.e., r < .60) that a great deal of error would arise
were observed ratings used as the basis for selection of papers for the program. While
imperfect, the two reviewer reliability for calibrated ratings (.81) indicates that these ratings
provide a good basis for selecting papers for the program.

Table 4
Reliability of Ratings
Intra-Class Correlations

Single Reviewer
k = 1

Observed Calibrated

Aggregate of Reviewers
k = 2

Observed Calibrated

All Data .407 .680 .579 .810
Subset

AYE .410 .685 .582 .813
BEE .423 .678 .595 .808
CEE .383 .679 .554 .809

Although consistency among reviewers, represented as an intra-class correlation (Ebel,
1951; Stanley, 1961), is frequently internreted as a measure of reliability, it may also be
interpreted as a measure of validity. '.-,Lanley (1961) observed that each reviewer may be
considered a different method of measuring a given construct (e.g., abstract quality).
Therefore, the single rater reliabilities (intra-class correlations) reported in Table 4 may be
equally well interpreted as both single rater reliability coefficients and single rater validity
coefficients. However, validity (Equation 4) does not expand as rapidly as does reliability
(Equation 3) with increased numbers of independent observations. (Gullilcsen, 1950).

,,
r
xY,

k = (r
xY

* (k1/ 1/(1
(Equation

+ ((k-1)
4)

* rmc)1/2)

where r k is the validity based on k independent raters;
r ii'ilie validity of a sin&le rater;
r" is the reliability of a single rater; and,xx
k is the number of independent reviewers/ratings.

Table 5 reports the validity of ratings from a single reviewer and the aggregate of ratings
from two reviewers as measures of abstract quality. As discussed above, the validities
associated with a single reviewer's observed and calibrated ratings are in this special case
equal to the corresponding reliabilities associated with a single reviewer's observed and
calibrated ratings reported in Table 4. As with reliability, a non-trivial improvement in
convergent construct validity was obtained by calibrated ratings when contrasted with
observed ratings.

Given these results, the calibrated ratings offer a more reliable and valid basis for making
decisions about disposition of the research abstracts. The work of the Abstract Selection
Committee was facilitated by sorting these caliabrated ratings into descending rank order and
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printing them along with their abstract identification numbers and mean observed ratings.
This list as well as Tables 1 and 4 and the reports from OTS-PR were forwarded to members
of the Abstract Selection Committee. All decisions about abstracts to be included in the
program were made by the Abstract Selection Committee.

Table 5
Validity of Ratings

Single Reviewer Aggregate of Reviewers
k = 1 k = 2

Observed Calibrated Observed Calibrated

All Data .407 .680 .485 .742
Subset

AYE .410 .685 .488 .746
BEE .423 .678 .501 .740
CEE .383 .679 .461 .741

When the 503 research abstracts were examined by the Abstract Selection Committee,
they found that of these only 500 were unique (3 abstracts had been given two identification
numbers and were reveiwed by two sets of two reviewers) and that another nine should be
considered as congress related topics. Thus, there were 491 research abstracts considered
for inclusion in the program. Of these, the Abstract Selection Committee selected 302 for
inclusion in the program (94 as paper presentations and 208 as poster presentations).

One way of depicting the impact of using calibrated rather than mean observed ratings in
making the program selection decision is shown in Table 6. Using the simplified decision
rule of accepting the top 302 rated research abstracts regardless of any other considerations
would have resulted in 64 being accepted under one measure and rejected under the other. If
abstract selection had been based only on the judged quality of an abstract (the task
completed by each reviewer on each abstract which they reviewed), then use of the calibrated
ratings rather than the mean observed ratings could have produced as great as a 21%
difference in the specific abstracts selected for the program.

Table 6
Transitions in Selection Outcome Resulting from

Using Calibrated or Mean Observed Ratings

Outcome Based on Calibrated Rating

Outcome Based on Observed Rating Select Reject Total

Select
Reject
Total

238
64

302

64
125
189

302
189
491

However, reviewers provide only one level of evaluative information. They are asked tojudge only the abstract under consideration in terms of its quality. They make these
judgements independent of such other considerations as comprehensiveness or
representativeness of the final program. These other considerations in abstract selection are
evident when one examines the correlations between disposition and mean observed ratings(r = .47; N = 491) and calibrated ratings (r = .69; N = 491). The Abstract Selection
Committee used a combination of decision rules in making decisions about the inclusion or
exclusion of abstracts in the program including (a) selecting the top rated abstracts, (b)
selecting only a single abstract from an author with multiple submissions, (c) selecting

1,
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Table 7
Research Abstracts Selected or Not for Inclusion in the Program

Means, Standard Deviations, and Ranges of Observed and Calibrated Ratings

Selected for Inclusion
N = 302

Observed Ratings Calibrated Ratings

Mean 72.9 74.9
Standard Deviation 11.9 10.0
Minimum-Maximum 44.1-98.3 54.0-99.7

Not Selected for Inclusion
N = 189
Mean 59.3 52.9
Standard Deviation 13.4 12.9
Minimum-Maximum 28.3-95.0 7.1-84.9

abstracts so as to achieve representativeness of participating countries. The use of such
decision rules in making decisions about the program is also reflected in the means and
standard deviations shown in Table 7. Those abstracts selected for inclusion in the program
had mean observed and mean calibrated ratings well above that of those abstracts not
included. But, there was overlap in the range of ratings of abstracts accepted and not. The
range of the calibrated ratings of abstracts selected for inclusion was from 54 to 99.7 while for
those not selected it was 7.1 tb 1.9. However, of those not selected for inclusion all with
calibrated ratings of greater than 61.8 were authored by individuals who had multiple
submissions and had had one of the other research abstracts selected for inclusion. Excluding
the ratings of other abstracts of authors having one abstract selected, there was only a small
overlap in the maximum calibrated rating of an abstract that was rejected (61.8) and the
minimum of one selected (54.0). This small overlap results from the other factors, e.g.,
balance relative to countries, that were considered.

Discussion and Conclusions

Application of our simplified model to these data revealed that about half (.40) of the
total (.81) variance accounted for was attributable to differences among reviewers and that
those differences in reviewer stringency were statistically significant. These reviewer effects
were stronger than those observed in previous research (Cason, Cason, & Stritter, 1986a)
where reviewer effects accounted for only .117, .189, and .144 of the variance. The
proportion of the variance attributable to abstract quality in this study (.407) was highly
similar to that found in the earlier study (.459, .393, and .415).

Table 8
Single Reviewer Reliability and Validity
for Mean Observed and Calibrated Ratings

Reliability & Validity
Observed Calibrated
Rating Rating

Sigma Theta Tau .407 .680
Cason et al (1986)

AERA 1983 .459 .520
AERA 1985 .393 .485
AERA 1986 .415 .485

Marsh & Ball (1981) .340 .350
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Calibration of ratings, i.e., removing the large and significant reviewer effects, yielded
ratings of research abstracts more reflective of their true quality. These results are also
consistent with those reported previously. As shown in Table 8, the single reviewer
reliabilities and validities for observed ratings are about the same as those found by Marsh
and Ball (1981) and Cason, Cason, and Stutter (1986a). Calibration of ratings improved the
single reviewer reliabilities and validities in all cases. In the Sigma Theta Tau data, the
improvement in reliability and validity was noticably greater than in either of the other data
sets. This was a direct result of a larger component of variance being associated with
systematic rater bias, i.e., reviewer stringencies, in the Sigma Theta Tau data.

In each of these studies abstracts/proposals/manuscripts were reviewed by more than a
single reviewer. Since multiple reviewers were used in each case, the reliabilities and
validities of the peer review process are those reported for the aggregate of reviewers. These
reliabilities and validities are shown in Table 9. As shown in Table 9, the mean observed
ratings from the Sigma Theta Tau data had the lowest reliability and the calibrated ratings
the second highest of the three studies. Thus application of the model to the Sigma Theta
Tau data obtained the largest improvement in reliability of the overall process even though
only two reviewers were used as compared with four reviewers in the Cason et al study. The
pattern of results for validity is similar. The validity of the observed mean ratings for the
Sigma Theta Tau data was lowest. However, calibration of Sigma Theta Tau ratings yielded
much greater improvements than those found in the other studies even though only two
reviewers reviewed each abstract. Had mean observed ratings been used for selection, the
Sigma Theta Tau review process would have been the weakest (i.e., least reliable and valid)
of these studies. Using the calibrated ratings probably resulted in the Sigma Theta Tau
review process being the most valid among these studies.

Table 9
Reliability and Validity of the Peer Review Process

Number
of

Study Reviewers

Reliability
Observed Calibrated

Rating Rating

Validity
Observed Calibrated

Rating Rating

Sigma Theta Tau 2 .579 .810 .485 .742
Cason et al (1986)
AERA 1983 4 .768 .813 .595 .650
AERA 1985 4 .722 .790 .532 .619
AERA 1986 4. .739 .790 .554 .619

Marsh & Ball (1981) 3 .670 .683 .509 .522
*Includes

journal editor.

The availability of calibrated ratings to the Committee greatly eased the Committee's
task: they no longer had to deal with ratings which were confounded by variation in reviewer
stringency (as occurs in the mean observed ratings' Abstract selection could be based on
ratings that more accurately reflected the quality of the abstract without regard to who
happened to have reviewed it. Use by the Abstract Selection Committee of these calibrated
ratings in making selection decisions greatly enhanced both the reliability and validity of the
peer review process.

21
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