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INTRODUCTION

What is institutional research? This question has become
something of an embarrassment to those of us who have spent
a number of years calling ourselves institutional re-
searchers. Not only has the question come from more pre-
dictable sources, such as faculty and administrative
colleagues, but also from less expected people such as
spouses, parents, and even children. The lack of a simple
answer which is easy for those outside the field to un-
derstand can be frustrating, especially when one struggles
with the question year after year.

One of the better recent definitions of institutional re-
search is that of Peterson (1985, p. 5), who calls it "a
critical intermediary function that links the educational,
managerial, and information functions of higher education
institutions and functions." Another frequently cited
description of the field is offered L. Saupe (1981), wio)
emphasizes the importance of internal data gathe:ing and
analysis to the management of institutions of postsecondary
education.

An insightful summary of how the institutional research
function is best defined can be found in Maassen (1986).
A iltchman studying the activity of institutional research
in Mlestern Europe, where the term itself is generally un-
known in any language, he concludes that four basic ac-
tivities describe institutional research:

1. Collecting data about the performance of an institu-
tion,

2. Collecting data about the environment of an institu-
tion,

3. Analyzing and interpreting the collected data, and
4. Transforming the data analyses and data interpreta-

tions into information that can be used to support
institutional planning, policy making, and decision
making (Maassen, 1986, p. 4).

In the U.S. as in Europe, the activity of institutional
research may be conducted by a person unfamiliar with the
term but very familiar with the types of activities de-
scribed by Maassen. Assistant deans, registrars, and a
host of others are often performing institutional re-
searcher functions without even knowing it.

It can be seen from the preceding discussion that IR
functions are processes - processes which can be, and are,
performed in and on most functional areas of the institu-
tion. It is difficult, however, to consider processes
without relating them to the function they most frequently
perform and the product they typically produce. These
functions and products are often identitied as the activ-
ities of IR.

iv
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The purpose of the Primer is to provide a Practical in-
troduction to some of the more common types of activities
in which institutional researchers become involved. Though
the Primer was originall" conceived by some as being aimed
at newcomers to the it quickly became obvious that
even the most experienced veterans are relative newcomers
in certain areas of activity. Consequently we now consider
the Primer as an introduction to key topical areas aimed
at all who are interested. Those who require more in-depth
understanding of a subject are provided with
bibliographical references which can take them beyond the
basic concepts and issues provided here.

We were quite fortunate in assembling 15 highly respected
authors to describe the state-of-the-art in 10 areas of
institutional research. Peter Ewell and Pat Terenzini lead
off with chapters on student attrition and retention, ex-
amining different facets of this important topic. Kathy
Wilders provides an overview of another aspect of student
enrollment planning and analysis, needs assessment
studies. Together the first three chapters help explain
how institutional researchers can become involved in at-
tracting and retaining students, an activity central to
the health of any college or university.

The next five chapters shift the focus from the student
level to the institutional or organizational level. Dick
Wilson shows how various external and internal forces shape
efforts to evaluate academic programs. Stefan Bloomfield
sheds light on the sometimes seemingly impenetrable subject
of budgeting and financial planning, an area with in-
creasing need for sound data, analysis, and interpretation.
The economic impact of an institution of higher education
on the broader community is the subject of the next chapter
by Mary Kinnick and Dan Wall.ri; the extent of the impact
in economic terms is often a great surprise to those un-
familiar with economic impact studies. Rich Howard, Jim
Nichols, and Larry Gracie follow with an overview of how
institutional research supports the self-study process of
regional accreditations, providing a number of helpful tips
in the process. Lastly among the chapters on institutional
management concerns is that of Deb Teeter and Paul Brinkman
regarding peer studies of institutions. Those of us whose
salary bases rely in part on the results of such studies
have a profound appreciation for what this chapter tells
US.

The last two chapters of the Primer might be called tech-
niques or methodology descriptions, since they provide
overviAs of common products (the institutional factbook)
and tools (statistical packages and spreadsheets) of the
trade. Jim Nichols, Rich Howard, and Bobby Sharp show how
best to assem'le and display a factbook, placing special
emphasis on the needs of the environment in addition to
the more mechanical aspects. Bernie Yancey and Maryann
Ruddock conclude the volume with some helpful directions
for exploring the maze of computer software likely to
confront the institutional researcher, among others.



We are quite pleased with the contributions of these au-
thors to the profession; all of us owe them our thanks for
so generously sharing their knowledge and experience.
Certainly there are other subjects that might have been
included here, for institutional research has applied its
processes over many broad areas of our fistitutions. This
volume does not purport to be comprehensive. It is a be-
ginning, however, in summarizing the activities of the
profession.

We would like to acknowledge the efforts of Beth Oehring
and Al Bloom of the Office of Institutional Research and
Planning Analysis at Virginia Tech. They were instrumental
in converting ten sets of different machine readable copy
into a unified whole. A special thanks is due also to Ms.
Cheryl W. Ruggiero of the Virginia Tech Writing Laboratory
for her thorough copy editing of the text.

We also would like to express our appreciation to the
Publications Board and Executive Committee of AIR for the
concept and support for this effort.

What, then, is institutional research? We still don't have
an easy, simple answer for spouses, parents, children, and
other relatives. The Primer is something that can now be
shared with our colleagues, however. We hope you find it
useful and interesting.

John A. Muffo
Gerald W. McLaughlin

Virginia Tech
April, 1987
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PRINCIPLES OF LONGITUDINAL ENROLLMENT ANALYSIS:
CONDUCTING RETENTION AND STUDENT FLOW STUDIES

Peter T. Ewell
National Center for Higher Education

Management Systems (NCHEMS)

In an era of constrained financial resources, maintaining
enrollment has become increasingly important for colleges
and universities. Equally pressing for many institutions
have been recent public concerns about increasing the
quality of undergraduate education and about demonstrating
the success rates of enrolled students (NIE, 1984; Ewell,
1934a). In response to these concerns, many colleges and
universities are devoting greater attention to monitoring
and shaping the characteristics of their student bodies.
Recruitment programs are being more carefully targeted to
increase the probability of successful program completion.
Retention programs are being developed with much greater
sensitivity about the need to develop different kinds of
assistance and advisement for different kinds of students.

College and university administrators are increasingly
using the term "enrollment management" to describe their
coordinated efforts to respond to those challenges and to
build and maintain an institutional enrollment profile of
given size and shape (Zemsky & Associates, 1980; Kreutner
& Godfrey, 1981; Kemerer, Baldridge & Green, 1982; Hossler,
1984; Lonabocker & Halford, 1984). Enrollment management
programs attempt to coordinate all policies and activities
that influence enrollment, and to monitor their effects.
In its strongest construction, the responsibility for en-
rollment management may rest with a specially created of-
fice or position reporting to a hig:1-level administrator.
In its weaker forms, the function involves establishing a
set of common goals among the various offices responsible
for the total enrollment picture.

Regardless of its configuration, good research about the
dynamics of enrollment is critical t., the success of an
institutional enrollment management program. The purpose
of this chapter is to describe briefly some of the methods
necessary to conduct adequate enrollment management re-
search particularly the structure, design and implemen-
tation of lorlitudinal student flow studies. Accordingly,
the chapter will be organized in terms of three main
sections:

1. basic Principles and Concepts will describe the con-
ceptual basis for longitudinal studies and the primary
principles involved in determining enrollment struc-
ture.

2. Longitudinal File CensIruction will cover principles
and techniques for constructing "cohort" tracking
files that can be used to document and analyze student
progress over time. Such files, built from existing



student records, constitute the primary data resource
for longitudinal studies.

3. Questionnaire Date_Coljection will cover the use of
survey questionnaires to supplement data from longi-
tudinal files, and the administration of periodic
surveys to an identified student population over time.

In each case, the emphasis is on articulating basic prin-
ciples, and on developing an ongoing, integrated research
program that can be maintained over time. A selected
bibliography of basic references on several areas of en-
rollment management research is available as a supplement
to this chapter by writing to NCHEMS.

BASIC PRINCIPLES AND CONCEPTS

The best way to begin development of an integrated research
program to support enrollment management decisionmaking
is to consider carefully what it needs to accomplish. At
minimum, the following requirements are needed:

1 The program must be able to conceptually link all
processes that contribute to the institution's overall
enrollment profile. These include the admissions
process, transfer, withdrawal, dismissal, reenroll-
ment, and program completion. Stated another way, this
requirement demands that student enrollment be mod-
elled from the outset as the product of a specified
longitudinal process one that begins with a given
student being identified as a member of a defined
recruitment population, and that ends with unambiguous
withdrawal or program completion.

2 The program must be able to identify and distinguish
the behaviors of different kinds of students. Colleges
and universities are made up of significantly different
types of students who can behave in quite different
ways. An effective research approach should therefore
be able to determine (a) how many distinct behavioral
groups of students are enrolled, (b) how large each

end (c) how they behave under Aiffcrent circum-
stances with respect to patterns of persistence and
completion.

3. The program must allow analysts to estimate the effects
of proposed policy changes on total enrollment and on
the distribution o enrollment. The primary reason
for doing longitudinal studies is to establish a basis
for building a model of enrollment dynamics over time.
Once such a model is established, it must be
manipulable to the extent that the enrollment conse-
quences of different courses of action can be projected
and compared.

4. The program must provide a framework for organizing
and interpreting the results of past research about
students, and far identifying the kinds of future

2
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studies of student behavior that might be most fruit-
ful. Much institutional research about students con-
sists of discrete studies carried out for disparate
and particular purposes, the results of which are never
again used. A longitudinal model, once established,
Provides a mechanism for organizing the findings of
past research so that they can shed light on enrollment
behavior. At the same time, unknowns in the model may
suggest needed future research.

Each of these requirements is easy to state, but difficult
to fulfill in practice. Minimally, however, two research
approaches are required: (1) construction and estimation
of a comprehensive longitudinal model of student progress
that can show how students of different kinds move into,
through, and out of the institution, and (2) identification
of a minimum number of distinct behavioral groups that
tovether constitute the bulk of an institution's enroll-
ment.

Satisfying the first research requirement involves build-
ing and estimating a mathematical model that represents
student progress through the institution as a set of linked
events and decisions :Fwell, 1984b). Over the years, many
such models have been developed for enrollment projection
or for estimating future tuition revenue (for example,
Kraetsch, 1979-80; Wing, 1974). Most are explicitly termed
"Markov" or "cohort survival" models. The essence of such
a model is a set of "transition probabilities" "hat de-
termine the distribution of a particular population among
various defined states over a number of discrete time pe-
riods (Stokey & Zeckhauser, 1978). For students, these
"states" cam be defined in many ways including active
enrollment, nonenrollment through graduation, academic
dismissal, or voluntary withdrawal - and "discrete time
periods" are generally represented as lapsed terms or
years.

Figure 1 presents an overview of such a model for a par-
ticular student cohort. The model contains distinct com-
ponents for both admissions and student persistence, but
the two are linked in order to estimate the respective or
simultaneous impacts of changes in each of these areas.
The logic of the model is to represent student progress
as a series of discrete decision points through which each
student must pass. At each decision point, a probability
of successfully passing the decision point may be calcu-
lated from past trends, and total enrollment is a function
of all such decision point probabilities. Furthermore,
decision points are of two distinct types - those under
the control of the student, and those determined by in-
stitutional action or policy. Matriculation rate and
voluntary withdrawal are examples of the former, while
acceptance rate and the rate of academic dismissal are
examples of the latter. Together, these two types of de-
cision points constitute a complete chain of events that
operate in concert, and that determine the enrollment
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status of a particular group of students at a particular
point in time.
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Figure 1. Conceptual Model of Student Flow Process

Such models, however, are of limited value if they do not
take into account the different kinds of students typically
found in an undergraduate population. Different kinds of
students may behave in systematically different ways. It

therefore may be necessary to build distinct tracking
models (with quite different values for transition proba-
bilities at each decision point) for different types of

students. But what kinds of differences are important?
How should such subpopulations be defined?

Institutional researchers traditionally break down student
population in two ways - demographically and by program
area. Such breakdowns are, however, generally done one
at a time. Separate tracking analyses, for example, are
commonly conducted for the male and female portions of a
cohort, for the older and Younger groups, or by department
or major. Nhile this approach will certainly provide some
insight, distinct behavioral groups will more often consist
of combinations of such factors. A black male wh..) is

18 to 21 years old and seeking entry-level occupational
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skills, for example, is far different from a white female
liberal arts student attending part-time during the day
to obtain a cultural enrichment experience.

Appropriate tracking groups are therefore best identified
by disaggregating total enrollment by a number of cross-
cutting variables. Naturally, the choice of such variables
will depend on both the nature of the institution and the
characteristics of the population under study. Figure 2,
for example, shows such a multiple disaggregation for a
small rural community college.

The right-hand side of this breakdown represents a set of
logical possibilities for cross-cuts among a set of demo-
graphic and enrollrant variables. Rarely, however. will
all such logical possibilities contain substantial mbers
of students. Rather, students will cluster in artain
categories that can then be reaggregated for anaAytical
purposes. In the example shown, 96.2 percent of the pop-
ulation is accounted for by five behavioral groups. Each
of these groups, once identified, was tracked separately.
In order to be analytically useful, of course, behavioral
groups of this kind must be statistically stable. This
means that there must be sufficient numbers in each group
to ensure that significant differences in enrollment be-
havior are detected. A good rule of thumb is to insist
on group sizes of at least 100, or at least 5 percent of
total enrollment. While there is no "right" way to iden-
tify such groups, experience indicates that most under-
graduate populations can be usefully disaggregated into
six to ten discrete tracking groups.

LONGITUDINAL FILE CONSTRUCTION

Cohort survival models are relatively easy to describe,
but it may prove a challenge to obtain the data needed to
estimate them. The best way to m(4et this challenge is to
construct a set of longitudinal tracking files for par-
ticular entering "cohorts" of students - files that contain
a student-by-student enrollment history for members of the
cohort over a designated number of consecutive terms. The
data in such files enable the analyst to answer the ques-
tion "What is the enrollment pattern of each individual
in the cohort?" Construction of such E. file depends upon
the availability of "frozen file" student record informa-
tion for a number of past terms of enrollment. If "frozen
files" are not immediately available, an altern?kive is
to obtain past census date enrollment records and create
them.

Basic issues involved in constructing longitudinal files
are described in this section. Because of data limita-
tions, however, analysts should be aware of two approximate
methods for determining transition probabilities in a
student flow model. The first uses current term informa-
tion alon), and employs the student's first term of aca-
demic history at the institution to determine the number

N5
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Location Program

On Campus-76 7% 80. BA-36 1%

OCC-39.7%

80.

80.

Time

dry-30 7%

eve- 5 4%

day-36 5%

eve- 3.2%

Status

80. PT -25 7%

PT-5.0%

80. FT- 0 4%

PT- 5.0%

FT-28.5%

PT- 8 0%

80. FT- 0 2%

PT- 2.9%

Sex

80. M-12 8%11
F-12.8%J'

80. M- 1.9%12
F- 3 1%"

80. M- 0.2%
F- 1 2%
M- 2 5%1A
F- 2.4% J-

80. M-15.5%12
F-13 1%r

80. M- 2.3%12
F- 5.7% J

80. M- 0 2%
F- 0.0%

80. M- 2 0%14
F- 0.9%

UV- 0.9%

Off Campus-23.3% 80. BA- 8.8% ao day- 4.7% al PT- 21% 80. M- 0 5%11
F-1.5% J

PT- 2.6% 80. M- 0.8%11
F- 1.8%r

eve- 4.1% 80. FT- 0.5% 80. M- 0 4%
F- 0.2%

PT- 3.5% 80. M- 1 0%1A
F- 2 5%"

OCC-13.8% 80. day-12.4% FT- 7 8% 80. M- 0 4%lc
F- 7 4%"

PT- 4 6% M- 0.9%11
F- 3.7% J

eve- 14% lo Fr- 0 1% 80. M- 0.0%
F- 0.1%

PT- 1 3% 80. M- 0 5%1
F- 0.7%14

DIN- 0.7%

1 . Pull-time, Day, Transfer (27.1%)

2 Full-time, Day, Occupational (28k%)

3 Part-time, Day, Promo (20.2%)

4 Part-time, Evening, Progam (12.5%)

Off-campus, Full -time, Day, Occupational (7 8%)

Figure 2. Breakdown of SRC Enrollment by Types of Students
Fall, 1980



of currently enrolled "survivors" of an original entering
cohort. The essence of this approach is to answer the
question "How many students (of type A) entering the in-
stitution in term X were actively registered in term Y (the
current term)?" While such an analysis will not yield
individual student enrollment histories, it may allow ap-
proximation of the survival rates of different student
populations from term to term. It is also important to
note that the analysis depends upon the integrity of the
first term of academic history stored in the student re-
cord; many student record systems "update" this element
to reflect readmission, change in program or degree sought,
etc. Changes of this kind will eliminate the possibility
of using this data element to identify a student's actual
first term of enrollment.

A second approximation method involves calculating a
term-to-term survival estimate on the basis of total en-
rollment and graduation figures. Persisters from the im-
mediately preceding term are estimated as the total number
enrolled in the current term, less those graduating at tEe
end of the immediately preceding term, less those newly
admitted or readmitted at the beginning of the current
term. In essence, this method answers the question "How
many of those who enrolled last term also enrolled this
term and did not graduate?" Both methods will allow ap-
proximate estimation of term-to-term persistence for dif-
ferent student population groups. Neither, however, will
allow detailed investigation of the historical dynamics
of enrollment flow.

The primary difficulty in building a student-by-student
longitudinal tracking file is the manner in which student
record data is generally stored and accessed in computer-
ized registration files. Most student record systems
maintain two quite different types of files that contain
enrollment information. The first, often termed "tran-
script" or "student history" files, contain historical
information on student demographics, course-taking, and
performance. Because they are used to generate transcripts
and other student records, they must contain historical
information, but they must also have information on a even
student's status at a particular point in time. The in-
formation in such files is thus generally irappropriate
for tracking because the codes and values for such elements
as probation, grade point average (GPA), and current major
are constantly updated, and are written over the old val-
ues. As a result, it may be impossible to track such things
as changes in student major, or to note correlations be-
tween probationary status or incomplete course work and
subsequent persistence.

The alternative is to use files of the second type - so-
called "term enrollment" files - but these present their
own difficulties. Such files are maintained for each term,
and contain records for all the students enrolled in that
term - usually "frozen" as of the tenth day of the term.
They are generally used for HEGIS and other summary re-

7
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porting purposes. Usually they contain much of the same
information as do history files, but the data are recorded
as of that term and are never updated. This means that
it is possible to capture important student status elements
at a particular point in time. But it also means that
updates representing error corrections - for example,
corrections of incorrect or missing Social Security numbers
- art: not present prior to the point of correction.

The primary difficulty with term enrollment files, however,
is that they are free-standing and are difficult to link
together without special programming. Often, in fact, they
are archived off-line and must be physically put up on the
system. This means that it is sometimes a complex problem
to successively read such files, to select the records for
a given cohort of students, to extract the relatively few
data elements from each record that are required for an
analysis, and to conduct the analysis itself.

Institutions that maintain a substantial number of past
term files on-line, and that also have access to a powerful
statistical package such as SAS that allows simultaneous
use of several source files, can accomplish these tasks
in a single step. But even in this case it is often a good
idea to maintain distinct longitudinal files for analytical
purposes for ease of access and data manipulation, and for
maintaining important derived data elements. For most
institutions, therefore, the best answer will be to con-
struct a free-standing tracking file for each cohort. This
file will contain a longitudinal record consisting of ex-
tracted data elements from past term files for each member
of the cohort. Figure 3 presents a typical minimal record
layout for a tracking file of this kind. Creating such
files first involves identifying all members of the cohort
to be tracked and locating their first term record in the
student database. Maintenance and updating of the file
is accomplishes each term by adding current term informa-
tion to the end of each record. Once procedures are es-
tablished, this is generally a straightforward process for
a computing center. Furthermore, because the resulting
file is of fixed length for all records, it is easily an-
alyzed by SPSS or by other statistical packages that re-
quire (or that work better with) such a format.

In constructing a longitudinal file, a number of questions
need to be answered.

Who will be tracked? Tracking cohorts are generally de-
fined in terms of time of entry or first term of academic
history for example, all students who first entered the
institution in the Fall of 1985. While this decision rule
appears simple, a number of further decisions may need to
be made. A common question is whether or not to track
non-program or non-degree-seeking students. Such students
are often not tracked because their enrollment periods may
cover only one or two terms and examination of detailed
behavior patterns is deemed unnecessary. On the other
hand, non-program status occasionally precedes admission
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Figure 3

STUDENT TRACKING DATABASE
PROPOSED DATA ELEMENTS

DATA ELEMENT POSMON LENGTH TYPE DATA ELEMENT POSITION LENGTH TYPE

Social Security Number 1-9 9 N Term 1 Hours Attempted 31-35 5 N
Year of Birth 10-11 2 N Term 1 Hours Completed 36-40 5 N
Sex 12 1 AN Term 1 Cumulative GPA 41-43 3 N
Racehithnicity 13 1 AN Term 1 Degree Earned Flag 44 1 N
Last P:ior College 14-19 6 AN
Student Intent 20 1 AN
Entering Student Type 21 1 N
Entering Student Major 22-25 4 AN
Entering Student Time of

Attendance 26 1 AN
Degree Field Attained 27-30 4 AN

TERM

2 3 4 1 I 7 $ 3

Hours Attempted 45-49 59-63 73.77 87.91 101-105 115-119 129-133 143-147

Hours Completed 50.54 64-68 78.82 92.96 106-110 120-124 134-138 148-152

Cumulative GPA 55-57 69-71 83-85 97.99 111-113 125.127 139.141 153.15f
Degree Earned Flag 58 72 86 100 114 128 142 156

Fseld reserved for data c-urreotly oot colkcied.
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into a particular program if a student lacks prerequisites,
has not had his or her records processed in time, etc.
Similar issues surround the treatment of transfer students,
and of readmitted students.

How long will they be tracked? Theoretically, a cohort
can be tracked indefinitely (or at least until all members
are graduated or dead!). In practice, however, it is best
to establish a "cut-off" point beyond which the cohort is
considered closed. Because of increasing numbers of
part-time enrollees and of "stop-out" students who inter-
rupt their enrollment, it is generally best to include
sufficient time for students to finish - at least six years
for a four-year program and four years for a two-year
program. Indeed, the national standard for completion of
an undergraduate degree is now five years. The most useful
cohort tracking period will, of course, vary both by in-
stitution and by the types of students tracked. A good
rule of thumb, however, is to maintain a tracking period
of sufficient length to determine the fates of at least
90 percent of the students in the cohort.

How often will new cohorts be established? In principle,
it is possible to 'begin a new tracking cohort each term.
In practice, however, maintaining simultaneous tracking
files for as many as twenty different cohorts can be com-
plex. Furthermore, there is generally relatively little
variation in results across cohorts from successive years,
unless there has been a substantial change in the charac-
teristics of newly admitted students or in the program or
institutional environment. As a result, most institutions
establish new cohorts on a periodic basis for example,
once every three years. A more complicated issue is
whether to establish cohorts for terms other than fall.
For institutions that admit students year-round or for
graduate programs, establishing spring or winter cohorts
may prove fruitful because students who first enter the
institution at these times may differ significantly from
fall entrants.

What data elements will be tracked each term? The actual
data content of a longitudinal cohort file can vary con-
siderably. A major question, however, is what data ele-
ments to read and record each term. At minimum, each
record should contain information on enrollment status,
on hours attempted and completed, and on grade/probationary
information for each term. Given institutional needs,
however, many other elements could be tracked. Because
space must be reserved for each additional element for each
term in the tracking period, however, every additional
element will considerably increase the size of the tracking
file.

The most complex of these choices, of course, is that of
the data elements to include in the file. Four distinct
types of data elements are generally typical of student
tracking studies, and each is handled in a somewhat dif-
ferent way.
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.. Fixed data elements are those which never vary. Most
I

are demographic - for example, gender, date of birth,
etc. - but they can include such elements as high
school performance, last prior college, etc. Generally
these elements are extracted from the term file that
corresponds to the student's first term of academic
history. They should be checked periodically against
more recent information, however, because recent cor-
rections are rarely posted to past term files.

2. Variable data elements are those which must be recorded
and tracked each term. Examples include enrollment
status, hours attempted and earned, term GPA,
probationary status, and sometimes student major.
These elements are read successively from historical
term files throughout the tracking period, and each
record will contain an entry for every term. Blanks
are generally recorded in these fields for terms in
which the student was not enrolled.

3. "Semi-fixed" data elements are those which occa-
sionally vary in the course of a student's enrollment,
but which do not do so systematically. These include
demographic elements (for example, marital status,
employment status, etc.) and enrollment elements (for
example, program major, residence status, day/evening
attendance, etc.). Perhaps the biggest decision in-
volved in constructing a longitudinal tracking file
is how to handle such elements. If changes in these
elements are important, they may be treated as "vari-
able," and recorded each term. Because this can vastly
increase file size if many such elements are tracked,
the decision is often made to treat some elements of
this kind as fixed. This is often done for employment
status, marital status, and other "semi-fixed" demo-
graphic elements. In this case, the value of the el-
ement is taken for the student's first term of academic
history only, and is assumed to remain the same
throughout the tracking period.

4. Derived elements are those that are calculated from
others in the file for particular analytical purposes.
Examples ramie in complexity from student age (derived
from date of birth), to such factors as course com-
pletion rates (derived from cumulated hours attempted
and earned). Derived elements are generally not
physically maintained in longitudinal record files,
but are calculated by statistical packages on an as-
needed basis. If calculations are complex and large
numbers of people are using the file for analytical
purposes, it may be efficient to calculate such ele-
ments a single time and maintain them in the file.

A list of the most common data elements used in free-
standing tracking files, classified by type, is presented
in Figure 4.
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Figure 4

Data Elements Most Commonly Used in
Student Tracking Systems

Fixed/Semifixed:

SSN

Date of birth

Gender

Race/ethnicity
Last prior college/hs

Test scores

Variable (Term):

Hours attempted

Hours completed

Term gpa

Degree earned flag

Derived:

Total hours attempted

Total hours completed

Average load

Completion rate

Financial aid status

Entering student type

Major/program*
Time of attendance*

[Student intent]

[Employment status]

[Marital status]

Academic status

Major/program*
Time of attendance*

[Requirement status]

Still enrolled (after N terms)

First term only

Completed

Stopped out
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Once established, tracking files of this kind can be used
to support many kinds of analyses. The most straightfor-
ward are simple cohort survival studies that involve cal-
culating comOet%on and dropout rates for different student
subpopulations. More complex and revealing analyses can
include multivariate predictive studies of student per-
sistenle, dropout, and performance. Such studies are
generally regression-based, but may also fruitfully employ
such techniques as discriminate analysis or probit analy-
sis. A major utility of such files, of course, is to es-
timate a generalized Markov or cohort survival model for
purposes of predicting enrollment, as described in the
previous section.

USE OF SURVEY QUESTIONNAIRES IN LONGITUDINAL STUDIES

Student tracking data drawn directly from registration
record files provide a powerful tool for documenting pat-
terns of student enrollment behavior. By analyzing such
patterns by subpopulation, and by correlating them with
student demographics and with such factors as academic
performance, time of attendance, etc., a great deal of
insight can be gained about how students behave as they
do. As Pat Terenzini emphasizes in his chapter, however,
such inferences are necessarily limited because they do
not tell us the "why" of student behavior. Administering
survey questionnaires in conjunction with longitudinal
tracking studies can help illuminate some of the reasons
behind eevealed behavior.

Such surveys are generally undertaken for one of three
purposes:

1. To regularly collect information that is not currently
included in registration records. Examples include
employment status, marital status, and academic goal.

2. To study a particular student subpopulation in greater
detail. If tracking studies reveal a particular group
of students to be unusually prone withdrawal, for
example, a survey might be adminis.red to such stu-
dents to determine their reasons for withdrawal and
their current situation.

3. To study a particular "decision point" in a Markov or
cohort survival model. If tracking studies reveal that
the end of the first term is a crucial time for per-
sistence, a survey might be administered to all stu-
dents passing through this point to determine their
intentions, perceptions, and attitudes.

It is important to note that the latter two uses of surveys
represent considerable gains in efficiency over adminis-
tering of periodic surveys to all students. Rather, sur-
veys are used to investigate more carefully focused
research questions suggested by prior behavioral studies.
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As in constructilg s longitudinal tracking file, survey
cosivr. must consider (1) who_is_#o be .smrveyed (for exem-
pla, minority students, program students, evening stu-
derts, etc., and whe+hor or not t7amples should be
emp..oyed), (2) when surveys zbesad be mdkinistere (for
example, at entry, after graduation, within t year of
withdrawal, etc.), (3) bow oftentrvev (for example,
every third year, by program on a fciatino schedule, etc.),
and (4) what questions to ask. Typical data collection
points are presented in Figure 5.

Data collected by survey must also be stored and main-
tained. Decisions must therefore be made on- !low and
whether to physically integrate such informaion with
longitudinal student data files. Some institu'ziors reserva
data fiel. in their longitudinal cohort file* for the
inclusion of responses to important survey questions.
Others maintain survey information in separate files, and
use a linking element (such as student number) to tie
survey -esponses to enrollment behavio-. Still others
maintain no link between such files, and simply ase ques-
tionnaire data to explore hypotheses suggested by longi-
tudinal tracking studies.

As in the establishment of record-based longitudinal files,
the primary question in using surveys is what to inclL'de.
Typical questions asked on tracking surveys depend upon
the point in a student's aca..!emic career at which infor-
mation is desirad. Questions typically asked sntLy
include (1) student goal and intended duration or per-
sistence, (2) information about college choices including
reasons for choosing this college and sources of informa-
tion important in making the decision to enroll, and (3)
perceived readiness and need for remediation. Typical
questions asked of currently enrolled students incl'Ide (1)
progress toward fulfilling goals, (2) knowledge of, use,
and evaluation of particular programs and services, (3)
percepti_ns of and involvement with the campus environment,
(4) perceived gains in knowledge and skills, and (5) per-
ceived changes in attitudes and beliefs. Questions typ:-
callr asked of former students (both successful graduates
and non-ccmpleters) include (1) goal fulfillment, (2)
subsequent attendance ct other colleges and universities,
(3) subsequent and current employment situation, (4)
knowledge of, use, and evaluation of particular programs
and service ;, (5) perceived strengths and weaknesses of
instruct;on given current circumstances, and (6) reasons
for persistence or withdrawal.

Questionnaire studies of this kind are often facilitated
by using a pre-designed instrumert, by using "item-banks"
containing many preconstrurted questionnaire items for Ise
in local surveys, and by reviewing the literature on t. .u-
dent ct'ice and persistence. An advantage of usinc com-
mercial surveys is that comparative information from other,
similar institutions is often available. Most such in-
struments also include space for up to twenty items de-
signed locally. Figure 6 provides a list of the most
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Figure 6

Sources of Questionnaires and Questionnaire Items

Existing Major Student Questionnaire Systems:

Cooperative Institutional Research Program (CIRP) Higher Education Research Institute - UCLA

ACT Evaluation Survey Service (ESS) ACT; Iowa City, Iowa

Student Outcomes Information Service (SOIS) NCHEMS; Boulder, Colorado

College Student Experiences Questionnaire (CSEQ) Higher Education Research Institute - UCLA

Sources of Items/Ideas for Local Questionnaires:

"Surveying Your Alumni" (McKenna 1983)

FIPSE Project Item Bank

Higher Education Measurement and Evaluation
Kit (Pace 1975)

Outcome Measures and Procedures Manual

CA"' "'shington, DC

Chancellor's Office, California Community Colleges

gigher Education Research Institute - UCLA

NCHEMS; Boulder, Colorado
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common commercial student surveys and some useful sources
for items when designing local questionnaires.

It is important to emphasize that questionnaire surveys
pay their greatest dividends when designed in concert with
record-based student tracking studies. Because of problems
in obtaining adequate response rates and because of the
inherent ambiguity of all survey data, it is best to begin
analyzing enrollment behavior by making maximum use of
existing student record information. Survey data can then
be used to help explain or to illuminate the patterns of
enrollment obtained for particular types of students.
Survey data alone, however, can be notoriously unreliable
in forecasting or accounting for enrollment behavior.
Survey data may, for example, reveal that students are
particularly unhappy with academic advisement, with park-
ing availability, or with a range of other aspects of the
campus environment. But the frequency of such perceptions
may be as great for persisters as for non-persisters.
Documenting actual behavior must precede interpreting
Perceptions of this kind, as the interpretation will vary
considerably depending upon what students actually ended
up doing as a result.

CONCLUSION

In conclusion, it is important to re-emphasize the fact
that an ongoing program of longitudinal studies guided by
a comprehensive model of enrollment dynamics is vastly more
useful than a series of non-cumulative one-shot efforts.
While the conduct of individual cohort analyses or ques-
tionnaire studies may be little affected by the presence
of such a model, the poenda of which studies to undertake
at what time, as well as the manner of presenting complex
results to decisionmakers are considerably halped by a
sound and visible conceptual approach.

Naturally, there is no single recipe for success in con-
structing such an ongoing research program. Experience
does, however, suggest a number of broad guidelines=

look pt the "big picture" first. The most impor+ant
single step in longitudinal enrollment research is to
determine patterns of student flow for the entire in-
stitution. Estimating a cohort survival model can be
of considerable help in forecasting ^nrollments and
in guiding enrollment management polici. At the same
time, focusing administrative attention on the "big
picture" will help to communicate the results of more
detailed studies by emphasizing how they relate to one
another, and their implications for total enrollment.

A PartiallItestimated model is better than none. Es-
tablishing a longitudinal tracking database as de-
scribed in this chapter may take time, and there is a
strong temptation to wait to communicate results until
a wide range of data are available. But even partial
data may be of considerable value to enrollment man-
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agement decisionmakers in ruling out less promising
courses of action.

D. aregate enrollment until distinct Oehavioral
Aggregate models of studont flow are

useful, but can mask often considerable differences
in enrollment dynamics typical of different groups of
students. The best way of identifying such groups is
through experimentation - by examining different suc-
cessive cuts of enrollment statistics until behavioral
groups that hang together emerge.

Rov4sit the motel continupusly and check the validity
of it, _assumP ion*. Longitudinal enroll ant models -
even if grounded in considerable historical data - are
only as good as the assumptions upon which they rest.
These assumptions often change as a result of changes
in policy or changes in the institution's operating
environment. As a result, longitudinal enrollment
models should never be seen as immutable. Rather they
should be constantly reviewed in order to ensure their
appropriateness, and to discover new insights into
available student data.
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STUDYING STUDENT ATTRITION AND RETENTION

Patrick T. Terenzini
University of Georgia

Despite an enormous body of literature an the subject, and
several excellent literature reviews (Spady, 1970; Cope &
Hannah, 1975; Tinto, 1975; Noel, Levitz & Saluri, 1985),
attrition and retention studies continue to be a common
activity of institutional researchers as they and the ad-
ministrators they serve seek to understand the dynamics
of attrition on their own campuses and to develop ways of
enhancing student retention. The reasons are not hard to
discern: the supply of traditional high school graduates
is shrinking and college-going rates (which grew steadily
from 1950 to a high in 1976) are stabilizing, if not de-
clining slightly (Kaufman, 1986). Colleges and universi-
ties across the country are facing or already experiencing
enrollment drops, some of them substantial. At least some
of the institutions that are maintaining enrollment levels
may be doing so at the cost of reduced standards of ad-
mission or degree completion. Enrollment levels are, of
course, intimately related to tuition at independent in-
stitutions and to state appropriations in public colleges
and universities, and administrators are realizing that a
penny saved is a penny earned: retaining a student who
might otherwise withdraw means not having to recruit a
replacement. The cost avoidance incentive applies else-
where, as well: the time; energies, and resources required
to register, advise, financially support, counsel, teach,
and recreate a student who stays are the same as those for
the student who eventually withdraws.

Moreover, retention rates are increasingly being used
(appropriately or not) as one index of program or insti-
tutional quality and health. As will be seen below, re-
tention information for program evaluation or for
institutional self-study or review must be used cautiously.
Such cautionary notes, however, will not entirely deflect
the growing public pressure on postsecondary institutions
to account for the effective and efficient use of public
and private funds.

This chapter is intended to provide an introduction to the
study of students' attendance behaviors on one's own cam-
pus. First, definitions and types of withdrawal are re-
viewed. Then, three basic designs for gathering data on
why some students continue their enrollment while others
withdraw are summarized and the assets and liabilities of
each are briefly described. Finally, the chapter outlines
the most common statistical procedures used to analyze the
data assembled.
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1

I

BASIC TERMS AND CONCEPTS

Before undertaking any study of attrition and reten ln,
choices in three fundamental areas must be made: dad-
nitions, types, and purposes. These choices will have a
direct bearing on the nature of any study's design, meth-
ods, and utility. Consider, for example, the apparently
simple questions "What is the attrition/retention rate
at Frostbite Falls State?" The response may seem more like
an evasion than an answer.

To how long a period of time does the question apply?
Freshman to sophomore year? Four years? Five years?
Ten years?

If longer than a year, whr.t about the student who re-
turns after a term or two Is that student a "drop-
out," even though that individual is currently
enrolled?

Are academic dismissals to be included, as well as
those who withdrew voluntarily?

Does the question refer to retention within each aca-
demic major program? (Probably not, but the question
is neither unreasonable nor uninteresting.)

What about the student who completes a course or two
and leaves, but never intended to complete a degree,
or even a full acadAmic year?

Definitions

Definitional problems have bedevilled attrition and re-
tention studies for decades. The problem lies in the fact
that what constitutes "dropping out" is really a matter
of perspective. It is important to be clear about this
at the outset, for attrition is not necessarily a bad
thing, something contrary to the best interests of insti-
tutions or students.

From the individual's point of view, withdrawal may indi-
cate that the individual got from the institut..'n exactly
what he or she had come for. For these students, the de-
finitions of "persistence" and "success" do not include
completion of a conventional certificate or degree program,
or even a full academic year. Similarly, not all with-
drawals are attributable to a lack of ability. Where
attrition is concerned, this belief may be one of the most
prevalent - and pernicious views of faculty members.
Indeed, substantial evidence exists to indicate that stu-
dents who withdraw commonly have higher scores on measures
of academic aptitude than do continuing students. Students
must accept (and we must give them) some responsibility
for their own educations. Studies need to differentiate
between students who withdraw after making a good-faith
effort to succeed and those who withdraw in the face of
self-induced failure. (See Pace, 1984, for guidance and
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instruments for the evaluation of student effort.) Or,
withdrawal may follow the student's discovery that the
decision to attend a particular institution had been made
for the wrong reasons or on poor information, and that
educational or career goals will be better served at a
different institution. Or, perhaps those educational or
career goals have changed since matriculation and require
attendance elsewhere. But if those changes were induced,
at least in part, by the student's educational experiences
at the present institution, then the withdrawal reflects
personal and/or academic growth and constitutes both an
individual and institutional achievement, not a failure.

rrom an institutional perspective, one must take into ac-
count institutional mission. For example, one of the
primary functions of two-year institutions is to prepare
students to transfer to four-year institutions. Such
withdrawals should be sources of institutional and indi-
vidual satisfaction in a mission accomplished, not causes
for alarm. Indeed in some vocational-technical schools,
part of whose mission is to help students find employment,
the institution may even encourage area emoloyers to raid
the classroom when looking for help. Finally, the decision
to withdraw may be beyond the institution's power to in-
fluence. For example, a student may decide to withdraw
significantly in advance of the actual withdrawal (little
is known about the timing of such decisions). Similarly,
the decision may be due to conditions beyond the insti-
tution's control (for example, problems at home).

While the matter of definition continues to be a subject
of some debate, certain common categories appear to be
emerging:

PERSISTER: A person who is continuously enrolled (for
the period of time under study). In certificate or
degree-completion studies, this individual graduates
"on time."

STOPOUT: A student who leaves for a period of time,
but who subsequently returns to continue study. This
student graduates eventually.

DROPOUT: A student who leaves and does not return
during the period under study. (This student, of
course, may subsequently prove to be a stopout.)

ATTAINER: A student who leaves prior to certificate
or degree completion, but after achieving a personal
goal (for example, completion of a particular course,
or acquisition of a particular skill).

This latter category is an important addition to our lex-
icon, recognizing the importance of students' initial in-
tentions in the classification process. The "dropout"
category in much of the earlier research, particularly that
done at two-year institutions, is no doubt confounded by
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the number of "attainers" who were included because of
imprecise definitions.

'Noes of Withdrawal

Attrition may be of three general types. Internal attri-
tion refers to the transfer of students to different major
programs of study within the same institution. Such
"attrition" may well be the most common form, but it is
also the least threatening to an institution's financial
condition and might be viewed as a normal consequence of
the educational process. Internal attrition may, however,
be a cause of concern to program or departmental adminis-
trators if it is very high, for their enrollments may in-
fluence the resources they receive from higher levels.
Internal attrition in any given program or department be-
comes a cause of concern at the dean's or vice presidential
level only if it is substantial in comparison with that
of other majors.

Institutional attrition involves the student who leaves a
particular college or university, even though that student
may transfer to another institution with no interruption
in schooling. For the original school, the student is
gone, and the reasons for the leaving are worthy of study.
This is the most frequently studied type of attrition, for
it is directly related to institutional funding and is
increasingly being used as an index of overall institu-
tional health and quality.

Systemic attrition refers to students' withdrawal from all
types of formal higher education. This type of attrition
is a matter of interest at system, state, nnd federal
levels because of its obvious public policy implications.

Pow Much Attrition Is It Reasonable to Expect?

Studies of student attrition and retention deal with one
or more of four fundamental questions: 1) How many stu-
dents are withdrawing? 2) When are students withdrawing?
3) Who is withdrawing? and 4) Why are they withdrawing?
Peter Ewell, in his chapter in this volume, provides an
excellent discussion of the data bases and procedures
needed to answer the first three questions. This chapter
will not repeat what is there, but, rather, focus in detail
on the fourth question, partially addressed by Ewell.
Before doing that, however, it may be helpful to know what
the retention rates are at similar types of institutions:
how much attrition is it reasonable to expect at one's
institution? At what point on the continuum from perfect
retention to complete exodus should an institution begin
to be concerned about its own withdrawal rate?

Table 1 arrays national retention and graduation rates at
different types of institutions over varying periods of
time: the freshman year, two years, and graduation in
three and five years. Three toings are noteworthy about
these figures: first (looking at the upper portion of the
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table), the one-year retention
ferent cohorts of students are
suggesting reasonable stability
stability may characterize the
institutional type, considerable
each category.

TABLE 1

rates for the three dif-
approximately the same,
over time. While such

retention rates of each
variability exists within

RETENTION AND GRADUATION BY TYPE OF INSTITUTION,
NUMBER OF INSTITUTIONS REPORTING AND

PERCENTAGE OF STUDENTS WHO ENTERED AS FRESHMEN

Institution

Retention Mir One You

N
1975.76

% N
1976.77

% N
1977411

%

2Year Public 74 55 82 55 92 53
2Year Private 27 63 29 64 30 63

Nonsectarian 12 63 12 62 12 64
Religious 15 61 17 65 18 62

4Year Public 99 68 103 67 104 66
4Year Private 207 71 222 71 227 71

Nonsectarian 66 73 72 73 76 74
Religious 141 71 150 70 151 68

Institution

Retention After Two Tears Graduation

N
1973.77

%
1976711

N % N
3 Years

% N
S Years

%

2Year Public 188 41
2Year Private 46 61

Nonsectarian 18 63
Religious 28 60

4Year Public 85 56 78 55 135 53
4Year Private 176 57 178 57 306 60

Nonsectarian 52 63 55 63 105 64
Religious 124 55 123 54 201 58

NOTE: Reprinted from Beal and Noel (1979)

FROtt Limning. QT.: Beak PE.. & Saw K. Retention and Ammon: Evidence lot Action and Research
Boulder: NCNB'S, 19110.

Second, notice the five-year graduation rates for four-year
institutions (right-hand column of the lower table). While
these figures may be somewhat higher than those from other
sources, the point is clear: graduation four years after
matriculation can hardly be considaPed the norm. While
we used to believe that the student who failed to complete
a degree in four years was atypical, in fact, an entering
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freshman was about as likely to drop out as to complete a
degree program over a four-year period. This continues
to be the case.

Indeed, the national four-year degree retention rates have
been virtually invariant for the last century. World War
II caused a drop in the trend line, followed by a sharp
but short-lived rise occasioned by the G.I. Bill, but with
those exceptions, the national completion rate at
baccalaureate degree granting institutions has held vir-
tually constant at about 50 percent since 1880 (Tinto,
1982). It will be interesting to see over the next decade
whether actions taken in the heat of the current national
concern with retention will produce any appreciable change
in that historical pattern.

The third point worth noting in Table 1 is that, while the
tabled figures are for "retention," one can derive some
interesting "attrition" statistics by subtracting the
one-year retention figures (top table) from 100 percent.
Having done that, one will see that, for both two- and
four-year institutions, attrition is largely a first-year
Phenomenon. Using the public four-year institution figures
to illustrate, one can see that on the average about 30
percent of our freshmen do not return for their sophomore
year, compared with a five-year attrition rate of about
47 percent. Put another way, perhaps as much as 70 percent
of those who will leave over a five-year period will
withdraw before the second year (other sources suggest that
figure may be closer to 50 percent, but the point remains
the same). Among two-year institutions, the situation is
even more dramatic: 46 percent attrition in the first
year. compared to 59 percent attrition over a three-year
period. That is, nearly 80 percent of all dropouts leave
before the start of the second year. The message is clear:
if one wishes to increase institutional retention rates,
efforts should be concentrated on the first year.

Finding Out "Why?"

The most difficult and technically challenging question
to answer is "Why do some students withdraw while others
continue?" As Ewell suggests, much can be learned about
the origins of attrition and retention on one's campus
through analysis of longitudinal enrollment records.
Groups that are particularly attrition-prone can be iden-
tified, and the "peak periods" of attrition can be delin-
eated. Inferences based on such information are
unavoidably limited, however, being restricted to the data
elements contained in the longitudinal enrollment files.
And if the research on the sources of attrition tells us
anything, it is that the process is exceedingly complex,
oftentimes more dependent upon what happens to students
after they arrive on campus than on what they are like at
the time of matriculation.

The number and variety of variables from which to choose
in studying attrition on one's campus is, however, stag-
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Bering. Fortunately, several excellent sources are
available to help one plan and organize for such a study.
First, several excellent reviews of the
attrition/retention literature are available. Those of
Spady (1970) and Tinto (1975) are comprehensive and
scholarly, but now also somewhat dated. Cope and Hannah
(1975) offer a more readable summary, but this review is
also now dated. Lenning (1982) provides an excellent
discussion of variable selection and measurement issues
and Noel, Levitz and Saluri (1985) provide a more current,
but somewhat limited review.

Given the enormous range of variables from which to choose,
some of which are better predictors of attrition than
others, one will profit from consideration of several
theoretical models of the attrition process. Such models
can serve as valuable road maps in the selection of vari-
ables and in their causal ordering for study. Tinto's
(1975) model is the best known and most frequently used
in guiding research on student retention. Tinto views
attrition and retention as a longitudinal process involving
a complex series of socio-psychological interactions be-
tween the student and the institutional environment. Ac-
cording to this theory, the student brings to college such
characteristics as family background, personal attributes,
and pre-college school experiences, each of which is pre-
sumed to influence not only college performance, but also
initial levels of goal and institutional commitment. These
characteristics and commitments, in turn, interact with
various structural and normative features of the particular
college and lead to varying levels of integr tion into the
academic and social systems of the ins ,:ution. These
levels of social and academic integratioo, in turn, in-
fluence subsequent levels or goal and institutional com-
mitment. According to Tinto, "Other things being equal,
the higher the degree of integration of the individual into
the college systems, the greater will be (the) commitment
to the specific institution and to the goal of college
completion" (p. 96).

Bean (1980) has synthesized the research on student
attrition and employee turnover in work organizations to
devise a model that views the influences on students as
analogs to those that lead to employee turnover. Anderson
(1985) applied "force field analysis" to identify the in-
fluences on student achievement and retention. Whichever
model one might adopt, the object is to arrive at some
parsimonious selection of the major variables involved in
student attrition and retention. Each of the models above
attempts to guide such selection and can be used to save
valuable time, energy, and space.

DESIGNING ATTRITION AND RETENTION STUDIES

Attrition/retention study development considerations fall
into two general categories: research designs and ana-
lytical procedures. The former is concerned with how to
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collect the necessary data, the latter with how to analyze
the data.

Research Designs

Attrition study research designs may be of three general
types: autopsy, cross - sectional, or longitudinal. In
social science research, as in so many other things, "There
is no such thing as a free lunch." Every design decision
has its price, and it is important to know not only what
the meal will be, but also what it will cost. This section,
and the one following it, attempts to summarize what is
gained and given away with the selection of each research
design and analytical procedure. A more thorough discussion
of these issues is given in Terenzini (1982), from which
this is excerpted.

Autopsy designs, as the label implies, are e4 post facto,
studies of attrition. The researcher identifies those
students who have withdrawn during a specified period of
time (for example, between freshman and sophomore year)
and mails the former students a survey questionnaire asking
about why they withdrew, how often they used certain aca-
demic and student services, their evaluations of those
services, or other features of the college experience (for
example, academic advising, living arrangement, major) and
so on. Information on current activities is also usually
solicited. The strength of this design lies in its focus
on those who do not return to graduate. The design has
considerable intuitive appeal: if one wishes to know why
students are withdrawing, ask them! The design is also
attractive because of its relatively low cost.

Logical and appealing as this approach may be, however,
it is methodologically the weakest of those discussed here.
The concept of controlled comparison is the foundation of
scientific research, and as autopsy studies are usuall,
carried out, students who continue their enrollment are
not sampled and surveyed. Thus, while one might find from
an autopsy survey that dropouts are highly critical of the
academic advising they received, without a sample of con-
tinuing students (a control group), there is no valid or
reliable basis for concluding that doing something about
academic advising will reduce attrition: students who
continue their enrollment may be equally critical of their
advising. Even if continuing students are surveyed, in-
formation is likely to be collected at different times and
under different circumstances than that for dropouts,
thereby confounding comparisons.

Moreover, autopsy designs generally produce relatively low
response rates, which are a threat to the generalizability
of any findingz. There as also a tendency for respondents
to be more positive than nonrespondents in their attitudes
toward the institution. It may well be that the responding
"dropouts" are, in fact, "stopouts" who will eventually
re-enroll. In addition, autopsy study data frequently do
not include information that would be useful in control!ing
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background variables. It should be pointed out that
nothing inherent in an autopsy design forces these
methodological weaknesses. Rather, the weaknesses arise
more from the researcher's lack of experience. Autopsy
designs are probably most useful for obtaining anecdotal
information.

Cross-sectional designs involve the one-time collection
of data from currently enrolled students, typically near
the end of a semester or academic year. A cross-sectional
design produces an informational "snapshot" of the in-
fluences at a single point in time that are inclining
students toward withdrawal or continued enrollment.
Moreover, the design provides data from both persisters
and dropouts (and stopouts and attainers), except, of
course, that these groups cannot be differentiated one from
another until the next term begins and the fact of en-
rollment or non-enrollment can be verified. At that point,
the analytical groups are formed (stopouts will, of course,
be confounded with dropouts at this stage), and the anal-
ysis of why students persisted or withdrew can begin, using
the variables thought to influence attendance decisions
and included in the survey questionnaire.

Certain design risks exist, however. Differences found
between or among groups may be due to differences between
or among the groups at the time they enrolled. Failure
to consider such pre-college differences may lead the re-
searcher to conclude (unwittingly and, Perhaps,
expensively) that the sources of attrition lie within the
institution's control when, in fact, they do not. Stu-
dents' admissions files will contain information for con-
trolling some important pre-college differences (for
example, high school achievement and academic aptitude),
LA information on other potentially confounding variables
(for example, commitment to degree completion, educational
and career aspirations, expectations of college) will not
be available.

The strengths of this category of designs (relative to
autopsy designs) include the likelihood of higher response
rates, more reliable generalizability of findings to the
entire student body, and, thus, greLter utility of the
information for other informational and evaluative pur-
poses. In addition, this approach permits comparison of
dropouts and persisters on the same measures, taken at :he
same time, and under similar condition.; and at the very
time they are Presumably exerting their influence.
Finally, cross sectional designs are typically no more
costly than autopsy designs. If a campus mail system is
available for BOTH distribution and collection of ques-
tionnaires, it may even be less expensive than the autopsy
design. (If the campus mail service does not handle the
outgoing mail of students in residence halls, U.S. postage
should be provided for the return of questionnaires. Do
NOT assume students will drop off survey forms at some
central location. They won't.)
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The liabilities include the need for greater technical
sophistication on the part of the researche^ and more
comi,lex data-haniling tasks (particularly if pre-
matriculation differences are to be controlled), a longer
time period required to complete the sttly (perhaps 6-9
months or more, less if studying semester-to-semester
attrition), and somewhat higher costs.

Longitudinal designs are the most demanding, but also the
most likely to produce valid information. If a cross-
sectional design provides an informational snapshot of the
influences on students' attendance behavior at one point
in their college careers, longitudinal designs constitute
something of a family album, marking changes in student
attitudes and experiences over a period of time that may
vary from a single semester or year to several years.
Information is gathered at multiple points during that
period. Typically, students are first surveyed before
matriculation (for example, during a summer orientation
session) on a variety of topics, including educational and
family background, academic and career goals, aspirations
and plans, expectations of college, and so on. Students
are surveyed again at later points in time, perhaps at the
end of each subsequent semester or year. Each follow-up
data collection seeks to gather information on students'
experiences during the year (or semester) just ending (for
example, frequency of contact with faculty members, aca-
demic performance, peer relations, current attitudes,
goals). The reliance of this approach (and of the two
previous designs) on students' abilities to recall the
Year's (or semester's) experiences may be a source of er-
ror, however. For as noted earlier, the decision to
withdraw may have been made well before it was actually
acted upon. Because little is known about the typical time
lapse between decision and action, this potential source
of error is likely to remain until it is studied in greater
detail.

At the start of the following year (or semester), regis-
tration records are checked to determine which students
are flpersistere and which are not. Differences are sought
between and among the groups in attitudes or experiences
that might help explain why some students withdrew while
others continued.

The Cooperative Institutional Research Program (of the
Higher Education Research Institute at the University of
California - Los Angeles), the Educational Testing Service
(Princeton, NJ), the American College Testing Program (Iowa
City, IA), and the National Center for Higher Education
Management Systems (Boulder, CO) all provide instruments
for surveying entering students and for following-up at
later points in time.

Longitudinal designs provide extensive, planned control
of confounding background variables, as well as more pre-
cise estimates of the institutional influences on attend-
ance behavior. Such designs are the most internally valid



available for studying attrition and afford a measure of
confidence in findings and associated conclusions that is
not available with other designs. The price of such design
rigor and confidence, however, is not trivial. Because
of the decreasing number of respondents over time, large
samples or a total census of entering students is needed.
Handling large numbers of students, of course, increases
the complexity of the data handling, the volume of mate-
rials to be handled, and the costs. Such designs also
require at least one person on the study team who is fa-
miliar with longitudinal research methods and multivariate
statistics. Such studies also require more time to com-
plete, perhaps as much as fifteen months. Moreover,
greater care is needed throughout the study: what was a
minor oversight in an autopsy design can burgeon into major
and costly problems in a longitudinal study. Considerable
care and thought should be given to the selection and de-
velopment of any design, for as will be seen below (if it
is not already evident), decisions made about research
designs have a direct and significant influence on every-
thing that follows, including the analysis of the data.

ANALYTICAL PROCEDURES

At the same time that a study design is being selected (and
absolutely before the data are collecied), the institu-
tional researcher must face a problem akin to that of
dog chasing a car: once the car is caught, what is to be
done with it? Before the mid-1970s, the majority of
attrition studies relied on univariate or bivariate sta-
tistical procedures. Univariate statistics include a
variable's mean, median, mode and standard deviation and
are derived to summarize a trait in a sample and to esti-
mate the amount of that trait in a population. By them-
selves, they provide descriptive information about a group,
but little else. Bivariate statistics (for example, chi-
square tests of association or goodness-of-fit, t-tests,
zero-order correlations, one-way analyses of variance)
yield information about the relation between two variables
in a sample, but they are ill-suited to the study of com-
plex, multivariate phenomena, such as college attrition
and retention.

Because one knows intuitively that students' decisions
about continued college attendance are complex, survey
questionnaires are designed to gather data on a large
number of variables. Analysis of such data sets using
bivariate procedures requires repeated calculation of the
statistic each time one of the variables changes. Such
repeated testing is subject to two problems. First, as
the number of tests increases, so does the likelihood of
rejecting an hypothesis of "no difference" when, in fact,
no real difference exists (that is, the difference is due
to chance). Out of every 100 such tests, one can expect
five such errors. (That, after all, is the meaning of "p
< .05.") The problem, of course, is that one has no way
of knowing which of the differences are "tree" and which
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are "false" differences i,.dicateld by the significance
tests.

The second problem wiih repeated bivariate tests is that
the variables used in a retention study are, in all like-
lihood, correlated with one another. For example, high
school achievement is related to academic aptitude, and
both, in turn, are related to socio-economic status, and
so on. Thus, if two or more variables are found through
bivariate testing to be related to attrition, which of the
two (or more) is the better (best) predictor of attrition/
Once the first is taken into account, is the second still
a useful predictor? Multiple bivariate analyses are not
only unparsimonious, but also virtually uninterpretable
with any degree of clarity. As Spady (1970, p. 77) has
written, "further . . . bivariate research on the 'corre-
lates' of dropping out should be abandoned. Now!"

One senses intuitively that attrition and retention be-
haviors are inherently multivariate - multiple variables
in some as yet only poorly understood web of relations.
Three types of multivariate statistical procedures are
commonly used to help clarify that web: multiple re-
gression, discriminant function analysis, and path analy-
sis.

Multiple regression) is a statistical procedure by means
of which the contributions of multiple independent (pre-
dictor) variables to the prediction of a dependent variable
(in this case, a dichotomous dependent variable: attrition
or retention status) can be estimated both individually
(the unique importance of each predictor variable) and
collectively. Kim and Kohout (1975) offer a brief, rela-
tively nontechnical introdmction to the topic, and
Kerlinger and Pedhazur (1973) present an extended and
somewhat more mathematical discussion that is still read-
able, even for those who have a limited knowledge of sta-
tistics. Virtually all standard statistical computer
packages have routines to perform multiple regressions.

Regression analyses may be of several forms, but the most
frequently used in attrition analyses are overall or hi-
erarchical. In an overall multiple regression, the con-
tributions to prediction by all independent variables are
tested simultaneously. The value of the R2 statistic in-
dicates the proportion of variance in the dependent vari-
able (dropout v. persister status) that is attributable
to all predictor variables acting simultaneously. That
is, the R2 indicates the power of the independent variables
for explaining differences between dropouts and
persisters. The magnitude of each variable's beta weight
reflects the unique contribution of that variable to the
predictive power of the regression equation, controlling
for all other predictor variables. For example, if the
beta weight of one variable is twice the magnitude of an-
other, then the first variable contributes twice as much
as the second to the explanation of attrition status. Such
models do not shed a bright light on tne importance of
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institutionally-controllable variables on attrition, how-
ever, inasmuch as all variables - background and college
experience variables - are tested simultaneously.

Hierarchical regression models can help isolate the in-
stitution's role, however. This type of regression permits
the researcher to determine the unique predictive power
of each variable, or set of variables, in a specified or-
der. For example, the predictive power of all background
variables can be tested first. Then, with the amount of
variance in the dependent measure attributable to these
variables known, the researcher can test the power of the
cntlege experience measures for explaining that proportion
of the total att.ndinco behavior variance not already ex-
plained by the background variables by adding to the ori-
ginal model the college experience variable and repeating
the regression analysis. The incremental difference be-
tween the two R2 statistics points to the "institutional
contribution" to attrition, to that set of variables over
which the institution has some control and which contribute
to the understanding of attrition in ways not already ex-
plained by students' background traits.

Regression analyses have their limitations, however. First
is the problem of multicollinearity, the correlations among
multiple independent variables, which can seriously com-
plicate interpretation of the regression coefficients.
For example, when students' background traits are highly
related to institutional experience variables, a hierar-
chical regression model will extract first the variance
attributable to the background traits. The explanatory
power of the institutional experience variables will,
consequently, be reduced, producing reduced estimates of
their influence and making determination of their true
effect virtually impossible. When multicollinearity is
high among the college experience variables, it is even
more important to exercise caution in the interpretation
of regression coefficients. Second, there is some debate
over whether conventional, least-squares regression tech-
niques are the Last for analyzing dichotomous dependent
variables. Some statisticians recommend probit models.
A discussion of these models is, however, beyond the scope
of this chapter. A third, and nrhaps the most serious,
drawback of both least-squares regression and probit
analysis is their inability to handle more than two groups.
As noted earlier in this chapter, withdrawal study cate-
gories may include as many as four groups (persisters,
stopouts, dropouts and attainers), perhaps more, depending
upon how they are formed. With more than two groups, other
analytical techniques are needed.

Discriminant funcliam___Analvsis offers a solution.
Discriminant analysis is something of a multiple-group
extension of the two-group (that is, dichotomous dependent
variable) multiple regression model. Indeed, the results
of a regression analysis with a dichotomous dependent
variable are directly proportional to those of a
discriminant function analysis with two groups. The sta-
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tistics produced are different in the two instances, but
their interpretation would be the same. Discriminant
analysis is used in retention studies to identify which
of a set of multiple variables best differentiate between
and among three or more groups. The point, here, is that
in an attrition/retention study with moire than two groups,
discriminant analysis is the appropriate statistical pro-
cedure. All standard statistical computer packages (for
example, SPSS, SAS) have routines for doing discriminant
function analyses. Space does not permit more detailed
description of discriminant analysis here, but readers are
referred to Terenzini (1982) for a conceptual discussion
of this analytical technique, or to Huberty (1975) or
Tatsuoka (1971) for more thorough, but also more technical,
discussions.

Path analysis, or structural equation modeling, has gained
in popularity and frequency of use in attrition studies
over the last five years. At one level, path analysis is
simpl, the application of ordinary least-squares multiple
regression techniques in a conceptually-structured way.
Kerlinger and Pedhazur (1973) define path analysis as "a
method for studying the direct and indirect eff(icts of
variables taken as causes (on] variables taken as effects.
It is important to note that path analysis is not a method
for discovering causes, but a method applied to a causal
model formulated by the researcher on the basis of know-
ledge and theoretical considerations" (p. 305). The use
of path analysis forces the researcher not only to identify
the key variables, but also to hypott size the causal re-
lations among them that are believed to lead to, and cul-
minate in, students' decisions to continu- enrollment or
to withdraw. Thus, the importance of having a theory:
it guides and informs the construction of the path model.

CONCLUDING THOUGHTS

It is important to keep in mind throughout that attrition
studies are, without exception, correlational. As such,
no causal links between independent variables and students'
decisions to withdraw or continue enrollment can be spec-
ified, even when using path analysis or other structural
modelling technique (those procedures merely test causal
relations hypothesized to exist). The findirg that one
or another variable is related to the
withdrawal/continuation decision is, at best, a statement
that the identified relation is probably not due to chance.
It I not a statement of cause and effect.

As noted earlier, the design of attrition studies, like
all social science studies, is a series of compromises:
advantages gained in one quarter came at a price paid in
another quarter. Methodological purity must be balanced
against practical utility, cost, and timeliness. The trick
is to optimise one's position, minimizing the investments
of time and money without, in so doing, sacrificing so much
methodological rigor as to make the study of questionable
validity.
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Finally, Ewell (in his chapter in this volume) stressed
the importance of "an on-going program of longitudinal
studies guided by a comprehensive model of enrollment dy-
namics." Such a program will depend upon no single ap-
proach. Each of the four questions outlined earlier (who,
when, how many, and why) must be addressed if attrition
is to be understood and effective retention programs de-
signed.
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DESIGNING AND CONDUCTING NEEDS ASSESSMENT STUDIES

Mary Kathryne Wilders
Moraine Valley Community College

Most colleges and postsecondary educational institutions
are beginning to recognize that the educational environment
in which they served the public in the 1970s and early
1980s no longer exists and that many new problems and
perspectives need to be addressed. this situation has
caused administrators at many institutions to increase
their demand for reliable, projectable educational data.
As a result, many college administrators and planners are
now interested in conducting needs assessment studies to
provide their institutions with this educational data.

NEEDS, WANTS, AND DEMANDS

Before examining educational needs assessment, the dif-
ference between needs, wants, and demands must be made
clear. The clarification of these terms will make the
design and use of a needs assessment instrument easier.

What people actually need may be quite different from their
wants and/or demands. Needs are a state of felt deprivation
of some basic satisfaction. They cannot be created.

According to Abraham Maslow, human needs can be placed in
a hierarchy of order: physiological, safety, social, es-
teem, and self-actualization (Maslow, 1954). People act
to satisfy their basic needs before satisfying their higher
needs.

Human wants are desires for specific satisfiers of these
deeper needs. Wants will vary from individual to indi-
vidual based upon life experience and individual taste.
For example, a person who wants to be a systems analyst
may want to go to a postsecondary institution for training.
A high school senior interested in pursuing further edu-
cation may want to attend a small private college with a
strong academic program and a reputation for turning out
a high percentage of graduates who are subsequently se-
lected for graduate fellowships.

Unlike needs, wants can be created. Human wants are con-
tinually shaped and reshaped by social forces, technolog-
ical innovation, and the desire for change (Kotler & Fox,
1985).

Demands are wants for specific products or services that
are backed up by an ability and willingness to purchase
them. A college that wants to be on the forefront of
training computer technologists must have the money to
purchase the latest computer equipment.

Educational institutions often confuse wants and needs.
A college may think a student needs a course in design
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drafting but the student is really in need of a job. The
student who finds another college that provides a better
training program will have a new want but the same need.

NEEDS ASSESSMENT IN EDUCATION

Needs assessment has many definitions in the field of ed-
ucation. Most often needs assessment in education takes
the form of a discrepancy approach that attempts to measure
the gap between some desired or acceptable Landition and
the actual or perceived condition. The most comprehensive
definition in literature related to needs assessment ap-
pears to be that of Robert Kaufman. He uses a discrepancy
approach and defines educational needs assessment as a
means of measuring the "gao between What Is and What Should
Be in terms of results" (Kaufman, 1982).

This process involves a formal analysis that shows the gaps
between current results and desired results. The gaps are
then arranged in priority order and the needs to be re-
solved are then selected. The result of a needs assessment
may show too little or too much of a condition or state
of affairs. Therefore, Kaufman also views needs assessment
as a tool for problem identification and justification.
This tool requires consensus in planning and setting the
priorities of needs (Kaufman & English, 1979).

A MODEL FOR CONDUCTING A NEEDS ASSESSMENT

Needs assessment involves many steps, such as identifying
and clarifying who, why, what, how, and when issues. In
or,.er to maximize the planning for a needs assessment,
several questions must be answered.

Who wants theneedsassessmont? It is important to de-
lineate at the onset of the process exactly whose reeds
are of concern. Two possible area of focus are the needs
within the institution and the r.r. ds external to the in-
stitution. Needs assessments that focus within the in-
stitution may include, for example, a'.estions about a
change in enrollment patterns, course and program re-
visions, pressure for organizational change, or desire for
system change. Needs assessments that have a focus ex-
ternal to the institution may result from forces such as
prospective students, change in requirements for funding,
accrediting agencies, community pressure, or state pres-
sure.

Why is a needs (.1sessment requested? This is an important
area to consider when conducting a needs assessment. The
assessor should be wary of possible unstated reasons for
conducting a needs assessment. Is there a hidden agenda?
Perhaps the reason for conducting the study is to legiti-
mize what the college is already doing. Are political
reasons motivating the study? Perhaps this study is just
part of a ritual of soliciting opinions before taking an
unpopular action, such as program cutbacks. Is the purpose
of the study to raise the consciousness of the target au-
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dience involved? Will key clientele be involved in the
study? Is the needs assessment study supported by the
president of the college? Based on the answers to these
questions, the purposes, goals and objectives of the needs
assessment can be written to focus on providing the re-
quired information.

What is 'Uit scone of the needs assessment? The scope of
a study deals with both its content and the number and type
of respondents sought. Each of these dimensions may be
narrow or broad in scope. A needs assessment with a narrow
scope will be concentrated, specific, and dctailed. For
instance, a study covering only developmental programs
in reading or mathematics (content) or a study of freshman
success (respondents) would be narrow in scope. A needs
assessment study with a broad scope will be general and
diffused. For instance, a study of community interest in
continuing education (respondents) or the study of all
instructional components (content) is broad in scope.

The resources available, both human and financial, will
also determine the scope of the study. the cost of
producing questionnaires, hiring interviewers, and the use
of the comp .1r, will have an impact on the scope of the
study. The ..meframe in which the study is to be conducted
and the personnel available will also influence the scope
of the study.

Whose needs are to be studied and at what level? A com-
prehensive, two-level classification of groups and enti-
ties of possible concern in assessment of needs was
developed by Oscar Lenning and others as part of an NCHEMS
Outcome Structure (Lenning al, 1978). The first level
of classification contains individual/group clients;
interest-based communities, gergraphic-based communities;
aggregate of people; and ether audiences.

Uot: should needs assessment be conducted? It is not only
important to determine the type and amount of data that
should be collected for the study but also the methrd to
be used in the collection of data. The constraints on data
collection, and analyzing, interpreting, and using data
should also be examined.

TYPES OF DATA

An issue to be addressed in implementing a needs assessment
is the type and amount of data to be collected. Should
qualitative or quantitat4ve data be used or should it be
a combination of both types of data? Keeping in mind the
difference between wants and needs will help the assessor
distinguish between whet must be collected end what would
be nice to have. Trend analysis of demographic data, re-
source inventories, cauaal analysis, social indicators,
group processes, performance measures, self-reports, his-
toric data, futures data, and census data are some examples
of measures that can bi collected. Each has an associated
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cost and benefit. The needs and resources of the insti-
tution will jointly determine which are to be utilized.

Collecting valid and reliable evidence of needs is a cru-
cial part of every needs assessment study. A number of
relevant indicators and measures usually apply, and some
fw.tors may be better than others. For instance, a factor
such as whose needs are being assessed can affect the va-
lidity of the indicator cr measure. Therefore, multiple
indicators and measures should be used whenever possible.
Using multiple measures assures that the need is real.
Both subjective and objective data should also be used
whenever this is possible.

DATA DEVELOPMENT METHODS

In the remainder of this section five ways to develop data
will be examined: surveys, social indicators, group proc-
essor., futures methods, and causal analyses.

Surveys should !-.0 administered to a sample of the members
of the grouo(s) under study. A survey may also be dis-
seminated to other relevant groups that indirectly have
knowledge about the group under study. These question-
naires can be written or recorded interviews. The in-
struments will help the assessor gather opinions,
Preferences, and perceptions of fact. (This is the pro-
cedure most widely used in the assessment of needs. Many
studies use both the questionnaire and the interview. The
interview is used as a follow-up device to ensure a higher
rate of response or as a means of probing certain questions
in depth.)

The most effective typs of needs assessment survey asks
respondents for informed opinion based on either personal
expertise and knowledge, or for facts about themselves or
others about which they have direct knowledge (Witkin,
1984). Never should direct questions about needs be asked,
since this will result in a list of preferences, desires,
or wants. The survey should also gather information about
what is and what should be.

If the survey is not the sole source of data, then it should
ba determined exactly when in the process it should be
used. If the survey is administered at the beginning of
the study, then it can be used for exploring ideas that
will be analyzed later in more detail by other methods of
data collection. If the survey is administered at the end
of the study, it can be used to corroborate or refute the
reeds identified previously by other means. TLe timing
of the survey will dictate the content of the questions
and the depth to which they should be explored.

Needs surveys use questions that ask for opinions regarding
the degree to which a condition should hold. The per-
ceived performance of objectives, the degree of agreement
with a set of conditions, the frequency in which a behavior
occurs, or the degree of satisfaction with processes within
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a system can also be determined by a survey. The level
of difficulty that the service receivers have with speci-
fied tasks, the preference for a program or activity, de-
mographic irstormation, past and present use of services,
and other factual data can also be collected via a survey
(Witkin, 1984.,

Response formats for questionnaires typically use scales
that have an od." numoer of points (usually five) and are
anchored with descriptors at each point or at the ends.
The response format may be either single-response or
multiple-response. Single-response questions are gener-
ally used to elicit the respondent's perception of the
degree or extent of need in specified areas. Multiple-
response questions usually center on what is and what
should be, thus making discrepancy analysis easier.

Other techniques used to design questions are forced-choice
answers that establish the strength or intensity of judg-
ments; the budget-allocation method that distributes a
fixed number of points over a set of items resulting in a
priority ranking; and the critical incident technique which
supplies indicators or exemplars of the attainment of
goals. Open-ended questions should be used sparingly,
since there are many variables involved in interpreting
the data.

Surveys are often less costly and more time efficient than
interactive methods. There are many advantages of using
a survey. Large amounts of data can be gathered in a short
time span; a wide geographic area can be covered; there
is less chance for sidetracking and irrelevant inputs; the
process is easy to manage; and the results can usually be
computerized. The disadvantages include the posJibility
of respondents misunderstanding questions; a potential for
low return rates; and failure to take into account cultural
and/or linguistic differences in respondent groups.

Social indicators are demographic, descriptive, and sta-
tistical in nature. Some examples of social indicators
that have been used in educational needs assessment studies
include goal indicators; test and performance data; indi-
cators related to people, programs, and organizational
variables; and indicators of training needs. Data of this
type are most useul in identifying the current status of
a curriculum, faculty, or program.

Data that identify the size and characteristics of the
population groups with particular needs, the symptoms of
those needs, and the scope of the problem are essential.
These indicators cannot determine the needs of groups, but
when used with other information, they can show evidence
of need. Data of this type already exist in various forma
and in various locations, although it may be !gathered by
means of an interview. Census data is readily available
and provides informatior on the demorraphics of the popu-
lation.
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Rossi and Gilmartin (1980) propose a conceptual framework
for the establishmen, of a time-series data base that can
be used to identify social indicators. They suggest the
following steps for constructing a time-series data base:
develop a conceptual framework; identify and interrelate
variables to be monitored; identify and screen existing
data sources; identify and screen statistics from the data
sources; prepare a social - indicator report; and perform a
time-series analysis.

Houston and others (1978) propose that social indicators
be collected on people, programs, and the organization.
Variables suggested for the people indicators are student
variables (personal characteristics and attitudes, behav-
ior, knowledge); professor variables (personal character-
istics, competence, attitudes toward students);
administrator variables (personal characteristics, atti-
tude, competence); and parents and community variables
(attitude toward college, priorities, goals).

Variables suggested for programs include curricula (c:3n-
tent, sequence, resources); lesson, unit, and module
(content and sequence, strategies and methods). For or-
ganizations, variables include governance (policies, com-
position); administration (per.v4Inel, students,
instruction); and management climate (college se :fac-
tion, interpersonal relations).

Procedures using a group process in -.eeds essessmen4- center
around publ'o hearings and/or forums, ,woup discussions,
focus groups and tht. modified Delphi technique.

Grog's can be gather,'' to validate existing data or to
provide new informati,I. Although questionnaires provide
the same information using written responses, group proc-
esses have the added advantage of active public involvement
of key groups of individuals. Anothe- advantage of a group
process in that the rer:pondnnt can ask for clarification
o questions, rrulting in an adjustment in methodolL'gy
to match the com-unication styles of :lifferent ethnic and
linguistic groups.

The disadvantages associated with croup processes center
arP.4nd the selection of participants; the necessity or
skilled leadership; the structure and quality of the
thilking of the group; time and costs involved training
interviewers; time necessary to plan, schedule, and clrry
out the process; possible distortion of data inputs and
interpretation by leaders or interviewers; reluctance of
people to participate in a group process; the tendency for
"me too" responses in the group; and greater difficulty
in the interpretation and the use of the results. Careful
advance planning on the part of the needs assessment
project leader can alleviate some of the above mentioned
problems.

When a needs assessment is conducted for long-range plan-
ning (more than three years into the future), futures
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methods should be utilized. Some techniques of futures
forecasting are scenarios, Delphi, and cross-impact anal-
ysis.

A scenario is a story about a possible future. The basis
for this story is a set of plausible, integrated events
or conditions in society. The Delphi technique is a series
of questionnaires or small group processes that help
achieve consensus of opinion among experts. Cross-impact
analysis uses a matrix to determine the impact of one group
of factors on another group of factors. These techniques
are fraught with problems such as who should be consulted
about possible futures? How are data from the various
phrticipants summarized? Is the future based on past
trends? It is difficult to predict the future, and these
techni4ues should neve: be used as a sole source of in-
formation for needs assessment.

When trying to identify factors underlying why the need
has not been met, causal analysis methods should bo used.
this method bridges the gap from the identification of
needs to the development of solutions. The most common
technique used Is fault tree analysis. This methodology
uses logic diagramming to relate combinations of possible
events, or subsystems within a system, 'ca show how they
interact to produce a predefined undesired event. A
thorough explanation of this procedure is too complex for
this paper; however, a good reference is Fau)t Tree Anal-
yziv_AResearchjog1fgrEducational Planning by B. R.
Witkin and K. G. Stephens (1968).

Reliability and validity are the primary criteria to be
considere-! when making a selection of which data cre 'o
be used. Consideration should be given to data require-
ments that allow little flexibility and data th t are
readily available. In addition, the appropriaten 's of
the ana'Avtical procedures 6nd tests planned, eat of
:c ring end tabeation, collection and enalysis costs and
whether administrators and planners will b.y able to see
the relationship of the Jata relative to their practical
concerns should be considered. Standards of quality,
amounts of sate, data onal/sis, and baYancing costs against
requirements air:, constraits to consider.

ANALYZING, iNTEDPRET1NG, AND LNI4G LATA

Int.rpretation and the use of nee's ett, are also crucial
eiements in a needs assessment study. A needs assessment
study should not only identify needs, but rank them ac-
cording to how critical they are Methods for setting
priorities shou.d be built into the needs assessment from
the onset of the study. Clear criteria ft.,- analyzing and
converting the data to priorities, using decision rules
and systematic procedures to establish levels of need
should be determined early in the planning phase of a needs
assessment study.
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In addition, other criteria should be considered, such as
the probability of successful resolution of the problem
or need; the availability of time, personnel, and facili-
ties for solving the need; the monies necessary to meet
the need; and the number of individuals directly affected
by meeting the need. The managerial and political arenas
also contribute important criteria when deciding which
needs to address. Considering these criteria during the
needs assessment study facilitates the realistic iden-
tification of alternatives to solve the need. Furthermore,
some of the managerial problems mentioned by the respond-
onts may be alleviated before the needs assessment is
completed. If the needs Assessment addresses the political
and managerial concerns, the utility of the results will
be onhanced.

STRENGTHS AND WUKUESSES OF NEEDS ASSESSMENT

A variety of approaches to needs assessment have been
trier'; each approach has areas of strength and areas of
weakness. One of the greatest advantages of a needs as-
sessment is the involvement of consumers in the needs as-
sessment process. A representative simple of the general
public is given the opportunity to impact directly on the
future.

The value of the information obtained otweighs all other
advantages. Needs assessment provides decisionmakers with
an extensive data base from which programs can be developed
in an effort to meet the needs of specific audiences within
their jurisdiction more effectively. Additionally, once
this data base is established it can then be used, along
with longitudinal research, to evaluate the program's ef-
fectiveness in meeting the iientified constituent needs.

Witkin (1984), on the other hand, questions whether needs
assessment helps the decisionmaker in making decisions
concerning program plans and allocation of resources, or
whether it just helps the decisionmaker organize the in-
formation.

Other questions can be raised about the use of discrepancy
scores as the only basis for ranking needs. Needs as-
sessments often fail to provide insightful and specific
information about needs since decisionmakers receive in-
formation that is not easily translated into a course of
action. Often what is done under the guise of a needs
assessment is actually a measure of attitude.

Some needs assessment approaches only try to identify needs
without ranking the needs or trying to determine why the
needs occurred. Often researchers attempt to rank needs
through the use of simple decision rules that do not con-
sider enough factors or that consider each factor in iso-
lation from the others. Such rules are seldom effective.
Another problem with many of the nee assessment models
is that they focus on current goals .nd objectives and
provide no information for long-range planning.
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SUMMARY

A needs assessment effort should not generate grand ofIneral
statements about groups under observation or the individ-
uals who belong to these groups. Results of a needs as-
sessment can only be valued in terms of the accumulation
of detailed facts that illuminate and support a decision.
However, needs assessment, when properly planned and used,
is clearly a viable tool to assist administrators and
faculty members concerned about meeting client and commu-
nity needs.
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PROGRAM EVALUATION IN HIGHER EDUCATION

Richard F. Wilson
University of Illinois at Urbana-Champaign

INTRODUCTION

Interest in program evaluation in higher education is
sustained by a number of forces, but one of the most
abiding is financial distress. When resources are limited,
institutional leaders seek information that will help them
understand which programs are of highest quality and should
be protected, which ones have good potential and should
be encouraged, and which ones are weak and should be cur-
tailed or terminated. On the surface this seems like a
relatively straightforward task, and many program evalu-
ation processes have been launched out of a concern about
limited resources.

When resources are more plentiful, the sustaining force
often is a desire to make things better - to invest in a
program so that it is strengthened. Those in leadership
positions want to know where resources can be spent to have
maximum impact in terms of improving programs.

A third major force behind program evaluation is what has
been termed external accountability. The advent of
state-level coordinating and governing boards and of
consumerism in higher education, as well as the interest
in value-added education, have all played a role in in-
creasing the pressure on institutions to demonstrate to
external .-onstituencies that resources are being used
wisely and effe:tively.

At least one of these three forces is present on most
campuses all of the time. Consequently, the question is
not whether program evaluation should occur but bow it
should be done.

The terms program evaluation and program review are fre-
quently used interchangeably and refer to those activities
in which judgments are made about initial program per-
formance and priorities for the future (commonly known as
formative evaluation) or about the longer term success of
a program in reaching established goals or performance
standards (commonly referred to as a summative evaluation).
An overly simplistic way to think about the difference
between these two types of program evaluations is that a
formative evaluation is focused on how to make a program
better while a summative evaluation is more concerned with
whether a program has been successful or effective.

CURRENT LEVEL OF ACTIVITY

Prograr evaluations can be initiated at any organizational
level, but most frequent / occur at the. institutional,
system, or state levels. In some states, program evalu-
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ation occurs at all three levels. Barak studied the pre-
valence of program review at these different levels and
found extensive activity. Based on a survey of a
stratified sample of institutions, he found that over 82
percent had some type of program review process. In the
saAe study he reported that such reviews were undertaken
in half of the multicampus systems. Finally, he reported
that all fifty states have some type of process for re-
viewing existing programs in public institutions and a few
include private institutions as well (Barak, 19C2).

The point is that the programs of some institutions are
subject to review on at least three different levels.
Although there are some unique aspects to these reviews,
there is also a fair amount of overlap and duplication.
Wallhaus (1982) has tried to clarify the program review
domains of institutions versus state-level agencies and
Craven (1980) has tried to carve out a unique program re-
view role for multicampus systems, but considerable overlap
remains. Few institutions have he luxury of designing a
program review process that does not have to be coordinated
in some way with review initiatives at other organizational
levels.

The key steps in a program review process are presented
in Table 1. Although each of these steps is important,
special attention will be given to identifying purposes
(Step 1), defining the scope of the review process and
selecting the evaluative approach (Step 2), collecting data
(Step 4), and linking the results of the evaluation to
other decisionmaking processes (Step 7). The implementa-
tion of these steps has important ramifications for those
Providing institutional reset service-;.

PURPOSES

There are at least five major reasons for establishing a
Program review process:

1. to help programs improve,
2. to meet multicampus or state-level review mandates,
3. to demonstrate institutional responsiveness to ex-

ternal constituencies,
.. to provide a basis for allocating and reallocating

resources,
5. to provide information to be used in making decisions

about program discontinuance.

It is not unusual for an institutional review process t,
embrace several of these purposes. In fact, it may be
imperative to do so if there is to be any hope of building
support for the process. Different groups will want to
accomplish different objectives. In spite of such accom-
modations, most institutions have one purpose that is more
important than the others. Establishing priority among
purposes is crucial to the success of a review process.
It is very difficult to collect data and make judgments
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that are equally rem.onsive to a number of different pur-
poses.

SCOPE OF REVIEWS

An early issue that must be addressed is the selection of
programs to be included in the review process. It is safe
to assume that all academic programs will be ibbcluded; what
is not clear is whether to include academic support units
(for example, the library), administrative units (for ex-
ample, the institutional research office), and research
and public service units. Although these units are quite
disparate (thus requiring a unique evaluation plan each
time one is done), there is mounting pressure to evaluate
units of this type. At most institutions, the faculty have
tolerated initial attention being focused on academic
programs, but have been asking that other campus units be
reviewed f.s well. A key issue is whether academic and
non-academic unite should be reviewed with the same proc-
ess.

APPROACHES

Once there is agreement on the purposes of the program
review, the next series of questions relate to v.hat cri-
teria should be used, what data should be collected, who
should be consulted, who should make the evaluative judg-
ments, and who should receive the results. The answers
to these questions depend upon the approach to evaluation.
Four popular approaches will be discussed below.

The qoal-based approach is the most popular evaluation
strategy in higher education. This approach draws upon
the work of Tyler (1949) and emphasizes the identification
of program goals and objectives, the specification of
performance standards that relate to these goals and ob-
jectives, and the collection of data that will enable
judgments to be made about whether performance expectations
have been met. The widespread use of this approach stems
largely from its orderly and rational nature.

Stake (1975) and Guba and Lincoln (1981) have played key
roles in the development of the responsive approach to
evaluation. This approach minimizes the attention to
formal goals and objectives, focusing instead on the issueti
and concerns of those who have some stake in the program
under review. There are no preconceived ideas about what
should be studied in a responsive evaluation; the issues
are defined through a series of interviews or surveys with
a program's constituencies. Data are collected relative
to these issues end perceptions. In essence, an attempt
is made to determine what a program is actually accom-
plishing and what issues need attention, regardless of the
formally stated goals and objectives.

In contrast to the two approaches discussed above, the
decisionmaking approach to evaluation emphasizes the
linkage between evaluation activities and the information
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needs of those in decisionmaking roles. There is less
interest in the formal goals and objectives of a program
and in the concerns of constituencies than in securing
information that will enable wise decisions to be made.
There are no preconceived notions about how data are to
be collected and analyzed; what is done is dependent upon
the decision that needs to be made. Stufflebeam (1971)
has been a leading proponent of the eJcisionmaking approach
and developed the CIPP model which, in effect, organized
evaluations around decisions relating to Qontext, Input.
Process, and Product.

Eisner (1975) and House (1978) have given considerable
attention to the connoisseurship approach to evaluation.
In higher education this model takes the form of peer re-
views, commonly referred to as outside review teams. The
essence of this approach is the value placed on the expe-
rience and insight of the expert in the field. That in-
dividual's stature and knowledge is viewed as crucial to
a deep understanding of what is being accomplished. Data
may be collected from a variety of sources, but in the end
it is the connoisseur who organizes and analyzes all of
the data and provides a report that is based on perceptions
of the strengths and weaknesses of a program.

The four approaches discussed above do not constitute an
exhaustive list. There are variations on each one and some
othet.s that have been proposed. However, these four have
discernible differences and have received the most atten-
tion and use.

COLLECTION OF DATA

Evaluation is as much an art as it is a science. There
are few instances where a question can be answered or an
issue resolved with d single piece of data. One searches
for insights that will increase the confidence that a
correct 4udgment is being made. These insights are more
informed when data from a variety of sources point in the
same general direction. If the task is to assess the
quality of instruction in a program, perceptions may be
secured from currently enrolled students, but this infor-
mation is not sufficient. Faculty members may need to
visit classes, the success of graduates may need to be
monitored, the change in student performance over time may
need to be measured, and alumni reactions may need to be
secured. Data may also be collected from other insti-
tutions with comparable programs. If the information from
these sources points in the some direction, those per-
forming the evaluation can have greater confidence that a
correct judgment is being made.

LINK TO DECISIONMAKING

A question that needs careful attention is how the results
of evaluations are linked to decisionmaking processes.
Evaluations are undertaken for a variety of reasons, but
there is an implicit assumption that the results of such
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efforts will improve decisionmaking. The problem is that
evaluation processes tend to take on a life of their own
(perhaps because they frequently take so much time) and
are not connected in a meaningful way to such things as
planning and budgeting. It may not be crucial for evalu-
ations to drive these other processes, but it is important
that there be a link. Otherwise, results will not be used
and enthusiasm for evaluation will decline.

KEY PRINCIPLES FOR SUCCESSFUL REVIEWS

There are several principles that appear crucial to suc-
cessful review processes. These principles apply to all
stages of a review and will be discussed briefly below.

Fairnfss. Although it may seem patently obvious, the one
overriding concern of everyone involved in evaluation is
whether the process is fair and whether those involved are
treated fairly. It is easy to endorse the concept of
fairness, but this commitment sometimes gets overlooked
in the rush to complete an evaluation. The way in which
an evaluation is conducted is often attacked af; much as
the results.

Timeliness. It is very difficult to sustain interest in
an evaluation or to convince people that the effort is
worthwhile if it takes too much time. There is a tendency
to design evaluations that are very elaborate. There is
nothing wrong with an elaborate evaluation as long as the
resources (people and money) are available to complete the
task in a timely way. Otherwise, evaluation efforts will
dissipate energies and be counterproductive.

Responsiveness An institution may have a standard eval-
uation process, but there probably will never be a standard
evaluation. Every program is somewhat different, and the
issues worth exploring will certainly vary. The credi-
bility of the evaluation will depend on the evaluators'
willingness to adapt procedures to unique circumstances.
One of the benefits of microcomputers is that surveys that
once had to be standardized can now be altered with minimal
effort.

SIGNIFICANT ISSUES

Three issues have been selected for special attention be-
cause of the frequency with which they emerge in program
evaluation and because of their importance to the success
of these processes. The issues are (1) the adoption of
multiple purposes; (2) the assessment of quality; and (3)
the use of results.

Multiple Purposes. Most institutions and agencies go
through a rather lengthy process of consultation in es-
tablishing a program review system. This effort usually
results in the identification of a number of purposes that
may be served. There will be those who see such reviews
as an opportunity to identify ways in which programs can

50

58



be strengthened, and others who will feel that the chief
contribution will be to ascertain where cuts can be made
so that funds can be reallocated to more pressing needs.
In some instances, there may be little enthusiasm for es-
tablishing a review process other than to satisfy re-
quirements of system-level or state-level agencies.

In oruer to build the necessary consensus to initiate
program reviews, it is not unusual for all of these ex-
pectations to get folded together. Although this sounds
reasonable, there are serious questions about whether such
an amalgamation can work. For example, those responsible
for implementing a review process will find it difficult
to know how to deal with a weak program if they are charged
to provide advice on how programs can be improved and at
the same time are asked to provide advice on program dis-
continuance and resource reallocation. In such a situ-
ation, those in programs under review mny be confused about
how forthright they can be with the reviewers. Can they
be completely open, even sharing perceptions based on
limited informatio' in hopes that the program reviewers
will be able to 'elp with a potential problem, or must
interactions be restrained, dealing only with documented
facts, because some aspect of the program, or perhaps its
very existence, is at stake?

Similarly, problems can arise over the conflicting expec-
tations of institutions, system offices, and state-level
agancies. It is not that any ca these expectations are
unreasonable, it is simply difficult sometimes to combine
them in the same review process. For example, an insti-
tution may decide that it is desirable to retain a program
dealing with an esoteric subject because of that program's
significance to the development of knowledge even though
enrollments may be dwindling or non-existent. At another
level this program may appear unjustifiable, constituting
a misuse of resources. Often this kind of debate ensues
whenever student enrollment is used to the exclusion of
other information as an indicator of value or worth.

It is important, therefore, that purposes be chosen care-
fully and that the relationship of the institutional review
process to those conducted at other levels be examined to
ensure that review expectations are compatible. Where such
compatibility does not exist, it may be best for all con-
cerned for separate review processes to be established.
It wil: be difficult to sustain a review process where
program expectations conflict. To eliminate such con-
flicts, some institutions have assigned program imrglve-
ment to one review committee and budget review to another.

Assessing Quality. For those engaged in program review,
there is no more elusive task than the assessment of
quality; yet such assessments are fundamental to the review
process. The irony is that people believe that they can
"see" when quality is present (even better when it is not
present) even though no one has found a good way to measure
it. Freq..antly, what has been seen is hard to verify.
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Because of this situation, a lot of attention has been
devoted to defining the concept and to identifying measures
that will provide some insight into whether quality is
present.

There are four views of quality that nave been discussed
widely. These views and some examples of iAdicators for
each one are displayed in Table 2.

Table 2

VIEWS OF QUALITY AND

REPRESENTATIVE INDICATORS

Reputational View Outcomes View
Peer Judgements of Faculty scholarly productivity

the quality of program, Faculty award. and honors

students, faculty, or Faculty research support

resources Faculty teaching performance

Student achievement

Resources View following graduation

-tudent selectivity Student placement

Student demans Student achievement

Faculty prestige Alumni satisfaction

Faculty training

Faculty torching loads Value-Added View
Budget affluerce Change in students'

Library holdings coir,anitive abilities

Equipment adequacy Student personal development

Size of endowment Student career development

Social benefits

Source' Conrad and Wilson, 1985, p 51
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The reputational view traces its roots to the
connoisseurship model of evaluation and places heavy re-
liance on the informed judgment of experts. In higher
education this takes the form of national surveys of fac-
ulty members or department heads whc are presumed to be
knowledgeable about the work of their colleagues at other
institutions. A recent example of a study of this type
was undertaken by Jones, Lindzey, and Coggeshall (1982).

There is an intuitive appeal to reputational studies be-
cause most academics believe that quality can be perceived
even if it cannot be measured. Also, there is a belief
that the human mind is capable of assimilating a broad
range of information and transforming it into a judgment
about quality in a way that cannot be retched. On the other
hand, there .re critics who have studied the rankings and
found them lacking in several respects. The time depend-
ency of the rankings, the inadequate knowledge of the
raters about many of the programs being ranked, and the
correlation between ratings ant size of faculty are exam-
ples of such criticisms (Conrad & Blackburn, 1985).

One of the more traditional ways of assessing quality is
termed the resources view. Essentially, one looks at the
human, financial, or mater al resources available to a
program or institution to de'.ermine its quality. This view
of quality relies on such measures as the test scores of
entering students, the institutions where faculty members
obtained their degrees, and the number of books in the
library. These data are relatively easy to obtain and
certainly have some bearing on the quality of a program.
Conversely, these measures tell you more about the quality
of the resources with which the program must work than
about what the program has contributed. Also, it is very
difficult to identify the unique resources of a program;
many resources, for example, the faculty, are shared by
several programs.

The outcomes view of quality moves to the other end of the
educational process and focuses on measures of results.
Typical measures include number of faculty publications,
student performance on standardized tests, and studies of
alumni satisfaction. The significance of the outcomes view
in terms of assessing quality is that attent-on is focused
on accomplishments of those who have been a part of a
program. The major limitation of this view is that it is
difficult to isolate the contribution that the program made
to whatever performance is measured (Astin, 1980). For
example, if an institution enrolls a bright student and
four years later that student scores well on an achievement
test, how much of the test performance can be attributed
to the program that the student has completed as opposed
to the student's own ability?

The final conception of quality is termed the value-added
yiew because of the attempt to address the program con-
tribution problem of the outcomes view. Those espousing
the value-added approach to assessing quality focus on
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measuring change over time. A tycical strategy is to have
students take an achievement ter.,..t upon entry and at grad-
uation, thus determining what value the institution has
added. A major problem with this view of quality is that
it is frequently difficult for those in a program to agree
precisely on what a student should accomplish while en-
rolled. This lack of agreement leads to the development
of very general objectives, for example, the ability to
exercise independent judgment, that are almost impossible
to measure. There also is a danger that attempts to de-
termine ;he value added will focus on the measurable, thus
triviali,:ing the educational process. The value-added view
of quality is very attractive but has limitations that
should be recognized.

This discussion demonstrates that the assessment of quality
is difficult. There are no easy solutions. For most in-
stitutions this means that all four views of quality arc
integrated into the program review pro,less. By collecting
data from a variety of sources, those responsible for
program review hope to gain some insight into the quality
of what is being done.

Use of Evaluations. It should not be surprising that the
use of evaluations is of paramount importance to all those
involved in program review. Considerable time and atten-
tion is devoted to evaluation tasks and everyone is in-
terested in whet4er the effort is worthwhile. Like most
aspects of evaluation, nowever, this issue is not easy to
resolve.

If evaluations were implemented immediately, then it should
be possible to determine which recommendations had been
implemented and which ones had not, thus keeping a
scorecard on the process. Unfortunately, this is riot the
fate of most evaluations. On most campuses an evaluation
report is one piece of information for those in
decisionmaking roles. This information gets combined with
other data before a decision is made. The point is that
the assessment of use of evaluations must focus on the
longer term as well as the more immediate consequences of
an evaluation. Braskamp and Brown (1980) have also cau-
tioned that it is a mistake to focus on direct and ob-
servable consequences of evaluations; evaluations
frequently have subtle, catalytic, or unintended effects
that must be considered.

Because of the complexity of the task, res arch on use of
evaluations is restricted to a few case studies of evalu-
ation efforts at the institutional and state agency levels
(Mingle, 1978; Smith, 1979). Studies of utilization are
needed in order to clarify what is being accomplished.
Until better evidence is p'educed, those responsible for
program review processes will labor under the suspicion
that most evaluations are not very useful.



CHALLENGES FOR INSTITUTIONAL RESEARCH OFFICES

In many colleges and universities, the institutional re-
search office is instrumental to program review efforts.
At a very fundamental level, those making evaluative
judgments need data that those in institutional research
capacities can provide. This historical function will
persist, but creative thought must be given to ways of
displaying data so that they are meaningful even i.o the
occasional users. When those resionsible for an evaluation
ask for data, the response should include attention not
only to the data need but also to the presentation need.

A second and related challenge is to devote attention to
collecting and analyzing data that will provide further
insight into program quality. Much of the data currently
in use is assumed to be important for such judgments, but
research on the validity of these measures is limited.
The task is to identify new data sources and validate their
usefulness, to .undertake research on data currently in use
to determine their value, and to synthesize existing re-
search on data that have been studied extensively. A
special task in this regard relates to assesting the con-
tribution of data tha+ purport to measure "valued-rot:ad"
compoients of a program.

Finally, institutional research needs to be done on the
use of evaluation results. Those -...ith evaluation respon-
sibilities are probably not in the bes' position to condrct
this research. Institutional researchers car help. Much
wGrk ;eeds to e done in terms of specifying a -,ethod for
determining use and collecting meaningful data.
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BUDGETING AND FINANCIAL PLANNING

Stefan D. Bloomfield
Oregon State University

In the last decade, the subject of budgeting and financial
planning has evolved from a little understood and somewhat
mysterious proc,ss often jealously guarded as a prerogative
of the Vice President for Finance or the Budget Director.
to a major institutional activity involving the President,
other vice presidents, and often many administrative and
academic offices. Part of this evolution reflects the
financial strains besetting many institutions of higher
education - both private and public. Part also reflects
the growing awareness of the many ways in which financial
decisions can determine academic policy and other insti-
tutional choices - and represents an attempt to remedy
inappropriate "tail wagging the dog" situations. Finally,
part mirrors the increasingly sophisticated managerial
skills that many higher education administrators are now
bringing to their positions: and their recognition that
financial planning is a key aaterminant of all areas of
institutional activity.

As the procedures of budgeting and financial planning have
become more analytical and have included consideration of
more of the institution's diverse activities, institu-
tional researchers have become drawn into these activities
- both as a central source for a wide range of institu-
tinnal data, and as quantitatively oriented professionals
able to help refine existing budgeting and financial
planning procedures. The growing importance of these ac-
tivities is indicated by the special attention given to
this topic by the relevant professional organizations.
Budgeting and financial planning is the topic of numerous
seminars, conference sessions, and journal articles spon-
sored by the Association for Institutional Research, the
National Associa+ion of College and University Business
Officers (NACUBO), the Society for College and University
Planning (SCUP), as well as a variety of organizations
catering to upper-level college and university adminis-
trators. This chapter presents an overview of the concepts
and terminology of budgeting and financial planning that
should be part of the basic toolkit of every institutional
research and planning professional.

THE VOCABULARY OF FUND ACCOUNTING

An introduction to budgeting and financial planning in
higher education must, of necessity, start with a dis-
cussion of the special vocabulary used by practitioners
in this field. The necessity for this special vocabulary
arises in part because higher education, like many other
public service enterprises, differs in a very fundamental
way from business organizations: its resources are
marshalled not to create a profit that will increase the
wealth of its owners, but rather to carry cut a mission
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accruing to the betterment of society as a whole. This
difference is reflected in the respective financial docu-
ments* the financial documents of the business sector are
designed to display expenditures and resulting revenues
in such a way as to show how effective such expenditures
were in bringing about the desired accumulation of net
profit. The financial reports of higher education, by
contrast, are designed to display the receipt and expend-
iture of resources on behalf of the mujor service activ-
ities of the institution, thereby rendering to governing
bodies and various funding sources an accounting of the
institution's stowardshir of such resources.

The method adopted for this purpose within higher education
is that of find accoynting, whose specific procedures are
continually being refined by NACUBO. Because the resources
provided to a college or university may carry a variety
of restrictions or other special stipulations, separate
funds are established to account for the use of such re-
sources. Each fund itself is an independent accounting
entity with a separate tracking of assets, liabilities,
and a resulting fund balance. Financial planning and
budgeting practices in higher education usually mirror the
structure of these fund accounts, making a knowledge of
this system an essential prerequisite for the institutional
research and planning professional.

As a start toward this goal, the following is a summary
of the classifications and other terminology of higher
education fund accounting, as abstracted from NACUBO's
authoritative manual, College and University Business_Ad-
ministration (Welzenbach, 1982).

FUND GROUPS

Pne of the most important distinctions encountered in fund
accounting is that between restricted and unrestricted
funds. restricted funds contain resources that are pro-
vided to the institution subject to legally binding re-
strictions on their use imposed by a donor or funding
agency externel to the institution. These funds - such
as grants or contracts for specific projects, operating
funds for specific programs, appropriated funds for spe-
cific purchases, or donations to particular departments -
must be used for the specified purpose only. The unre
stricted funds have no such limited use predetermined by
the provider, although their purpose may subsequently be
limited by action c.f the institution's governing authority.

Most funds of the institution belong to one of siA major
fund groups (of which the first is most important for our
purposes)*

1. Current funds* These are the operating funds of the
institution, to be expended in the haar term for its
activities of teaching, research, and service. Current
funds will generally include both restricted and un-
restricted funds, wit', the unrestricted funds carrying
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special importance as the institution's primary source
of flexibility for budget shifts and resource reallo-
cation.

2. Loan funds: These are funds made available for loans
to students, faculty, and staff. They MAY have been
given to the institution specifically for these pur-
poses, or may be otherwise unrestricted current funds
designated by the governing authority for this use.

3. Endowment aniTilar funds: lhes. are funds provided
to the institution under the stipulation that the
Principal is nonexpendable. The income from such funds
can be restricted by the provider, or may be usable
as unrestricted currant funds. Qupsi-endowment is the
name for funds that the institution's governing au-
thority has chosen to set aside for the moment as if
they were an endowment.

4. Annuity and life income funds: These constitute assets
received by the institution under an agreement by which
the donors in exchange will receive an annuity or other
income for the remainder of their lives.

5. Plan funds: These are funds relating to the insti-
tution's physical plant. They include not only the
capital assets of the institution, but also account
for debt servicing of such assets and their renewal
and replacement. This category, however, does not
include ongoing operation and mairteLlnce of the
physical plant (which is accounted for as part of the
current funds).

6. Agency funds: These are funds that the institution
holds as "banker" for other entities of the university
community, whether individual students and faculty,
or organizations such as student associations, living
groups, sports clubs, etc.

Revenues

The day-to-day operations of the institution are supported
by the unrestricted and restricted revenues coming into
the various current funds. Because an unders4 aiding of
the sources of these revenues is critical to effective
budgeting and financial planning, a detailed categori-
zation of revenues has been established to aid in their
analysis. The major sources df current fund revenues are
the following:

1. Tuition and fees: These revenues include all tuition
and fees assessed to students for current educational
operations. For accounting purposes a student's tui-
tion and fees are included in this category even when
there is no intention to collect them from the student
so tuition waivers and scholarships are shown as

actual revenues to this category (but then also appear
as off-setting expenses in other accounts).
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2. aQyArnmsnLap_ereriktisnv The most important of these
revenues for pu lic institutions are the state or local
appropriations that commonly fund the majority of the
institution's current operations. Such revenues may
derive from legislative acts or from local taxing de-
cisions, and are predominately unrestricted when in-
tended for current operations - although some portion
may be restricted in nature. (Governmental revenues
are generally considereC unrestricted if changes in
their use can be made without legislative approval.)
For comparative studies of public institutions, the
analyst should know whether the institutions involved
are required to remit their tuition and fees to the
state as an offset against state appropriations.

3. government grants and contracts: Government grants
and contracts expended for current operations are most
often restricted in use, but the indirect cost recovery
from such grants is unrestricted revenue that commonly
may be applied to any area of current operations.

4. Private gifts, grants, and contracts: These revenues
from nongovernmental sources include unrestricted
gifts and grants as wall as restricted gifts, con-
tracts, and grants expanded for current operations.
As with governmental grants and contracts, any indirect
cost recovery from such grants and contracts is clas-
sified as unrestricted income.

5. Endowment income: Any income from the institution's
endowment that is expended for current operations,
whether restricted or unrestricted, becomes part of
the institution's current funds.

6. Sales and services: Any income from the rental or sale
of goods or services in conjunction with the iNtAi-
tution's educational, research, or public service
missions is included as pa-t of current rund -evenues.

expenditures

Current fund expenditures include all costs incurred for
goods and services used in the conduct of the institution's
operations. In the same way that current fund revenues
are categorized to identify their source and the conditions
of their receipt, so are current fund expenditures grouped
so that their use can be planned, monitorea, and accounted
for. For our purposes, the two most important groupings
of current funds expenditures are the following:

1. fAVcIdlculLengl General: This is the category of expenses
(often referred to as E&G expenses) most commonly ex-
amined when analyzing or compering an institution's
"cost of instruction". The subcategories of Education
and General expense are fairly well standardized
throughout highe7 education, and should be well un-
derstood by all i.nstitdtional research and planning
professionals. they consist of the following:
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a. Instruction: These expenditures for instructional
activities include faculty and staff salaries and
all departmental operating expenses except for
academic administration at the dean's level.

b. Research: This category includes all separa %ly
budgeted research activities. Research efforts
funded on the department's own budget, however,
are included as part of the expenses for instruc-
tion.

c. Public service: This category includes nonin-
structional services rendered to ind4viduals and
organizations external to the institution.

d. Academic support: These are the expenses incurred
for direct support of the institution's prime
missions. Included are such items as libraries
and museums, instructional media services and ac-
ademic computing support, as well as academic ad-
ministration at the dean's level.

e. Student services: This category includes the ex-
penses of the offices providing direct support to
students (which may include the registrar, admis-
sions, financial aid, counseling, etc.), as well
as the provision of social and cultural activities
for students.

f. Institutional support: This category includes the
expenses associated with executive administration
of the institution, a; well as central adminis-
trative operations such as the business office,
Personnel services, administrative computing,
planning and budgeting, and public relations.

g. Operation and maintenance of plant: This category
includes expenses for the operation and mainte-
nance of the institution's physical plant, in-
cluding custodial services, utilities, and grounds
maintenance. It does not inclde major remodeling
or renovation.

h. Scholarships and Fellowships: This category, re-
presentiny a substantial body of funds mostly
"passed through" the institution, is often ex-
cluded from E&G comparisons aimed at determining
the costs required to run an institution of higher
education.

2. Auxiliary Enterprises: These are the various units
of the institution that are managed on a self-support
(cost recovery) basis - charging students, faculty,
or staff for the services being provided. Such units
are expected to "break-even" in both public and private
institutions. Common examples include housing and food
service operations, parking, intercollegiate athlet-
ics, and some student health services.
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BUDGETING AND FINANCIAL PLANNING

Although planning is commonly viewed as an activity fo-
cusing on the future. its success depends on an insightful
understanding of the, historical evolution of the institu-
tion ar..: recognition of the relevant internal and external
forces currently at play. This is especially true in the
area of budgeting and financial planning, as reflected in
the four activities that need to be carried on continuously
and simultaneously as part of a modern, integrated budg-
eting and planning process.

1. Systematic and ag hoc analyses of the most -ecently
completed budget period, with the goal of identifying
(with benefit of hindsight) particular strengths or
weaknesses in the previous budgeting process.

2. Continuous oversight of the current period's budget,
monitoring for significant deviations from forecasted
revenues or expenditures, and seeking an understanding
of their causes.

3. Development of the next period's budget, building in
new institutional resource allocations or reallo-
cations as permitted on the be..is of short-term expense
and revenue forecasts.

4. Updating the institution's moderate -term (3 to 5 year)
financial plan, incorporating anticipated new initi-
atives as deemed feasible in light of apparent trends
in the econonic, demographic, political, and techno-
logical environment.

It is not unusual for these complementary activities to
be assigned to different administrative offices: the
Business Office may monitor the current budget, the Budget
Office may be developing next yea:-'f. budget, and longer-
range financial forecasting may be clone in a vice presi-
dential suite. The institutional research functic-:, how-
ever, can usefully enter into all aspects of budgeting aid
financial planning, and can be especially helpful in
bringing an overall, integrative perspective to these ac-
tivities.

Financial Forecasting

Attempts to place budgeting and financial planning on a
more "scientific" basis have emphasized the identification
of driving factors for each of the different types of re-
venues and expenses descrilled in the preceding pages. The
analyst is asked to identify particular factors some
economic, some political, some emotional, but most outside
the institution's direct control - that "drive" or induce
future changes. An understanding of these factors then
forms the basis for a forecast of the likely direction and
extent of such changes. Comprehensive financial planning
requires such an analysis each of the major sources of
revenue and items of expense. For many elements of ex-
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pense, this process reduces to a relatively straightforward
estimation of various future rates of inflation in mate-
rials and salaries. Other expense forecasts, however,
require assessments of possible technological changes
(such as in the computerization of campusex) or political
forces (such as compliance with new civil rights require-
ments).

A similar analysis of dri,4ing factors is then performed
for the elements of revenue. This latter process, however,
can be much more complex and speculative, involving such
tasks as: estimating future levels of state appropriations
based on assessment of the state's economic health and
political climate, estimating future tuition revenues
based on knowledge of demographics and the institution's
recruiting plans, estimating future gift revenues based
on knowledge of evolving tax laws and the institution's
development plans, and estimating future grant and contract
revenues based on an assessment of the changing funding
climate at sponsoring agencies and the institution's spe-
cific research strengths. These considerations lead ul-
timately to constructiL- of a scenario upon which the
institution's total revenues and expenditures can be es-
timated. The incorporation of such assessments into a
formal alalytical model is the subject of another rapidly
evolving branch of applied science: mathematical financial
planning models (see, for example, Hopkins & Massy, 1981;
Wyatt, Emery, & Landis, 1979).

Public vs. Private Institutions

The process of estimating future rev-tnue flows and expense
requirements highlights some of the ways in which budgeting
and financial planning in private institutions differ from
that in publicly supported institutions. Some differences
are obvious. In the area of tuition revenues, for example,
private institutions have wide-ranging freedom in setting
tuition levels and admissions policies, but are
precariously vulnerable to the vagaries of the marketplace.
Public institut:c,cis often have no voice in such decisions,
but generally can depend on known E&G revenues from ap-
propriated or voted funds.

As regards gift revenues, until recently this source of
funds was received in large amounts almost exclusively by
private institutions, which in some cases have been able
to incorporate substantial endowment income into their
financial plans and operating budgets. Now many public
institutions have mounted aggressive 'und-raising programs
as well, so this element of financial planning is ceasing
to be a distinguishing factor between the two sectors.

Less obvious differences between the public and private
sector in higher education budgeting and financial planning
often appear on the expense side of the ledger. Bureau-
cratic regulations imposed on public institutions can se-
verely restrict flexibility in virtually all areas of
expense from mandated salary and wage guidelines (par-
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titularly for support staff), to purchasing regulations,
restrictions on carry-over of funds and transfer of funds
between expense categories, and control of capital con-
struction decisions. To the extent that such managerial
decisions remain within the prerogative of private insti-
tutions, their budgetary and financial planning procedures
can take full advantage of this added flexibility. Thus,
although the necessity for, and the basic definitional
elements of, budgeting and financial planning are common
to all institutions of higher education, the specific an-
alv..;es required (and the institutional research support
re4uested) can vary dramatically between private and public
institutions.

CAPITAL BUDGETING

Two areas of expenditure often given specialized treatment
in budgeting and financial planning are capital budgeting
with respect to both the institution's physical plant and
its equipment inventory. The large expenditures associated
with construction and major remodeling of buildings clearly
require extensive financial analysis beyond that needed
for most other budgetary items (Callnan & Collins, 1986).
For public institutions of higher education the capital
construction budget is often considered through a process
of legislative deliberation and appropriations completely
separate from that of the E&G budget. The capital con-
struction budget for private institutions is also often
subject to a separate consideration process, but in this
case such analyses must more explicitly assess the possible
effects of the proposed capital construction budget on the
institution's operating budget (see, for example, Herren,
1985). Note that private institutions are often aided in
capital projects by state guarantees of bonds or pooling
of bonds, and by loans and other assistance from the fed-
eral government. In both the public and private sectors,
these capital budgeting decisions are characterized by
detailed financial assessments, which may involve
questions of bcnding authority, estimates of securities
markets, development of nontraditional "creative" financ-
ing schemes, and other technical considerations clearly
setting such decisions apart from the lass specialized
analysis given to the operating budget.

Another somewhat specialized budgeting and allocation
problem is the distributi.ln of equipment monies to the
various departments and operating units of the institution.
These resourc2s are used to replace existing equipment worn
out from extended service or made obsolete by new techno-
logical advances, as well as to add new equipment to fill
gaps in current inventories or to facilitate entry into
emerging instructional or research areas. Particularly
in the area of scientific equipment, the decreasing rate
of new building construction and cutbacks in federal re-
search outlays have reduced some of the traditional sources
of new equipment funds. As a result, the burden of
equipment acquisition, maintenance, and replacement has
shifted increasingly onto the institution's operating
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budget. In both the laboratory and the office, this in-
creasing reliance on operating budgets comes at a time of
unparalleled acceleration in the rate of equipment obso-
lescence on purely technological grounds. A method of
analyzing the budgetary impact of an institutional equip-
ment replacement and acquisition program is presented in
Bloomfield and Groll (in press).

CONCLUSION

Budgeting and financial planning continue to be rapidly
developing areas of institutional interest and concern,
responding to both internal developments and external
events. Public institutions ere especially vulnerable to
externally imposed changes in budgeting and planning
processes as states change their mandated procedures,
formats, or philosophy in this area. Sunh changes may
occur as states experiment with zero-based budgeting or a
variety of formula budgeting techniques, or as differe "t
incentive financing strategies are proposed (Leslie, 1984;
Spence & Weathersby, 1981). Institutional budgeting
processes are equally tieing resnaped b, changing concerns
and emerging practices within the institution itself one
of the most significant being the advent of strategic
planning. Some of these issues are explored in Berg and
Skogley (1985).

The common thread through all these aspects of higher ed-
ucation budgeting and financial planning, however, is the
need for a thorough knowledge of the institution and an
appreciation and understanding of the external forces af-
fecting the institution. This is a role tailor-made for
the institutional research and planning professional, and
one that will become increasingly important as these fi-
nancial activities continue to assume a central role in
institutional administration.
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ECONOMIC IMPACT STUDIES

Mary K. Kinnick
Portland State University

R. Dan Walleri
Mt. Hood Community College

INTRODUCTION

Institutional researchers have been conducting economic
impact studies in increasing nur..ers since the mid-60s
(Salley, 1977; Erwin & Miller, 1982). These studies are
Part of the larger framework of studying the outcomes or
impacts of higher education, although economic impact
studies measure outcomes incidental to the primary mission
or purposes of higher education.

A major objective of these studies is to find out "whether
it costs a community more or less than it gains econom-
ically by having a college or university in its midst"
(Caffre: & Isaacs, 1971, p. ix). Those conducting the
studies typically adopt a fairly narrow operational defi-
nition of economic impact: the additional money, in the
form of income and jobs, in circulation within a local
area, region or state, which can be credited to the ex-
istence of the college(s) or university(ies).

In the widely used input-output models developed by Caffrey
and Isaacs (1',71), the college is regarded as an export
sector of the local economy (Salley, 1977). The amount
of funds originating from outside the district or other
locale and spent by the college, its faculty and students,
in the district or locale is identified, and estimates of
total impact are derived.

Two important considerations in doing an economic impact
study are understanding the conceptual and methodological
issues and deciding, specifically, "how-to-do-it". The
focus here f..s on the former for several reasons. There
is no one best way to conduct these studies. Local cir-
cumstances vary greatly, and ample material is available
describing how these studies have been structured and
conducted by particular institutions and systems. Less
attention in the publisheC literature has been given to
conceptual and methodological issues. The aim, then, is
to identify and discuss some of the issues that will face
those considering the conduct of an economic impact study,
including deciding to ccnduct one in the first place.

A word c caution at the outset. These studies can be
highly demanding of time and energy. And, by implication,
choosing this area of study over another suggests it
considered more important. It is of particular concern
that exclusive attention may be given to this one kind of
impact or outcome in the interest of a perceived short-term
public relations payoff. Such an approach may prove det-
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rimental in the longer-term, re-ulting from neglect of the
outcomes stemming from the primary mission of colleges and
universities - higher education. If conducted, an economic
impact study should be made part of a larger effort to
study outcomes related to the broader educational and
social/cultural purposes of higher education (Bowen,
1977).

OVERVIEW AND RECENT DEVELOPMENTS

Table 1 represents an impressionistic overview of the scope
and focus of economic impact studies. The Caffrey-Isaacs
models ':ere develope.' for use by single institutions at-
tempting to estimate their economic impact on the local
area. There ha\.e been no major alternative models or ap-
proaches developed since their classic work. Their models,
or derivations of them, continue to be used whether or not
they a-e strictly appropriate. Adaptations of these models
have been developed by those conducting state-level studies
(Erwin & Miller, 1982). Focus has ranged from one on money
in circulation, to multiple impacts, to the emerging and
broader focus on economic development.

Table 1

Focus and Scope of Economic Impact Studies

Focus Scope

Single
Institution System Statewide

---Number of Studies*---

Money in circulation many some few

Multiple economic impacts some some few

Economic development few few few

estimated from a scanning of several available bibli-
ographies

While no one best source of information on conducting
studies on the impact to local or statewide economic de-
velopment has been identified an excellent place to begin
is a recent publication of the American Association of
State Colleges and Universities (SRI International, 1986).
In the fu:4re, increased attention will probably be given
to conducing studies of impact on economic development
and less to the more traditional and narrower studies of
economic impact. This move should be encouraged since most
conceptual frameworks of economic development include at-
tention to thr, broader and more fundamental roles of higher
education. The SRI report (p.13) for instance, points to

76 68



roles in increasing accessible technology, developing a
skilled and flexible workforce, entrepren urial manage-
ment, and increasing the availability of risk capital.

DECIDING TO CONDUCT A STUDY

The major motive for conducting economic impact studies
is political. With scarce resources and many more players
competing for public and private dollars, especially by
those in the not-for-profit sector, many believe it to be
in their interest to demonstrate the economic return on
local or state investments, particularly in terms of ad-
ditical income and jobs. Economic impact studies are one
way of determining the extent to which higher education
adds dollar value to the local or state economy.

Primary audiences for the results vary by kind of insti-
tution (for example, community college, private college,
state university, etc.!. Most study sponsors, however,
target state legislatures, the business community and
taxpayers, and current and prospective funders. Little
research is available about what difference these studies
make, positively or negatively. There is a strong belief,
however, that they can help show that higher education is
not a drain on local or state resources, but, rather, a
stimulus. Having the results may not produce measurable
gains; but not having the information may limit the ability
of the institution to compete effectively with others for
funds and other kinds of support.

Some of the potential advantages and disadvantages asso-
ciated with conducting these studies are shown in Table
2. Results should be, and typically are, part of a more
comprehensive promotional and marketing effort of the in-
stitution or system. Before initiating a study, then, it
is critical that the study clearly and deliberately be made
part of the strategy of top leadership for developing
support for the institution. Before committing to an
economic impact study, three questions should be posed and
discussed: Will such a study help develop support for the
institution? Is the capability and expertise to conduct
such a study available? and, To whom and haw are the study
results to be disseminated?
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Table 2

Potential Advantages and Liabilities
of Conducting an Economic Impact Study

Potential Advantages

Inform the public that higher education does not op-
erate in a financial vacuum.

Demonstrate that higher education makes a positive
contribution to the economy.

Influence attitudes of business leaders, using lan-
guage they understand - dollars and cents - about the
value of higher education.

Influence voters and legislators to continue support.

Potential Liabilities

Risk suggesting to the public that economic impact is
a central mission of higher education.

Identify college expenditure data which may stir up
new questions and critics.

Risk appearance of +he study as a self-serving effort.

Risk negative consequences if the study is found to
be conceptually or pr-cedurally flawed.

Cost of 4:onducting tha study, including the opportunity
cost cc forgoing other studies.

STUDY APPROACHES

The Basic Model

The predominant model cited by those conducting these
studies continues to be Caffrey-Isaacs, based on the "ex-
port sector" assumption described earlier in this chapter.
A major limitation of the model is its scope of applica-
tion. That is, the model assumes that a significant
proportion of the institution's enrollment is drawn from
outside the local area, and thus, that this enrollment
represents an influx of new money into the local economy.

Despite this limitation, community colleges and other in-
stitutions serving largely local populations use the model,
selecting those components which do appear appropriate and
modifying others. Urban universities and community col-
leges should be encouraged to include in th. cash flow
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traced only dollars spent locally by students who indicate
they would move to another geographic area to attend school
were the college not in existence.

Thorn are no major alternatives to the Caffrey-Isaacs
general model, or even significant variations. Salley's
(1977) review of previous studies reflects considerable
difference in procedures but not in concept or basic ap-
proach. There have been, however, some interesting special
studies conducted. Three are mentioned here. A Texas
institution attempted to estimate the local economic impact
that would result frog various funding level changes. West
Virginia University studied the impact of non-resident
student spending and then compared it with the impact of
the local tourist industry. The University of Illinois-
Urbana studied the impact of student Christmas buying, the
results of which had implications for the school calendar.

Basically, the Caffrey-Isaacs model attempts to account
for the total cash flow into and out of the institution
and to calculate the net direct and indirect economic im-
pact on some predetermined geographical area, usually a
local service district. Sub-models are available to cal-
culate a number of different kinds of impacts, including
those affecting local businesses, government, and indi-
viduals. These result in 20 different measures of impact
on the local economy. The most frequently used sub-models
are those related to impact on, the business community and
the most common measures, additional income and jobs. The
model, or variations of it, most frequently used is shown
in Figure 1.

Figure 1

Basic Elements in Determining Economic Impact

College Staff Student
Expenditu-es + Expenditures + Expenditures

TOTAL ECONOMIC IMPACT =

(direct spending)

DIRECT IMPACT Number cf
Jobs Due

4 To Exis-
tence of

INDIRECT IMPACT College

College Related Income of
Local Business Individuals

Volume + from College : (induced spending)
Related Business
Activity
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Some key terms are the followings

Direct Impacts actual dollars spent locally by the
college, students and faculty/staff.

Indirect Impa.tti an estimate of the amount respent,
or turned over associated with the original purchase
or expenditures.

Total Economic Impacts direct plus indirect impact.

Multiplier: a ratio which estimates the extent to
which initial expenditures by the institution, staff
and students are respant by businesses and individuals
within the local economy. See Salley (1977) and Posey
(1986) for a thorough description of procedures for
calculating the multiplier-.

Economic Returns usually expressed as a ratio of the
funds allocated to the college or system to the total
economic impact; for instance, if the rate of return
is 3 to 1, this means that for every dollar invested
in the college, three are returned to the local or
state economy.

Sources and Requirements

These can be fairly limited or staggering depending on how
much of the basic model is implemented. Local resources
and capabilities must be 7.eviewed in light of data -
quIrements associated with different parts of the ba:
model. For the limited model implemented by most studies,
the major data sources are college records, including a
record of purchases, and student and faculty/staff surveys,
used to derive estimates of local spending. The surveys
can be very straightforward or become more compli-ated if
it is decided, for instance, to derive estimates of
faculty/staff savings in local financial institutions.
In addition, and in *his example, invasion of privacy is-
sues may be raised. The Caffrey-Isaacs reference identi-
fies the data requirements of the various sub-models.

For the mt.st part, survey design issues and those associ-
ated with deriving reliable estimates of local college
spending require adherence to sound survey research prac-
tice, including appropriate sampling strategies. Some
studies rely exclusively on available records and exclude
surveys to estimate spending patterns. Many of these
studies, while less costly to conduct, are also less re-
liable and may be viewed as less credible by those re-
ceiving the reports.

The Multiplier

Carol Channing in "Hello Dolly" said: Money is like
manure. It's no good unless you spread it etound.
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The "Lultiplier" is a number that helps to estimate how
much initial spending is "spread around" locally. More
formally put, the multiplier indicates how much responding
of local college, staff, and student expenditures takes
place. How the multiplier should be calculated continues
to be a thorny issue.

Many studies use a multiplier somewhere in the range ori-
ginally suggested by Caffrey and Isaacs, 1.2 - 1.5 (this
figure is multiplied by the direct impact to determine
total economic impact). Others simply use a number used
previously by a college or system similar to their own or
select a number somewhere in the range of numbers used in
a variety of similar settings. Generally, the larger the
community, the more diverse the employment distribution,
and the less the area is dependent on imports, the higher
the value of tne multiplier.

Salley's (1977) important work pro "ides a specific method
and formula for deriving the multiplier using payroll/local
sales ratios, available from institutional records and
census data. Sometimes, another agency in the local area
or state has developed an estimate of the respending rate
that may prove useful to study directors.

SOME ADDITIONAL ISSUES

When moving from estimating impacts on the local to the
statewide economy, the "export sector" concept underlying
the Caffrey-Isaacs model becomes strained. For example,
only students from outside the local area can be included
in the model. Thus, when attempting to describe statewide
impact of a system or a oroup of local community colleges,
only students from out-of-state, or those who would elect
to attend an out-of-state college were the institution not
there can properly be included in the model. Also, dif-
ferent multipliers are needed for local versus statewide
studies since dollars will leave the local region faster
than they will leave the state, a more diverse and large
sector of the economy. Most previous studies are conducted
at the local level, thus minimizing some p7oblow...

The specific procedures used and what is selected for em-
phasis has varied by type of institution. Institutions
with large numbers of students from out-of-district and
out-of-state have paid attention to the impacts associated
with local spending by parents, alumni, and tourists at-
toacted to the area because of the institution. Community
colleges have shown particular interest in the impact on
employment. While the model is most strained with commu-
nity colleges and commuter four-year urban institutions,
these colleges have been particularly active conducting
these studies.

SELECT PROCEDURAL AND TECHNICAL ISSUES

There are eight specific issues that can influence the
validity, reliability, and credibility of a study.
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1. Surveying Students and Staff

The key issue here is estimating college related expendi-
tures. What constitutes "college-related"? Is it enough
that a student perceives a particular expense to be
college - related? Little is known about the rrliability
of student estimates of spending, especially in determining
the amount chat is college - related. Most studies using
the export sector model simply collect student spending
data and apply the results to the proportion of out-of-area
students. Students are not asked Yo estimate the amount
of their spending that is "college- related." Salley (1977)
references one study that used student diaries to determine
expenditure patterns.

In Oregon the community colleges are attempting currently
to include housing costs only when students indicate these
costs are directly associated with attending the community
college. If these costs would be incurred if they were
not attending the college, the costs are to be excluded.

Most studies require students and sometimes faculty/staff
to breakout spending by type (for example, housing, food,
etc.). This is done for two reasons. First, such break-
outs are needed for part of the full model. Second, the
breakouts are used as a means of compiling more accurst:
information from the respondents.

Four-year colleges and universities need to weight student
and staff expenditure sample data by type, freshman versus
graduate student, and full-time versus part-time staff,
since spending patterns will most like differ among these
groups. Thus, a weighted overall average is used in sub-
sequent calculations.

2. Use of an Outside Consultant

To enhance the credibility of the study, and to minimize
the perception that it is self-serving and not reliable,
institutions have used several strategies. Some have re-
cruited community members to serve on the local study
committee. Some have employed an outside consultant to
audit the study process and results. Othero have re,ruited
the expertise of a local economist to assist with multi-
plier derivation. And still others have simply contracted
the entire study to an outside firm. There is probably
no one best way to enhance credibility, but one of these
alternatives should be considered.

3. IblMaiiiRliet

Quite a bit has already been said about this issue.
Salley's (1977) work stands as the most comprehensive
analysis of and prescription for calculating the multi-
plier. The final test of the multiplier to be used is one
of reasonableness. Does it fit with previous studies?
Does it fit with any local studies conducted to derive a
multiplier estimate? Very small changes in the multiplier
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can greatly change the final dollar or job impact firqres.
Thus, when in doubt, err toward the conservative.

4. Part-Time Student

The westion here is, of course, should part-time student
expenditures be included in the model. Some part-time
student spending is undoubtedly college-related. Can it
be assumed, however, that these expenditures would leave
the local economy if not for the existence of the college?
Would money not spent on college related activities be
saved for or spent on other activities within the local
economy? Part-time students should probably not be in-
cluded unless they are know^ to have relocated to the area
for the purpose of attendisisi the college or, assuming that
the college did not exist, they would leave the local area

5. Sources of Double clagnt".yingkirectapendjaul
FiCIV'

A helpful first step in laying nut the study is to draw a
schematic depicting exactly whal. is be:.ng accounted for
where in the model. Most particularly, the categories of
student expenditures (for example, tuition and fees,
housing, books, etc.) must be compared with college ex-
penditures to avoid double counting in areas such as
bookstore, housing, other auxiliary services, financial
aid, etc.

6. Doundary Definition

Another important first step in any study is defining ge-
ographic boundaries. This is not a problem for most com-
munity colleges or for colleges located in small towns.
It is a problem, though, for colleges and universities
located in the center or the periphery of large metropol-
itan areas. Most use either the city core for its boundary
or the larger metropolitan area, depending on purposes and
audiences for the study. And others find merit in a so
calculating statewide impact. Whatever the definition,
it must be precise ,!d communicated unambiguously to those
co.pleting surveys -hat ask whether the respondent lives
in or out of the "district." Many surveys include a map
on the back of or attached to the questionnaire.

7. Coordination

Coordination of a study can be particularly challenging,
especially when local data is to be collected separately
and then cumulated in a systemwide or statewide study.
The Oregon community college experience (1982) offers some
advice on pro-edures, including the appointment of a study
director, campus-based coordinators and a Statewide advi-
sory committee consistir of the director and local coor-
dinators, and the careful deve:opment of written procedural
guidelines.
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At the institution level coordination can also prove
challenging. The study effort requires three. critical
ingredients: technical expertise; support from students,
faculty and staff, especially during the period of time
when surveys are to be administered; and involvement by
those who will disseminate the results of the study. A
broad-based lucal advisory committee should include those
representing each of these groups. Inclusion of a business
office representative and a public information officer is
especially important.

8. Negative Impacts

Most studies do not examine negative economic impacts and
probably should not unless the full Caffrey-Isaacs model
is implemclted. To do so could result in distortions,
largely be ause mos+ studies do not take into account all
of the impacts on the positive side. Examples of negative
impacts are property and sales tax foregone due to the
tax-exempt status of the institution, the costs of munic-
ipal services to the institutions and increased tax burdens
attributable to the services which must be provided to
college employees, students and their families (Er4in &
Miller, 1982, PP. 20-21).

HOW THE RESULTS HAVE BEEN USED

The predominant use of results has been for public re-
lations purposes. Some of the ways study results have been
disswinated include: press releases; special brochures
aimed at a particular audience; and full reports, in
booklet or pamphlet form, that describe the institution's
or system's contribution to economic development and/or
community development.

The use of graphics has been especially effective in com-
municating results of tne study. One college in Oregon,
for instance, shows a coin with a pie-like slice set apart
representing the state's and district's investment and the
remainder of the coin representing what the college gives
back to the local economy. The headline of this brochure
developed by lane Community College was "invest a dollar,
get back 'our," the kind of message highlighted by many
institutions completing these studies (see Kinnick, 1982,
for further examples from Oregon community colleges.).
Many studies report results in ratio form, as a dollar
amount representing a return on a $1.00 investment by state
and local taxpayers.

How the study results are interpreted is especially crit-
ical. For example, unless the full export sector model
is used for the study, it is not accurate to say that all
of the economic impact would be lost if the college or
university did no exist. In the case of commuter insti-
tutions, a portion would stay in the local area.

Special care must be- "taken to point out that while impor-
tant, the econom. impac+ of the institution is not the
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reason for its existence. Enthusiasts, in the rush to call
attontion to collar and job impact on the local area, may
forget to remind the reader or listener that the primary
mission is cducational.

RESOURCES

Institutions or systems similar to your own that have
conducted economic impact studies are relatively easy to
locate through the ERIC system. The following references
include sources that are especially helpful in terms of
conceptualizing the study and developing procedures.

1. Concepts, Models

Alfred, R. (1982). Institutional impacts on campqs4
community and business constituencies. San
Francisco: Jossey-Bass.

Bowen, H. (1977). Investment in learning. San
Francisco: Jossey-Bass.

Caffrey, S. & Isaacs, H. (1971). Estimating the impact
of a college or univeristy on the local economy.
Washington, DC: American Council on Education.

National Center for Higher Education Management Sys-
tems (1978). Conducting community impact studies.
A Handbook for Community Colleges Boulder:
NCHEMS.

Salley, C. D. (1977). Calculating the economic mul-
tiplier for local university spending. In R. J.
Fenske, & P. J. Staskey, (Issue Eds.), Research 3,.,d
Planning for Higher Education. Tallahassee, FL:
The Association for Institutional Research.

SRI International, Public Policy Center (1986). The
higher education-economic development connection:
Emerging roles for colleges and u'ivers :ties in a
changing economy. Washington, DC: American Asso-
ciation of State Colleges and 1...nd Grant Universi-
ties.

2. Bibliooraphies_,_Goidebooks, Specie,! Articles

Booth, G. & Jarrett, J. (1976). The identification
and estimation of a university's economic impacts.,
Journal of Hinher_Educption, 47, pp. 565-576.

Erwin, J. M., & Miller, J. L., Jr. (1982, May). An
analysis of state-level studies of the economic
impact f higher education. Paper presented at the
22nd Annual Forum of the Association for Institu-
tional Research, Denver, CO.
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Fink, I. S. (1976). The economic_impact_of insti-
tutions of higher education on local communities:
An annotated bibliography. Berkeley, CA: Univer-
sity of California. ED138128

Kinnick, M. (Ed.) (1982). Oregon Community College
Economic Impact Study= A Ouidebook. Gresham, OR:
Mt. Hood Community College.

Posey, E. (1986, June). Londmgtinmc
study. Materials used in a workshop conducted for
the 26th Annual Forum of the Association for In-
stitutional Research, Orlando, FL. (Available from
the Office of Institutional Research, Georgia State
University, Atlanta, CA.)

Ryan, G. J. (1985). A shortcut to estimating economic
impact. Community and Junior College_Rmarterly_of
Research and Practige, 9, pp. 197-214.
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INSTITUTIONAL RESEARCH SUPPORT OF THE SELF STUDY

Richard D. Howard
North Carolina State University

James 0. Nichols
University of Mississippi

Larry W. Gracie
North Carolina State University

INTRODUCTION

The role of institutional research in the self-study
process varies from institution to institution. The role
of any specific office will vary from supplying data to
the self-study committee to that of coordinating and di-
recting the self-study (Peterson & Corcoran, 1985). Ob-
viously, how a single office fits into the self-study
process is a function of its role in day-to-day
decisionmaking and planning activities. Institutional
research can support ihe self -study process in accredi-
tation activities in numerous ways. Before getting into
the specifics of the self-study, a review of the general
purposes and processes of accrediting activities is pre-
ser.ed. This is then followed by a suggested outline fo.
conducting a self-study.

ACCREDITATION WHAT IS IT?

Voluntary accredit tion is unique to American higher edu-
cation (Christal , Jones, 1985). It provides a means for
self regulation and has evolved as a major force for en-
hancing academic and educational quality. There are two
types of accrediting agencies - institutional and profes-
sional. Institutional accrediting agencies are concerned
with the institution as a whole. These are typically re-
gional agenc-ies and are directed by member institutional
representatives. As such review of any given institution
by one of these agencies is usually conducted by academic
andtor administrative staff of various regional insti-
tutions.

Professional accreditation on the other hand deals with
chi. review of specific programs. In these cases visiting
Learns are often staffed by both academic and non-acadewic
personnel. In most cases, professional accreditation it
contingent on institutional accreditation. For ease of
presentation, the rest of tne chapter will speak to the
institutional accreditation self-study support. In gen-
eral, however, the activities described are also appro-
priate for professional accreditation.

Until recently, accreditation was based primarily on
quantifiable input _nformation about the institution as
it related to the pri.mary mi:;sion of the institution. In
this approach, the processes and resources available for
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meeting th.. institutional mission were studied. Recently,
the focus of accreditation activities has begun to shift
to the outcomes of the educational process and programs.
As this component becomes a part of the accreditation
process, it will become the mandate of the institution's
self-study to examine not only the adequacy of resources
to support the institution's programs and processes but
also the quality of the institution's outcomes. (This has
become a reality for institutions in the Southeast for
those institutions accredited by the Southern Association
for Colleges and Schools (SACS].) It is through the
self-study that evaluations of both input and outcomes will
be conducted.

The rest of this chapter is concerned with a proposed
self-study process. While no single component is more or
less important than eny other, more emphasis has been
placed on those parts of the study which fail within typ-
ical institutional research functions (see Saupe).
Underlying this discussion is the notion that typical re-
search, planning, decision support, and reporting activ-
ities of institutional research will provide a college or
university with much of the base line data that will be
required in a self-study. As such, as an institution be-
gins its self-study, it may prove useful to review projects
and reports that have been developed in the past four to
five years in order to determine potential research needs
and sources of data.

SELF-STUDY

A primary result of the accreditation self-study process
should be the identification of the institution's strengths
and weaknesses. This is both a qualitative and quantita-
tive examination and evaluation of the institution's
Progress toward its mission and meeting its goals and ob-
jectives. To accomplish this, the process of a self-study
can be conceptualized in much the same manner as the typ-
ical research or evaluation project.

RESEARCH/EVALUATION DESIGN SELF-STUDY DESIGN

Statement of the °roblem
literature Review
Development of Research
Hypotheses

Methodology:
Instruments
Design
Sampl
ProceL re

Data Analysis
Review of Results
Recommendations

Implications for Further
Research
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Define/Reaffirm Mission
Area Reviews 13,/ Subcommittees
Development/Review of Area
Goals and Objectives

Methodology:
Instruments
Design
Sample
Procedures

Data Analysis
Review of Result.
Recommendations to Strengthen

Identified Weaknesses
Develop Evaluation of

Recommendations
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Using this analogy. tne first step in a self-study would
be to develop the framework within which the study is to
be conducted. This ciulitative step must be accomplished
by senior administrators andVor the governing constituency
of the institution. At this stage, the institution's
mission should be reaffirmed or developed. This is anal-
ogous to developing the research questions in a research
project and will provide the context in which the self-
study is conducted

Once the self-study committee has developed or reaffirmed
the mission statement of the institution, a number of sub-
committees will be formed to examine specific operational
components of tne institution (academic programs, student
affairs, etc.). The mandate of these subcommittees is to
revie, the goals and objectives specific to the areas of
their concern and to identify appropriate indicators to
measure the quality and quantity of each area's outcomes.
Institutional research at this point can help develop
strategies and identify the variables to measure progress
toward the stated goals and objectives.

DATA SOURCES

Once the organizational framework has been developed for
the self-study, specific data elements have to be identi-
fied. Data to support the self-study can come in many
different forms and through different types of media. More
and more the computer is becoming the tool through which
most data are stored, manipulated, and analyzed. As such,
when data base development in preparation for a ::elf -study
is discussed, computerized files are usually the first
resource considered. Remember, however, that at mcst in-
stitutions there is a wealth of data/information tat is
not computerized. In addition, data sources external to
your institution are often transmittea on paper (although
many national and international data bases are being made
available in computerized form). Below are several types
of data commonly used in both the management and planning
of the institution that can be reexamined for the specific
purpose of the self-study. At this point, it sh-,uld be
recognized that institutional research activities have
been, for the most part, a function of quantitative data
collection and analysis. Therefore, most of the sources
of data discussed below are quantitative. This is not to
suggest that qualitative data is not an important part of
an institution's se study.

Uperational and Census Files

Operational and census files are the computerized files
which are typically maintained and created by the opera-
tional units within 1,:lur institution (admissions,
registrar, personnel, etc.). The operational files are
dynamic in that they are updated everyday. As such, if
one accesses data from these files over a period of several
days, different results may be incurred in each analysis.
Census files, on the other hand, are snapshots of the op-
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orating files. The purpose of the census file is to pro-
vide a consistent source of data from which various
analyses can be conducted throughout the year. The. other
strength of the census file is that, if created on the same
day from semester-to-semester or year-to-year, trend data
can be developed over a period of time. The trends can
then be analyzed without having to worry about variations
due to the artifacts of various processing calendars from
one year to the next. It is recommended that reporting,
planning, and decisionmaking e senior levels be supported
by data and information developed from census files to
assure consistency between reports and to lend credibility
to both the analyses and policies developed from them.

Existing Re Ports

During the past twenty years, higher education institutic.is
have been required to report a great deal of data to var-
ious federal, state, and system agencies. Every institu-
tion has had to submit HEGIS /IPEDS reports to the federal
government. Because of the consistency in data elemen.
definitions of these reports, these same data can be 4!
.aluable historical resource for student, personnel, and
financial data. These data tend to be even more creditable
because they were put together for federal reporting re-
quirements and use consistent data element definitions each
year. In addition, there should be a number of reports
developed for the governing constituencies each insti-
tution. A third type of report is past accreditation re-
ports whether they be regional or professional. Again,
if these reports are or have been developed using census
file data, their consistency will help to provide a cred-
itable source of information to the self-study. Review
of these or similar data/studies provide insights to the
history of the institution and establish a base for
projecting the future.

Surveys

Surveys, in general, fall under two categories. The first
is a one-time survey which tends to address a specific
question or concern. Over a period of years, faculty,
staff, students, employers, and others may have been sur-
veyed in response to specific intarnal or external concerns
of the university. These studies, while developed to an-
swer a specific question, may provide data relevant to
accreditation demands. It is almost certain that special
surveys will be requested by one or more of the various
subcommittees.

Periodic surveys are the second category and tend to be
done in a systematic sequence. These surveys are usually
interrelated. Their intent is to provide a picture of a
certain component of the institution either across time
or across constituencies. An example of this would be a
series of graduate surveys. On a yearly basis, one may
survey the graduates as they are leaving the institution.
Follow-up surveys of graduates who have been out for three
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years would b9 conducted on a three-year cycle and on a
five-year cycle to those who had been out for five years.
In each case, asking the same or similar questions may
provide valuable insights about how former students value
their experiences at the institution and if they change
over time. In addition, the analysis can include compar-
isons between graduates from different disciplines. The
use of surveys can provide a great deal of information to
the self-study team in assessing the impact of the insti-
tution's programs. Survey research, while one of the more
common forms of research in the social sciences, is also
one of the more tricky. A word of caution: spend a good
deal of time both in planning surveys and in developing
the survey instruments.

Make sure that your questions will provide information
which will contribute to assessing the institution's
progress toward meeting its stated ,oals and objectives.
Several references are provided at the end of the chapter
which deal specifically with survey research methodology
and data analysis (Babble, 1973).

Past survey efforts, in addition to those done in direct
response to the self-study committee or a subcommittee,
often will provide the most critical information for
evaluating outcomes described in the various goals and
objectives and the mission statement. It should be noted
that with the recent increased interest in "outcome meas-
ure" more institutions are implementing plans for ongoing
survey projects to evaluate the institutions goals and
objectives (Ewell, 1985; Miller, 1981).

Environmental Scanning

Environmental scanning has received a good deal cf atten-
tion in the past several years. In essence, the objective
is to assess the environment in which your institution
exists (Callan, 1986). Pate typically collected in envi-
ronmental scanning deal with the potential student pool,
financial conditions, political pressures, potential in-
dustrial growth, or any other condition or pressure which
may impinge on the offerings and operation of the insti-
tution. While a gocd deal has been written about how to
scan the environment, it s'ems that functional models have
yet to be developed which allow the results of environ-
mental scanning to be quantitatively inco-porated into the
university's data bases and made a part of
decision/planning support systems. In many instances, the
analysis of environmental data is a qualitativn process
as senior officials review the data and through discussions
evaluate its potential impact on the institution.

Peer Data

One way in which to evaluate the condition of your insti-
tution is to compare it to other similar institutions.
Data about institutions or higher education in general can
be found or collected frJm a number of sources. It is
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beyond the scope of this chapter to provide a comprehensive
list of these sources; however, several examples are pre-
sented which are typical of the comparative data which are
available. Virtually all comparative data are developed
as a result of organized data exchanges between insti-
tttions or the result of regional or federal reporting
mandates. In the case of data exchanges, the comparative
data are typically made available only to the institutions
which have participated in the exchange of data. In many
cases, the data exchange processes have been developed by
a group of similar institutions to provide specific types
of comparative data. National or regional Association for
Institutional Research (AIR) meetings have often been the
forum through which the participants have met and developed
their processes for data exchanges. (This has been and
continues to be a very important outcome of professional
meetings.)

A second source of comparative data is through regional
and national data -ollections. The best known 's the
HEGIS/IPEDS data. These data, along with AAUP salary data,
are published in several forms the most popular being
The Chronicle of Higher Education. These data bases can
also be requested from the Center for Statistics of the
U. S. Department of Education. There have been questions
raised about the consistency of the HEGIS data between
institutions. The Center for Statistics has tried to ad-
dress some of these concerns with the IPEDS data col-
lection. (This replaced the HEGIS data collections.) The
1984 Firnberg and Christal analysis of HEGIS data bases
identified reliability and validity problems that should
be considered when using the data. There are a number of
such data collections each year with the data being made
available in a number of format: to interested parties.
A publication by the State Higher Education Executive Of-
ficers (SHEEO) entitled Comparative Daly About Higher Ed-
ucation! A Resource Directory, is an excellent source of
data bases which are available. (Also see Christal &
Wittstruck, 1986; Halstead, 1979.)

Often, a serious problem will be to identify an appropriate
group of peers. Comparative analyses will do little to
help evaluate the strengths of the institutions or programs
if senior decisionmakers do not agree with the institutions
used in the comparison. Special care needs to be taken
in the selection of peers. Quantitative algorithms have
been developed by NCHEMS and the Institutional Research
Office at the University of Kansas to select peers. In
both cases, HEGIS data are used as the base for the se-
lection (Teeter & Christal, 1985). Regardless of how the
comparative institutions are chosen, it is imperative that
there is agreement from senior officials on which peer
institutions are to be examined.

A Note About Qualitative Data

The environment in which decisions are made and the impact
of data used in these discussions are more and more be-
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coming a critical consideration of the institutional re-
view. Examination of "who makes key decisions" and "how
decisions are reached" is a way to cssess the validity of
research questions. Therefore, review of the models used
to reach decisions on critical matters has become impor-
tant. Data sources which may assist in analyzing these
processes include minutes of special task force meetings,
studies that were conducted in support of specific deci-
sions, plans to evaluate outcomes, documentation of how
costs are determined, what alternative plans were consid-
ered, and how actual outcomes will be evaluated in respect
to projected outcomes. New qualitative research tools,
such as content analysis, may need to be developed in the
institutional research office.

ANALYSIS AND PRESENTATION OF DATA

Once the data have been collected, the next step is to
analyze and present the findings in some fashion to the
subcommittees, the self-study committee, and perhaps for
the actual self-study report. As the purpose of this
chapter is to give an overview of how institutional re-
search can support the self-study procedure, there will
be no detail about various forms of analysis or presenta-
tion modes. The bibliography suggests a number of refer-
ences to help with both the analysis as well as
presentation of the data. The analysis and results should
be presented in the simplest format that will quickly
convey the message you Are trying tr get across. Presen-
tations of means, standard deviatif,ns, and frequercies will
typically satisfy most members of the self-study committee.
This is not to say that more indepth analysis should not
be done. Also, data analyses are no longer solely reporl-ed
in tabular formation - graphic presentations have added
new dimensions to data presentation (Tufte, 1983).

One of the most popular forms of pres3nting data is that
of a factbook. A factbook developed yearly will, over a
period of years, provide a historical context from which
trend; can be identified. Factbooks take many forms and
are esed in many different ways. Look to your institu-
tional research colleagues for suggestions on how a
factbook may be developed. In addition, do not hesitate
to ask for a copy (see Chapter 9).

AN ADDITIONAL RESOt'RCE

The final, but pei-haps the most useful, resource is that
of your institutional research colleagues. Membership in
either the national, regional, or state institutional re-
search associations will put you in touch with many in-
stitutional research professionals. Other professional
associations such as the American Educational Research
Association (AERA), the Society for College and University
Planning (SCUP), and CAUSE often will provide resources
that can support self-study projects. Use these col-
leagues as a resource. A quick telephone call or a short
letter is typica ly all that is reqLered to get comparative
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data or answers to questions that you may have. For best
results, try to request data that can be found 4.n existing
reports, that is, HEGIS /IPEDS reports, AAUP reports, or
other standard reports. If possible, a trip to a similar
institution that has recently completed its sel.e-study will
prove valuable. Bo assured that virtually any question
or situation has most likely been encountered somewhere
else.

EVALUATION OF THE SE1F-STUDY RESULTS

This is the final stage of the self-study and is analogous
to the conclusions and recommendations found in most re-
search reper+s. As in the first stage of the self- study,
this qualitative analysis is typically done by senior of-
ficials of the institution. The role that the office of
institutional research will play in this particular step
of the study will vary depending upon its overall role in
the self-study process as discussed above. Two particular
concerns must be addressed in this final stage of the
self-study. The first is making sure that the minimal data
requirements, defined by the accrediting agency, have been
collected, tabulated, and summarized in the appropriate
format. For the most part, it is a straightforward process
once the data are collected. When the specific data re-
quirements have been met, their analysis and qualitative
review in conjunction with other data make up the second
component of this final stage of the self-study.

The second and perhaps more imrprtent component o4 this
stage of the self-study is the interpretation of the re-
sults of the study relative to the goals and objectives
of the institution. This "evaluation" of the inst:tution's
outcomes should result in the identification of both
strengths and weaknesses. It is critical that weaknesses
be studied and their causes be identified. At this point,
it is incumbent upon he institution to idaatify corrective
actions and document their incorporation into normal
processes. It is very important that this action be taken
by the institution before the visiting team arrives (n
campus. While institutional research typically will have
very little input into this facet of the evaluation, it
is important that those responsible for the institutional
research function be aware of decisions and actions taken
as a result of the self-study. They may be called upon
later to evrluate the effects of the actions.

An institution may very well meet the various minimum re-
quirements or standards of any given accrediting agency
and still not be accredited; however, once these minimal
standards are met, it is the evaluation and subsequent
corrective actions of the institution which will establish
the degree of success the :institution experiences in the
accreditation process.
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CONCLUSIONS

More and more, traditional institutional research activ-
ities are becoming important support components in self-
studies and the final accreditation decision. Studies to
ascertain the quality and success of the institution as
defined in their goals and objectives are being examined
by the accrediting agencies. While the role of specific
institutional research offices may vary from institution
to institution in the self study process, it is inevitable
that they will be drawn into the process. This chapter
has illustrated how normal activities of an institutional
research office can provide much of the data/information
needed to support a self-study. A number of references
are listed at the end of this chapter. Some are technical
in nature and refer to the analytical support necessary
to conduct surveys or develop trDnd analyses. Others will
provide an overview of accreditation processes in America.
Remember, however, that the best resource is often the
colleague met at the last professional meeting.

It should be apparent that the self-study process described
above is, in essence, the process one would use in the
conduct of a summative evaluation. This is substantially
different from earlier accreditation research requirements
which resulted in a formative or process evaluation. In-
creasingly, institutions are being required to assess the
quality of their programs and their outcomes through con-
tinuous reexamination. It is appropriate for institutional
research to prmide an objective presence in both the de-
sign of various components of the self-study and the
evaluation of findings.
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The exchange and comparison of institutional data have
become more pervasive on the higher education scene. The
information explosion and information-oriented management
are in part responsible for this growth. There are a
number of issues for which comparative data are desirable
such as resource utilization patterns (student-faculty
ratios, class size); input patterns (faculty-support staff
ratios); output patterns (degrees awarded, research ex-
penditures per faculty, attrition/graduation rates of
students); and relative efficiency measures (expenditures
per credit hour). Data from other institutions provide
management with the ability to size up competition,
benchmarks for assessing the well-being of their own in-
stitution, the ability to pinpoint areas deserving atten-
tion, and guides for policy development. To satisfy
increased demands for accountability by local, state, and
federal agencies, institutions can use comparative data
to couch responses in the proper perspective. Comparative
data are being used with increasing frequency to explain
and justify budget requests, salary increases, teaching
loads, and tuition increases.

The motivations for exchanging and comparing data are keys
to the specifics of data comparisons and the selection of
institutions with which to compare. This brief introduc-
tion has alluded to some of the reasons for comparing data.
The next three sections of this chapter will describe the
nature of data comparisons, types of comparison groups,
and procedures for selecting comparison institutions.

ASPECTS OF COMPARATIVE DATA

Before discussing the nature and type of data compared,
it is useful to distinguish between comparative data and
comparative information. Data may take the form of numbers
that repre-en, measurements of continuous quantities. Or
data may c-nsist of codes that represent observations of
the discrete presence or absence of certain character-
istics. (Enrollment data take the form of numbers; a
student's religious preference is recorded by a code as
would the presence of a process or policy.) Information
consists of data that are useful in one or more contexts,
that inform someone about something, that reduce uncer-
tainty in some way. To become information, data may have
to be combined in one or more ways, analyzed, synthesized,
or displayed in a particular form, although this is not
always the case. To determine whether or not a planned
level of overall institutional full-time equivalent (FTE)
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enrollment has been reached, only one number, a simple
total, is needed. By contrast, to know something about
the pattern of increases and decreases in enrollment in
the various student-major programs offered in colleges of
arts and sciences, the total enrollment figure must be
broken down to department-level numbers. Then each of
those numbers must be compared to its counterpart number
for the previous year (Brinkman & Krakower, 1983).

The focus of the discussion that follows is on data as the
basic building blocks for relatively formal comparisons
in higher education. A more complete discussion of helpful
distinctions between data and information can be found in
Jones (1982).

Types of Data for Comparisons

The type of data most frequently exchanged among insti-
tutions are facts and figures about a particular topic.
Enrollment, appropriations and other financial data, fac-
ulty salaries, tenure policies, and general policies and
procedures are often of interest to other institutions.
For example, enrollment trends in a particular discipline
might be of great interest to an institution that is ex-
periencing declines it believes to be counter to national
or regional trends. Comparative enrollment data help de-
termine whether the problem is local or of a more general
nature. Information about the procedures and policies
instituted by institutions that have had to deal with fi-
nancial reversals might be helpful to institutions which
have yet to experience the same kinds of financial crises.
The generic form of the questions being asked is "How well
are we doing as compared to institution X?"

The kinds of data frequently exchanged about faculty in-
clude not only salary information but also tenure per-
centages. Student-faculty ratios and faculty activity
analyses are examples where comparative data substitute
for well-defined norms for faculty workload and produc-
tivity. However, while these ratios and rates can readily
be calculated, it is frequently difficult to interpret them
unambiguously. Often the reasons for the ratios can only
be guessed at, as they typically reflect subtle combina-
tions of historical accident, funding levels, management
decisions, program mix, and so on. P- lever, information
from similar institutions can indicate I. ether these ratios
and rates are at or near group averages or other norms (if
available) and, if they are not, whether additional in-
vestigation is warranted.

Since institutions throughout the country are frequently
subjected to the same governmental regulations, partic-
ularly if they have similar missions, it might be useful
to exchange approaches to meeting these requirements. For
example, several years ago when institutions needed to
develop procedures to meet the requirement of the Office
of Management and Budget's Circular A-21 regarding indirect
cost recovery on federal grants, informal polls were con-
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ducted about how institutions were responding to the A-21
requirements. Institutions that had decided how to meet
the requirements were often willing to share with others
details of their proposed procedures.

Research findings and analysis on a particular topic might
also be exchanged. Institutions concerned with attracting
new students and retaining current students might be able
to borrow research findings from others or implement rec-
ommendations without redundantly conducting the same re-
search. Special research projects can be both time
consuming and costly; often an institution may not have
the time or resources to conduct its own research. While
borrowing ether institutions' data may be somewhat risky,
careful examination and application of research findings
could save time and money. A prior comparative analysis
might reveal whether the institutional setting within which
the research was conducted is sufficiently similar to
suggest that research findings are likely to betransferable. Such comparative analysis is, of course,
no defense against a bad piece of research (Teeter, 1983).

Gathering Data

There are several ways in which comparative data can be
acquired: 1) use published data such as those collected
annually by the Center for Educatirm Statistics (see
Christal & Wittstrue, 1987, for a list of data sources);
2) collect data on al. ad hoc basis from selected insti-
tutions in order to respond to a particular problem or
issue in a timely manner (in this case, all the benefits
accrue to the institution rogue-tin; the data); and 3)
exchange data fw- the mutual benefit of participating
parties.

The formal exchange of data typically makes possible the
sharing of more complicated data. Joint development of
data formats, data definitions, and exchange procedures
are not uncommon in effots to enhance the comparability
of til shared data. Data exchange networks avoid redundant
requests for data among institutions that are interested
in the same type of comparative data on a routine basis.
Routine exchange provides a baseline of data for trend
analysis and often incorporates explicit guidelines for
the use and sharing of the data. These guidelines can
promote cooperation, because institutions appreciate hav-
ing some assurance of how their data will be handled.

Limitation of Data Comarisons

Fundamental data concerns having to do with validity, ac-
curacy, and reliability are present in the comparative
context as in any other situation in which data are to be
taken seriously. Establishing how well these concerns aremet is often more challenging when doing comparative
analysis: comparative data are often derived from multiple
sources; the rules and definitions for recording such data
may be inconsistent across sources; and the close famili-
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arity that can be se helpful in spotting data errors is
usually missing because one typically must depend on sec-
ondary sources. The use and purpose of the comparison
determines in part the extent to which errors of a given
kind may compromise the comparison. For example.
management-control situations may require highly accurate
data, while data that are to be used in a strategic-
planning context could probably be less accurate, in the
sense of being precise, without causing problems (Brinkman
& Krakower, 1983).

Politics of Using Comparative Data

Since comparative data are often used tc justify, explain,
or advocate a certain position, it is important to under-
stand how the intended audience, whether internal or ex-
ternal to the institution, looks upon comparative data.
Organizational and political realities need to be consid-
ered and a strategy developed accordingly. If the audience
is likely to be hostile to the idea of using comparative
data, it is imperative to involve them early in the game.
Concerns of+en center on the validity of the comparison
group. If that is likely to be the case, be sure to include
the audience in the selection of comparison institutions.
It might serve to mitigate some of their concerns if they
understand the rationale and criteria used to select the
comparison institutions. Obviously, data are expected to
be accurate and sufficiently detailed for the audience to
properly assess the implications of the data.

The key to successful use of comparative data is properly
sizing up the environment in which the data are to be used
and taking the steps necessary to insure that the audience
will be receptive. Failure to lay the proper groundwork
may cause extensive delay in the use of comparative data
or prohibit their use altogether (Brinkman & Teeter, 1987).

TYPES OF COMPARISON GROUPS

There are a number of different types of comparison groups
and all of them can play a legitimate role depending upon
the situation. The issue to be addressed by co-,-..tive
data and the circumstances within which such data are to
be used will be important considerations in choosing the
type of comparison group. Numerous typologies for com-
parison groups can be envisioned. The discussion below
distinguishes four types of groups - competitor, peer,
aspirational, and predetermined from Brinkman and Teeter
(1987).

A competitor group consists of institutions that compete
with one another for students or faculty or financial re-
sources. Competitors may not necessarily be similar in
role and scope, although they frequently are. Depending
upon the purpose of the comparison, their lack of simi-
larity, if that should be the case, may or may not be im-
portant. Comparisons that depend upon institutional



similarity could be at risk if a competitor group is used
without further investigation.

A peer group consists of institutions that are similar in
role and scope, or mission. In this case, "similar" rather
than "identical" is the operative word. It is unrealistic
to expect to find clones of the "home" institution, but
perfectly reasonable to expect to find other institutions
that match sufficiently on particular characteristics.
Sufficiency in this context is ultimately a matter of
judgment.

Comparison, by definition, means examining both similari-
ties and differences. The latter is critical in developing
an aspiration group. The term refers to a group that in-
cludes institutions that are dissimilar to the home in-
stitution but worthy of emulation. When a comparison group
contains numerous institutions that are clearly superior
to the home institution, the group reflects aspiration more
than commonality of mission.

One word of caution in using aspiration groups: if they
are presented as if they were peer groups, they can be
costly in the political arena outside the campus. For
example, if the use of comparative data to buttress re-
source arguments is an issue, the masquerading of an as-
piration group as a peer group will put at risk the
credibility of most any comparative data the home insti-
tution wishes to use. It may fall to the institutional
researcher to provide the reality check through assembling
and presenting objective data on the alleged peers. If
the appropriate data are chosen, the aspirational character
of the proposed comparison group will usually be obvious.
Still, individuals will ignore the obvious under certain
circumstances, such as a no-holds-barred effort to increase
funding, so the institutional researcher is advised to size
up carefully where the comparative analysis fits in the
overall institutional strategy. It cannot be stressed too
much that the task of moving comparative data into the
decisionmaking process is often more important than the
technical routines for working with comparative data.

Empdetermined institutional comparison groups can tie
thought of as falling into one of four categories: natural,
traditional, jurisdictional, and classification-based.
Neural groups are those that are based on one or more of
the following types of relationships: membership in an
athletic conference; membership in a regional compact; or
location in a region of the country. In effect, insti-
tutions already belong to a highly visible grouping of some
sort, so it is natural to think of them as being compara-
ble. They may indeed be comparable in some inherent sense,
but the specific nature of the comparison is the critical
test as to whether a natural comparison group will suffice.

A traditional comparison group is one that is founded in
history - its only virtue is that it has been used for a
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long time. It may or may not bean appropriate comparison
group in a given situation.

A jurisdictional group consists of institutions that are
compared simply because they are a part of the same poli-
tical or legal jurisdiction. Frequently, the boundary for
this type of group is the state line. Not surprisingly,
elected officials and state agency staff will make com-
parisons of institutions within their purview, even though
the institutions may have little else in common. Once
again, the comparison issue in question is (or should be)
the primary factor in determining the appropriateness of
this kind of comparison group.

Institutional classifications used for national reporting
can also be the basis for choosing comparison institutions.
Probably the best known is the classification developed
by the Carnegie Commission in the 1970s ( Carnegie Commis-
sion on Higher Education, 1976) and currently being up-
dated. The American Association of University Proressors
uses an institutional classification for reporting com-
parative faculty salaries (see the annual issue of their
journal, Academe, that focuses on salaries). The National
Center for Higher Education Management Systems (NCHEMS)
and the federal government's Center for Education Statis-
tics (CES) also have developed classifications of insti-
tutions (the classification used in recent editions of CES'
Digest of Education Statistics and The Condition of Edu-
cation is roughly the same as that developed by NCHEMS;
an extended version of the latter can be found in Christal,
1986). The advantages of considering this type of com-
parison group are two-folds considerable time and effort
have already been spent in grouping institutions and the
classifications have already established credibility. The
problem with these ready-made groups is that they may
contain too much within group variation for certain types
of comparative analysis. Typically they are based on only
a few comparative dimensions such as size and the extent
of research activities.

This basic presentation suggests that most institutions
already belong to a number of potentially useful comparison
groups, and that the issue to be addressed with a compar-
ative analysis determines the appropriate type of compar-
ison group to use. In cases where a comparison group is
needed but is not predetermined, a number of techniques
exist to help select the proper set of comparison insti-
tutions.

DEVELOPING A COMPARISON GROUP

A typology of procedures for developing "peer" groups is
described in Brinkman and Teeter (1987) and is displayed
in Figure 1. Options for developing comparison groups
range from statistical approaches to those that depend
entirely on judgment. The top half of the figure describes
the continuum of options and the bottom half indicates the
techniques themselves (the techniques are meant to be a
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representative rather than an exhaustive+ list). Each of
the techniques will be briefly described in terms of the
continuum and then examined in more detail.

Cluster analysis a.,d supporting factor-analytic and
discriminant techniques are characterized by heavy reli-
ance on multivariate statistics and computer processing.
A large number of institutional descriptors can readily
be handled. These statistical techniques tend to de-
emphasize judgment in the form of administrator (as opposed
to statistician-analyst) input. The hybrid approach in-
corporates a strong emphasis on data and on input from
administrators, combined with statistical algorithms for
manipulating data. The threshold approach also emphasizes
a forma), systematic appeal to data and to administrator
input, but it depends little, if at all, on statistical
algorithms. Administrator input is heavily emphasized in
the panel approach; some data may be included informally
but not systematically or comprehensively.

Figure 1

A Typology of Procedures for Developing Peer Groups

- EMPHASIS

Data &
Data & Statistics & Data &
Statistics Judgment Judgment Judgment

Cluster Hybrid Threshold Panel
Analysis Approach Approach Review

TECHNIQUE -

Cluster Analysis and Related Statistical Procedures

Cluster analysis refers to statistical procedures that
identify groups of entities that have similar attributes.
The purpose of the clustering algorithms is to be sure that
entities in a given cluster are more similar regarding the
chosen attributes than the entities in any other c aster.
The calculation of statistical distance is central to this
procedure and alternative ways of making the calculation
represent one way of distinguishing alternative clustering
algorithms.

Clusterinc routines can be used with continuous as well
as discrete data. The technique does not require the an-
alyst to make arbitrary judgments about the appropriate
threshold levels or cut-off points for interval variables
included in the analysis. However, there are drawbacks
as well. No definitive solutions are provided; judgment
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is needed to decide both how and where group boundaries
will be drawn and judgment is required in choosing weights
to assign to variables entering the analysis.

A variable reductior technique known as factor analysis
is sometimes employed as a means of conveniently incorpo-
rating a large amount of data in the peer group selection
process, often as a prior step before undertaking cluster
analysis. Factor analysis is appropriate when several
original descriptors are a measure of the same attribute.
For example, total enrollment, total degrees awarded, and
total instructional expenditures are descriptors whose
values are likely to be highly correlated and would gen-
erate a factor that would be interpreted as "size." For
more complete descriptions about the use of factor analysis
to generate groups of similar institutions, see Stephenson
(1953), Cole and others (1970), Smart and others (1980),
Elsass and Lingenfelter (1980), and Terenzini and others
(1980).

Factor analysis also has its limitations, such as the
following: sample size directly impacts the reliability
of its results, variables are supposed to be normally
distributed, judgment is needed to determine the number
of factors to extract to create factor scores, and judgment
is also required in selecting the rotation procedure. Data
standardization in factor analysis can cause problems too.
For instance, if the variance of a descriptor such as en-
rollment in engineering is greater than the variance for
enrollment .n social science, the engineering variable will
have greater impact on the factor results, regardless of
whether it is substantively more important for the intended
comparison. The same problem can occur ,,hen using cluster
analysis. In short, there are no right answers mathemat-
ically speaking for many of the choices that must be made
in using factor analysis.

To examine the results of the clustering .echnique, one
can use discriminant analysis. This technique provides a
means of assessing both the "goodless of fit" between in-
stitutions and their assigned groups, and the relative
statistical influence of variables employed in the cluster
analysis. Discriminant analysis is used in this manner
in the previously mentioned studies by Elsass and
Lingenfelter (1980) and Terenzini and others (1980).
Discussion of this procedurA can be found in most texts
on multivariate statistics.

Cluster analysis is especially useful to the researcher
charged with "mapping" the institutional universe (or a
large portion of it). Other approaches are probably more
suitable when the task is to find a comparison group for
a particular institution. (Some computer packages for
cluster analysis will output the statistical distance of
each institution from every other institution in the sam-
ple; one can also use this type of output, a form of
proximity analysis, to develop a comparison group for a
single institution.)
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Hybrid Approach

Various hybrid approaches are conceivable. One such ap-
proach is used by the Kansas Board of Regents to identify
peer groups for the six four-year institutions under its
jurisdiction. There are ten distinct steps in the process.
They are briefly described below. A complete description
can be found in Cleaver (1981).

1. A subset of states from which peer institutions can
be drawn is selected based on criteria such as popu-
lation, urban/rural mix, and industrialization.

2. Nominal variables are used to create a subset of in-
stitutions that ultimately will be rank ordered in
terms of similarity to each of the Regents' insti-
tutions. To be in that subset, an institution must
be public, four-year, and not a branch campus.

3. The subset of all candidate institutions is divided
into three groups based on the number of Ph.D. pro-
grams offered and the size of the city in which the
candidate is located, to correspond with a three-part
division of the six Kansas institutions.

4. Campus officials review the institutions in each of
the groups and discard any institution whose curriculum
is excessively narrow (for example, one with almost
all its degrees in engineering or medicine). Any in-
stitution that remains in one of the groups is judged
to be a viable candidate to be included in the final
list of peers.

5. The next task is to arrange +he remaining institutions
in the order of their similarity with the respective
Kansas institution. This involves selecting and as-
sembling detailed information on institutional en-
rollments, finances, and degrees awarded.

6. The first of a series of stctitical algorithms is
introduced as the raw data values for the variables
assembled in step five are normalized by conversion
to z-scores.

7. Comparison scores are created by calculating the dif-
ference between each candidate institution's z-scores
and its respective Kansas institution.

8. These comparison scores are then standardized.

9. Weights are applied to the comparison scores (the
Kansas institutions gave degrees awarded the highest
weight, finances the lowest).

10. The standardized and weighted comparison scores are
summed to produce a similarity score. The candidate
institutions are then rank ordered on these similarity
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scores, which concludes the statistical portion of the
process.

The rank ordered listings can be used in various ways to
support data comparisons.

Threshold Approach

As was true for hybrid approaches, various types of
threshold procedures can be envisioned. One such approach,
developed at NCHEMS, can be described briefly as follows.
The procedure combines raw data, thresholds, weights, and
a modest statistical algorithm. Both nominal variables,
such as public versus private control, and interval vari-
ables, such as enrollment, the number of degree programs,
and so on, are used. In the typical application, the
nominal variables are used as hard point requirements to
reduce the universe of relevant institutions. For example,
if "public control" is considered an essential character-
istic for a potential peer institution, then any institu-
tion not publicly controlled is eliminated from further
consideration.

After the nominal variables have been used to generate a
subset of institutions, the interval variables are used
to rank order the remaining institutions. Points are as-
signed to each institution based on the importance attached
to each interval variable (by means of a simple weighting
system) and the number of times an institution misses a
prescribed range that is established for each of those
variables - these ranges as well as decisions regarding
the nominal variables are the thresholds that give this
procedure its name. The points are the basis for the rank
order: each miss on an important variable pushes the
candidate institution down the list further away from the
home institution. The rank ordered list is meant to be a
guide to analysts and administrators at the home institu-
tion who make the final selection oc institutions for their
comparison group. The last step is an explicit appeal to
expert judgment. The same is true for the selection of
comparison criteria, their weights, and their acceptable
ranges. The procedure is designed to channel and highlight
judgment based on data. The transparency of the procedure
is a strength but it also can be a vehicle for manipu-
lation. The latter can only be countered by designing
appropriate checks and balances into the overall process
of selecting a comparison group.

Panel Approach

The "panel approach" uses informed judgment to develop
comparison groups. No statistical algorithms are used,
and data are used only informally. Consensus among in-
formed and knowledgeable individuals is the basis for the
selection of comparison institutions. The appeal of this
approach is its simplicity and its adequacy for some com-
parison purposes such as exchanging policies. Experience
suggests, however, that occasionally there may be a need
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to replace, or at least validate, the panel approach with
objective, statistical approaches. A limitation on its
replacement is the lack of widely acceptable quantitative
measures of qualitative factors. The ambiguity of quality
and (Muir mtasure. Int problems that flow from the com-
plexity of various activities in higher education insures
its survival.

SUMMARY AND CONCLUSIONS

Institutional comparisons are best begun exactly where any
good analysis begins with a clear sense of purpose. With
that in hand, one can address the technical and the
human/political dimensions of the ccmparison process. Both
dimensions are important. On the technical side, if an
acceptable institutional comparison group already exists,
the main area of concern is data. The usual data problems
faced by the institutional researcher are almost always
compounded in a comparative analysis. The best approach
is to proceed with caution, assuming as little as possible
about the quality of the data. If the task includes de-
veloping a comparison group, there are a number of proce-
dures available. Choose one that suits your analytic
skills, the purpoala of the comparison, and the broader
political aspects of the task. To have utility, the pro-
cedure must appear reasonable and valid to those who are
to use its results. Involving interested parties in the
process often helps, especially if the involvement is well
managed and occurs early when purpose is secified and
selection criteria are chosen.
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The Chief Executive Officer at your institutio has just
asked for an overview of the institutional re 'arch of-
fice's activities and contributions to the institution,
as well as samples of your work in connection with an on-
going assessment of institutional operations and adminis-
trative costs The Executive Secretary of the board
of Trustees has just called and asked that you forward to
each of the Three finalists for the vacant Chief Executive
Officer's position a summary of the quantitative aspects
of your institution's operations. Your response to his
request will constitute the first impression which your
new boss will hav' of your work Your institution has
just launched a strategic planning process and in the midst
of an initial meeting of the institutional planning com-
mittee, your Chief Executive Officer asks "What do we have
that can serve as a common point of reference or de-
scription of current operations from which we can begin
considering the future?" Your institution has just
begun its institutional self-study for reaffirmation of
accreditation and the Director of the Self-Study drops by
your office and asks "What do we have in the way of a
statistical description of the institution that can be used
by cur campus committees and the visitation committee from
the accrediting Agency? ..... In each of these cases, what
are you going to provide? The answer may be your insti-
tutional factbook.

What then is an institutional factbook which might answer
the variety of questions posed above? An institutional
factbook can be described as an official and recurring
publication (in one form or another) which consists pri-
marily (though not exclusively) of a compilation of sta-
tistical information designed to describe the quantitative
aspects of institutional operations.

FACTBOOK PURPOSES

The purposes which an institutional factbook can serve are
best considered from the perspectives of (a) what it can
do for the campus and (b) what it can do for the institu-
tional research component. There are at least three pur-
poses which an institutional factbook can fulfill on the
campus:
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1. Historical Record: In the short-run, a factbook can
serve as the official source of data for the completion
in a consistent manner of questionnaires by various
agencies on campus. Over the longer perspective, this
role becomes somewhat archival in nature as the com-
pilation of data in a consistent format each year
traces the development of the institution. The es-
tablishment of this official historical record also
answers the question of what information may be re-
leased to the public.

2. Public Relations: Some factbooks are intentionally
produced with the primary purpose of influencing the
reader, more than informing him/her. Such publications
select and highlight certain information intended to
support a particular institutional case or position.
The intended audience for these factbooks is frequently
(though not always) off-campus constituents such as
those who provide funds and board members.

3. Decision /Planning Support: Factbooks intended to
support either currant or future decisions on the part
of the institution differ in both content and candor
from those published for historical or public relations
purposes. Decision/Planning Support type factbooks
tend to focus on different data (teaching loads, av-
erage salaries, etc.) than primarily historical pub-
lications and frequently contain more sensitive
information than factbooks prepared primarily for
public relations find comfortable.

From the standpoint of the institutional research compo-
nent, a factbook can serve several purposes:

1. Institution-wide demonstration that institutional re-
search is taking Place On many campuses, the impact
of the institutional research component is primarily
limited to senior administrative/academic personnel.
Publication and dissemination of a factbook demon-
strates to much of the rest of the campus that the
institutional research component is indeed active.

2. Insurance that important data reach a wide audience.
It is unfortunate, but important, to note that some
of our administrative/academic colleagues on each
campus may restrict dissemination of important infor-
mation forwarded to them in order not to comprnmIne
policy positions which they have taken. The relat4v.1:,
widespread dissemination of a factbook directly to the
deFartmental level insures that those most likely to
be impacted by the institutional research product also
benefit from its availability.

3. teai the reader into more detailed institutional re-
search studies. While the institutional factbook will
not be able to contain detailed, discipline-specific
information resulting from some institutional research
activities, institution-wide summaries of such studies
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published as examples in the document can serve to lead
readers to the results of these studies which directly
impact themselves.

What then are the disadvantages to publication of an in-
stitutional factbook? The primary disadvantages relate
to time and money. Because there is no pressing "re-
quirement" that an institutional factbook be published, a
conscious value judgement must be made to commit limited
resources in the institutional research component to this
purpose, whereas other "required" functions such as ex-
ternal reporting may automatically assume a higher prior-
ity. Depending on the level of sophistication desired and
availability of data, preparation of factbook COPY may take
between a single person week and several person months.
Again, dependent on the size, sophistication, and number
of copies desired, the out-of-pocket cost (exclusive of
time on the part of ofl'ice staff) for factbook publication
may range from several hundred to several thousand dollars
annually.

Considered objectively, a substantial amount of
cost/effort goes into production of information by the
institutional research component and in other offices at
the institution. This information frequently fails to
achieve its full usefulness on the campus because "the
right people" are not aware of its existence. In order
to fulfill any of the institutional purposes identified
previously, at only a modest additional cost compared to
that already expended to produce the data, numerous in-
stitutions will continue to make the decision to publish
a factbook.

DECISIONS IN FACTBOOK DESIGN

The decision having been reached to publish an institu-
tional factbook, many of the strategic decisions regarding
the publication flow logically from the document's intended
purpose (see Figure 1). While no factbook serves any one
of the purposes described exclusively, an early decision
con,:erning the primary purpose which an instil tion's
factbook should serve will focus its development and
materially assist in making the strategic .. ecisions con-
cerning publication of the document outlined in Figure 1.

In addition to those "Strategic Factbook Decisions" out-
lined on Figure 1, early determination of the form (bound
bookllt, looseleaf, or potentially electronic), distrib-
ution (number of copies), data presentation modes (tabular,
graphic, and/or narrative), and page orientation (upright
or horizontal) is desirable. Each of these decisions im-
pacts the selection and compilation of data, as well as
the ultimate cost of the document.

103 111



STRATEGIC
MYRON DECISIO

AUDIENCE

TIMING OF
4% PUBLICATION

TYPi. OF

DATA (-STAINED

LEVEL OF DATA

MEANS OF
PRESENTATION

Figure 1

IMPACT OF FACTBOOK'S INSTITUTIONAL PURPOSE
ON STRATEGIC DECISIONS CONCERNING ITS PUBLICATION

TYPES OF FACTBOOK INSTEUTIONAL PURPOSES

HISTORICAL RECORD

.Primarily internal

administrative/
technical personnel

.Close of fiscal/acadesic
year
.Date of publication not

critical

."Counts" of routine

nature-students, faculty,
degrees, etc.

.Institutional and major

units (Colleges/Schools)

.Primarily tabular

PUBLIC RELATIONS

.External Constituents -

Legislators, Board Members
.Internal Constituents -

Faculty, other power blocks

.Frequently early fall to
include early semester data
to influence constituents
:riming critical-rush to
publish to influence decisions

.Relatively simple and often
preliminary data easily
understood by lay persons
.Strictly "good news" type data

.Primarily institutional
level for external consumption

.Occasional aggregation at
School College to make
specific point

.Extensive use of graphics
to convey message

DECISION/PLANNING
SUPPORT

.Internal Decision Makers -

Chief Executive, Vice Presidents,
Deans, Department Chairpersons

.Either close of fiscal year or
fall semester

.Timing not critical assuming
earlier piecemeal distribution
of contents

.Focus upon data required to
support decisions - teaching
loads, salary patterns, etc.
.Contain mixture of good and bad
news type data

.From institutional to departmental
to support decision making
.References to more detailed
data available separately

.Mixture of tabular, graphic, and
narrative Nresentation



DATA CONTAINED IN INSTITUTIONAL FACTBOOKS

The selection of data for the publication will be heavily
dependent on the primary purpose which is identified for
the document, but also should relate to the important is-
sues facing the institution at the time. As examples, one
would expect the institutional factbook at a private in-
stitution with a declining enrollment to focus more upon
factors influencing student selection of the institution
and relvtive student tuition or cost of attendance, than
would si.ch a publication at a rapidly growing public in-
stitutiot: those factbook might focus on appropriated sup-
port per FTE student and classroom utilization.

In general, institutional factbooks convey information
concerning students, academic operations, finances, and
facilities. Information contained about students fre-
quently can be categorized as concerning student admis-
sions, current enrollment, and future enrollment
prospects. Data concerning entering student test scores,
geographic origin, planned educational majors, and family
income are frequently provided. Information presented
about currently enrolled students often includes summaries
of enrollment by student level, sex, school/college, and,
in an increasing number of factbooks, degree programs.
Those factbooks supporting planning also frequently in-
clude information concerning future enrollment prospects
(projections) based upon either specific or various sets
of assumptions.

The academic operations of the institution are usually
described with data concerning student enrollment in
classes, facult; characteristics, student
attrition/retention, degree conferral, and combinations
of these areas. Information concerning numbers of student
credit hours by department and school/college is the most
common representation of class enrollment. In virtually
all factbooks, one can find tabulations of faculty by ac-
ademic rank and highest degree held. In those factbooks
designed to support decision making/planning, it is also
not uncommon to find data concerning tenure rates and av-
erage faculty salaries by department. In addition to these
single source type data, sections of the publication con-
cerning academic operations may include information re-
sulting from combination of data from several sources such
as teaching loads, instructional cost per credit hour, and
degree program cost.

Factbook sections concerning finances and facilities are
frequently more modest in scope than the sections outlined
earlier. Financial information provided normally consists
of expenditure and revenue summaries covering recent years.
Physical fa:ality data are often limited to classroom
utilization, dormitory occupancy, and building
size/capacity.

Less frequently, but occasionally, found in institutional
factbooks are official tables outlining the

105

113



administrative/academic organization of the institution,
listings of administrative officers and members of the
Board of Trustees (or its equivalent), and a brief history
of the institution.

Following general identification of the data to be con-
tained in the publication, it will be appropriate on many
campuses for the institutional researcher to review the
data to be contained with a more senior administrative
officer to obtain a "blessing" for relatively widespread
release of the data. What appears to be innocuous to the
novice institutional researcher may, in the context of
his/her institution, be very sensitive.

DATA PRESENTATION AND FACTBOOK PUBLICATION

These greater issues having been determined, the institu-
tional researcher must turn to other matters related to
data presentation and production of the publication. Among
those decisions is the question of data depth or "How many
years into the past should the data presented be extended?"
One immediate response to this question is that the more
depth of data the better. On the other hand, only so many
columns of data can be contained in a table, and a real-
istic decision must be made. This decision will naturally
vary from page to page and subject to subject; however,
one general rule which can be useful in making this deci-
sion is not to include more depth than will be useful in
analysis of the data presented. Hence, if an institution
has undergone an enrollment decline for the past six years,
inform.tion concerning enrollment for at least the past
six years should be included in the factbook. Only to the
extent convenient, however, should data from years prior
to that time be included.

The means for presentation of data in institutional
factbooks can be categorized as tabular, narrative, and
graphic. Tabular data presentations include the provision
of data in tables of all types, while narrative presenta-
tions include prose summaries or highlights which relate
data in sentences or paragraphs. Finally, graphic pres-
entation of data includes the use of all types of charts,
graphs, or other pictorial techniques. By far the most
common of these forms found in institutional factbooks is
the tabular presentation of data.

Among the advantages of tabular presentation of data are:

familiarity of institutional researchers with the
form,

ease of preparation, and

efficiently in conveying maximum information in minimum
space.

Unfortunately, tabular data presentation exhibits just as
many dis=d:antages among which are its:
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relatively uninteresting or unappealing esthetic
qualities,

difficulty in drawing attention to important high-
lights, and

frequently repetitious and "boring" use.

While the tabular form of data presentation will undoubt-
edly remain the primary means utilized for data presenta-
tion in institutional factbooks, the following suggestions
are made concerning its use.

1. Vary the format (spacing, margins, etc.) utilized so
as to reduce its repetitious nature and nrovide each
table a "personality" of its own.

2. If in doubt, include less, rather than more, detail
in tabular data.

3. Intersperse graphic and narrative presentations to
"break up" the repetitive nature of multiple, consec-
utive tables.

4. Use graphics and narrative to highlight or summarize
the most important aspects shown in tabular presenta-
tions.

Long ago it was stated that one picture is worth 10,000
words. For highlighting a factbook's most important
findings, one graphic is worth 20 tables. Graphic pres-
entations can capture the readers' imagination, illustrate
relationships between date, and bring life to publications
which otherwise may go unread. Tufte's work referred to
at the close of this chapter is an ex.:ellen* non-technical
source regarding this subject. Unfortunately, these same
graphical presentations are frequently expensive, time
consuming to produce, and inherently inefficient in con-
veying tne large amount of data contained in most
factbooks.

Because of its strengths and limitations outlined above,
the following ruggestions are offered concerning the use
of graphics in institutional factbooks.

1. Carefully plan the use of graphics to highlight only
the most important data.

2. Restrict the amount of data conveyed through any
graphic to several key points.

3. Provide tabular data in which the reader may gain
further understanding of the information conveyed by
the graphic.

4. Avoid presentation of one graphic after another.
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Often overlooked in factbook data presentation is the
significant value which can be gained through the use of
the narrative presentation of data. Along with graphical
data presentation, the preparation of narrative highlights
drawn from subsequently presented data in tabular format
is among the most effective techniques designed to lead
toward greater reader interest in the data presented.
Narrative passages are also extremely useful to explain
complex tabular presentations and examples which might
otherwise be misunderstood. Institutional factbooks will
always remain primarily tabular in nature; however, docu-
ments that utilize graphic and narrative data presentations
to highlight and vary this overall presentation probably
are the most widely read and hence successful publications.

USING COMPUTERS IN FACTBOOK PREPARATION

Factbook preparation offers numerous opportunities for
exploiting the power of computers and computing technology.
As tools especially suited to organizing, storing, and
retrieving data, computers can facilitate all phases of
factbook preparation, from the initial "data crunching"
to the finished form of data presentation.

Processing large amounts of raw data with computers is
common to most institutional research offices. Data are
selected, sorted, and summarized, and calculations are
performed by computers as typical institutional research
functions. Most of these applications traditionally have
been handled on mini or mainframe computer systems with
structured programming languages, but as micro computers
and packaged software have become more powerful, an in-
creasing number of statistical packages, electronic
spreadsheets, and data base systems are frequently used
to process the mass of data gathered and maintained at most
institutions.

Since a primary factbook function is to condense into a
practical volume a large amount of data related to an in-
stitution, the task can be greatly facilitated by using
computers to design, store, retrieve, and update text,
tables, and graphics. Among the specific uses are the
following.

1. Word Processing. With space a critical commodity in
a factbook, text placement and appearance become very
important considerations in factbook preparation.
Word processing not only facilitates the initial entry
and design of text in a factbook, it also allows for
easy revisions and reorganization as the factbook is
edited for publication.

A second benefit of using word processing in factbook
preparation occurs when subsequent issues of a factbook
are produced. Pages from previous issues can be re-
trieved, easily revised, and printed as camera-ready
copy for publication.
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2. Electronic Spreadsheets. Factbooks typically contain
many tables. An electronic spreadsheet greatly sim-
clifies the task of designing and revising tables in
order to maximize space use and to present data in an
esthetic manner. This use of an electronic spreadsheet
typically does not exploit the analytic power of such
software, but often can be used to calculate and
present summary statistics and percentages.

Electronic spreadsheets also allow for easy retrieval
and revision of previous factbooks. For example, up-
dating a table in an annual factbook may consist of
simply deleting the first year's data. Sums, averages,
and percentages remain in place and are automatically
calculated reflecting the new data. Revised tables
are then reedy far printing camera-ready copies.

3. Graphics. Computer generated graphics have become more
sophisticated in recent years, enhancing the ease with
which information can be depicted pictorially in
factbooks. Mims' recent monograph concerning computer
graphics is a good source regarding this subject.
Factbook graphics that were once produced by graphic
artists can be readily created, stored, and revised
as needed. Data showing trends or contrasts among
items or groups lend themselves well to graphic por-
trayals.

4. r.,!ectronic Factbooks. Some institutions have created
and maintained facsimiles of their factbooks "on-line"
within their institutional computer systems, accessi-
ble through computer terminals. Printing costs are
thus reduced and revisions are simplified. More in-
stitutions may adopt on-line factbooks as campus com-
puter systems and networks become more advanced.

Computers have long been essential tools used by institu-
tional researchers and in factbook preparation. The ap-
plicntions have changed, however, as micro computing
technology has introduced powerful, easy-to-use word
processing, electronic spreadsheet, data-base management,
and graphics software. Both increased productivity and
better designed factbooks can result from applying current
computer technology to factbook preparation.

FACTBOOK LIFECYCLE

While much attention will be focused upon the actions
necessary to publish the iniial edition of an institu-
tional factbook, it is impo.tant to remember that the
factbook is a recurring publication. In that regard, ad-
aptation and refinement of the original edition become
primary considerations in subsequent editions which for-
tunately require less effort.

There probably has never been an original edition of an
institutional factbook series with which its authors were
completely satisfied. The desire to include one more ta-
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ano :her graphic, or a further word of explanation is
tyv.i.cal of the feelings exprassad by the authors of initial
factbunk editions. Future uditions provide the opportunity
io make these adjustments and those r-Jsponsible would do
well to make notes at the time of original edition release
of those things which they would like to have done dif-
ferently and make notes as w(C.1 during the year as sug-
gested changes are incorporated.

Because a factbook should focus upor T.ajor campus issues
which change (et least in degree) from year to :jeer, it
will be necessary to review the content ernually and make
necessary adjustments to adapt the focus of t.h)
to the then current campus environment. Adjtments of
this type are relatively minor when viewed Oh an annual
basis (add a table or graphic or two, delete no longer
needed data, etc.), but when viewed over several years can
materially impact the composition of a factbook series.

One welcomed aspect of subsequent editions of a factbook
is the much reduced burden which its publication brings
about. Assuming use of micro computer capability, tabular
presentations occupy approximately 10-20 percent as much
time in subsequent presentations as in the original edi-
tion. Graphic efforts are also greatly reduced as ad-
justments to original graphic presentations replace
complete design. Whethe... micro computer geAerated or done
manually, always retain the original copy from which any
edition is printed, as it represents a good sta-t on next
year's edition.

Factbooks, like most projects, exhibit life cycle charac-
teristics. Just as they are born amid great fanfare, they
should ultimately go through a period of evaluation a.d
subsequent renewal or discontinuation. Every fi,e to ten
years, even the best factbooks should be examined to jus-
tify ',heir continuation. In this regard, the institutional
research component should query its constituents period-
ically concerning the usefulness of the publication, sug-
gestions for its change, or possible discontinuation.
Armed with these responses, the institutional resEarch
.amponent should carefully review, refine, or discontinue
the publication.
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FACTBOOK EXAMPLES

Where can one look for examples of institutional factbooks':
There are at least throe likely sources for examples of
institutional factbooks. Each year at the annual Forum
of the Association for Institutional Research the "Publi-
cations Display" contains examples of the best institu-
tional factbooks published throughout the country. Second,the Educational Resources Information Center (ERIC)
Clearinghouse on Higher Education has included in its
collection numerous examples of institutional factbooks
and these documents are widely available on microfilm in
libraries on many campuses. Finally, the factbooks pub-
lished by several institutions, including the University
of Mississippi and Georgia State University, have been
nationally recognized and copies of their publications may
be requested from those institutions.

FUTURE OF INSTITUTIONAL FACTBOOKS

While technology will undoubtedly continue to change the
means through which factbooks are prepared, the basic
purpose which such publications serve will not be altered.
Factbook type publications will remain among the most ef-
fective and efficient means for the widespread dissem-
ination of a recurring basic compilation of information
concerning institutional operations. While some insti-
tutions may convert to an on-line computer accessed set
of data serving as their institutional factbook, use of
micro computers to ease the burden of publication probably
assures that the vast majority of institutional factbookswill continue in hard copy format. While the institutional
factbook is among the least sophisticated and oldest of
then tools available to the institutional researcher, itskey role in development of the institutional research
component and dissemination of its product appears to be
assured well into the future.
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USING STATISTICAL PACKAGES/SPREADSHEETS

Bernard D. Yancey
University of Texas-Austin

Maryann S. Ruddock
University of Texas System

As the raw materials of a carpenter are wood and other
building materials and the process is construction, the
raw materials of the institutional researcher are data and
the process, data analysis. Each trade has its own set
of tools. While the tools of a carpenter are his hammers,
saws, chisels, etc., the tools of the institutional re-
searcher are his calculators, computers, and software
Packages. Just as a good carpenter must learn which tool
to use at which stage of the construction process, the
institutional researcher must learn which tools are best
applied in which situations and at which stages of the data
analysis process.

For the institutional researcher, the various stages of
the data analysis process can be simply stated as follows.

1. Identification. Identifying the data and data sources.

2 Acquisition. Acquirinv the nblded data.

3. Conversion. Converting the data to a usable, usually
computer readable forme±.

4. Auditing. Auditing the data to determine its accuracy,
validity, and reliability.

5. Preliminary Analysis. Determining what the charac-
teristics of the data are so that additional analyses
can be chosen.

6. Analysis. Analyzing the data in light of the questions
tha- have been raised and the results of the prelimi-
nary analyses.

7. Summary. Summarizing the results of the analyses.

8. Presentation. Presenting and interpreting the ana-
lyses' results.

Statistical packages and spreadsheets are simply tools that
nre available to tha institutional researcher. While these
tools can primarily be used steps 4 through 8 of the
data analysis process, some statistical packages, such as
SAS' and SPSS-PC2 contain components that can greatly aid
in step 3 of the process, dala conversion. Spreadsheets
can also be useful at this stage if the initial data con-
version is to occur using a microcomputer.
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When considering statistical packages and spreadsheets,
deciding which to use and when is not always easy. There
area variety of factors that must be considered, including
the type of calculations to be performed, the quantity and
quality of the data and the skill level of the user. It
may also be that a particular problem can best be ap-
proached by using both statistical packages and
spreadsheets. One important point, however, should always
be kept in mind. The use of such packages provides no
panacea. Computers and such software packages are no
substitutes for organization and a thorough understanding
of the procedures and processes involved. While computers
can produce results perhaps a thousand times faster than
by hand, they produce and compound errors just as rapidly.

Before continuing, it is perhaps best to describe briefly
what is meant by the terms "statistical package" and
"spreadsheet". A comprehensive description of both terms
is simply not possible here, but the following will porhape
ai.1 the reader. The initial purpose of the spreadsheet
was to provide a means of manipulating and making calcu-
lations on data that are stored and arranged in labeled
columns as would be found in a ledger. The initial
spreadsheets were designed to &id the business community
with repetitive and often labor-intensive calculations.
Spreadsheets were also designed to allow management to make
repeated calculations and to explore "what if" situations
without having to rely on large mainframes. The rectan-
gular data structure of spreadsheets makes it quite easy
to perform repeated calculations across rows or columns,
particularly if these calculations are to be made for the
whole data set. If multiple passes must be made on the
data with intermediate results used in subsequent analyses,
difficulties arise. The capabilitiqa of current
spreadsheets have been v-eatly expanded, but they still
embody the general philosophy that led to their initial
development.

Statistical packages, on the other hand, were initially
and specifically designed to perform statistical analysis.
Such packages were developed to calculate a variety of
statistics, both simple and complex, that were needed to
support hypothesis testing. While the rectangular data
structure used by most statistical packages is similar to
that found in spreadsheets, the level and magnitude of the
computations are considerably more complex. While
spreadsheets generally are limited to making calculations
based at most on columns or rows, statistical packages
generally perform calculations on matrices. A number of
the statistical analyses require making multiple passes
on the data with the results from earlier passes being used
in the subsequent stages of the analysis.

The material to be presented here will first briefly dis-
cuss some of the factors that need to be corsidered in
determining whether or not a statistical package and/or a
spreadsheet would be appropriate. A brief discussion will
then be provided of the various points to be considered
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in selecting a statistical package, along with a discussion
of some of the strengths and weaknesses of some of the
major statistical packages on both mainframes and micro-
computers. A similar approach will be taken for
spreadsheets. In addition, a brief discussion will be
provided describing how to integrate statistical packages
and spreadsheets.

SPREADSHEETS, STATISTICAL PACKAGES, OR BOTH?

There are no hard and fast rules that can or should be
followed for determining whether to use a spreadsheet,
statistical package, or both. It is not simply a matter
of comparing the technical capabilities of a given sta-
tistical package or spreadsheet The intangible factors
that must always be considered are the :kills, experience,
and technical abilities of the researcher who will be using
the spreadsheet or statistical package. However, the
following points may prove helpful.

Efficiency: One important factor that should always be
considered is efficiency, not only in terms of machine
resources and computing costs, but also the time and com-
mitment, and in particular the salary costs of the indi-
viduals conducting the analyses. In general, the question
to be answered should be what tool or combination of tools
will let you do a quality job with the least total ex-
penditure of resources? Fol. example, one package may cost
more in terms of computer +Arne to perform the same analy-
sis, but it may take only one tenth the man hours to set
up and run. With the decreasing cost of computing re-
sources, the major cost in performing analysis is often
salaries. If the overall picture is considered, a $10.00
saving in computer costs may produce a $90.00 increase in
hourly costs.

AvgilabilitY: An important factor may simply be avail-
ability. The researcher may already have access to a
spreadsheet program on a microcomputer, but not to a sta-
tistical package. Most institutional researchers, how-
ever, will have access to one or more statistical packages.
Access to statistical packages on mainframes can, however,
exist in varying degrees. A particular statistical package
may reside on a mainframe, but the machine may be so
heavily used or restricted that the researcher can only
get access for limited time periods, or it may take from
24 to 36 hours to turnaround a job. It may also be that
while a particular package is available, there may be
limited local support in terms of documentation or con-
sulting. The cost of mainframe computing may also simply
be prohibitively expensive, or it may be that the data is
of a confidential nature and the researcher is limited to
using software the: exists on a secure machine.

User Expertise: This is perhaps one of the most intangible
and yet important points to be considered. The expertise
and ability of the user should be considered along two
lines. The first and least important is the user's skill
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level for interfacing with the computer hardware and
software. A more important consideration is the user's
knowledge and experience in the area of statistics and
statistical analysis. Access to a statistical package and
a "cookbook" does not instantly make a researcher a stat-
istician. In recent years an increasing number of journal
articles have been published detailing rather sophisti-
cated statistical analysis. These analyses involve com-
plicated and time consuming calculations. A numbt.r of the
commonly used statistical packages have only recently added
routines that make these analyses easier to do. One can
only wonder what proportion of the analyses that are being
seen are being performed by knowledgeable researchers who
have been waiting for these labor saving tools and what
Proportion are being performed by researchers who do not
have either the sufficient background or experience to
understand the underlying statistical process and assump-
tions. More to the point, are these analyses now being
performed simply because they are easy to do?

MATCHING THE TOOLS TO THE JOB

If the researcher has access to both spreadsheets and
statistical packages, then he must decide how to use these
resources. In this situation, the following should be
considered.

The Nature of the Analyses: Are the analyses to be per-
formed descriptive or inferential? If the analyses are
strictly descriptive, depending on the quality and quantity
of the data, it may be that a spreadsheet could be used.
If, however, any form of hypothesis testing is being con-
sidered and probability values are required, it is quite
likely that a statistical package should be considered.

The Unit of Analysis: If the unit of analysis is the in-
dividual and simple repetitive calculations are to be
performed for each individual with the results being dis-
played for each individual, and if there are not too many
cases, it is quite likely that a spreadsheet will fill the
bill.

Data Quantity: If only simple descriptive statistics
(means, standard deviations, counts, etc.) are needed and
the data will fit on one page, then a spreadsheet may also
Prove useful. One of the inherent weaknesses of
spreadsheets is the inability to easily produce frequency
distributions and/or cross tabulation tables, particularly
for large data sets. In addition, as the number of vari-
ables and the number of cases increase, analysis using a
spreadsheet becomes more and more difficult and time con-
suming. With a statistical package, if the number of cases
and/or variables increases, it may simply be a matter of
waiting a little longer for the analysis run to finish.

What If Questiong: Spreadsheets are particularly useful
for planning and "what if" analyses such as budgeting and
resource allocation. For example, consider a situation
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where financial aid of varying amounts is awarded 'o Mas-
ter's, Ph.D.'s, and continuing students. If the.. is a
fixed amount of total aid, then it can be useful to de-
termine how various mixtures of aid packages will fit in
the total fixed amount of aid.

Multiple Group Comparisons: In situations where two or more
groups of individuals are to be compared and more than
simple percentages are required, it is often more efficient
to use a statistical package. This is particularly the
case when probability values are needed. While it may be
technically feasible to do an Analysis of Variance using
a spreadsheet, the effort involved could be considerable,
depending on the complexity of the analysis.

Maybe you need both: The data analysis process is made up
of multiple steps. The needs of the researcher at each
step can vary considerably, depending not only on the
questions that have been raised, but also on the quantity,
quality, and characteristics of the data and the skill and
experience of the researcher. It may be that the optimal
solution involves the combined use of statistical packages
and spreadsheets. Most commonly used statistical packages
and spreadsheets allow for the interchange of data in a
variety of formats. It is no longer an insurmountable task
to transfer data from one spreadsheet to another or from
a spreadsheet to a statistical package.

STATISTICAL PACKAGES

Statistical packages and spreadsheets are tools. The goal
is to match the tools with the job. Following this line
of reasoning, when the researcher has more than one sta-
tistical package available, the problem becomes one of
determining how these packages are to be used. One common
mistake made by researchers is to learn only one package
and then try to perform all the analyses with that one
package. The more tools a researcher has available, the
more likely that an efficient and useful tool can be found.
Statistical packages on both mainframes and micros are
becoming easier and easier to use. The old .case that a
researcher simply does not have time to learn more than
one package no longer holds. Most of the available pack-
ages are based on similar concepts and it is becoming
easier to switch from one package to another and to
transfer data between packages.

MAJOR POINTS TO CONSIDER IN CHOOSING
AMONG STATISTICAL PACKAGES

Auditing and Preliminary Analyses: Contrary to popular
belief, one of the first things that needs to be considered
in choosing a statistical package is not simply the par-
ticular analyses that are to be run, but rather how much
data manipulation, data auditing, and preliminary analysis
must be performed. Most of the commonly used statistical
packages provide a wide range of statistical procedures
that will meet the needs of most researchers.
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Most practitioners in the field of institutional research
realize that about 90 percent of the time and effort spent
in doing data analysis involves getting the data ready to
run and only about 10 percent in actually running the an-
alyses. What is primarily needed is not just a statistical
package, but a data management system. These data man-
agement capabilities do not necessarily have to reside in
the statistical package itself, but do need to be avail-
able. It may be that they can be performed by using a
database management system in conjunction with a statis-
tical package. It is, however, extremely convenient to
have the data management capabilities in the statistical
package itself.

The most often overlooked part of the analysis process is
data auditing and preliminary analysis. With respect to
data auditing, the quality of the analyses and the validity
of the results are directly related to the quality and
validity of tht. data. The old saying of "Garbage in,
Garbage out" is particularly relevant in this situation.
This data auditing prozess should at minimum consist of
checking for out-of-range values and in most instances
should include checks of the internal consistency and in-
tegrity of the data. Such audits require first and fore-
most the liberal and judicious application of common sense.
Take nothing for granted. For example, it would be at
least embarrassing to report headcount data listing three
males residing in what is supposed to be a women's dorm,
or mean test scores that are higher than the maximum pos-
sible score for a test.

Before statistical analysis procedures can be chosen, the
characteristics of the data to be analyzed must be deter-
mined. This involves assessing not only the quality and
quantity of the data, but also its statistical character-
istics. Are the values of the variables that are to be
analyzed normally distributed? How widely dispersed are
the values of the various variables? Are the frequency
distributions symmetric? Almost all statistical analysis
procedures are based on a specific set of assumptions.
For example, a considerable number of the classical methods
assume normality or, at minimum, homogeneity of variance.
It should be remembered that the calculation of a statistic
within a given procedure is a mechanical process that can
be accomplished in most instances regardless of whether
the underlying assumptions are satisfied or not. Matching
the statistical procedure with the underlying assumptions
is sometimes referred to as finding an appropriate sta-
tistic. Technically speaking, however, there is really
no such thing as an appropriate or inappropriate statistic.
What is appropriate or inappropriate is the interpretation
of that statistic. If the underlying assumptions are not
met, then, while a statistic can be calculated, it may be
meaningless, or, unfortunately, in too many instances
totally misleading.

Before the researcher can choose a statistical procedure
that will produce meaningful and useful results, the re-
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searcher must not only consider the specific questions that
have been raised, but fully understand the quality, quan-
tity, and statistical characteristics of the data that is
to be analyzed. It is in this process that the quality
statistical package can most readily prove its worth.

One important feature of any software package that is used
at this step is whether or not it has interactive capa-
bilities. Preliminary analysis may require as many as 100
or more separate analyses. If the package being used is
interactive and can provide immediate feedback, this
.,rocess can be greatly shortened. This will also let the
researcher perform additional analyses that may not have
been considered using a non-interactive system.

Once the basic characteristics of the data are understood,
the researcher is ready to consider the following in
choosing a particular package.

One Analysis or a Series: Is only one analysis to be
performed or will a series of analyses be needed? If only
one analysis is to be performed, then the key question is
whether or not a package can perform the analysis that is
needed. The task at hand may, however, require a series
of analyses with the results of the earlier ones used in
subsequent analyses. In this situation, a statistical
package that allows for saving intermediate results, usu-
ally in the form of output files, can be extremely useful.
Given the data interchange capabilities of more statistical
packages, it should not always be considered a requirement
that all of the analyses to be performed can br, performed
by one package.

Skill Levels: What are the skill levels of the individuals
performing the analyses? Depending on the individual, some
packages are simply easier to use than others. It may also
be that the individual performing the analysis has had more
experience with one particular package. In this situation,
the start-up time for learning a new package should be
considered. How comfortable a researcher feels with a
given package is also something that should be considered.
How knowledgeable is the researcher who will be performing
the analysis in the area of statistical analysis, design
and interpretation? Will he be able to determine whether
or not the data meets the underlying assumptions for the
analyses that are to be performed? If the data and/or the
questions to be answered do not exactly fit one of the
standard designs, can he determine which input parameters
need to be changed and make the appropriate changes?

Available Support: How much local support is available?
Are consultants available locally to help with questions?
Is documentation available? Are there researchers on
campus or in your department who have successfully used a
particular package? What do you do if no one locally can
answer your questions? Is there a national hotline or in-
formation source that can be tapped? Where do you go for
training?
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Time Constraints: How much time is available to conduct
the analyses? In the area of institutional research, an-
alyses results are often useful only if they are timely.
Some packages and approaches simply take longer to produce
results than others.

The Quality of the Output: How readable and usable is the
output? If the output is in a form that is not easily read
or interpreted, then the extra time that will be needed
to interpret and use the results should be a factor con-
sidered in the deliberations. Some statistical packages
will produce analysis results that can be directly used
with only minor modifications in the final report. Some
packages also produce more output than can ever really be
used. It is possible that the inexperienced researcher
may simply pick and choose from the multitude of statistics
that are provided in such situations and never consider
that each statistic requires that a specifin set of as-
sumptions be satisfied before they can be meaningfully
interpreted.

Efficiency and Costs: What will the computing costs be,
both in terms of real dollars and computer resources? Some
statistical packages cost more to run a.d use considerably
more resources. When estimating cost xnere is a tendency
among computer operators and systems programmers to look
only at computer resource requirements. Usually they
atally ignore the salary costs of the individuals using
a package. The whole picture must be considered.

USING STATISTICAL PACKAGES

An institutional researcher who acquires a copy of the
manual for a statistical package and proceeds to perform
the analyses using a "cookbook" approach without a basic
understanding of the process and procedures involved, and
particularly underlying assumptions and limitations, is
doing great disservice not only to himself, but also to
the profession. A review of the recent literature reveals
an increasing use of rather sophisticated multivariate
analysis techniques. While the techniques can be extremely
useful, they are sometimes applied to problems that could
have as easily been addressed using less sophisticated and
easier to interpret techniques. It is always a good idea
to try zo use the simplest analysis technique that will
adequately address the questions that have been raised.

General Guidelines for Using Statistical Packages

Take nothing for granted. The first and foremost point
to be considered when using statistical packages, or for
that fact, any computer software, is to take NOTHING for
granted. If the results for a particular analysis run look
strange, in all likelihood they are the result of some
misstep in the analysis process; the wrong parameter on a
control card, incorrectly coded or missing data, or the
wrong model, etc.
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When you first start using a particular statistical pro-
cedure, it is always a good idea to benchmark the proce-
dure. This can be done by analyzing a data set from a
statistical text and comparing the results with the results
given in the text book. This is particularly important
with some of the more sophisticated statistical procedures.
For example, from the descriptions given in the manuals,
it is often difficult to determine just what model is being
used in some of the Analysis of Variance or Analysis of
Covariance procedures. The interpretation of an Analysis
of Covariance can vary widely depending on whether the
model assumes parallel or separate slopes.

Another way to benchmark a new statistical package proce-
dure is to perform the same analysis using two different
packages and compare the results. Different packages may
use different algorithms for obtaining the same results.
These algorithms may have a subtle and yet meaningful im-
pact on the results.

Consider the whole process. Statistical analysis does not
end when the analyses are performed. The results must be
interpreted and summarized in a format that can easily be
presented and understood. Statistical packages that
produce results in a format the.t simplifies this process
can be extremely useful. Several of the more widely used
statistical packages (SAS, SPSS-X2, and BMDP3) can produce
output which can often be inserted into final reports with
only minor modifications. The PROC TABULATE feature of
SAS and the report generator and TABLES rcutine in SPSS-X
can be particularly useful. One way of effectively using
the output from these procedures would be as follows. The
analysis can be performed on a mainframe and the output
files downloaded to a microcomputer using a communications
packages. The resulting files can then be edited and in-
serted into the final report using a word r'ocessor.

General Guidelines for Comparing Statistical Packages

Selecting statistical packages is in large part a function
of personal preference and experience. The key point to
remember is to use the tool that best fits the given sit-
uation and with which the researcher feels most confident
and comfortable.

There will be no attempt to provide an overview of all the
major statistical packages that exist. There are a variety
of statistical packages, some specialized and some with
only regional popularity and support that simply cannot
be mentioned here due to limited space. The following
points, however, will be noted.

Data Management Needs: How much data manipulation, au-
diting, and preliminary analysis need to be performed?
The importance of this question cannot be stressed too
much. It is these functions that can take up as much as
90 percent of the researcher's time and in some instances
make or break a study.
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Data Interchange _CaPabiiities: Can the statistical package
read and write data stored in a variety of formats? How
easy would it be to transfer data from one package to an-
other? For example, SAS and SPSS-X can read each other's
data sets. At minimum, a statistical package should have
the capability of reading and writing an ASCII file.
Further, some packages such as SAS can read data in a va-
riety of formats, such as packed fields, etc.

Frequency of Use: How often will the package be used? Will
it be used for only one analysis or for a series of ana-
lyses? Will it ba used on a day-in, day-out basis or only
infrequently? If a package is to be used only infrequently,
then ease of use becomes an important fact.r.

Ease of Use: How easy is the package for the experienced
user? Can descriptive statistics, such as means standard
deviations, frequency counts, and cross tabulations be
easily generated? Are the basic procedures for managing
the data easy to use? This, however, can be taken too
far. For example, is the package so easy to use that a
novice user can perform complex sophisticated analyses
without a basic understanding of the procedures involved?

Once the analyses have been performed, how easy is the
output to read and interpret? Is the output produced in a
format that can be easily summarized or converted into a
final report format?

Documentation and Support: Is the documentation available?
Are the algorithms that are used adivrAtely documented?
Is the documentation divided by skill -evel? Putting in-
formation neeued by the novice and experienced user in
separate sections or manuals can be extremely helpful.
Is local support and consulting available within the in-
stitution? Is external support available? Is there a na-
tional hotline or consulting service? Is training
available? Is the package regularly and consistently
maintained? Are new releases of the package being regularly
installed and are they upward compatible (will the old
commands still work with the new versions)? How widely
is the package used locally? This last point should be
considered with the following reservations. A number of
packages are widely used simply because they have been
around for so long, not necessarily because they are the
best package for the job. A researcher should not be
afraid to use a less well-known package if he feels
strongly that it meets a particular need. In this game,
variety can be used to great advantage.

Available Computer Resources: What quantities and types
of computer resources are available? The best way to ap-
proach computer support is to select the software and then
the hardware to run the selected software. This is un-
fortunately not what has been or is being done. Unless
the researcher is in a position to purchase both hardware
and software, he may be limited by available resources.
Certain packages simply take more computer resources to
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run thaa others. These differences also may not hold for
the packege as $.! whole, but may differ depending on the
specific procedure that is being used. The disk space
required to store data sets while they are being analyzed
is often also a very important consideration.

Efficiency and Cost: What are the total costs of using
the package? This is another point that cannot be con-
sidered too strongly. The total costs of using the package
should always ',el considered: not only computer resources,
but the salaries of the individuals who will be using the
package and the time needed to accomplish a particular
task.

The pure of Statistical Procedures: What is the range
of statistical procedures contained in the package? If
the particular procedure needed is contained in only one
Package, the decision may already have been made for the
researcher. If all the procedures needed are contained
in one package, then this !Nan be a plus. If, however, the
package has adequate data interchange capabilities, then
a limited set of statistical procedures should not prevent
the use of the package. It is not an uncommon practice
to use a variety of packages when a series of analyses need
to be performed.

MAINFRAME PACKAGES

Perhaps the three most widely used statistical packages
on mainframe and minicomputers are BMDP, SAS, and SPSS.
Each of these packages has its advantages and disadvan-
tages. All three of these packages produce accurate and
reliable results if they are used properly. These three
packages will be briefly described in order of ease of use,
from easiest to more difficult.

"DP: BMDP Statistical Software, Los Angeles, CA. One of
the original packages. Available on a wide variety of
mainframes, minicomputers, and microcomputers. Limited
data manipulation, data management capabilities. Doc-
umentation is adequate, but may prove a problem for the
novice user. Reasonably easy to use once the syntax is
mastered. Contains specialized procedures which simply
may not be available on other packages. Limited external
support.

SPSS-X: SPSS, Inc., Chicago, IL. Easy to use. Powerful.
Limited, but useful data manipulation capabilities. Good
data interchange capabilities. Clear, well written manu-
als, with examples. Manuals are available for a variety
of user skill levels. Manuals are useful, not only for
using the package, but can also serve as useful statistical
Primers. Available on a wide variety of mainframes. Wide
variety of statistical procedures. Format of output can
be a bit voluminous. Adequate, but limited graphics ca-
pabilities on the mainframe version. Exceptionally useful
Hierarchical, Log-Linear, and Discriminant analysis rou-
tines. Limited external support. A good choice for novice
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users or situations where limited data manipulation is
required.

SAS: SAS Institute, Cary, NC. No statistical package
currently on the market can match tht data manipulation,
data management capabilities of this package. This should
be the package of choice if extensive data
manipulation/data management is to be required. Extremely
powerful merge and update capabilities. An extensive li-
brary of manuals designed for users of different levels.
Basics and Introductory manuals are well written and easy
to use. Statistics Guide assumes a level of sophistication
on the part of the user that may or may not be present.
A wide range of statistical procedures. Excellent graphics
capabilities. Excellent data interchange capabilities;
can read data files that other packages cannot. Harder
to learn than SPSS-X and BMDP, but easy transition for old
SPSS and BMDP users and well worth the extra time. Can
require more machine resources than SPSS-X and BMDP, but
usualy requires considerably less time for the experienced
user to set up and use. Available only on a limited number
of mainframes, minicomputers and microcomputers. Ori-
ginally only availab..e on IBM4 or IBM look-a-like
mainframes, but now available for VAX', Data Generale and
Prime? minicomputers. Good external support, including
consulting, and training courses and materials. This
should Lie the package of choice for the researcher who
spends most of his time with data manipulation and data
analysis.

MICROCOMPUTER PACKAGES

Microcomputer versions of the three major mainframe pack-
ages mentioned earlier do exist. The comments made with
respect to the mainframe versions of these packages in
general hold for the microcomputer versions. Minor, yet
sometimes significant, changes have been made in the
packages to allow their use on microcomputers. Some of
these changes are worth noting and will be mentioned below.
In aJdition, there is also one other package that deserves
mention, Systatis.

BMDPC: (Version 2.05) BMDP Statistical Software, Inc., Los
Angeles, CA. A downsized version of the mainframe package.
A close copy of the mainframe version. Minimally : .ter -
active. Not rewritten to take advantage of microcomputer's
unique capabilities. No on-line help. Extremely limited
data interchang, capabilities, can read ASCII files, but
not translate tiles from other packages. IBM PC or close
compatibles, MS -DOSS 2.0 or later, requires 640K RAM, hard
disk and math coprocessor. Useful for the experienced BMDP
mainframe user, but not necessarily for the novice user.
Copy-protected.

SPSS-PC+: An exceptionally good micro implementation of a
mainframe package. The package is fast and reasonably easy
to use with limited data manipulation capabilities, but
can be a powerful package when coupled with a database
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management package such as RBASE 500012. Excellent data
interchange capabilities including access to mainframe
SPSS-X and SAS data sets, Lotus 1-2-39, Symphony9, Dbase
II and II12°, etc. Excellent documentation. External
support appears to be considerably better for the PC than
the mainframe version. Graphics, considerably better than
the mainframe vesion. IBM PC's and close compatibles,
PC -DOSS or MSDOS 2.0 or later, 384K and a hard disk, math
coprocessor recommended. A very good choice for the re-
searcher who has limited access to mainframe packages and
is dealing with data sets containing 5,000 observations
or fewer. The package can be effectively run on an 8088
based machine, but for larger data sets, an 8086 or 80286
machine is recommended. Copy-Protected.

PC SAS: (Version 6.02) Minor syntax changes from mainframe
Version 5. The same data management/manipulation capa-
bilities as the mainframe version. On-line help. Windows.
Limited program editor. Procedures can be run from menus.
External support is limited, no direct external support
for average user, must go through site representative.
Slow, even on an 80286 based machine. IBM PC, AT or com-
patibles, PC-DOS or MS-DOS 2.0 or later, 512K RAM (640K
recommended), one floppy and 10-megabyte hard disk
(20-megabyte recommended), supports math coprocessor, but
unlike SPSS-PC addition of coprocessor does not result in
significant reduction in processing J:ime. Documentation
4_.s massive, and while adequate for the experienced SAS
user, may serve to scare off the novice user. For the
experienced and devoted SAS user, this is unfortunately a
disappointing first entry into the microcomputer arena.
The only real advantage for PC SAS would be as a develop-
ment and testing tool for mainframe programs. Not Copy -
Protected, but license must be renewed each year, built
in routine checks system clock.

SYSTATS (Version 3.0) Systat Inc., Evanston, IL. A good
package for exploring data. True interactive capabilities.
Commands are rather terse, but ease of use increases as
package is used. Highly accurate. Command files can be
built using any ASCII editor. No graphics. Extremely good
external support. Good data interchange capabilities. A
good range of procedures. Limited data manipulation ca-
pabilities. Documentation is adequate, but could stand a
few more examples. IBM PC, AT or compatibles, Apple
Macintosh". The PC version requires 256K RAM, PC-DOS or
MS-DOS 2.0 or higher, two floppy disk drives, a hard disk
is recommended, a math coprocessor is supported and can
greatly decrease execution time. This is a fine package
for the researcher who must do a lot of statistical anal-
ysis. Limited data management capabilities can often be
overcome by coupling this package with a good microcomputer
database management package. Not Copy-Protected

SPREADSHEETS

The spreadsheet is similar to a giant financial ledger
sheet - it is ruled into rows and columns. These rows and
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columns form cells in which a single piece of information
can be stored - number, formula or label. The power of
spreadsheets is in their ability to do formula calcu-
lations. These calculations may range from the simple
adding of a column of numbers to complex calculations.

The point to remember in institutional research, however,
is that the quality of a decision does not rest on the
quantity of the data analyzed. Spreadsheets are a tool
to be used, but there is no substitution for clear thinking
and knowledge of the problem. A recent comparison of ten
spreadsheets conducted by PC Magazine concluded that

No Spreadsheet was so bad that smart minds couldn't
overcome it. Likewise, no spreadsheet was so good
that it would overcome bad thinking.

DOES THE OFFICE REQUIRE THE USE OF SPREADSHEETS?

If a spreadsheet is needed, the decision of which
spreadsheet is best should be based upon the specific na-
ture of the problems to be solved and the level of computer
sophistication of the user. pc World (December 1985)
categorized the world into two types of users: "those who
simply want results - quickly and safely - and those who
crave more powerful products so they can build ever more
intricate applications." Another way to look at the .use
of spreadsheets is as follows.

Exteasive day -in, day -out data manipulation.

While use of the computer and spreadsheets may vary from
office to office, there are some offices that are heavily
involved with large scale number crunching and intricate
applications. Integrated packages such as Framework",
Symphony and Enabler, and the stand-alone packages
SuperCalc31s and Lotus 1-2-3, give the power and flexi-
bility needed to handle such applications. Built-in
functions and "add-in programs," along with logistical aids
allows the management of data - if the user only needs to
concentrate on the problem and not the logistical problems
of how it is t be handled, the work will go more smoothly.

Integrated software is basically composed of spreadsheet,
database management, word processing, graphics, and asyn-
chronous communications. The major types of integration
are: multi-function packages, compatible series, operating
environments, background utilities, and desk organizers.
The advantage of multi-function packages is that there is
considerable savings in buying one package, while the ad-
vantage of a compatible series is the need to buy only
modules that are most likely to be used. The major facets
of integrated software are: 1) data compatibility - ena-
bles one application to call on files created by another
application, 2) concurrency - ability to pull up any
function along with any other, and 3) command consistency.
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Intermittent users.

Not all institutional researchers will need to use
spreadsheets every day. Occasionally requests for data
analysis do not require the use of integrated spreadsheet
programs. In fact, one "complaint" about these programs
is that they are too complex for the average user. Whether
or not this is the case, there are a number of good
"medium- range" spreadsheet programs that permit users with
less complex data analysis needs to obtain results easily.
Among these programs are Multiplans and Lotus 1-2-3.

Just need an answer.

If you just need an answer and are not a computer pro-
grammer, a commercial spreadsheet template (pro-defined
programs or sots of keystrokes to perform specific tasks
or calculations written in the command languego used by
the spreadsheet) may be the answer. These are pre-write on
programs that prompt you for the information needed to
answer specific questions. Many are designed to work with
Lotus 1-2-3 or Symphony, and can perform the following
tasks, accounting, project management, office management,
budgeting and cash management, tax planning and prepara-
tion, and real estate analysis. Commercial templates are
available for some of the traditional institutional re-
search kinds of analyses, such as Enrollment Forecasting,
Student Flow Models, Enrollment Planning, Faculty
Workforce Analysis, and Financial Assessment and Planning
(NCHEMS, Vantage Information Products, Inc.). Similar
templates may also be available from individual research-
ers. Good sources for this type of information, for the
user, are computer "clubs," computer bulletin boards, or
professional organization special interest groups.

fxpensiye tYPewriters. At the bottom end of the scale of
spreadsheet use, the computer is merely used as a type-
writer - not always the most efficient use of an expensive
piece of equipment. In this case, the user merely key-
strokes in the data, then, at best, has the spreadsheet
program add a column or two of numbers before printing out
the table. Such a use makes more sense if the data can
be downloaded from a mainframe and imported to the
spreadsheet or if the data tables are extensive and must
be updated and printed on a regular basis.

WHAT CAN A SPREADSHEET DO?

Spreadsheet programs, like calculators, have "memories"
where information may be stored, along with functions and
Pre-Programmed formulas. Different functions (simple sets
of keystrokes) that are available on Lotus 1-2-3 and Sym-
phony, for example, are adding a column of numbers, com-
puting square roots, computing present net value,
converting decimal values to integers, spe-Afying the
number of decimals to include, and (for Symphony) gener-
ating random numbers, which means that a Monte Carlo sim-
ulation can be done. Other functions available are
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statistical functions including: determining minimum and
maximum values, computing the average, counting the number
of non-blank cells, and computing the standard deviation
and variance; financial functions including: computing the
present value of a constant stream of payments (ordinary
annuity); computinv the present value of an uneven stream
of payments; computing payment if you know the present
value, the interest rate, and the term; and computing the
internal rate of return on an investment. Standard math-
ematical, trigonometric and logical functions are also
often included.

A user can create his own functions by creating macros -
a special kind of program that runs entirely within the
spreadsheet.

GENERAL QUESTIONS FOR SPREADSHEET USE.

Price considerations - How much are you willing to spend?
Is it worth it to spend extra money on functions you will
use only occasionally?

How much memory and disk space do you have available?

How 'fast' does the program need to be?

POPULAR SPREADSHEET PROGRAMS

Multi-function Proarema

Framework, Ashton-Tate, Culver City, CA. Requires 384K
RAM, two disk drives. A complex program, worth it for
day-in, day-out users. Fast and flexible. Relatively
small number of spreadsheet cells (4,000 5,000). Ef-
fective tool for organizing a problem and breaking it down
into its various components. Sparse matrix technology.
IBM PC, AT and compatibles. New version is not Copy-
Protected.

Symphony, Lotus Development Corporation, Cambridge, MA.
Requires 320K RAM, two disk drives, one drive, and a hard
disk. Very powerful. Sparse matrix technology. Window
capabilities. Criticized by many reviewers for being
difficult to use. IBM PC, AT, and compatibles. Copy -
Protected.

Enable, The Software Group, Ballston Lake, NY. Requires
192K RAM, two disk drives, graphics adaptor, PC-DOS 2.0
or higher. Good speed and ease of use, originally some
documentation problems. IBM PC, AT and compatibles.

JAZZ, Lotus Development Corporation, Cambridge, MA. The
original integrated spreadsheet package for the Macintosh.
Implementation leaves little room for data. Files limited
to available memory. Windowing tricky to use. Reasoably
powerful, but slow access. Data interchange works in only
one direction, to JAZZ. Adequate printed documentation.
No on-line documentation. Requires 512K RAM; two disk
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drives or a hard disk, additional memory recommended.
Apple Macintosh. Copy-Protected.

Excel, Microsoft Corporation, Bellevue, WA. Currently the
most widely used integrated package for the Macintosh. A
fast and efficient implementation. Larger spreadsheet than
JAZZ. Compares favorably with Lotus 1-2-3. Basic features
easy to use and learn. Excellent data interchange capa-
bilities to and from Excel. Adequate manuals and on-line
help. Quality graphics. There is currently no de-install
for hard disk use. Requires 512K RAM, two disk drives or
hard disk. Apple Macintosh. Copy-Protected; current
copy-protection scheme is one of few weaknesses.

Stand Alone Spreadsheets:

VisiCalc, Software Arts, Inc., Wellesley, MA. Requires
192K RAM, one disk drive. The 'original' spreadsheet
program. Lacks many of the built-in functions of newer
programs. Apple II series, IBM PC, AT and compatibles.

SuperCalc3, Sorcim Corporation, San Jose, CA. Requires
96K RAM, two disk drives or hard disk. Very fast; very
powerful; good graphics. Not Copy-Protected.

SuperCalc4, Computer Associa+es International, Inc., San
Jose, CA. One of the most powerful spreadsheet packages
on the market. A viable alternative to Lotus 1-2-3. Ex-
cellent graphics. Requires 256K RAM, MS-DOS 2.0 or higher,
two disk drives. Supports a variety of graphics cards.
IBM PC, AT, and compatibles. Not Copy-Protected.

Multiplan, Microsoft Corporation, Bellevue, WA. Requires
128K RAM, one disk drive. Inexpensive; good choice for
the novice. Sparse matrix technology. Interfaces well
with graphics package, Microsoft Chart.

Lotus 1-2-3, Lotus Development Corporation, Cambridge, MA.
Requires 128K RAM, two disk drives or hard disk, color
graphics card. Fast; many functions; good reputation;
sparse matrix technology. BM PC, AT and compatibles.
Copy-Protected.

INTERFACING SPREADSHEETS AND STATISTICAL PACKAGES

Some problems may best be aproa,:mad using both
.--readsheets and statistical packages. This can take se-
veral forms.

For the microcomputer user, PC SAS and SPSS-PC come with
data interchange modules that allow the packages to read
and convert Lotus 1-2-3 files via the DIFII format. Using
these modules, data can be easily exchanged. Data which
are stored on microcomputer spreadsheets can be written
out as ASCII files which are then uploaded to a mainframe
to be used as input for mainframe statistical packages.
The reverse process can also occur using such features as
the IMPORT capabilities of Lotus 1-2-3 or symphony.
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Another use would be to save the analysis results from
mainframe statistical packages, download these results,
and use a spreadsheet to summarize and further analyze the
results. For example, summary statistics from repeated
fittings of multiple regression models may be downloaded
for a closer examination and comparison of the R-2s, mean
Square errors, or regression weights. The graphics capa-
bilities of such packages as lotus 1-2-3 and Symphony can
often be very useful in such an examination.

Spreadsheets can also often be helpful in visually inter-
preting the results of analyses. For example, given a set
of regression weights, it is quite easy to create a dummy
set of data, use the regression weights to calculate ex-
pected values and plot the observed versus the expected
values. Using a spreadsheet, the researcher can get almost
immediate feedback. While the same thing can be accom-
plished with a mainframe statistical package, the re-
searcher usually does not have the degree of control or
quality of graphical display he would have with a micro-
computer. Also, unless the mainframe package has inter-
active capabilities, it may take an hour or so for each
job to run, if not longer.

A more mundane, but extremely useful, application of
spreadsheets is fcr tabling the results from statisti4;a1
analysis. For example, when repeated log-linear models
are being fitted, spreadsheets can be extremely usefL1 for
summarizing the results and calculating the changes in
degrees of freedom and deviance. Even if the need 5s
simply for tabling data, the use of a spreadsheet c.,, often
make this job easier. One useful approach is to use a
spreadsheet to build summary tables which are then arittun
as ASCII files that can be merged directly into a final
report.

SUMMARY

Statistical packages and spreadsheets are bait r
the institutional researcher. The researcher
alize that it is not always a question of whethe' st.(1 e.

a statistical package or a spreadsheet, but rathee .!CN Bch
of these tools can be applied to get the job dorl. ir
usually not a question of choosing one c,r the other, but
rather of deciding which can west be applied at the various
steps in the data analysis process. Such a decision de-
pends not only on the technical capabilities of the pack-
ages, but perhaps more importantly on the abilities,
experience, and understanding of the researcher.

While there is some overlap in the technical capabilities
of statistical packages and spreadsheets, they were ini-
tially designed and intended for different uses.
Spreadsheets were initially designed to aelp summarize and
describe data. They are also particularly useful for "what
if" analysis. Statistical packages, on the other hand,
were designed to provide support for hypothesis testing
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and to provide data summaries and descriptions beyond
simple calculations or manipulations.

To fully satisfy all the steps in the data analysis proc-
ess, the researcher is likely to need all the tools at his
command, including both statistical packages and
spreadsheets. It must be remembered that before any useful
statistical procedures can be chosen, the researcher must
first adequately explore and describe the data that is to
be analyzed. It is at this step and in the summary and
presentation steps that the use of spreadsheets in con-
junction with statistical packages can most aid the re-
searcher.

Perhaps the most important point to remember is that com-
puter software should never be substituted for a clear
understanding of the statistical and technical procedures
and processes involved. The easiest software package to
use is not always the most appropriate one for the job at
hand.

REFERENCE SOURCES

Computer software is, to borrow a phrase, perishable. The
packages are continually changing and being updated. Thus
books and articles reviewing such packages are usually
outdated shortly after they hit the market. Publications
that provide reviews of software on a regular basis include
the following:

Review Sources for Mainframe Packages:

Datamation, Datamation, 875 Third Ave.,
10022. The Systems Software review
appears in December.

Data Sources, Ziff-Davis Publishing Co.
enue, New York, NY, 10016.

New York, NY,
issue usually

, One Park Av-

DataPro Reports on Software, Datapro Research Corpo-
ration, Delran, NJ, 08075.

Review Sources for Microcomputer Packages:

Bvte, McGraw-Hill, Inc., P.O. Box 590, Martinsville,
NJ, 08836.

PC World, PC World Communications, Inc., P.O. Box
55029, Boulder, CO, 80323-5029.

Infowor14, Infoworld, P.O. Box 1018, Southeastern, PA,
19398.
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For a list of other sources, including a de-
scription of on-line indexes and services the fol-
lowing is recommended:

Glossbrenner, A. Now to buy software. New York:
St. Martin's Press, 1984.

Manuals for Mainframe Statistical Packages:

There are a multitude of manuals for the major statistical
packages. These manuals tend to change as the versions
of the packages change. Rather than attempt to list the
various manuals, a source for the manuals or information
on the manuals will be given.

BMDP - BMDP Statistical Software, 1964 Westwood Blvd.,
Suite 202, Los Angles, CA, 90025.

SAS - SAS Institute Inc., Publications Sales Depart-
ment, Box 8000, SAS Circle, Cary, NC, 27511-8000.

SPSSX - SPSS Inc., 444 N. Michigan Ave., Chicago, IL,
60611.

Selected Reviews:

Fridlund, A. J , Statistics Software, Special Report,
Infoworld, (1986), 8(35), pp. 31-39.

BMDPC (Version 2.05), BMDP Statistical Software, Inc.,
1964 Westwood Blvd., Suite 202, Los Angeles, CA,
90025. Review: The American Statistician, (1985),
39(3), pp. 213-215.

MSUSTAT, Research and Development, Inc., Montana Stat3
University, Bozeman, MT, 59717-0002. Review: The
American Statistician, (1985), 39(1), pp. 72- 74.

NCCS, Number Cruncher Statistical Systems, 865 East
400 North, Kaysville, UT, 84037. Review: The
American Statistician, (1985), 39(4), pp. 315-318.

SYSTAT, Systat, Inc., 633 Main St., Evanston, IL,
60202. Review: The American Statistician, (1985),
39(1), pp. 67-70.
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ISA: is a registered trademark of SAS Institute;

2SPSS-PC and SPSS-X are registered trademarks of SPSS
Inc.;

3BMD1' is a registered trademark of BMDP Statistical
Software;

'IBM, IBM PC, and IBM AT are registered trademarks of
International Business Machines Corporation;

'MS -DOS and Multiplan are registered trademarks of
Microsoft Corpoation;

'VAX is a registerel trademark of Digital Equipment
Corporation

7PRIME is a registered trademark of Prime Computer,
Inc.;

°Data General is a registered trademark of Data General
Corporation;

9Lotus 1-2-3 and Symphony are registered trademarks
of Lotus Development Corporation;

1°Framework, DBASE II and DBASE III are registered
trademark of Ashtcn-Tate;

"DIF is a registered trademark of Software Arts Pro-
ducts Corporation;

12RBASE 5000 and RBASE System V are registered trade-
marks of Microrim, Inc.;

12SuperCalc3 is a registered trademark of Sorcio Cor-
poration;

14ENABLE is a registered trademark of The Software
Group;

15SYSTAT is a registered trademark of Systat, loc.;

"Macintosh is a trademark of Apple Computer Corp,
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