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Introducing Disjeint and Independent
Events in Probability

Two central concepts in probability theory are those of ‘independence’ and
of ‘mutually exclusive’ events. In this article we provide for the instructor
suggestions that can be used to equip students with an intuitive, comprehensive
understanding of these basic concepts. Let us examine each of these concepts
in turn along with common student misunderstandings.

1, Mutually-Exclusive

vs Non Mutually Exclus

HI
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Events

Outcomes are mutuslly-exclusive when the occurrence of one of them rules
out the possibility of the occurrence of the other events of concern. The
outcomes, for example, on the toss of a single die are 1, 2, 3, 4, 5 or 6.
These outcomes are all mutually exclusive since uhén 8 die is tossed and a
number turns up, all the other numbers cannot occur. On the other hand, the
events "eating rocky mountain oysters for breakfast" and "eating vegetable soup

for breakfast" are not mutually exclusive since it is possible that one has

The distinction between contradiction and contrariety should be introduced

at this point to students. Two statements are contradictories when they cannot

both be true, and cannot both be false. Two statements are contraries if they

can both be false and a third statement, different from both, can be true. For

example, "It is raining outside this building at this mement® and "It is n

raining outside this building at this moment® are contradictories. However,
the statements "All mathematicians are very intelligent® and *No mathematicians
are very intelligent® are contraries since although both cannot be true, it is
almost certainly the case that both are false. Some mathematicians are very

intelligent and others are not.
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There are mutually exclusive events of hth types. In the die= tossing
example already described we could divide the sample space into two parts, say,
"even" and "odd*. These events are mutually exclusive and contrassdictory,
Contradictories are a specific case of mutually exclusive events, that is,
contradictories are complementarv events. Ntice that by taking t =he sample
space (a list of all the mutually =vzlusive outcomes) to be the outc.=omes 1, 2,
3, 4, 5 and 6 we have implicitly made an assumtion about the operat:-ion of die
tossing: namely, that it is impossible for the die to come to rest @ on a point
or an edge. If the sample space were expanded to include these posesibilities
then the events "even" and "odd" are contraries, The reason for iaw troducing
thse concepts to students is, of course, to ensire that the student is quite
clear about the fact that a pair of mutyally exclusive events arere not

complementary events.

The die example presented about has csomewhat of & contrived air about it
because most of us would accept the proposition that the probability«<s of a die
coming to rest on a peint or an edge is zero, However, things are nmot always
that clear cut in nature. Amongst humans there are males, females, and other
berderline cases (e.g., Klinefelter’s syndrume) which occur with n.-sonzero
probability. Thus, the events *male" and *female" are in fact contra-aries,

Another point that should be considered ip class is the fact thzzat very

often in the real world it is not

always clear uhether or not two eve ents are

mutually exclusive. The examples we present t students when teachk ing the
concept are, understandably, clearcut. For exaple, if we obtain a ==six on a
single toss of a fair die, it rules out the possibility of obtainine=g a one,
two, three, four, or five. In the real worldue often do not have enough
information to be sure. Not all students are aware that "Clark Kem—it" and

"Superman® are not mutually exclusive, It would be useful to draw e==xamples

4
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frc- ire wn - = ¢ . distinetion betwes=en contradictory, contrary, and between
anu -alle exc veive  and  non-mtually emexclusive are not always clear. The
L« 2 s ng to ensure that studes=nts don‘t think that there is always a

T o9t or 7 .ar cUT answer.

=. In-z.endent

PR e —

svente are independent when the ocelmirrence (or nonoccurrence) of one of the
€vents carries no informationsout thee occurrence (or nonoccurrence) of the
o ther event, Mathematically two e=vents A and B are considered to be
% ndependent if P(AIM B) = P(A)x P(B). For example, if the probability that
Obadiah has escargot for breakfst tomor --Tow is 0.4 and the probability that it
Wrill rain  tomorrow is 0.3, the the prs obability that both events will occur
tomorrow is (0.4) x (0.3) =012, MWhe:en we have more than two events, the
=ituation becomes a bit mote complics-ated--all possible combinations of
C=omponent events must follow the muIltiplication rule. That is, each
combination must also involve independen=t events,

Students have several diffiulties wiEi th the distinction between independent
and dependent events, The first pare=allels the problem that arises with

martually exclusive events, namly, deter=mining when events in the real world

a¥e independent or dependent. (nce againen, we seldom help students to bridge
tEe gap between the fuzzy distirctions &spparent in nature and the very rigid

X stinctions made in mathematics, If we tose a pair of dice, the outcome that

8

cccurs on one die obviously (formost of ~ us) does not influence what outcome
Wi 1l occur on the other die. In other = cases one often needs expertise in a
particular area to make a reasmed judge-ement whether particular events are
iradependent or not. Many year:of reseaxrch were required to demonstrate, for
excample, that there is a depedent relsationship between smoking and lung

di sease (see also, Ayton & Hright, 1985),

3
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A second common misunderstanding involves interpreting a dependent
relationship between events as a causal relationship. There are, of course,
situations where this is plausible, for example, having tuberculeosis is both
causally and statistically dependent on having tuberculosis bacilli in ecne‘s
body. However, there are many examples of dependent relationships between
events where no causal relationship is invelved. For example, in some locales
the number of storks and the birthrate are known to be positively correlated
(Hofstatter & Wendt, 1967). Thus in such locales the sighting of a stork and
the occurrence of a birth are statistically dependent éuents. However, they
are obviously not causally dependent. There is also a dependent relationship
between the melting of tar and the occurrence of sunstroke. Again, these

vents are not causally dependent, but in this example, they are linked to a

Ly

common causal factor which is the intensity of the sunshine reaching the
ground. The use of examples such as these will help students to understand the
distinctions between statistical and causal dependence; distinctions which we
all too often neglect to make in the classroom.

An iscue that sometimes arises with students who have done reading in
physics or philosophy concerns whethgr events can ever really be independent.
For éxample, saﬁe writers (e.g., Capra, 1975) take a holistic approach to the
universe in which the universe is considered to be a web of relationships where
all things communicate intimately with one another and all being is shared.
Statisticians sometimes suggest similar things, adding to student confusion.
Hays (1981, p. 293), for example, tells us that ‘There is surely néthing on
earth that is completely independent of anything else’. A student coming
across such a statement would be understandably confused. The student might
reason that if nothing is completely independent of anything else, then how can

we apply , sbability formulas that assume independence of events? The answer

6



Concepts in Probability

o
]
W
[N
]

5
is that application of such formulas doesn’t need to assume that the events are
completely independent of each other, only that any relationship is negligible,
For example, every body in the universe has some interactive oravitational
attraction with every other body, but the gravitational attraction between a
human being and a star light years away is so minute that it can be considered
non-existent. Underwocd (1957, p. 6) put it well:
"The length of an astronomer’s toenails isn’t related to
phasegr of the moon; the coler of the secretary’s hair isn‘t
related to the height to which the corn grows in an lowa
field, and & pygmy tribe in New Guinea has little influence
on the alcoholic consumption of a truck drive in Brooklyn."®
Finally, the very way we express ourselves in language may create
difficulties in understanding independence. MWe use phrases such as "events A
and B are independent if knowledge shout whether A has ocecurred provides us
with no knowledge about whether B has oceur ed" In a very subtle way an
element of time is hinted at in such a statement and it of ten confuses
students., It is therefore important to emphasize to students that whatever the
temporal relationship between two (or more) independent events, a knowledge of
the acgurrén:e (or nonoccurrence) of any of the events provides ene with no
knowledge of the future or past outeomg%_ﬁf any of the other éuentgg
In order to understand how this problem with time can arise we will
consider the simple example of a coin tossing experiment in whigh a fair coin
is tossed six times. Associated with the experiment is a sample space, the

on of events.

@‘

list of all possible outcomes of that experiment, and a collecti
The latter represent more general descriptions of outcomes of the experiment
and can usually ocecur in more than one way. For example, the event ‘three
heads come up in the six tosses of a coin’ €an occur in éB ways. Now suppose
that you are blindfolded before the experiment is conducted and that you have

the opportunity to bet that the last two tosses of the coin will come up heads.

7
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Quick mental arithmetic tells you that this can happen one time in four. Now
the cein ig tossed six times and, still blindfolded, you are told that the
outcome was three heads out of six tosses and given an opportunity to revise
your bet. You realize that there are only four ways in which the outcome of

six tosses of a coin can result in & total of three heads with a head on each

o

of the last two tosses. Therefore, the relative chances of being a winner once
you’ve been given some knowledge of the outcome of the experiment has been
reduced from one-in-four to one-in-five. The evente ’three heads in six tosses
of a coin’ and ‘the last two tosses in a sequence of six tosses are heads’ are
not independent.

The element of time in the above example relates not to the way in which
the experiment was conducted, but to the way in which we think. HWe were given
some knowledge about the outcome of the experiment, namely that three heads had
occurred, This in turn gives us some knowledge about the likelihood of other
events that may have occurred. HWe now think that it is less likely that there
was a head on each of the last two tosses than before the experiment was
conducted. This is essentially what we mean when we say that two events are
dependent, knowledge that one event has occurred enﬁueysripfarmatian about
whether or not the second event also occurred. On the other, hand the events
“heads on the first toss’ and ‘heads on the third toss’ are independent,
because when we re-evaluate the likelihood that second event occurred in light
of the .occurrence of the first event, we see that we have no more knowledge
about the outcome of the second event.

The element of time which we mentioned is ésgaeiatéd»uith this process of
reevaluation of probabilities after some information about the outcome of the
experiment is available. These E_PESTEEﬁﬁ?iv or conditional probabilities can

only be applied to decision making, such as whether to continue a bet or raise

8
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the ante in a poker game, 2fter some information about the outume of t: he
experiment ;; available. These probabilities are evaluated by unceptya_ 11y
repeating the experiment with a restricted sample space. We feelthat stusedents
have some inkling of what goes on, but that we don’t usually eylsin thesm=se
concepts to them carefully enough, We suspect that they do feel tht some=<thing
happens as time goes on but don‘t really understand its mechanic, We shesuld
point out, using simple examples such as coin tossing or card gais, that we
construct new probability models for the experiment as it progresus (or af— ter
the fact) which are conditional upon information which we have rwived al=sout
the outcome of the experiment to that point. With these idesabout
conditional probability in place it can then be shown that two ewts, sap = A
and B, are independent if the a;gfiqrirprebébi;itp of A is equilto thé;ﬁ;gj
posteriori probability of A given B, Mathematically, these ideas e expre--ssed
as follows:
1) P(A/B) = P(ANB) / P(B)
This describes the relative chance that eﬁent A will occur within went B,
2) If A and B are independent then we will have

P(A/B) = P(AMB) / P(B) = P(A) so that P(AMIB) = P(A) xif(sl, vhich is tF—e
ucsual expression used to test for the independence of éuentg.x Thﬁeoulﬂ E=e
followed by pointing out that, if A,B are independent, then P(ANB:P(A)x F=(B)
and if A,B are mutually exclusive, then P(ﬁnE)SPﬁﬁgzﬂ. We think tht such ==n

approach is much easier for the student te understand than thestandard

épﬁfaach which 1is found in most text books, especially those in i social

sciences., The latter consists of stating the usual definition of iependen t,
i.e. that A and B are independent if
P(ANB) = P(A) x P(B),

and then presenting a few examples to illustrate the truth of the kfinitior=.

9
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He often ufuse=~ the student through our use of limguage- , as discussed above
and the f'ei;ure t o link the ideas of independence nd con «itional probability,

3. Confusjnbetue=een Indepe

ndent Events and Mutually Exclmusive Events

= — —_—

Student not  only have difficulty with the notions o—F mutuslly exclusive
and indepenint e=vents, they very often confuse thtwo, ~he confusion between
independentind me==itually exclusive events seems tobe unimrersal and robust. It

comes up ethew we use the expression "mutuallyexclussive* or "disjoint

events”, uhther we apply set theoretical terms o not, and whether we draw
diagrams ornot, Sometimes the fallacy appears tibe eve=n stronger when one

draws a Venrliage—am of disjoint events (figure 1),

Figure 1

Students oftnsay : "Well, these two events have nothing );:: common, nothing to
do with eachither ..., they don’t touch...so they ar indeg>endent." O0ften our
language intnuce== this misconception in a very capelline=y way.

We frequatly ==nswer the question "If A and B aemutue=lly exclusive, does
it follow Mt -whey are not independent?" with th reply= , *"well, no. For
examplé, , .'anc then trot out the pathological aimple of a pair of events
of probabilly ze=ro without further explanation, Howe=wver, in certain
pathological rases=, the concept of mutually exelwisive e ents is the exact
antithesis o the= concept of independent events. MWtuall = exclusive events

provide an gampl e of ar extreme case of (negatie) dep =endence. A nice

10
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illustration is provided by Hays (1981. pp. 43-44). Suppose that all men are
either "bald" or have a "full head of hair®, Thesg are mutually exclusive,
Let us say the probability of selecting a bald man from the population is 0.60;
the probability of selecting a hairy man would be 0.40. If these twe events
were independent, then the probability of selecting & ﬁan who is both bald with
a8 head full of hair would be equal to (0.60) x (0.40). But the probability of

such a joint event is, of course, zero. Mutually exclucive events of non-zero

-

probabilities are never independent. éd ho nations tend to deal with

expl

g}
I

specific abberations that may lead to further confusions and moreover auaid-
dealing with the fundamental principlec upon which the student’s question is
based.

By planning for instruction of these two fundamental concepts we can insure

that the student’s understanding is built

=

p systematically, This provides a
firmer foundation upon which the student can acquire a grasp of probability

theory.

11
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