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ABSTRACT

The purpose of this research was to reinvestigate the
accuracy of three item bias detection. procedures (Linn and
Harnisch's pseudo-~IRT(Z) method, Camilli's Eﬁi—Eaﬁéfé

technique; and Angoff's revised transformed item difficulty
method) in the typical situation where the minority group
has a small number of examinees: The current study analyzed

bias index associated with each method, intercorrelations
among the bias measures of three procedures, and the
percentage of agreement between the & priori bias index and
bias index based on each method.

This study found that 1) the chi-square technique is
slightly more accurate than the pseudo-IRT(Z) method in
detecting bias; 2) Angoff's revised TID method is
considerably worse; and 3) the chl-square procedure is
tighly correlated with the pseudo-IRT(Z) method.

There are two reasons why the pseudo-IRT(Z) may be less
accurate than the chi-square technique:. One reason is that
the estimates of item parameters for the pesudo-IRT(Z)

procedure may be influenced by combining the minority group

oy



with the majority group. Anothér reason may be violatlon of

test unidimensionality assumed by the pseudo-IRT(Z) method.



BACKGROUND AND PURPOSE

In the last two decades, gender and race differences in

whether test items are blased against certain subgroups.
Williams (1971) insisted that traditional educational and
Faggen-Steckler, McCarthy, and Title (1974) found that
considerable content bias exists even in standardized tests
respect to gender. As an indication that bias is an
important topic, the Spring, 1976 issue of the Journal of

was devoted entirely to bias in

selection.

Many psychometricians have attempted to provide a
concrete and clear definition of item bias since the late
1960s. Cleary and Hilton (1968) defined bias as an

interaction between item and group in terms of analysis of



varlance. Angoff and Ford (1973) sald that an item is
considered biased if the item difficulty index or P-value
for one group is relatively higher or lower than that for

another group. Scheuneman (1975, 1979) stated that an item

homogeneous subtest containing the item; the proportion o
individuals getting the item correct is different for
various population subgroups being considered: A widely
accepted definition is: An item is biased if individuals
with egua) ability, but from different groups, have upegual

item bias, e.qg., judgmental review, statistical review, and
posterior analysis. Schmeiser also (1982) clascsified three
approaches to detect ltem bias; these are the jﬁaéﬁéﬁféi
method, statistical item bias method, and experimental
design method. Various statistical methodologies have been
proposed for detecting item bias:

(1) analysis of varlance (Cleary & Hilton, 1968);

(2) distractor response analysis (Veale & Foreman, 1975);

(3) transformed item difficulty methods (Angoff,1982;
Angoff & Ford, 1973; Rudner, Getson, & Knight, 1980;
shepard, Camilli, & wWilllams, 1985);

{4) chi-square methods (Camilli, 1979; Scheéuneman, 1975,

1979);



(5) item response theory methods (Draba, 1978; Durovic,

1975; Levine, 1981; Levine, Wardrop, & Linn, 1982; Linn,

(6) logit model methods (Mellenbergh, 1982; van der Flier,
Mellenbergh,; Ader, & Wijn; 1984);

These methodologies are different but are concerned with
the same concept of bias: They produce somewhat different
results because of theoretical and practical reasons:
Therefore, many studies have been devoted to comparisons of

& Knight, 1980; Shepard, Camilli, & Averiil; 1981; Shepard,
camilli, & williams, 1985; Subkoviak, Mack, Ironson & Cralig,
1984). The most widely accepted methods appear to be the
transformed item difficulty approach (Angoff & Ford, 1973),
the item characteristic curve procedures (Dravas; 1978;
Durovic,1375; Lord, 1977; Rudner, 1877), and the chi-square

transformed item difficulty method, most of these studles

have no. included recently revised or new methods.



Recently, a number of new or modifled methods have been
proposed for detecting item bias when the minority sample is
small: One of the new methodologies is Linn and Harnisch's
(1981), so called, pseudo-IRT(Z) technique: Another new

methodology is Mellenberg's (1982), using a log linear model
groups; and item responses. Another modified technigue is
Angoff's revised transformed item difficulty procedure
(1982). |

Shepard, Camilli, and Williams (1985) investigated Linn
and Harnisch's pseudo-IRT(Z) and Angoff's revised
transformed item difficulty method and compared them to
size of the minority group has 300 or fewer members; (2) the
pseudo-IRT(Z) method is highly correlated with the widely
accepted three-parameter item characteristic curve method;
(3) the pseudo-IRT(Z) method is more accurate than a
chi-square method at identifying bias; and (4) Angoff's
revised transformed item difficulty procedure is
considerably worse.

However, additional éEﬁd;éé.éié needed to confirm the
above claims. The present study ls Interested in evaluating
the accuracy of Linn and Harnisch's method. A primary
question which the present study will attempt to answer is:

Did the pééuao:iﬁf(ii method pérform well in éheparé et



al.'s study (1985; because biased items were defined as such
via large sample IRT analysis? It will also be possible to
examine Camilli's chi-square method and Angoff's revised

transformed item difficulty method.
METHOD

this research: Linn-Harnisch's pseudo IRT(Z) index based o

the three-parameter logistic model, a chi-square statistic

Pseudo~IRT(Z). Linn and Harnish (1981) proposed an
alternative to the three-parameter item response theory
method when the minority group sample size is too small to
obtain stable estimates of the item parameters.

This procedure estimates item discrimination, item
difficulty, and guessing pzrameters based on the combined
sample of minority and majority group examinees. Pitéﬁj,
the probability that examinee j wiil answer item i
correctly, is obtained by the following formula:

S S 1 B o
Pi(e’) = C, + (1 - Ci) : (1)

3 i ee-(0- - A-)
aifej Bi)

I +e
examinee ability level; 7
item discrimination parameter;
item difficulty parameter; and
iter guessing parameter.

,where

QR O
Pote e e |
nuunw
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Minority group examinees are d&ivided into quintiles on the
basis of their estimated ability levels. A standardized
difference score for examinees in quintile g is then

computed as Follows:

B 1 B U (6;) - P,(8;) o
Zig = T 3Eq 2 = ,} 71 (2)
N, V Py(8;10;(6,)
,Wwhere Bi(ésj = 1 if person.j 5ﬁ§y§g§”;ggm i
T _correctly or 0 otherwise;
P;(84) = the estimated probability that
person j answers item i correctly
~ based on the combined group;
Q;(85) = 1 ~-P.(6;); and
N’ = the nﬁmb r of examinees in a
1 quintile q.
Zy4 is an index of the degree to which the observed

performance for members of quintile g is better or wozse
than predicted by the model in Equation (1). The following
formula likewise is used to obtain a standardized difference

for the complete minority group as an index of blas:

EN_Z.
2. = —8 E— (3)

The ii. index will be 0 when an item is not blased; while a
large ii' value (positive or negative) sugygeste the presernce
of bias. A positlve sign indicates that an item favors the
minority group, because their actual performance 1§ bLetter
tiran their expected performance. Actunally, a signed or
unsigned Z;. index can be calculated: If the direction of
.Biéé is not consistent across the quintiles, the signed

5
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index is small. An unsigned ii' index is sSimply the sum of

the absolute walues of ﬁaiia in Equation (3).

Chi-square. Scheuneman (1975) said that "an item is
unblased 1£, for all individuals having the same score on a
homogeneous subtest contalning the item, the proportion of
individuals getting the item correct is the same for each
population group being considered". Baker (1981) pointed

out several probiéms with Scheuneman's procedure which
focused only on correct responses to an item. camiiili
(1979) modified the procedure to consider both correct and
incorrect responses in an analysis.

The chi-square procedure divides the total test score
scale into discrete ability Intervals or score levels. The

present study used five test score intervals because Rudner

et al. (1980) found that the chi-square technique using five
intervals was as cffective as the three-parameter item

characteristic curve methcd under most of the investigated

conditions. Observed frequencies are counted within each

incorrect answer respectively. Eupected frequencies are
computed by multiplying the proportion of examinees who
respond correctly or incorrectly to the item within a total
score interval by the total number of examinees within the

-
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frequencies using a type of chi-square statistics that is
sum of terms (0 = EF /E, acoss all intervals and groups.
The full chi-square statistics for all responses is the sum
of the chi-sguare value for correct and incorrect response.
The full chi-square statistics is the index of bias. A
large valiue indlicates greater bias. A signed measure can be
computed by considering the direction of bias within each
interval and by attaching a positive sign to the squared
terms for the interval if the black dgroup is favored and a

negative sign 1f the white group is favored.

Revised TID. Angoff and Ford (1973) originally
proposed a method based on the traditional item difficulty
index. If an item is relatively more difficult in one
subbbﬁuiééiéﬁ than another, it is considered as biased.

The item difficulty or P value (a proportion of subjects
value which is the (1-P)th percentile of the standard normal
distribution: After the transformation, the piot of Z
values tends to be linear: A delta value is calculated from
the z value to elimlnate negative values using the llnear

4z + 13. A large 4 value indicates a

transformation: 4



two groups. The plot of points appears in the form of an
ellipse like the usual correlation diagram. The major axis
line of the ellipse is drawn on the scatter diagram. A
measure of bias is the length of the perpendicular line from
a given point in the plot to the major axis. The formulas
for determining the major axis and the perpendicular line
are given in Angoff and Ford (1973). A large distance from
the a given point for the item to the major axis indicates a

more biased item.

Hunter (1975), Lord (1977), and Andoff (1982) have
pointed out theoretical limitations of the trznsformed item

difficulty method (TID). If there is a large difference in

recently proposed dividing Z by the item-total correlation,
the classical item discrimination, to obtain a Z' index.

P values and 2 values are computed exactly like those
Next the item discrimination, the point biserial correlation
between an item and total score in each group, is computed.
The newly derived Z' value is then calculated by dividing
the 2 value by the ltem-test correlation. 27 is essentially
equivalent to the Xg difficulty index of latent trait
theory if the normal ogive is fitted to the item response

data (Baker, 1965).

13



delta values, to draw the major axis, and to measure the
perpendicular distance from a point to the major axis is
1ike that of Angoff and Fcrd's original transformed item
difficulty method. A large distance indicates a more blased

item. Both signed and unsigned indices were computed in the
present study. A positive sign was attached to bias index
if the black group was favored and a negative sign if the

white group was favored.

Data Sourcs:

using this data set, in which bias has been deliberately
manipulated by inciuding black vocabulary items, is te
investigate how Linn and Harnish's pseudo-IRT(Z), Angoff's
revised transformed item difficulty method, and Camilli's

technique perform when the biased items are known
externally. Specifically, these data consist of responses

0 multiple-choice vocabulary test items, including 10

T
Q.

black siang items which were intentionally written by a
black author to be biased against whites, independent of any
statistical index of ltem bias. The other 40 ltems were
drawn from the verhal section of the College Quallfication

students. Four-option multiple-choice items were used, and
10
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subjects were asked to choose ‘the option which is a synonym
for a given word. Black slang items were inserted randomly
in each block of five items on the test. Directions for the
test informed students that some of the words are
standardized English, while others are slang. Further
details of the data are provided by Subkoviak et al. (1984).
There were 1,022 whites and 1,008 blacks. In this
analyzed; since the methods of interest here are especially
recommended when the minority group is small. The 300
blacks were selected randomly from the entire sample of

1,008 blacks.

Analysis

For this study, the Pearson correlation coefficient was
used to lnvestigate the accuracy of each bias detéction
method. The point-biserial correlation between the 4 priori
bias index and the detected bias measure for each method
indicates how well each method detects the items
intentlionally written to be biased. The ten slang items
were coded (1) and the forty standard vocabulary items were
coded (0) as an lndex of the 4 priori bias intentionally
included in the test. 1In addition to this correlation,
percentage agreement statistics were computéd to determine
the proportion of items which are classified as biased for a
particular method. The agreement statistic (%) is the

11
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proportion of correct classification; that is, the number of
biased items detected which are black slang items plus the
number of unbiased items which are not black slang items,
divided by the total number of items.

The degree of correlation among bias detectlion methods
was also computed. The correlation between the bias indices
for two methods indicates how closely one method is

assoéiateé with énofbér method.
REBULTS

Correlation The resulting item bias indices for all

Table 1. Correlations between a Priori Bias and

Detected Bias

Method Unsigned Measure  Signed Measure
Pseudo-IRT(Z) .710 .762
camilli's x2 .691 .798
Revised TID .345 .522

12



Separate correlations with 4 priori blas were
calculated for both signed and unsigned indices of bias.
The unsigned pseudo-IRT(Z) and Camilli's %2 measures
correlated .710 and .691, respectively, with the known bias;
the signed pseudo-IRT(Z) and the chi-square measures
ca:reiai:ed 762 and :798 with a priori bias ; whereas the

revised TID correlated .522. For the signed measures, which

are more consistent with the a priori index, Camilli's chi-
square procedure has the highest correlation, followed

closely by Linn-Harnisch's pseudo-IRT(Z) method, with
Angoff's revised TID procedure last.

Shepard et al.'s (1985) study produced similar results
to that of this study. However in thelr study, the signed
pseudo-IRT(Z) produced the highest correlation with external
bias, Followed by Camilli's signed chi-sguare, and then the
delta plot procedure. In their study, the signed pseudo-
IRT(Z) measure and the signed chi-sguare index were
correlated .62 and .59, respectively, with an A priori index
based on ICC-3 analysls of their data, which may have

favored the IRT(Z) procedure.

[*/IKN]

This study confirmed that the correlatlion between

priori bias and the signed measures for all methods were

measures (Subkoviak et al., 1984). This is rational because
the standard deviation of signed measures is larger than

13
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that of unsigned measures as indicated in Table 2 and
because signed measures are directional like the a priori
index used to compute the Pearson correlation coefficient

for each method.

Table 2. Descriptive Statistics of Bias Index for Each

Method

Unsigned Measure Signed Measure

IRT(Z) Camiiii ¥ Rev.TID IRT(Z) Camilli ¥ Rev.TID

Mean 1232 60.9 25.6 .055 13.0 .0
Stdev. .178 87.1 39.5 .266 106.0 47.2

Percantage Agreement Additional Information used to
investigate the accuracy of each bias detection method is a
percentage agreement or concordance between 4 priori bias
and the bias detection by each method. Items detected as
biased by each methcd are compared to the known bias.
Contingency Table 3 shows the proportion of items which are
detected as biased from each method.

As Table 3 indicates for the unsigned measure, the
agreement with a priori bias, whereas the revised TIiD had
76%. It may be noted that the unsigned measure of the
revised TID method detected only four items as biased among
the ten slang items. Thus it falsely identified six

unbiased items as btased.

14



Table 3. Contingency Table and Percentage Agreement of

Each Method for Detecting the Imbedded Bias in the Test

A Priori A Priori A Priori

B NB B NB B NB
,,,,,,, B |8 2| 10 B| 8 2| 10 Rev B 2 6| 10
IRT(Z)  |———t— - e |—t— ~ TID —
NB [2 |38 | 40 NnB| 2 138]| 10 NBl6 |34] 40
1C 40 10 40 10 40
Agreement o o
Percentage 92 % 92 % 76 %
Phi .15 .75 .25

A Priori A Priori A Priori
B HB_ B NB B NB
B |9 ]| 6y 9  B|10]| 010 RevB|S8 | 1] 9
IRT(Z) : — @ 2 TID —
NB |1 | 40/ 41 NB| 0|40 NB| 2 [ 39] 41
10 40 10 40 10 40
Agreement
Percentage 98 % 100 % 94 %
Phi .937 1.6 .807

The signed measure of Camilli's chi-square method
detected all black slang items as blased for 100 %

and Angoff's revised transformed item difficulty method
achleved 98% and 94% respectively. Slgned measures appeared
more accurate in detecting bias than unsigned measures. For

15
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finally Angoff's revised TID method.

Agreement Among Methods Pearson correlations are one
measure of how much one bias technigue is related to that of
another procedure. Intercorrelation amorig the bias indices
of three methods are reported in Table 4. The correlations
among item bias detection procedures weére separately

computed for signed and unsignéd bias measures.

Pable 4. Intercorrelatlons Among Bias Measures
 Unsigned Measure Signed Measure
IRT(Z) Camillt's X*  IRT(Z) Camilli's x*
Camiili's % .901 893
Revised TID . 399 ;3514 . 451 .497

camilli's chi-square procedure is correlated highly

with the pseudo-IRT(Z) method for both signed and unsigned

measures (r=:901, .893) because both procedures use the same
type of definition of bias and quintile groupings. For both

signed and unsigned measures, Angoff's revised TID pzocedure
is associated weakly with the pseudo-IRT(Z) method and

the revised TID technique is not consistent with other bilas
methods (Shepard et al., 1985).
16
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CONCLUSION AND DISCUSSION

Signed measures detected 4 priorl blas more precisely
than unsigned measures for each method. Furthermore Linn
and Harnisch's pseudo-IRT(Z) method and Camilli's chi-square
procediire were better at detecting 4 priori bias than
Angoff's revised TID method. For the intercorrelation among
blas methods, Camilli's chi-square technique was highly
correlated with Linn and Harnisch's pseudo-IRT(Z) method (r
> .893). However, Angoff's revised transformed item
difficulty procedire is only weakly assoclated with the
other two methods (r < .497).

This study supports Shepard et al.'s study showing that
there is high agreement between the pseudo-IRT(Z) and the

simpler chi-square method and that Angoff's revise
transformed item difficulty 1s not in close agreement with
the other two: 1In other words, Angoff's revised TID
procedure does not generally appear to be a good method to
detect item blas: 1In ARGoff's revised transformed item
difficulty method, low test-item correlations resulted in
extreme values of 2' and misleading blas indices in the
present study (see Appendix B).

This stidy shows somewhat different results from
shepard et al.'s study (1985). The current study suggests

that Linn and Harnisch's pseudo-IRT(Z) method may be

17 !
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slightly less accurate than Camilll's chi-square procedure.
There are several reasons for this.

On= reason is that it may not be appropriate to Eit the
three-parameter item response model to comblned misority and
majority data. The black slang items have low item
discriminations because there are many whites and a small
number of blacks in the data set. The estimates of item
parameters may be influenced by tlie target group combined
with the majority group (see Appendix C).

Another reason may be violation of test unidimension-
ality assumed by the Pseudo-IRT(Z) method. There are
thirteen principal components in the test having eligen
value: greater than one (see Appendix D); but the scree plot
of these eigen values suggests two (or possibly three)
factors in the test. Only two of the unrotated factors have
many ltems whose factor iaaéiﬁqs exceed .35 in absolute
value. The Eirst unzotated Eactor is related £o ERirty-
three standard vocabulary items, the second factor is
related to five black slang items. Only one or two items
account for the remaining factors. After varimex rotation
of the two factor solution, the primary factor might be
called standard vocabulary and the second factor black slang
based on loadings exceeding .35.

Even though Linn and Harnlsch's pséudo-IRT(Z) appears

18
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Linn and Harnisch's pseéudo=IRT(Z) method 1s necessary better

small.

19
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Appendix A  Item Bias Indices for All Items and A1l Methods

N
—r

UStD} S(D)

w

Item US{Z) S(Z) us(a4?*)
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0.250 --0.113 24.475
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0.119 -0.112 19.417
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Appendix B Item Information for Computing the Item Bias Index
of Angoff's Revised Transformed Item Difficulty Method
White Group

Item freq. correct P 1-F z b zZ! i
1 1022 874 0.855186 0.144814 -1.0589 0.338 -2.0428 0.829
2 1020 806  0.790196  0.209804 -0.8071 0.467  -1.7283 _6.087
*3 1000 519  0:519000 0.481000 -0.0476 0.087 ' -0.5471 0.811
4 1013 700 0.691017 0.303983 -0.4986 0.433 -1.1515 . 8.394
5 1022 991 0.969667 0.030333 -1.8759 0.190 -9.8732 -26.493
6 1022 842 0.823875 0.176125 -0:9302 0.413 -2.2523 3.991
* 7 1016 86 0:084646 0.915354 1.3745 0.171 8.0380 15.152
8 1022 978 0.956947 0.043053 -1.7159 0.195 ~-8.7995 -22.198
-9 1014 266 0.262327 0.737673 0.6362 0.485 1.3118 18.247
10 1022 795 0.777887 06:222113 -0.7651 0.437 -1.7508 5.997
11 1012 731 0:722332 0.277668 -0.7465 0.378 -1.9749 5.101
12 1016 770 6.757874  0.242126 -0.69395 0.439 -1.593 6.626
13 1o0ls 802 0:737819 0.212181 -0.7989 0.461 -1.7330 6.0G8
14 1014 826, 0.814596  0.185404 --0.8950 0.309 -2.8964 1.414
*15 1016 594  0:.584646  0.415354 -0.2138 0.392 -0.5454% 10.818
16 1022 800  0.782779  0.217221 0.7816 0.480 -1.6283 _6.487
17 1008 190 0.188492 0.811508 0.8835 0.282 3.1330 25.532
18 1019 387  0:379784  0.620216 0.3060 0.547 0.5594 15.238
19 1021 435 0.426053 0.573947 0.1864 0.596 0.3128 14.251
*#20 1015 443  0.436453 0.563547 0.1600 0.018 8.8889 18.556
21 1019 841  0.825319 0.174681 0.9358 0.315 -2.9708 1.117
22 1017 376  0.369715 0.630285 0.3326 0.594 0.5599 15.240
23 1021 940 0.920666 0.0793314 -1.4096 0.313 -4.5035 =5.012
*24 1004 366 0.364542  0.635458 0.3463 0.114 3.0377 25.151
25 1021 925 0.905975 0.094025 -1.3164 0.320 -4.1133 =3.455
26 1019 438  0.429833 0.570167 0.1768 0.471 0.3754 14.501
*27 1005 390 0.388060 ., 0.611940 0.2844 0.118 2.4102 22.641
28 1008 678 0.672619 0.327381 -0.4471 0.497 -0.8996 -9.402
29 101 555 0.545187 0.454813 -0.1133 0.285 -0.3975 11.410
30 1015 524 0.516256  0.483744 -0.0407 0.560 -0.0727 12.709
31 1022 915 0.895303 £.104697 -1.2552 0.425 -2.9534 1.186
32 1021 11 0.794319  9.z05681 -0.8215 0.379 -2.1675 4.330
~ 33 1020 838 0.821569 ©.178431 -0.9213 0.451 -2.0478 4.829
*34 993 25 0.025176 0.974824 1.9570 0.021  93.1905  385.762
35 1021 821 0.804114 0.195886 =-0.8564 0.333 -2.5718 2.713
36 1021 657 0.643487 0.356513 0.3130 0.323 .0.9690 16.876
*37 1005 226 0.224876 0.775124 ©.7558 0.021 35.9905 156.962
38 1020 839 0.822549 0.177451 =-0.9251  0.409 =-2.2619 3.953
39 1009 339 0.335976 0.664024 0.4234  0.226 1.8735 20.494
40 1015 320 0.315271 0.684729  0.4809  0.541 0.8889 16.556
41 1015 403 0.397044  0.602956 0.2610 0.351 0.7436 15.974
42 1021 989 0.968658 0.031342 -1.8614 0.193 -9.6446 25.578
*43 1004 431 0.429283 ~ 0.570717 0.1782  0.218 0.8174 . 16.270
44 1018 538 0.528487 0.471513 -0.0714 0.473 -0.1510 12.396
45 1020 651 0.638235 0.361765 -9.3537 0.425 -0.8322 9.671
46 1017 727 0.714848 0.285152 -0.5674 0.439 -1.2925 7.830
47 1o01le¢ 374 0.368110 0.631890 0.3369 0.425 0.7927 16.171
48 1021 559 0.547502 0.452498 -0.1194 0.483  -0.2172 12.011
49 1021 915 0.896180 0.103820 -1.2601 0.405  3.1114 _0.555
¥*50 998 1985 0.195391 0.804609 0.8582 0.062 13.8419 68.368
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Appendix C Estimates of Item Farameters Based on the Three-
Parameter Logistic Model for Linn-Harnisch's Pseudo-
IRT(Z) Method
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Appendix D Principal Component Analysis of the Test Item
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' Unrotated Loadings for First Three PFactors
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