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perspective of their use in computer natural language

understanding

.described.

Abstract
This paper reviews work on case grammars, primarily from the '

P

":reprESEﬁtativefappréachés to theories of case structures are
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: Deep Ca

Déeptéssé sttemé:
Ear Languaﬂe Understauding
'”IQ Ihis paper examiies the llnguistic notion of case as it

applies to natural language understandiﬂg. Casa theary suggegtsﬂ

an: appr h Q the fepr s,n,a,i kcf sentance meaning and is -
‘iimportant in ac:aunting for the way Ehe szruzcure af aeﬂtences o

» relates to thase meanings. Mcst Al naCural language systems make"'

" use of EEESj ideas in'someffo:m (Bruce; l975 : nd the EOﬁertS- il

A’e;ate closely tp Ehe ideaiaf schemata (Rumelhart iéSé)?aé

| 1973; Kulikowski & Welss, 1971) and- 5peech

d;ng'(Bafanafsky, 1974; Nash—Webher, 1975) Reseatch

N

1has addressed 1ssues cf ffic;ency, f;exlbllity, sccpe,,and grain

(Bcbraw,& Winqgrad l977 Hoore & Newell 1973 W;naglad LB?E}.'l: )

S

fThe?ﬁoEion'af zase has been usad tD re f

nglish ;nnly pranouns

il

«in flactions. Fnr 1n5tamce, the flIEt person

(namlnati iy

t,singular p:onouﬁ is (accusative{

s

Jahjective case) ‘o Tmy” ‘(ge 1it ve/passessive case) lﬁi*"'\

;acga ding to its{use as subjec ,‘objeat oL’ possesslve a;tigle.

.ki

_l’ languagesasu:h as Greek, all nauns are gi ven 'ffixes‘which,g"

diiate theificase.~“
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‘cases is one kiﬂd f case, alsc called suffg§3' or

‘The idea af a d;rect relatianshlp between inflections and

~ level” case. Far Example “in, the. sente ﬂié

(1) si;,sgn lclcked the football with her fm:!ti

ﬁéfﬁﬁhé"séﬁtence;ujUsingvthe

, and : f“isfpéséib;gﬂ,,”‘

'fibes*an event of kicking in -

‘Conceptual roles -

)iér Verb or predi at E beingf
alizatian af manyi

‘and dancer; i.e., one‘who
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performs an action. Because deep case:

soribe sganings,

_fathéf than Ehe wotdskand strucﬁure t%m@ sipPress HOSE

:mean)ngs, they are cla;med to be 1angg& ge independénis Much‘af'

the discussian éf dEEp cases ‘has focmsesd on Q@Ené‘, ing a small
'numbar of these con p ] lufcleéawﬁﬁﬁbﬂgﬁn Be ﬂswﬁ for dESEflblng
,Ehe meaﬂing of any sentence. A set af d%ég ca&&s is Ehan called

thna " case systém,

Surfaca Caség

Qn"way to- Qatego e naunsfis by Ehe r dlﬁgs"ém

fiﬂflécticns., For: the puzpcseg of .natural- 1anguage prﬁce ssing, /it

at

‘15 more useful to daf;ne surface case as a‘genera;,synta de

%categér;zatianfaf»noun:Phrases.' Aﬂother'way‘tb think of surface =

A

';~;5 3;§fQ§erty thatf1é<a§sigﬁédftd athP,'whizh*

lﬁprlmary cne is EhE casa=afflxg i.e.; an: endlng\atéachéd'tc‘é“noun
e (or p@stpus;tlons)

English can also be

fadditi@n;féasefasSignment‘interscts'“



:"“Déep_CSée sysﬁéméj;’”

ch_msny distihct su rface cases arﬂ>tha;e?” Dnéﬂway‘taf;
'datezmina ths 15 Ea znnslder a 1anguage‘én WhlEh cases are.

expressed by nomlnal ;nflectlans. In La i for examplei five or :

six cases are usuall"distingulshed* -n@miﬂative, accusative,

genitive,'dativa;-ablatlve, and sometlm s"@éatiVé;

‘TiBﬁt‘simply'identifyiﬁg surface cases' is not that hé1pful in

i~p2022551ng natural 1anguage, since surface cases are merely

signals f@rtwhigh~deep’case Ea;assign.‘ In: other words, for each

‘conceptual irole, ‘one. needs to accaunt for tha case markers Ehat

Sonnencheins's demand that cases. "denote categories of meaning"

f(Sée‘JespefSEﬁs.1955)‘isvin effecﬁ'a‘sﬁaCEmentﬂthétﬁthefé‘are‘tva‘ 

.'1eva1% of cases, the surface lévelkindicated‘bi  a5e%affix§s and

‘ deeper lévelfwhiﬁh ﬁajibeicqgmgﬁ tofmprgfgh;n énexlaﬁgﬁage-;

illmore (1968 pp. 2—3) p:esants -ax gocd argument fnr the{ii;,

umvergahty Qf dEEP cases in. ﬂatufal 13nguage; saylng that-‘f‘ R

’What is needed is.a cgngapiicn of»base struéturelin :

"sgbjéét* aﬂd <”

dlfecﬁ abgact fThéﬂléﬁtet are-regarded
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as pr@perﬂénifffa‘théﬁgﬁrfacé:stfuéture'of ééméf{but:
‘ pD5s1b1y nat all) laﬂguages-

‘y;yJ“' ‘Eezause deep cases focu& Dﬁ (canc eptua l)~ Ents“rathéf”thanf~7

w

‘ansyﬂtaetic co nstructians, they can help expla;n ‘the relativev'

For gxample,-aﬂé;céncepﬁ'

[

of the §Véﬁﬁ hki¢kin§5ﬁ isaﬁha; in (1). This concept

encompasses su ch nofiaﬂsﬁas'agéﬂt, object, instrument, location,

,," g;ve an’:

it Leads ané

cauld be - the

it iszd fflcult to zcnjain abjects‘ﬁh1;ﬁ7

These 1daas can b

I

férmaiiééﬂ ,y posrulat;ng far Each ver rb-a .



ystems it"ﬂ

‘N
w

Deep Ca

»‘m‘

,~->case,sgrgitqulgﬁwhét,afe‘Ehé éasefELét5,(Dr,set?of"'

“Qases wh;ch play ‘a ral iﬂ,thé évgﬁtfdénaﬁé&ﬁby‘theygr
”f;verb e. g.,‘a klcking Which of these slats are

i‘pot;onal WhlEh are Dbligat@ry?

j-‘select1cn restrlztlans. WhatVare‘the semantic
/Eanstraints~én‘the'abjécts-whici £fill each slot in the

case. structure?

;Séléﬁtiﬁﬁ restrictions may vary fram~g1§bal constraints on

every agent must be’

with a

sgend’5mu$t'ba a

féggu ce;)g Thus, for k;zk;ng, one might 1nfer a case frame with "

(5) [{agent}.anlmate DbjECt

:.object:physical object,
{instrument} phy51aal abgect :
tlocation,: ‘ 5

»{gaalFilecatian]

The cur;y brackets are used here to 1nd;cate that the

”pagtigular slat iﬂ Ehe ase ructure is Dptlﬂﬂalnf Th;s caseztf'

;frame says.amang cher thlngs, tbaﬁ f the agent of Ehe kicking

s”désgr;bed -itfshmuld”be aﬂiméte_' Using an inanimate DbJ

‘dEEErlptlen wauld suggast an interpretatlon in- ‘which’ Ehat DbjEEE

‘testrictlons andyiffthay carra”poﬂd to- the: EES,(‘ ;;gwgd by EheN
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“Deep Case Sysﬁéﬁé

case structure. then thévSEﬁtEﬂéé shéuld be;easy;ﬁa'ﬁndérstandi
Dtherwise it“caﬁhbé on 1dered ungrammatlcal or at laast as
grgunds to fe—lnterpret the event.

Mnst Laﬂguage understandlng sysﬁems use case frames or’

friequlvalent mechanisms for g’m ic ChECklﬂg. A parset musE check £

'"that the feaﬁuzes af nominal constituents in ‘the sentence saﬁiszf

. the éelectian réstfiéti§nsffaf the verb. The case frame mayuhelp 7ﬁf'

. to disambiguate among senses of the verb; aithérfthe,case

structure or, the selection restrictions

'111 d;st;ngulsh the twa

U

Furthermcfe;'thé selezziénffestr' ns can help Ehe

For lnstance, cans;dé N

_are [agént, gbje:t lnstrumant]

and the requlrﬁd a@;ect ca is p:esent.. Susan ;5 anlmaﬁe

kfcotball and her £nnt are physicélQ Thus (1) can be’ sily-

mapped inﬁn the ,ég! Ez Etufe fo klck-‘

Sentence (2) also 1nd;cates an aca p bl case sﬁrﬁcﬁuréjf

‘se t,nce (3) Qbeys the,’w*

_selection restrictions of (5).; Sgsan, Ehe agent is animaté,

However, its.indicated case structure, Lagent] does not cdﬁtéiﬁ3

tﬁéfpgjé¢§ ca§E:fééuiféﬁ‘by’CS); 1hu5, it cno, is problematlc

Eéf’séﬁ;eneeﬁ(4)’ the ‘case structure: seem
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' [agentflnstrument 'objectjiJ Whlla either the agent Dr the

':lﬂstrument can be the subject cf a k;cklng sentante, ‘a case

cannot: be . ass;gned Ea them when they are co 3 i ad,

In genegal dlSCDufSE infarmatlan can sign ifi’ ”tly‘altér°;“

the 1nﬁerpreta n f ais ngle sentence. If (2) were to- fallow a’

'dlsgussian cf Susan s 1nvent10' f'i‘h wauldn i = work then the

' context might allow the. "new idea” to be interpreted as a

”;_physigal ébject-. nr, suppose one descr;bes usan running towards =~

a faotball and thenuutters-sénténée (3).Jfln that situation,;oae .y

.  cau1d 2351ly nfer that the object is the football.

zNDEice ‘that in neither

‘structure or selection restriction bee’ viol

- "“the cantéﬁg"prov1des lnfarmatlan whlch is m,’

‘sentence in i olatian. S e language understandlng systems allaw

'“Qﬁlig Dry slats 1n ca s

ellipsis of th

]Um‘
T

ThEﬁg a‘sentence”

: expr5551§
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the kind of

However, an event description can also be r

they prepared

1 phrase.  One could say either

?‘Dbgect (x the faatball)sf
; instrument (x, her fcat)
itlme (x*'past)] ‘




Because a class of verbs with related meanings can be used

[ 3

2 describe similar events, these verbs share aspects of their
case frames. For instance,

(8) Fred bought some pickles from Reuben.
(9) Reuben sold some pickles to Fred.

a case theory should capture the fact that sentences (8) and (9)
describe the same event from a different perspective. The
meaning of (#) could be represented as,
(10) (Ex) [exchange* (x)
& agent (x, Fred)
goal (x, Fred)

object (x, some pickles)
source (x, Reuben)]

O "

fhékmaaning of (9) isysimilari the Dﬂiy difference being
that its agént is Reuben. Notice that this account requifes that
ﬁhe subject ﬁave two deép cases. Jéﬁkenicff (1972, pp. 34=35),
QSES Similarkéﬁamplgs to justify his claim that an NP can have
multiple deep cases.
Systéms that make use of semantic similarities among verbs
f‘até described in (Héndrix, Thompson, & Slocum, 1973; Norman,
Rumelhart, & the LNR Research Group, 1975). Identif?ing the case
gaﬂeréliga:iaﬁs’fér’clagses of verbs based on cross linguistic o
L evidence:is the subject of ongoing research (Levin, etwalg,

°1985).
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Deep Case Systems

One formalism for representing case frames is that of
semantic networks. These were ori ginally proposed by Quillian
(1968) to capture the objective aspect of word meaning- The

associative links between verb concepts (case frames) and real

o

world knowledge facilitate inferences made from sentence-

tations with structured

2

meanings. Semantic network represe

<, KL-ONE (Brachman, 1979), allow information

el
o
o
o
H
e
B
<]
2]
m‘
o
L]
o

about the syntactic and semantic regularities among verbs to be
shared. Discussions of inferencing and case frame representation
can be found in Charniak (1975) and Simmons (1972).

One.problem is that an indefinite number of properties can

be specified for a given event. Jlor example,

rt, Susan awkwardly kicked the

rm h s
n the park rather than throw it.

us 2T a u
faatball to Mary i

could be represented,

(12) (Ex) |kicking*® (x)

reason (%, her arm hurt)
agent (x, Susan)

object (x, the football)
time (x, past)

‘manner (%, awkward)

goal (x, Mary)

location (%, the park)

preference (x, throw it)]

B R n R R

while some merely madlfy, or prav1de additional information. For
instance, the thing Susan kicks seems more signific:ﬁg than the
act that she kicks it awkwardly (her manner of kicking).

Unfortunately, the labeling of a property as "distinguishing" or




O
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"modifying"” is rarely obvious. It is not difficult to imagine a
context in which the manner in which an event happens is the
distingﬁishing property and the object of the event is relatively

insignificant. The distinction among properties is sensitive to

that those properties which are most tightly bound are the deep

Ca5€8.

Despite the compromises which seem necessary to dichoromize
properties of events, there is a strong motivation to do so. By

postulating a set of binary relations which represent the

-parsing and inference (Bruce, 1975; Martin, 1973; Norman, et al.,

1975; Schank, 1974, 1973; Shapiro, 1971; Winograd, 1975). The

complete set of deep cases available for describing events is

- called a case system. This section analyzes four significant

case systems out of the many that have been proposed, in order to

sense of the range of work in this area. A more complete

e
]
o
<
m
N
]

survey can be found in Bruce (1975).

15
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Deep Case Relations

In classic papers, Fillmore (1968, 1971) has proposed a deep
structure theory based on cases. A sentence in this deep
structure consists. of a modality plus a proposition:

(13) s => M + P.

The modality constituent (M) includes negation, tense, mood,
and aspagt; The proposition (P) is a tenseless structure
consisting of a verb and cases:

(14) P => V + Cl +Cy + .o +C
where each C, is a case name that generataé aiﬁhérra noun phrase
or an embedded 5. There is a global constraint on rules of the
fcrm (14): At least one case must be present but no case may
appear twice. Rules (lS)yaﬁd (14) are argued to be universal.
Case markers are produced by the language specific Kasus element:

(15) ¢; -> K + NP. |

K genefatas a preposition, postposition, or case affix. One

could generalize this notion to a Kasus function, which maps a

~deep structure proposition into a surface structure clause with

possible word order changes.
Fillmore shows by example the deep case markers (Kasus
functions) of various languages. He also gives some -tentative

rules for English.’' For example (1968, pp. 32-33):

s

.The A preposition is by; the I prepa31tlan is by if
there is no A, otherwise it is with; the O and F
[factitive casej prepositions are typl:ally zero; the B
[benefactive case] preposition is for; ﬁhe D [dative
case| preposition is typically to . ...

16
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If there is an A it becomes the subject; otherwise, if
there is an I, it becomes the subject; otherwise, the
subject is the 0.

Fillmore makes an argument for deep case relations in
analyzing verbs of any language, including English. He has
proposed several systems which capture various aspects of the
meaning of certain verbs. An example of his case systems appears
in Table 1. 1In addition to these cases, there are also @Eher
relations "that identify the limits and extents in space and time
that are required by verbs of motion, location, duration, etc.”

(Fillmore, 1971, p. 378).

Case Sequence Paradigms

Celce=Murcia (1972) developed a model for cases that
emphasigés the fact that cluster-of verbs appear to take similar
sequences of cases. Her system is based on five deep case
relations: causal-actant, theme, locus, source, and goal. Verbs
are classified into paradigms according to the case sequeﬁées
they allow. For example, the ergative paradigmﬁ:onsists”of the
sequences (for the active voice):

(causal-actantl, theme, causal—actant2)
(causal-actantl, theme)

(causal-actant2, theme)
(theme) :

Note that a paradigm consists of both the case structure for'

the verb'andkcdnsttéints on the order of the case fillers. For
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example, the ergative paradigm says that the theme can never

precede the causal—actant.

"Break” is an example of an ergative verb. Thus,
(16) John broke the widow with a hammer.

(17) John broke the window.

(18) The hammer broke the window.

(19) The window broke.

are all well-formed since in each sentence one of the case
sequences is matched (where "John" is the causa;—actantli
"window” is the theme, and "hammer” is the causal—actant2).

Another example is the reflexive-deletion paradigm, in which
the theme is deleted if it matches the causal—actantl. Thus
“"run” may be used in several ways:

(20) John ran to school.

(21) John ran a machine.

(22) The machine ran.
(23) The brook ran.

In each of the sentences there is a theme——John, machine, or

brook. The -paradigm allows the deletion of the theme if it is

the same as the causal-actant. Thus the paradigm is

Grimes (1972) has developed a case system to serve as a
foundation for discourse analysis. The definitions of the cases
representations. Grimes distinguishes between two kinds of

generic events each with its own set of roles or deep cases.

oanro3g
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Motion/position events have orientation roles and changes of

state have process roles. In addition, the agent and benefactive

roles are common to all events. These cases are shown in Table 2.

The following examples illustrate the use of these cases:

(24) The letter (0) fell to the floor (G).

(25) His house (0) is situated on top of a hill (R).
(26) The tide (V) floated the oil slick (0) into the harbor (G).
(27) This idea (0) came to me (G) from Austin Hale (S).

(28) This book (P) costs three dollars (Rf).

(29) she (A) makes dresses (P Re) from flour sacks (P M).
(30) Fred (A) fixed the engine (P) with this screwdriver (I).
(31) sally (A) handed John (G) the biscuirs (0).

(32) He (A) parted the rope (P G) with an axe (0 I).

(33)  The girl (P) died of malarla (F).

(34)  The milk (P) turned sour on me (B).

(35) We (A) talked about politics (RE).

(36) A breeze (0) came to him (G) from the sea (R).

The cases Griﬁas distinguishes are strongly influenced;by
linguistic, not céngepﬁual, Eénsideraﬁi@ns, e.g., in (27) the
transfer of tthé idea is not a physicayl‘move;m:ent- Sentence (27‘)
has the same surface form as (36), which-is a description of a

physical tranéfer, s¢ the two have similar case assignments.

L
[+

Aot

Grimes also suggests the possibility of a more tightl

es in th

I
m

defined role structure based on certain similarit

oles: "The roles set up for orientation all have Caunterparts

]

on the process side, and vice versa. Bsth kinds could be

VCDnsidEfed complementary variants of a single set of roles . . .

% iject and patient both identify what is affected, the one in
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terms of motion or position and the other in terms of change of
state in a process" (Grimes, 1972). These observations suggest

the combined role structure shown in Figure 3.

Conceptual Cases
Schank's (1971, 1973, 1974, 1975) cases, unlike those of
Fillmore (1968) or Celce-Murcia (1972) are purely conceptual. Neither
the primitive act nor its cases need be explicitly menﬁiaﬁéd in
an utterance. Instead, the argument for conceptual cases depends
upon considerations of the pragmatics of ﬁumaﬂ communication.
Dﬁe postulates a conceptual case because it is a relation
teievant to tha typical kinds of tasks which people address via
language.
An essential element of m@st communication is the
dESQgiptiGﬂ of actions. Our knowledge of actioﬁsrimpiieg a
“conceptual structure"” built out of actions and their role
~Lfiller$: | |
ACTORS perform ACTIONS .
ACTIONS have OBJECTS
ACTIONS have INSTRUMENTS
ACTIONS may have RECIPIENTS 7
ACTIONS may have DIRECTIONS. - (Schank, 1974, p. 6)
:Dﬁe!kind‘af‘canéeptual st:ﬁctufe‘of “concéptualizatién"
'«céﬁptiéeéﬂaﬁ‘é:t; with its "actor,"” andfthelrélatians,“object;f

7 ~"direction,” and either “recipient,” or "instrument." Each of

ERIC
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these relations must be present (except that only one of

di:é:tian or recipient is present).

Schank argués that a small number of concepts corresponding
to "primitive acts” can be used to construct meaning
representations for most descriptions of events. These primitive
concepts are simple actions of the kind "move a body part”

(MOVE), "build a thought” (MBUILD), “transfer a physical object”

(PTRANS), and "transfer mental information” (MTRANS). The

primitive ACTS together with the conceptual cases are the
components of meaning representation with a "unique
representation™ feature: "We have required of our representation
tﬁat if two sentences, whether in the same or different laﬂguagé
are agtéed to have the’same meaning, they must have ideutical
representations” (Schank, 19?4, p. 4). It is questi@nablé
whether such a criterion can be met naﬁEEfiviélij_ ’DD distiﬁci
utterancésk(by different speakeré using different phrasings, at
diffarénﬁrtiﬁas? in éiffetént situ§tiéns) share significant

portions of a éaﬁgaptual network? Furthermore, a non-redundant

=
[ I

epresentation such as Schank's raises serious questions of both
psychological validity and éfficiency'fgr‘diveISE tasks.

Nevertheless, in many cases the mapping of utterances to -

‘ _caﬁgeptuélizaticnskseems to be exactly the process which humans

exhibit. The unique representation also facilitates general

inferencing by reducing the number of cases to be considered: -
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© as ungrammatical, and to identify constraints

The use of such primitives severely reduces the

inferences problem in Al . . . since inference rules need
only be written once for any ACT rather than many times
for each verb that references that ACT. For example,

one rule is that if you MTRANS scmething to your LTM

«

resent there (i.e., you

[long term memory], then it is

el

know it). This is true whether the verb of MTRANSlng

was see, hear, inform, remember or whatever. The
inference comes from the ACT rather than the verb.
(Schank, 1974 p. 10)
Conclusion
‘The notion of case has evolved from an account of noun
affixes to an account of how syntactic relations between NPs and
sentences map into deep relations between objects and events.
These:ideas have been applied to natural language processing for

semantic checking and meaning representation.

In many‘language ystems, a case frame is associated With

. )

each verb (and sometimes nuuns) In recognizing the syntactic

role of an NP in a sente 'c" the parser uses the case frame to

verify that thé semantig’pfﬂpérties of the NP are consistent with

‘some case which can occur in that synt actic pDSition. This
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Deep Case Systems

Deep case systems are also an attempt to identify a fixed

number orf conceptual roles which can be used to describe any

event. Representing deep cases as binary relations thus provides
describing knowledge has led to extensive research on semantic
networks for knowledge representation. Out of this research,
standard techniques for parsing and understanding have evolved to

the extent that most current natural language systems incorporate

these techniques in some form.
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to this aﬁccunting—femain unresolved, such as whether an NP can
have multiple cases (Jackendoff, 1972), and how to capture the
regularities in the way the cases are realized (Levin, 19853).

Although case grammar per se 1s not a major focus of current

research within artificial intelligence, issues such as these are

‘actively pursued in related work on schema theory, relatiomal

e
*
%

L]

lexical functional grammar, generalized phrase structure

grammar, and semantic grammar.
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Table 1:

Fillmore's (1971) case system

Result(R)
Instrument(l)
Souree(S)
Goal(G)
Experience(E)

 the listigatar of the event

ths force or resistance against which the action is carried out
the entity that moves or changes or whose position or existence is

in consideration
the entity that comes into existence a

L]

a result of the action

the stimulus or immediate physical cause of an event
the place from which something moves

the place to which semething moves
the entity which receives or accepts or ex
the effect of an action

o
m

w




Table 2: Grime's (1972) case system

Orientation Roles: o )

Object(0) the thing whose positien or motion is being described

Source(S8) the location of the object at the beginning of a motion

Goal(G) the location of the object at the end of a motien

Range(R) the path or area traversed during a motion

Vehicle(V) the thing which conveys the object and moves along with it

Process Roles: ,

Patient(P) the thing changed by a process or the thing whose state is being
described

Material(M) the thing changed by a process in its state before the change

Result(Re) the thing changed by a process in its state after the change

Referent(Rf) the field or object which defines the limitation of a process (as

opposed to the thing affected by the process)

The Agentive Complex:

Agent(A) - the one who is responsible for an action
Instrument(l) the tool used in performing an action
Force(F) - the noninstigative cause of an action

The Benefactive Role:
Benefactive(B) the someone or something on whom an action has a secendary
S : effect T
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Figure Captions

Figure 1. A traditional phrase structure parse for

"Susan kicked the football with her foot.”

Figure 2. A case oriented parse for "“Susan kicked the

football with her foot".

Figure 3. Interrelationships among roles (Grimes, 1972).
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