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Abstract

_ __Statistfcal methodologists have sometimes criticized the use

of _conventional statistics in meta-analysis, ard in recent years a

number of them have advocated the use of a special new statistical

methodology for research synthesis. An examination of recent
books describing this methodology shows that it is seriously
limited in its applicability to social science research findings.
The new methodology produces interpretable meta—-analytic results
only in exceptional circumstances (e.g.; when each study in a.

collection uses the same unblocked,; posttest-only experimental

design). The new statistical methodology for meta-analysis has

produced uninterpretable results when applied to typical
collections of social science studies with varied experimental
designs.
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Operative and interpretabie Effect Sizes in Meta-enaiysis

‘In a classic 1976 paper Glass defined met % as the

application of statistical methods to results from a large- -
collection of studies for the purpose of irntegrating the findings.
The statistical methods that Glass used in meta-analysis were

conventional ones; such as analysis of variance and multiple

regression analysis.  In meta-analysis, however, these statistics

vwere applied not to raw observations, but rather to eftecLsizes,
or standardized scores that represented the sizefof,tteetment
effects in different studies-on a common scale of standard -
deviation units. Hedges (1984) has recently commented on Glass's
use of conventional statistics in research synthesis:

Such use seemed at_ ﬁ:rst to be an tnnocuous extension of

statistical methods to a new situation. However, recent

research has demonstrated that the use of such. statistim
procedures as analysis of variance and regression analysis
cannot be justified for meta-analysis. Fortunately, Some new
statistical procedures have been designed specifically for
meta-analysis (p. 25).

,,,,,,,This neu methodoiogy for meta-anaiysis bnﬁds on statistﬂ:cai

techniques originally developed by Cochran (1954) for testing the

homogeneity of results in related experiments and for making
composite estimates of population parameters from such results.

Hedges - (1981, 1982) first showed how Cochran's techniques could be
applied to experimental results coded as effect sizes. BHunter,.
Schmidt, and lackson (1982) and Rosenthal (1984) later advocated

the use of formulas and tests very similar to those used by

Hedges. Hedges (1984) has referred to the methods used by

himself, Rosenthal, and Hunter and Schmidt as "modern stattstioei

methods for meta-analysis.” Bangert-Drowns (in press) has
described the methods as approximate data pooling.

) Recent books describing these methods (Hedges & Olkin, 1985,

entireiy ignore_ one of the centtai emphases_in. Glass's work: tﬁé

estimation of effect sizes from studies with different

experimental designs. Glass and his colleagues have. argued that
different procedures are needed for estimating effect sizes in
simple experiments with unblocked posttest-only designs and in
more complex experiments {(Glass; McGaw, & Smith; 1981; McGaw & _
Glass, 1980). _Glass and his colleagues use the following formula,

for example; to estimate effect sizes from simple experiments that

compare posttest means of independent qroups:
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i' the estimator of effect size for a specific study, gf
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where

end HY are sample means of the experimental group (E) and control

group (C) on the dependent variable Y, and s is the sample
standard deviation on_ Y. ,They use different “formulas for

calculating effect sizes from more powerful experimental designs

that control for irrelevant sources of variation in ¥:

comparisons of matched groups, comparisons of gain scores,
covariance analyses, multifactor analyses of variance, etc. (Glass

et al., 1981, pp. 114-123).

'J.'he recent books on meta-analytic methodology all give B

of the books quotes even _one of_ the additional formulas that Glass

and his colleagues have used for calculating effect sizes from

studies with more complex experimental designs. Hedges and Olkin
(1985, p. 13), for example, have simply noted that such formulas
are outside their domain of interest; they do not consider them a
central issue in the statistics of meta-analysis. Rosenthal

them should also report unadjusted effect sizes" alongside the
"adjusted” ones.

Neither Rosenthal nor other developers of the newer -
statistical methods for meta-analysis, however, have written much
about-the calculation of "unadjusted"” effect sizes with powerful
experimental designs.  Recent books on meta-analysis focus_almost
exclusively on calculation of effect sizes with an unblocked; __

posttest-only design. _The only design other than thic one covered

in detail in recent books is the comparison of pre-post gains of

experimental and control groups. What recent methodologists have
said about this design shows how different their approach is from
Gla~s's.

~ Glass and his colleagues provided the following formula for

celculating an effect size for this design:

!



Effect Sizes - 4

lé)%'hi ;
P ite R

4. = — . (2)
_,G — r
Sy

where gG is the effect s:I;ze estimated from a comparison of gain

scores and ;Hg and { are the average gains for the experimentai

and control._ groi:ps (Glass et al.; 198i:, pp‘,li:s-i:i;si.,,,xote that

the numerator of Formulas 1 and 2 are calculated differently. The

numerator of Formula 2 is calculated from group gains rather than
from group postscores. But formulas (1) and (2) do not differ in
denominators. For both designs, tne,posttest standard deviation
is used in standardizing the mean differences.

Rosenthai, on the other hand, has provi;ded the fol];owi;ng

formula for use with gains analyses (1985, p. 21):

- kRl [N

— (3)
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where §G is the effect size éséiiﬁéé& f,y iiéééi{»ﬁai éééi a

comparison of gain scores, ME and are defined as above, and §G

:I;s the standard deviat:l;on of the gain scores and is equai to

d,ev,iation of gain scores :!.n,th,e denominator of h:l.s formula. -
vwhereas Glass uses the standard deviation of the posttest in his
formula. Effect sizes calculated by Glass and Rosenthal from the
same gains analysis would therefore be related by the following
formula:

at = - . (€3]

- /2{1-:‘-3)

Because pretest-posttest r s can be qu:Lte lugh in educat:.onal and
psvchological research, effect sizes calculated by Glass and
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Rosenthal can differ by a largs amount. For example, with a
pretest-posttest correlation of .8, an effect size calculated from
Formula 2 would be only 60% as large as an effect size calculatad

from Formula 3 for the same experiment.

Rramer ar.d Andrews (1982). who have also conttibuted to the

develbpment of new statistical methods for meta-analysis, have
criticized Formula 3 on the grounds that che standardization term
is wrong. They have pointed out that Formulas 1 and 3 do not _

ectimate the same quantity. But what is remarkable about_ Kraemer

and Andrews' discussion _is their tacit assumption_that meta-.

analysts use Formula 3 to calculate effect sizes from comparisons

of gains. Long before Kraemer and Andrews published their

article, Glass and his celleag‘ues had advised meta—analysts not to

but to use Formula -2 instead. Glass's advice has been either
overlooked; ignored, or ‘misunderstood by recent zontributors to
meta-analytic methodology:

::,;g;;et purpose_ of this article is to review :tssues involved in
estimating effect sizes from studies that use different -
experimental designs. It covers estimation of effect sizes for
both simple posttest-only designs and complex designs that remove
sources of irrelevant variation from the posttest. This article

also presents formulas for calculating the standard error of
effect sizes estimated under different conditions. _Finally; the

article shows that average effect sizes and their standard errors

are often miscalculated in meta-analyses that use the newer

statistical methods for research synthesis.
0petat1ve and Interpretable Effect Sizas

. 'rhe notion of measuring effect sizes was a famiii;ar one to

many social scientists long before Glass used _indices of_effect.

sizes as a key tool in meta-analysis. Cohen's (1977) classic book

on_power analysis in the social sciences made extensive use of

effect sizes in estimating the power of statistical tests and in
determining sample sizes needed to achieve tests of -a_given power.
Cohen's book on power analysis also introduced a-critical -
distinction between two types of effect sizes: interpretable

__ __When calculated. from means, :tnterpretabi:e effect sizes are

determined by dividing a treatment effect expressed in raw units
(¥-units) by the standard deviation of ¥. Cohen used the symbol d
to stand for the interpretable effect size for the posttest-only,
iiidép’end'eiit%teﬂp design. He added primes and Subscripts to the.

symbol d to denote interpretable effect sizes calculated for other
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experimental desigﬁs. For example. Cohen used the symbol d& for

the tnterpretabie ettect size calcuiated for one sampie of n
differences between paired observations (1977, p. 49):

dg = —— (5)
%
wﬁéfe o :I;s the mean of the experimental group on a pretest and

lé :I.s the mean on the pbsttest. Ccshen used the symlwl ds for the

:I;nterpretabie effect size calculated tor a study in which. the _mean

of one experimental group is compared to a theoretical population

mean (p. 46). Cohen pointed out, however, that all such -
interpretable effect sizes are conceptually equivalent and can be
interpreted on a common scale. This is because the Standardizing
unit for interpretable effect sizes is always the standard
deviation of ¥ (Sy).

, Operative ettect sizes are an entirely difterent matter.
Operative effect sizes are calculated by dividing a treatment _

or_by_ a standard aev:l;atiomtrom which_ mjot ‘sources of variation

have been removed by one or another adjusting mechanism designed

to increase power--covariance, regression, or blocking. Operative
effect size are identical to interpretable effect sizes only in
experiments that do not remove sources of irrelevant variation
from the dependent variable, e.q., Campbell and Stanley's (1963)
Type 6 experiments.- For other experimental designs; operative
effect sizes are calculated with special formulas. The operative

effect size d for paired observations for one sample would be

estimated from (Cohen, 1977, p. 63):

a= == ®

(;qt)gl;fgsgdftl;gf 53@01 d, without snbscrtpts or. primes, to
represent operative effect sizes calculated for a variety of
experimental designs. Although denoted by a common symbol,
operative effect sizes calculated for different experimental

designs are not conceptually equivalent because different
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stanﬁar&izing units are used in caicuiating them. ,eperati;ve

effect sizes cannot therefore be interpreted in a single way. .

Operative effect Sizes are useful, however, because they can be
mployéd directly to find values of power in powet tables.

S a critical poi.nt to. grasp i.s this° ﬂeta-analysis must- be
based on interpretable effect sizes; not operzative effect sizes;
if it is to produce interpretable results. Operative effect sizes
have an undesirable property that makes them inappropriate to use

in meta-analysis. With a given raw-score unit, they vary not only
as a function et ss.ze of the raw-score treatment éffect but also

etgfect.,,,'rwo ,investiga,tors,studying,t.he safie phenomenon who ::I.nd
identical treatment effects (when effects are expressed in raw-

score units) would report very different operative effect sizes if

they used different research designs to study this treatment

effect.

- Supposel for example, that Investigators A and B are studying
the effect of a diet-supplement program, and each investigator
finds that the program has the same effect on the dependent
variable: It add: an average of 10 pounds to the weight of
experimental subjects: Suppose further that Investigator A has

used a weak experimental design to estimate the effect and test

its significance (e.q., a posttest-only design for independent

groups), whereas investigator B has used a more powerful design
(e.g., analysis of covariance with a covariate that correlates .9
with the dependent variable). Even though the raw treatment
éffé’ctg EEtim"”tEi by the tﬁb iﬁ?éEtiéﬁtO”rs Eré 6f thé Eéﬁé i

will be neariy twice the size of the operative effect si;ze,,f
calculated by investigator A because the standardization term

employed by investigator A is :the raw standavd deviation, whereas

the standardization term employed by Investigator B is a standard
deviation of residuals from which important sources of variation
have heen removed. The. :l.nterpretable etfect sizes calculated by

be for two raw treatment effects of the same magnitude.

L it is usefui to keep this distinctton between operative and

iﬁterpretabie effect sizes in mind when examining Formulas 2 and

3, the formulas tbat Glass and Rosenthal use for calculating
effect sizes from comparisons of gains. It should be clear that
the formula used by Glass is a formula for an interpretable effect
size; Rosenthal's formula is for an operative effect size..

should also be clear that Glass's formula is the a’ppféﬁf:été 6iié

to use in meta-analysis, and Rosenthal's formula is inappropriate

for use 1 research synthesis.
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- Althbuqh Glass and his colleagues haVe not mentioned the
distinction between operative and- interpretable effect- sizes in
their writings on meta-analysis, their work suggests that they _

rather than operative _ones; _in research syntheses (e.g., Giass et

al;; 1981): The various formulas for effect size that they have

given are all formulas for interpretable effect sizes. Rosenthal

(1984), on the other hand, appears to believe that operative
effect sizes are the appropriate ones to calculate in research
synthesis. Although Rraemer and Andrews (1982) appear to

appear to believe that such effect sizes are the ones that meta-
analysts actually calculate.

Standard Error of an Effect Size

~ One of the major contributions of Hedges to the methodology
for meta-analysis is the derivation of a formula for the standard
error of effect sizes. Hedges (1982) derived this formula for

standard error from a set Of explicit assumptions about the data

being analyzed in research syntheses. Careful examination of.

these assumptions will reveal, we believe, that they seldom are
met by meta-analytic data sets.

- Dpata in the model that underlies Bedges formulas for
analysis of effect sizes come from a series of k independent
studies; each of which compares an experimentai group (E) with a

control group (C) ‘Hedges lets f;l 3 7€ stand for the jth

scores in the ith experiment from the expermental and control

group respectively. His model assumes that in a qiven study i,
._i and !fi are normally distribnted with means 4° and ii and

common variance o, The population effect size for study i will
then be given by the following (Hedges, 1982, p. 691):

Wt - (7

Hedges has examined the prope::ties of Glass s estimator d,

fzguation 1) of this population effect size: He has shown that

§ |

small samples Glass's d is a biased estimator of the population

parameter. An unbiased estimator of § can be approximated from
the following:

10
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s+ nC-2) =1

é=[1-3 ]a. ®

where n° and nC are the sample Sizes of the experimental and
control groups. The sampling distribution of this unbiased

estimator is that of a noncentral t times a constant. 1f both n

and nc are 1arge, the distribution of d! or d is approximately

normal with u(d) = & and

o(d) = v [lz s e =, (9

ﬁhere 8, the populatibn effect size, is the noncentrality

parameter- (Hedges, 1982, p. 492). This is an important formula

It is :I:mportmtt to_ emphasize, however, _that_the formula

applies only to situations that meet the assumptions made by

Hedges. These assumptions include (a) independence of
experimental and control groups, and (b) assessment Of results on
a dependent variable from which no sources of irrelevant variation
have been removed in the experimental design. The model fits a
type of design that Campbell and Stanley (1963) call a Type 6 _ _
design; the posttest-only design for independent groups. It is a

design from which valid inferences can be drawn about experimental

tieatments, but researchers who use it do not estimate treatment

effects with great precision.

,ti'iat estimate treatment effects more precisely. Instead of
posttest-only designs_for independent groups; they use __  _

experimental designs and statistical techniques that remove

sources of irrelevant variation from their dependent variables.

They use multiple factor or matched-subject designs; they compare

gain scores of experimental and control groups; or they include
covariates in their statistical analyses. Such designs, rather
than the posttest-only design for independent-groups, dominate the
literature of the social sciences. For example, none of the 14 _

studies included in a recent meta-analysis on coaching effects on

the Scholastic Aptitude Test (SAT) used a posttest-only design for
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independent groups {Kuiik et aL, 1984). All studies located for

this meta-analysis compared gains or covariance-adjusted

postscores of experimental and control groups.
Additional Formulas for the Standard Error of Effect Sizes

____Hedges' Formula 9 would not have yielded an accurate standard

error for any of the 14 effect sizes calculated by Rulik et at:

Additional formulas are needed to calculate standard errors from

studies comparing jain scores and from studies using analysis of

covariance to measure treatment effects. Fortunately, it is easy
to derive such formulas. To do so, one takes advaritage of an
algebriic reléti'ons between (a) the formulas for calculating

t ratios used to test. the statistical significance of the

treatment effects found with these designs. The relationship

between t ratios and effect size formulas has already been

demonstrated by Glass and his colleagues (Glass et al. 1981,
chapter 5).

- Effect size calculated from gains of indegendent grougs. )
- When_an_experimenter has estimated a treatment effect by comparinqi

gains of independent experimental and control groups, the o

significance of the effect is usually tested by a t ratio. When

the assumptions for the use of this statistical test are met, the

effect size in the experiment czn be estimated by Glass's formula

for comparing gains (Formula 2). -Glass and his colleagues (Glass

et al., 1981, p. 127) have shown that an effect size calculated in
this way is equal to the following:

d; = tg v 21 - pxglli/n + 1/n ) ; (20
where s is the t ratio for testing a difference in gain scores

and px} i;s the popui;ation correiation, ordinarily estimated by
, between the pretest (x) and the posttest (Y).

It is easy to see from Equation lD that the effect size d~ is

equal to a constant times the t ratio. When assumptions for the
use of this statistical test have been met, the sampling - -
distrihution of an unbiased estimator of this effect size is that

of 2 noncentral t times the constant. With both n and n largé'

the distribution of gG will be approximately normal with u(d D =

axid

12
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When pretest and posttest correlate more than .5, the standard
error of a study effect calculated from gains will be smaller than
the standard error of the study effect calculated from the
posttests only.
_— Effect sizes estimated from covariance-
independent groups. 7“reatment effects are often tested for
significance using anslysis of covariance. When assumptions are
met for use of the t ratio or F ratio for testing the difference
between the covariance-adjusted means of the experimental and

-following:

;g M) - -rxlﬂi Exj

= — ' (12)
Sy

Vol

where b is the pooled within-group estimate of the regression of

final status;g on the covariate g. Glass and his coiieagues have
shown that this effect size is equal to a constant times the t
ratio calculated for the same design {Glass, 1981, p. 127).

.Aﬁm

p,x)[ ] (13)

.Ap.\ [

where gé is the t ratio for testing the treatment effect for this
experimental design and pr is the pbpulation correlation,

ordtnartiy estimated hy the same vaiue 7§i' between the finai-
status score Y and the covariate X. The sampling distribution of

an unbiased estimator of this ettect ts that of a noncentral t

times the constant. With both,n, and n large, the distribution
of §§ will be approximately normal with u<§g) = & and

13
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) ) . - - - = 2 )
(@) =v (1 = 2y D S s [ . r14)
U(Qg) =y (1 pg) [ n + C] + B Gy ! (14)

A cdmparison of Formulas 14 and 9 shows that standard errors of
effect sizes calculated from residual scores are generally smaller
than are standard errors of effect sizes calculated from posttests
only.

estimated from sttest scores of matched

Effect sizes t_sc
. When a researcher has used a matched-pairs design to test

the effect of an experimental treatment, the effect Size can be
calculated from Formula 1. With such a design, the statistical
significance of the effect is usually tested with a t ratio for -
correlated means. Glass has shown that this t ratio is related to
the effect size calculated for this design by the following (Glass
et al., 1981, p. 127):

-y (15)
b5 N '

where pyy. i§ thé population correiation of the pairéa posttest
scores. - Thi’—AQﬂation shows that an effect size estimated from
this design; 95 » s equal to a constant times the t ratio
calculated from the same design. The sampling distribution of an
unbiased estimate of this effect size is that of a t ratio times
the constant. With N large, the distribution of dﬁ will be
approximately normal u(gb) = § and

201 - pyyi) 2 (16)

olgg) =V ———

28

Impitcattons for Meta-anaiyses in the Literature

. The lack of éipiicitness in recent books on meta-analysis
about the need for a variety of formulas for effect sizes and-
standard errors has led to flawed analyses and flawed conclusions

in the research literature. We focus here on three meta-analyses
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that have used the newer statistical methods for research -

synthesis. The reviews were Selected for special-examination on
the basis of the detail that they contain. The first and seceond
reviews (Becker; 1983; Rosenthal & Rubin, 1982) list effect sizes

and standard errors for individual studies.. _The third review.

(Peariman, 1984) contains a numerical calculation of cumulated

sampling error in a set of effect sizes listed in a report by

Kulik et al. (1984). The three reviews contain enough detail for
readers to reconstriuct what was actually done in the analyses.

,,,,, Intenpersonai exg;,tancies,,,To illustrate the utility of

their method of research synthesis; Rosenthal and Rubin (1978,

1982) applied their test of homogeneity of effect sizes to

findings on interpersonal expectancy reported originally in e

dissertation by Keshock (1971). Subjects in Keshock's
dissertation were 48 black inner city boys in grades 2 through 5.
Half the children at each grade,level were assigned -to- the -
experimental treatment; and their teachers were told that these
children showed an ability level one standard deviation greater

than their actual scores. The teachers of the control children _

were given the children's actual ability scores. Keshock reported

that this experimental treatment had no significant effect on the

ditferences in treatnent sffects, They reanaiyzed Keshock's data,

using the WRAT gain scores that Keshock listed in an appendix to.

his dissertation. Rosenthal and Rubin reported their conclusions
succinctly.

Gains in performance were substantially g:eater for the o
children whose teachers had been led to expect greater gains

in performance. The sizes of the effects varied across the

four grades from nearly half a standard deviation to nearly

four standard deviations. For all subjects combined; the

mean effect size was 2.04. (P. 383).

It is not at_ a11 dhvious how Keshock could have missed -an:

for interpreting effect_ sizes.,,According to €ohen, effects of
about 0.8 standard deviations should be considered large; they can

usually be detected by eye without the aid of special measuring
tools. Although Rosenthal and Rubin's reanalysis showed an
average effect size of 2.04, Keshock had not noticed any effect of
teacher expectations on WRAT scores. Nor did his original
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statistical analysis disclose such effe~ts. How could Keshock
have failed to note so large an effect?

How eiso couid Keshock s expertmentai treatment have produced

an effect of this magnitude? Teachers of children in the

experimental group were simply told that their children had 1Qs
one standard deviation higher than their actual IQs. According to
Rosenthal and Rubin, this simple manipulation raised achievement
scores of experimental-group children by an average of two
standard deviations: Scores of second graders rose by an average

of almost four standard deviations. These are enormous gains:

One standard deviation on an IQ scale is equal to 15 points, for

example; a gain of two standard deviations on such a scale is =
equivalent to 30 points, and a gain of four standard deviations is
equivalent to 60 points.

_ _Rosenthal and Rubin's results are not so paradoxical as they

may at _first appear to be. Rosenthal and Rubin calculated effect

sizes from Keshock's t ratios for testing the significance of a

difference in gains, but they did not use the appropriate formuila
(Equation 10). Instead, they converted the t ratios to effect
sizes using an equation appropriate for the t test for comparing
final-status scores:

L — — (17)
=ty 1/n° + /" .

[« "R
"

Rosenthai and Rubin therefare expressed the treatment effects for
Keshock's study not in terms of verietion in achievement but
rather in terms of variation in a it —gains. Such effect
sizes are not interpretable on the same Scale as are other effect
sizes.

,ﬁeﬁfeonventionai effect sizes can be estimated easiiy for ____.

keshock s experiment. Scores on the WRAT reading and arithmetic

tests are standardized scores with a mean of 100 and a standard .
deviation of 15. Raw treatment effects reported by Keshock on the
WRAT were 5.54 pointsWin reading and 5.91 points in arithmetic.
These gains_ iré analogous_to_increases of this magnitude on an IQ

points _as representing 2,04 standard deviattons, it is misieadlng

to refer to a gain of this size on the WRAT as equivalent to an

effect size of 2.04. The average effect size on the WRAT was 0.37

standard deviations in reading and 0.39 standard deviations in
arithmetic.

. Table 1 compares our estimates of effect sizes for Keshock's

data with estimates made by Rosenthal and Rubin. Our calculations
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of composite effect sizes are based oii a reported- correlation of
.7 between arithmetic and reading scores on the WRAT. Our
estimated standard errors are based on retest correlations of .93

for WRAT composite scores:

. Gender and Mitx t@intluence. Beckfegfs (1983)
effect size synthesis on this topic used Hedges' (1982)
homogeneity approach. -More than 100 -studies in this area were
’origijiillir 16c§téd by Eéglir, ﬁhb iiséd bbth é béi:§C6ré éppi'dééh

studies_ iBagJ;y, i918, Bagly & Garit, _31981). giy s anaiYses

showed that males and females differed significantly in.

conformity, gng gggup pressure. Becker thbnght,ﬁhogrever, that a
reanalysis of Eagly's data was needed. To her, Eagly's box-score
approach seemed clearly inadequate, and even Eagly and Carli's
meta-analytic methods seemed to be ad hoc.

_____Becker examined individuahy each of . the effect. s:l;zes,,, I

reported by Eagly and Carii, and she reported that they were quite

accurate for the most part. Only a handful of the nearly 100

effect sizes recalculated by Becker differed by as much as O. 10
from Eagly and Carli's original estimates. Becker used her own
recoded effect sizes rather than Eagly and Carli's estimates in
her reanalysis of results in this area.

S Becker's reanaiysis led her to question Eagiy and Carﬂ: S

conclusions. Like Eagly and Carli, Becker found average

differences between males and females in susceptibility to

influence, but she did not attach much weight to this finding.
More important to her was her observation that variation in-study
effects was more closely related to study methodology than it was
to indicators of sex bias. Becker pointed out; for example; that

variation in results in 36 persuasion studies was related to type

of outcome variable used in the study--a methodological feature--

rather- than -to such factars as-gender of the investigator, gender

bias in message, and so on. Studies that used postscores on an
attitude measure as the outcdmé vari’ab’lé (Gr’o'iip I studies)

covariance-adjusted scores, or their equi;valent (Group II stu&iés)

produced more sizeable effects.

. It :I:s poss:l:bie to evaiuate Backer s canclusians because she
provided a figure showing effect sizes and standard errors of
these effects for the 36 persuasion studieés. Comparing Becker's
statistics with results in the original reports shows that she
calculated operative effect sizes for all studies--nn matter what

type of experimental design or dependent variable wi 5 used in a

|
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study. Such effect sizes do not estimate the same gquantities for
differeit research designs.

- Becker's calculations led her to reach the following

conclusion:

Methodological considerations rather than features
representing sex hias explain the variability in persuasion

seems_to be largely spurious., Given that we can account for

the size of the differences with this methodological

artifact, claims of sex bias must hold less sway. (P. 13).

It seens;to us that,it;is not a;@éthodological characteristic of
the studies that explains the different effect sizes in Group I
and _Group II egperiments. _It is rather Becker's method of .
calculating effect sizes that explains her finding. Group I_

treatment effects were standardized on a final-status measure, Sy,
Group I1 treatment effects were standardized on measures of gain,

T e e—— . 0 T T T T - _2 .
§é = S"/ ll - rﬂ"I ; or on residual measures, §§ = S /1 f rgi .

Given the difterence ifi the units on which Group I and T
treatment effects are standardized; me=ningful conclusions cannot
be drawn from an analysis of the combined data set:

§§§g§§ggee££ects., Pearlman s (1984) effect size synthesis,

rulik et al. (l984)‘ 7Rulik7and his colleagues had concluded from
their meta-analysis of results reported in the studies that -
ééiéhiﬁé proarsus iﬁ ééﬁétél hi?é PﬁsitiVé éftétts bﬁ iptituﬁé

in_ two literatuzes_ on,coaching.,,the literature on the sar and the

literature on other aptitude tests. Kulik and his co-workers were

unable to explain much of the variability in effect sizes within
these two literatures, and they concluded that "it was impossible

to explain fully why coaching results differ from study to study
as much as they do” (p. 187).

,,,,,,, Peariman analyzed the data assembled by Kulik and his co-_

workers using the methodology for effect size synthesis deveioped

by Hunter et al. (1982). Pearlman's analysis led to conclusions
that differed from Kulik's on all major points. Pearlman -

concluded, -for example, that coaching effects are small for- hoth
the SAT and for other tests. Most important, Pearlman concluded

sizes was attributable to a statistical artifact--sampling error--

A |
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rather than to true dtfferences in results fram dxfferent studies.
Pearlman interpreted his results as supporting the conclusion that
between-study differences in coaching effectiveness are much less
extensive than they appear to be.

o ,eiose examination of Eeariman s caicuiations show that they

are seriously flawed. These flaws can be seen most clearly in .

Pearlman's analysis of results from 14 SAT studies included in. the
total pool of 38 studies.  Pearlman calculated the total sampling
error in the 14 studies using a cumulation formula (Hunter et al.,

1982, p. 102) that is closely related to Formula 9 -and is .
appropriate for calculating sampling error with_independent-group,

posttest-only experimental designs:. None of the 14 SAT studies

used such a design; however, and none of the 14 effect sizes for

these studies was calculated from such formulas as 1 or 17. The
formulas that Kulik and his co-workers used to estimate effect
sizes were formulas for inter pretabléféffegt s;zes. -Formulas 2,
10, 12, -13, and 15. - The appropriate formulas for calculating- - -
standard errors of these effect sizes are Formulas 11, 14, and 16.

__ The results of Pearlman's failure to take experimentai design
into account are serions. _He estimated that 51 per cent of the

variance in the distribution of SAT study effects could be
attributed to sampling errors in the individual studies. If he
had tzken into account the fact that all 14 SAT studies used pre-
post designs and that- SAT retests correlate- .88, -he-would -have had
to _conclude that sampling error of effect sizes in individual

studies could not account_for more than 12 per cent of the _____

variation in study effects. Because some of the SAT. studies used

additional covariates, matched-pairs designs, and factorial -

designs that further reduced sampling errors, the true proportion
of study effect variation attributable to sampling error may be
even lower. :

Coniclusions

31though many researchers have found Giass S meta—anaiytic

methodoiogy appealing and useful, some methodologists have S
criticized the ctatistics that underlie this methodology. ﬂédges

and Olkin (1982), for example, have described Glass's procedures
as_ad hoc and generally inappropriate. -They have also asSerted
that hundreds of _meta-analyses patterned on Glass's model have
used statistics that are of questionable validity or that are

demonstrably incorrect (Hedges & Olkin, 1985, p. 14). "The

conclusions of these meta-analyses may indeed be correct,” Heﬁges
and Olkin have written, "but the statistical reasoning in support
of these conclusions is not" (1985, p. 14).
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- -Wedges and Olkin (1985), Hunter, Schmidt, and Jackson (1982),
and Rosenthal (1984) have in recent books tried to firm up the
statistical basis of meta-analysis. Careful examination of their
books shows; however, that they fail to distinguish between

interpretable and operative effect sizes, and they ignore Glass's

guidelines on the calculation of interpretable effect sizes for

studies with ditferent experimental designs. Their failure to

calculation seriously limits the utility of their work.

It is no surprise to find that users of the statistics

advocated in these recent books have produced works with Serion.s
flaws:

1. These meta-analyses have often been based on operative rather
than interpretable effect sizes. Because operative effect sizes
are usually calculated with reduced standaraization terms, -
operative effect sizes are_ inappropriate for use in meta-analysis.
When operative effect Sizes rather than interpretable ones are

used in research syntheses, an artifactual relationship emerges.

between effect sizes and experimental designs, and average effect

sizes often become Seriously inflated.

2, These 1eta-analyses have otten been hasea on miscalculated -
Standard- errors. Hethodologists who -have written about standard
errors of effect sizes have presented only one _formula for .

calculating such standard errors. This formula gives reasonable,

results only when applied to_studies using an unblocked; posttest-

only design. The formula produces inaccurate results when applied

to studies that estimate effects with greater precision--or for
the ma;ority of studies in the social sciences.

- We. believe that valid conclusions cannot he drawn from meta-
analyses in which effect sizes are miscalculated._ Nor can valid
conclusions be drawn when meta-analysts use inflated standard

errors to_test the homogeneity of collections of effect sizes.. wé

are therefore more pessimistic in our assessment of recent meta-
analytic work than Hedges and Olkin were in their evaluation of
earlier meta-analytic results. We believe that both the
statistical reascning and the conclusions are likeJy to be -
incorrect in studies that have used the newer statistical methods
for research synthesis:
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Table 1

Comparison of Effect Sizes in Keshock's (1970) Study

Different Formulas

Estimated &

Effect Size
Estimated by Estimated from
Rosenthal & Rubin (1982) Formulas 2 and il
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