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Abstract

This paper proposes a +heory of relatlon comprehension. Flrst, semantic
relations (e.g., antonymy, class Incluson, part-whole Inclusion, synonymity)
are uniquely defined by simple refaflons (e.g. opposition, overlap, symmetry).
Second, relation processing Is based on the definitlons of semantic relations

involved in a task. * =, relatlon comprehension <an be accounted for by the

simple relarions invc o by relation definitlon.




Relatlon DefInltlon Theory

Relations between words (e.g., antonymy, class Inciuslon, part-whole
Inclusion, synonymity), are commonly regarded as important |anguage phenomer.a
~ In anthropology, artificlal lnf;lllgence. lexlcography, lingulstics,
phllosophy, and psychology (Blerwisch, 1970, Bollnger & Sears, 1981; Evens,
Litsowitz, Markowitz, & Werner, 1983; Katz, 1972; Kempson, 1977; Lyons, 1968,
1977; Palmer, 1976). Performance on relatlon tasks Is taken to reflect verbal
abllity, dimensions of Intelllgence (Sternberg, 1977; Whitely, 1976), and
mental processes as they pertain to language (Clark & Clark, 197C; Rosch,
1978; Smith & Medin, 1981) and to thought (Deese, 1965, 1970). Thus It would
be helpful to several research areas In ps: *hology to develop an adequate

psy.nological account of how relations are processed In language tasks.

SemantIc relations differ In loglcal properties (Bar-H:llel, 1967;
Hampton, 1973; Johnson-Lalrd, 1975; Katz, 1972). These propertles exlst
because of the partizular definition of a relation. The essence of the theory
proposed here, Reiation Definlition Theory Is that languaéé users are aware to
varylng degrees of relation deflnltlons, and that people>perform relation
tasks primarlly by application of the ralation definition (or deflnltions) to

the demands for processing Imposed by a task.

The definltlons of sementic relations are bullt out of one or more
simpler relations or relatlional elements. For example, the relatlion of
similarity Involves just one relatlion element; that some aspect of the meaning
of one word be shared by another. An example of a reiatlon that Involves more
than ore element Is that of contrary antonymy. The fi.rst eiement .equired by
thls semantic relation Is the sharing of dimensional meaning; e.g., the
dimenslon of temperature states s shared by hot and coid. The second element
Is opposition on the dimension; e.g., hot and cold 2re cleerly opposed where

hot and warm, alsoc both temperature states, are nct. The third elemert |s that
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opposlition be symmetric, @.9., haot and cold are opposed symmetrically whereas
hot and cool are not. Thus, contrary antonymy Is deflned as two words 1)
sharing a common dimension, 2) with opposed meanings on thls dimenslon such

that 3) opposition Is symmetrical.

A recent study (Staslo, Herrmann, & Chaffin, In press) Illustrates the
predictive power of relation definitlons. Thls study modelled Judgments of
similarity between relations as reported in a previous study (Chaffin &
Herrmann, 1984). The Judgments of relation similarity were made by subjects In
a sorting task. Each subject sorted cards where each card represented a
different relation as Illustrated by five pairs. The names of these 31
relations, and two palrs representing each relatlon are presented In the first

two columns of Table 1. The sorting frequencies Iindicated

-

Insert Table 1 about here

three aspects of sudjects' perceptions of relation similarity. Flrst, subjects
perceived relations as simllar when they originated from +he some famlly
grouping, e.g., contrasts, similar, class Incluslion, case relatlons, and part-
whole inclusion. The relations that we.e sorted Into a famlly by Chaffin and
Herrmann's subjects are shown In Table 1. Second, tamllles were percelved to
vary in relatior. simllarity to each other (e.g., similars and class inclusion
relations ware occaslonally sorted together; case relations and part-whole
inclusion relations were occaslonally sorted together; contrasts were almost
never sorted with the other four famllles). Third, sub jects' perceptions of
relations similarity varled within a femily, e.g., opposites Ilke hot-cold
were sorted more frequentiy together with opposites !ike al va-dead than

either were wlith opposites |ike frank-hypocritieal.




-

The three ways that relation simlilarity varied In Chaffin and Herrrmann's
(1984) study may be explained as being due to agreement In the elements that
define relations. For example, subjects frquently sorted palrs |lke allve-dead
with hot-cold because both palrs. represent the antonym elements of (1) a
common dimension on which word meanings are represented (2) bllaterally and
(3) symmetrically about the dimensions midpoint; however, nelther palr was
sorted with synonyms (cac-auto) since synonymity Is not deflined by a common
dimensicn with symmetric opposition. However, Chaffin and Herrmann's
explanention was only speculative; consequently, It seemed appropriate to test
whether agreement In relation elements might actually account for the relation

similarity data.

In order to provide an explicit test of the element agreement hypothesls
of relation simllarity, It is necessary to develcp a precise |ingulstic
account of the relational elements required by the 31 reiations In t..e Chafflin

and Herrmann (1984) study. Table 2 presents such a2 |ist of ielatlonal

Insert Table 2 about here

elements and Table 1 presents in its third column the way In which these
elcments enter Into each of the 31 relations (Tables 1 and Z are drawn from a
manuscr ipt by Stasio, Herrmann, & Chatfin, In press). The present accounts of
relation definltlons and thelr elements were derived from detalled analyses
glven In standard lirgulstlic sources (Lyons, 1968, 1977; Leoch, 1974; Evens,
Litowltz, Markowlitz, Smith, & Werner, 1983) and In other sources clted In
Chatfin & Herrmann (1984). We wish to point out that lingulstic analysls of
some of these relations is new; thus, some of these ceflinlitions reprusent only
a first approximation to the deflinitions that will eventually be settled on.

The defin.tions In Table 1 may be Interpreted with the ald of Table 2 In the

6




following manner. For example, the definltion of contrary antonymy Includes

the elements of dimenslional meanling, contlnuous dimenslon, and symmetrelc

bllateral position on a dimension (Herrmann, Chaffin, Contl, Peters, &
Robblins, 1979).

Compar Ison of the definltions In Table 1 suggests that relation element
agreement accounts for the sallent results of Chaffin and Herrmann's study.
First, it may be seen that the relational elerents defining relations differ
markedly between famiiles, consistent with the finding that sorting was most
frequent within famlilles. Second, the overiap In relational elements across
familles Is partially consistent with the sortiag dats. For example, the
similars and class Inclusion familles share approximately two elements and
were occaslonally sorted together. Alteirnatively, the part whole relations and
syntactic relations were occasionally sorted together but share no relational
elements. Thiru, the agreement In elements between relations wi*hin a family
appears to be conslistant with the sorting data, e.g. the definitions of
necessary and Invited attributlion agree more with each other thar elther of

these relatlons agree with synonymlty.

Table 1, besides allowing a quallitative eviuation of the relation element
explanation of relation similarity, permits quantitative tests of *nis
explanation. Two equations were formed to yield relation simllarity estimates
from relatlion eiement agreement. (Many other equations are clearly posslible;
it Is beyond the scope of thls article to provide a comprehensive analysis of
possible math models of relation simllarity). Cne equation represents
simllarity as hidirectional (!.e. Relation 1 is & simllar to Relatlion 2 as
vice versa). The other equatlon represents sic{iarify as the mean of
unidirectional similarities (where the similarlty of Relation 1| to Relation 2
may differ from that of Relation 2 to Relaticn §: cf. Chatfin & Herrmann,

1981). If relation slmitarity Is based on the aumber of sharad relational
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elements, then there should be a signif!cent correlation between the sorting
data reported by Chaffin & Harrmann .1984) and each of the relation Simllarity

estimates.
Method

Relatlon Simliarity Sorting Freauencles. The sorting data collected by

Chaffin and Herrmann §1984) were represented In a matrix (31 relatlons by 31
relatlons) In which each cell of the matrix contained the number of subjects
who sorted Into the same plle the two relations defining a cell. Since sorting
data do not separate directional differences In similarity (l.e. Relation 1 to
Relation 2 versus Relation 2 to Relatlon 1), these data fli1| only half of the
matrIx (whlcﬁ Included 465 cells). The Chaffin and Herrmann report does not
present this matrix dlrectly but Instead the Hlerarchical Clustering Sclution

(HICLUS) that was derived frcm the matr Ix.

Estimates of Relatlon Similarlty from Relation Detinitions. Two kinds of

estimated simllar ity co-efficlients were derived from alternative mathematical
expressions of agreement In definltlonal elements. The bidIrectlonal
simllarity of two relatlions (R1 and Rz) was computed from the number of
elements (A) that were In agreement between the given relations over the mean
number of elements that defined both relations, [.e. simllarity = A/ ((R, +
Rz)/Z). The unidlirectional similarlty of two releations was the mean of the
overall number of elements that were in agreement between the relatlions over
each relation's elements, l.e. simlliarity = (A/R‘ + A/Rz)/z. Each klind of
simllarity estimate was computed for each cell In the matrix that was
Identical to the emplrically based sorting matrix. It should be noted that
nelther equation took account of the hlerarchica)l structure of elements
defining relations (e.g. that two words must shere a dimenslon bofore they can

be opposed) In order to simpllfy the enalysls




Results

The correlation of the sorting data with the blc¢irectional simllarity
estimate was .685, df = 463, p <.001. The correlation for the unldirectional
simlilarlty estimate was .707, df = 463, p < ,001. SInce the two kinds of

simllarlty estimates were essentlally the same, all further statistics

reported here will be for the unidirectional simliari{y estimate,

Additlonal analyses were carrled out to determine how well relation
element agreement correlates with the three specific aspects of the clustering
analysis reported by Cheffin and Herrmann (}984);: that relations were
percelved to be most simllar within & famlly, that famlililes varled In
similarity to one another, and that relations within a famlly varied In
simlliarity to each other. To 8ssass how much of the varlance was accounted for
by the defining elements of a tamily, a famlly similarity matrix was comput-~d,
Simllarity estimates were assigned a value of 1 when 2 palr of relations came
from the same famlly as definad by relation definitlions (faml'y elements are
under|ined In Table 1). Estimates were assigned a value of 0 when the palr
came from dlfferent familles. The family-based correletion wes, as expected
from the HICLUS solution In Chaffin and Herrmann (1983), substantial: r =
-691, df = 463, p < .001. A partlal correlation of relatlon simllar ity and
relation element agreament with family element agreement held constant was
.355, df = 461, p < .001, showing that some of the varfance In the sorting

data cannot be accounted for by agreement of family elements within a famlly.

To assess how well relatic. element agreement aceounts for the simllar Ity
of famllles to each other, the sorting frequencles wer-e correlated with
element agreement for relations from different familtes, r = ,399, df = 378, p
< .001. Inspection of Table 1 Indicates that this correlation |s due to
interfamily agreement for similars and cless Inclusiofi, as well as to

agreement on general Inclusion between pert-whole Inclusion and class
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incluslon.

In order to assess how well relation element agreement accounts for
relation similarity within families, the sorting data and similarity estimates
were correlated for each of the }lve fomil les separately. These correiatlions
by family were: contrasts, r = ,751, df = 28, p>< .001; simllars, r = 517, df

10, p < .07; class Incluslon, r = ,535, df = 15, p < .05; case refations, r

= .445, df - 10, p < .1C; and part-whole relations, r = ,329, df = 21, p <
.08. Although three of these ccrrelations were not significant ( p < .05), the
gener al pattern of rasults Indicates that sorting within famllies may be
accounted for by relation element agreement. |t seems |lkely that a more
powerful sorting study (e.g. such as one which used more subjects) would

obtain significant correlations for all of the famllies.

It might be argued that the present analyses are not valld because the
relation elements used here are not genulne compcnents of relation
definitlions. For example, the elements, may have been ceveloped ad hoc to
explain the Chaffin and Herrmann (19€4) study. However, careful examlnatlion of
the semantic-relations |lterature will show thet the definitions In Table !
coinclde closely with current lIngulstic eccounts ct relation definitlons
(Apresyan, Mel'Cuk, & Zolkovsky, 1981; Leech, 1974; Lyons, 1968, 1977; see
also Evens et al., 1983); relation element agreerent does predict relation

simllarlty data.

Even If the present correlations are valid, It ray be argued thut other
models exIst that generate better accounts of relaticn similarlitv data.
Metwork theorles, It might be supposed, could do sc. Hcwvever, these theor ies
are totally Incapable of accounting for refdtlon similerfty because the |lnks
representing relations In networks are assumed tc be unanslyzable and unique
fJohnson-Lalrd et al., 1984). But a variant of netwerk rocdels could be assumed

that can generate relation similarity esticates. Th's varliant assumes that
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relation |inks represent just the famlly relatlon botwoen words. Thus, relzted
words In each famlly (e.g. antonymy, part-whole Inclusion) would be |Inked by
assoclations representing the appropriate famtly. If a maximal simllarity of
one Is assigned to pairs of relations having the same famlly marker, and zero
otherwise, It Is possible to genarute simllarity estimates for the Chaffin an:i
Herrmann study. These es*imates are equivalent to that ¢Iscussed above
concerning famlly elements. As was also poinied out above, the partial
correlation holding famlly Influences constant showed thet nelther famlly
elements nor marked |inks wlll be sufficlient. Instead specific relational

elements must be assumed as well to fully account for the sorting data.

It might be argued that a variant of a feature comparison modei can
generate a better account of the sorting data than that done from relation
elements. These mocels assume that relatlions are spprehenced merely from the
computation of overiap of meanings In a word palr (Smith & Medin, 1981).
Obvliously, overlap alone carnot Indicate the degree to which relstlons
resemble one another; e.g. ths meanings of car-engine have nothing In common
with the neanings of house-kitchen, yet these pairs clearly possess simllar
relation definltions. In order to account for these data, these modeis will

have to be mcdified to expilclitly process the elements defining relatlons.

Thus, the best account cf relation similarity Is provided by a mode!l In
which relation simlilarity Is derived from the agreemcnt In the elements that
define relations. This conciuslon colncides with evidence that relation
similarity ratings and the latency and accuracy of relatlion Judgements rest on
processing stimull according to how well thelr relational properties conform

to the eiements defining task relations (Johnson-Lalrd, et al., 1984).

In summary, Relation Definitlon Theory successfully predicts relation
simllarity on the basis of one key primary assumption: that people perform

comprehend relations by processing sone or all of the simple relation elements
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defining the task relatlon. That semantic relatlions differ Is obvlous; that
thelr deflinitions differ Is obvious. However, I{ must be nuted that Relation
Definlition Theory Is explicitiy different irom previous sen&ntic memory
theories since I+ Is the first theory to make a relation's definition the
basls of semantic processing. Semantic relations constlitute units of meaning
wvhose purpose Is +. enable a person to logically manlpulate and evaluate
verbal Ideas. Untll the logical nature of semantic relations Ic made the
central focus of semantic-memory thecr i~<, these theorles wil| provide an
Inadequate per fornence of language tasks Involving relatlions. Relatlon
Definition Theory makes the ioglc of relations central; consequently, thlis
theory promises to account for & wider range of relation phenonema than

addressed by previous models.
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Table 1

Semantic Relations and Their Relaticnal Elements?

felations by Pamilias Examp'sa Relational Elementa”
I. CONTRASTIS
Pseudoantonyms Popular-Shy, Generous-Poor Dim, BiP, Con
Contradictory Alive=Dead, Remember-Forget [Dim, BiP, Dich, Sym
Contrary Old-Young, Smooth-Rough Din, BiP, Cont, Sym
Directional Front-Back, Left-Right Dim, BiP, Dich, Spa
Reverse Buy-Sell, Attack-Defend Dim, BiP, Dich, Vec
Asymmetric Contrary Hot-Cool, Large-Tiny Dim, BiP, Cont
Incompacible Frank-Hypocritical, Din, BiP,
Happy=-Morbid .
Attribute Similarity Rake-Fork, Valley-Gutter Over, Int, Att, Dis,
II. SIMILARS
Actionr Sudordinate Cook-Fry, Clean-Scrub Inc, Int, Unil

Dinensional Similarity Smile-Laugh, Hungry-Starving Over, Iat, Dim, UniP,

Synopymity Purchase-Buy, Car-Auto Inc, Int, BiI
Necessary Attribution Bachelor-Unmarried, Over, Int, Att, Poss,
Tower-High

Invited Attribution Food-Tasty, Bed-Comfortable Inc, Con, Att, Poss
IIX. CLASS INCLUSION

State Subordinate Disease-Polio, Emotion-Fear Inc, Ink, Unil
Functional Subordinate Furniture-Chair, Vehicle~Car Ing, Iat, Uil
Activity Subordinate Game-Chess, Crime-Theft Ing, Int, Unil

Perceptual Subordinate Animal-Horse, Flowsr-Rose Inc, In;, Undil

Place Germany-Hamburg, Asia-China Ing, Poss, Partive,
Loec
Geographical Country=-Russia, Ing, Int, Unil
Subordinate Continent-America
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IV. CASE RELATIONS

Action-Recipient

Action-Instrument
Agent-dction
Agent-Instrument

Agent-0b ject

V.. PART-WHOLES

Measure

Ingredients

Collection

Group

Functional=0b ject

Functional Location

Organization

Sit-Chair, Hunt-Prey
Drink-Cup, Cut-Knife
Dog-Bark, Artist-Paint
Farmer-Tractor, Soldier-Gun
Baker-Bread,

Carpenter=Lumber

Mile-Yard, Hour-Minute

Pizza-~Cheese, 'rablc-w'ood

Forest-Tree, Flect-Ship

Choir-Singer,
Faculty-Professor

Car-Engine, House-RocS

House-Dining Room,
Kitchen-Refrigerator
Army-Supply Corps,

Government-Executive Branch

Evt, Act, ObJ
Evt, Act, Inst
Ext, Act, Agent
Evt, Agent, Inst
Evt, Agent, ObJ

Inc, Homo, Partive

lne, Prop, Poss, Comp,
Loc, Partive

lng, Prop, Homo, Poss,
Partive

lng, Prop, Soc, Homo,

- Poss, Partive -

ing, Prop, Attach,
Poss, Comp, Partive

Ing, Attach, Prop,
Poss, Comp, Partive

ing, Prop, Soc, Attach

Poss, Comp, Partive

2 The relations in this table are those used in Chaffin and Herrmann's

(1984) sorting study. The table presents these relations according to family

and in the order of presentation in the Hierarchical Clustering solution of

the sorting data.
b

All relations in the table involve the element of denotative agreement

inaddition to the elements shown. For the definitions of the relation elements,

see Table 2.
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Table 2

Relation Elements and Their Definitions

Relatiop Elements Definition RQescription

I. Concerning Orieptation of Meaning

Denotative (Den) Wi & W) share denotative meaning referential sense
Connotative (Con) Wi connotes Wj affective sense
1I. Congerning Substance of Meaping

Attributive (Att) Wi "is* W3 must (can) be like
Property (Prop) Wi ®"has®" Wj property of
Componential (Cecmp) Wi is a component of Wj partial make-up of
Social (Soe) Wi is socially committed to Wj social contract
Homogeneous (Homo) Wi's referent is indistinguishable

indistinguishable from
Wi's referent
Attachment (Attach) Wi's referent is attached to is attached to

W 's referent

Possession (Poss) Wi belongs to Wj owned/possessed by
Agentive (Agent) Wi acts on/to/for Wj agentive power
Objective (Obj) Wi is an object of/to/for Wj object status

Instrumental (Inst) Wi acts as an instrument for W) instrumental powar

Action (Act) Wi is action bearing to,/for/on W3 action bearing
Event (Evt) Wi pertains to an event involving event bearing
LF]

III. Congerning Qualification o€ Meaning

Dimension (Dim) Wi & WJ share a single dimension dimensional commonality

Unilateral (UniP) Wi & WJ are on the same sides of same side of midpoint
Position the midpoint

Bilateral (BiP) Wi & W) are on opposite sides of opposing magnitudes
Position the midpoint
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Symmetrical (Sym) Wi is of = magnitude to W] equidistant from

Position midpoint
Continuous (Cont) Wi & WJ can be qualified gradable
Discrete (Dis) Wi & WJ can not be qualified non-gradable
Dichotomous (Dich) If Wi then not WJ autually exclusive
Spatial (Spa) Wi is spatially opposite WJ opposed in space
Vector (Vec) Wi is directionally opposed to Wj directionally oriented
IV. Concerning Amount of Meaning
Inclusion (Ine) Wi is included in WJ general inclusion
Overlap (Over) Wi is partially included in WJ overlap in meaning
Intersection (Int) Wi is semantically in~luded in semantic inclusion
. ¥
Unilateral (UniI) WJ includes all of Wi, but Wi partial inclusion
Inclusion does not inmelide all of WJ
Bilateral (BiI) Wi = WJ total inclusion
Inclusion
Locative (Loc) Wi's referent is dependent locational restraint
Inclusion ;n Wj's referent
Partive (Partive) Wi is literally part parts of
Inclusion of WJ
20
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