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VIOLATIONS OF FREGE'S PRINCIPLE
AND THEIR SIGNIFICANCE FOR CONTRASTIVE SEMANTICS

Darypp GisBON

Unicersily of Goitingen]University of Bielefeld

1. Preliminary remarks

The content of this paper has developed from more specialised investig-
ation in other areas of semantics, particularly those of idiomaticity and
prosodic meaning. Much of it has been said before’ by others, though in different
and more heterogeneous contexts. The central point, that natural languages
violate Frege’s Principle (cf. §2), has been a commonplace of logic for a
century (Frege’s Begriffsschrift appeared just one hundred years ago); many of
the specific examples, t0o, have also received extensive, if not definitive,
attention in many quarters. A unified account of these problems within a
practical descriptive framework is lacking, however, and this paper is in-
tended to contribute towards delimiting the scope of such an account. It is
suggested in the final section that there may be a unified strategy for solving
this apparently heterogeneous set of problems, using a specific conception of
context-sensitivity.

Neither is the descriptive field of contrastive scmantics a new subject;
like other domains of linguistic discourse, it is nevertheless constantly in need of
systematic re-statement. There have been many detailed studies of semantio
similarities and dissimilarities between languages, in contrastive and in general
linguistics, particularly in lexical areas (e.g. verb valencies) but also on pro-
blems of sentence semantics such as quantification, propositional attitudes,
presuppositions. In this paper I shall present a slightly more general perspective,
and in order to do this I shall distinguish three of the possible views of what
the term contrastive semantics may mean before starting on the muin body
of the paper. These views are:




6 D. Gibbon

(1) i that contrastive semantics is plain semantics used to describe
two rather than one or nineteen languages;

ii. that contrastive semanties is essentially the description and expla-
nation of translation;

iii. that contrastive semantics is the description and explanation of the
semantic system underlying the use of more than one language by
persons in eommunities.

These three perspectives may be thcught of as being arranged roughly on
a scale of idecalisation. The first has the least ambitious empirical goals, but
the greatest chance of providing explanation rather than just description.
The last is empirically tl.e most ambitious, and the least amenable at present
to stringent explanatory description; it underlies approaches to second lan-
guage learning, bilingualism and diglossia. The intermedjate category is
not located on a simple straight line of idealisation between these two, but
it does provide a bridge between thzm: translation may be seen at the ‘upper’
end on this scale as a semantic operation over two languages; at the ‘lower’
end it may be seen as a form of bilingual language activity. There are other
ways of bridging this idealisation gap; such notions as control of contextually
determined language vatiation, stylistic and functional ‘code’ switching, would
also provide bridges of different kinds. Translation provides & convenient
perspective for present purposes, however, and also in many ways a realistic
goal for contrastive semanties, whether theofetieal or applied. The present
discussion has been developed with this perspective in mind, though particular
arguments have been drawn mainly from the first of the above perspectives,
and an explicii model of translation which includes non-Fregean translation
is not developed.

2. Frege’s Principle, idiomaticity and analysis

In a discussion of Montague grammar, Partee states the following (1976.52):

the task of the semantics [associated with a particular syntax] is to assign inlerprelations
to the smallest units and then to give ruies which determine the interpretation of larger
units on the basis of. the interpretation of their parts.

Similar formulations are given by Cresswell (1973.75f.), who introduces the
term ‘Frege's Principle’ for this fundamental inductive principle of composi-
sitional semantics, defining it as
the principle that the meaning of any complex expression is determined by the meanings
of its parts. Or to be more precise, the meaning of the whole expression is a function of the
meanings of its parts.
He provides two explications of the principle, a weaker one simply stating
the function involved, and a stronger one based on the substitutability of

6




Violations of Frege’s Principle 7

synonymous constituents with preservation of the meaning of the whole eon-
struction. The first will be used in this paper. In Frege’s works, the principlo
was more implicit than explicit; it seems clear (1892 (1962.49f.)) that he took
it to hold for the compositionul aspects of sense (Sinn), but although in
mtrodueing his ‘conceptual notation’ (Begriffsschrift) he uses an induetive
definition of the notion of having reference (e.g. 1893:46), it does not scem
that he goes so far as to claim that the reference of a sentence when asserted,
i.e. its truth value, is a function of the references of its parts (i.e. objeets),
contrary to Cresswell’s note (1973:75). Reference assignment to sentences
presupposes such references (cf. ‘Vorausselzung’ in 1892 (1962.54)), but would
presumably not be taken to be a function of these presuppositions. Further-
more, Frege points out in the same study (p. 52)

dass die Bedeutung des Satzes nicht immer sein Wahrheitswert ist,

This being the case, the reference of a sentence cannot be said to be a function
of the references of its parts; in oblique (indireet, reported) contexts, its re-
ference is said to be its normal sense (gewShnlicher Sinnr). Both sense and
reference, our intension and extension, will be considered in the following
discussion. The paper is not concerned with Frege exegesis, however; the Partee
and Cresswell formulations will be taken to be suitable starting points. Other
terms associated with extensional aspects of Frege's Principle are the following:
Leibniz’ Law; the principle of extensionality; the substitutability of equiva-
lents; substitution salva veritate. They refer to the fundamental notion in
extensional semantics that if a term with & given referent is substituted for
a term with the identical referent in some senfenee, then the truth value of the
sentence isnot affected by this substitution. Logics fei which this aspeet of the
prineiple of compositionality does not hold are called ‘intensional’.

Arnlogous principles have served from time to time in linguistic semantics;
Bloomfield’s semantics (1933) appears to be based on this principle, for instan-
ce. More recently, it has characterised the theories of Xatz and Fodor (1963),
Weinreict: (1966) and others within the generative approach, where the
principle has been discussed as a solution to the ‘projection problem’. It is
hard to decide whether gencrative semantivs conforms to Frege's Prineiple
or not, in view of its apparently uninterpreted deductive structure; it is
probably intended to conform to tlie prineiple in many of its central concerns,
however. .

Perhaps surprisingly, the standard dictionary definitions of one scnse
of the word ‘idiom’ amount simply to the claim that idioms are tlhose composite
oxpressions which do not eonform to Irege’s Principle, as in the seecond part
of the Webster's Collegiate Dictionary definition (taking ‘conjoined’ non-
teehnically):

’

an expression, in the usage of a language, that is peculiar to iteelf either in grammalical

o



8 D. Gibbon

construction or in having 6 meaning which cannot be derived as a whole from the conjoined
meanings of its elements.

This kind of idiom definition is quite common ir linguistics, note Hockett's
well-known definition (1958:172):

Let us momentarily use the term “Y* for any grammancal jorm the meaning of which
18 not dedudible from ils structure. Any Y, any in occurrence in which it is not G con-
stituent of a larger Y, is an idiom.

This definition ig‘mreg non-wellformed ‘idioms’, and forces Hockett to regard
non-composite items, i.e. morphemes, as idioms, a highly debatable point;
the phrase “in which it is not a constituent of a larger Y™ deprives putative
idioms of this status when embedded in a larger 1d10m Similarly, Fraser sta-
ted (1970:22):

For the purpose of this discussion I shall regard an idiom as a constituent or series o
constituents for which the semantic interpretation is not a compositional function of
the formatives of which it is composed. "

Since there are many other kinds of violation of Frege's Principle than idio-
maticity (cf. §3), and since the descriptions of idiomaticity given here amount
to simple denials of Frege's Principle, they cannot be regarded as sufficient
conditions for idiomaticity, though they are necessary conditions. They are
therefore not, ir. any strict sense, definitions of idiomaticity at all. A similar
point, though not in these ferms and in a more restricted context, was made
by Voitl (1960:206), who noted that the definitions also apply to metaphor;
one might add irony, allusion and a host of other systematic and stylistic
devices. It is intercsting to observe that Hockett included a variety of lin-
guistic forms in the category of idiom which at first sight seem to overstretch
the meaning of the term: substitutes (i.e. indexical and anaphoric expressions),
proper names, abbreviations, compounds (with quulifications) figures of speech
aad slang But however counter-intuitive some of these categorics may be
as types of idiom, as Hockett described them they are all violations of Frege’s

Principle and their heterogeneity is simply a consequence of taking this prin-

ciple to be a sufficient condition for idiomaticity.

More will be said on the subject of idiomaticity in the following two sections.

The main area of application of Frege’s Principle has been in the construc-
tion of ‘ideal’ or ‘perfect’ formal languages to explicate and replace suppo-
sedly inadequate natural languages for certain logical and methodological
purposes; it formed the basis of the programme of analysis whose énrliest
representatives were Frege and Russell, and which initiated one main branch
of analytio philosophy. Cresswell uses Faoge’s Principle to mark a boundary

between natural and ideal languages (197%:76): -

Frege's Principle does not hold for ordinary language. Indeed, it might be plausible to
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maintain that this is the most crucial difference between the avtificial languages.ue have

been describing and the language we use in everyday communication.

It is intuitively evident that, given two artificial interpreted languages.
conforming to Frege's Principle and having the same domain, the probiems
of translation (cf. lii. in §1) are easily stated. Either the smallest constituents
in cach language may be translated definitionally as in word-for-word transla-
tion, with the principle of compositionality looked after by the syntax, or if
the primes of the two languages are differently ‘decomposed’ or ‘componen-
tialised’ with respect to the domain, then translavion may take place betwcen
constituents at different compositional levels. Then, in the words of Haas
(1962 (1968:107)): :

Tho disoipline of translation consists very largoly in choosing tho smallest pussiblo

unit that will admit of adoquato matching.

In natural languages this problem of ‘adequate matching’, i.c. an inter lan-
guage version of the synonymy problem, is far more complex. The point at
. issue in the present paper is that there arc areas where the criterion of ‘ade-
quate matching’ of constituents which have the same meaning in some sensc
may not guarantce the translatability of the whole. This may be illustrated
by mecans of a referentially opaque context (cf. §3. 1.). What is the best trans-
lation of “Ceasar dixit, ‘Veni, vidi, vici’’? Is it (1) “Caesar said, “Veni, vidi,
viei™, or (2) “Cacsar said, ‘I came, I saw, 1 conguered’”, or (3) “Caesar
said he came, saw and conqguered”, or even (4) “Cacsar reported on his arrival,
his obscrvations and lis conquest”? Wherever further contextual considera-
tions are required in order to make a choice, Frege's Principle is infringed;
this epplics to puns, metaphors, idioms and reloted areas, being particularly
obvious with regard to loan idioms such as vice versa, chacun & son gofit, hoi’
polot, &c.

This is not to claim that Frege's Principle is irrelevant to natural language
semantics, It is cssential for characterising the clear cascs where comnmon
sense, too, accepts compositionality, its function here is the complementary
onc of delimiting the unclear cases.

3. Violations of Frege’s Principle in natural languages

The first thing to clarify in this context is the mcar\ling of “meaning”.
Since a full discussion of this problem is not possible here, the simple Fregean
distinction between sign, sensc and reference will be used. The notions of asso-
ciative or connotative and natural meaning may be taken as being o.tside
the scopc of Frege's Principle in the first place, while to many who held
functional or instrumental theorics of ‘mcaning as use’, the principle wilk
secm to be a complete red herring; I shall use it as a heuristic tool. Eaeh of the
follow ing subscctions will be oriented towards the Fregean meaning triad.

9




10 D. Gibbon

The sceond thing to clarify is what counts, in a general sense, as a viola-
tion of F'rege’s Principle. There are a number of ways in which meaning compo-
sition as a function of component meanings may fail; they will be numbered
according to the following failure types:

o

{2} 1. absence of a value for 2 given sct of arguments (opacity);

ii. presence of more than one value for a given sct of arguients
(ambiguity);

ili. absence of one or more arguments (context-sensitivity);

iv. indetcrminacy about whether arguments or values are present,
and if so which (vagueness, fuzziness).

_"This means taking Frege's Principle quite literally as a statement about
a function in its strict technical sense in which the meaning of a given consbruc-
tion C'is a function of the meanings of its constituents C;,... Cp:

(3) For C=[C,,... Cal, M(C)=I(}(Cy),... M (Cn})

The subtleties involved in interpreting this kind of formal conception in terms
of particular problems of natural language semantics were first, and perhaps
most clearly, aired by Weinrgich (1966, 1966a), wlho also attempted to account
for sonie types o{ violation of the principle such as metaphor and idiom.

.3.1. Opacity

If the range of the function contains no value for a given set of arguments,
this may mean, extensionally, that a composite {e.g. a sentence) has no ex-
tension (e.g. truth value), or, intensionally, that it quite litesally makes no
sense. 1n the former ease, this holds with non-constative sentences if one accepts
Austin’s analysis of speech acts (1962), since it is the defining foature of non-
constatives to have no {ruth value. The Principle can be saved here, however,
if (a) all utterances arc reduced to constatives; or (b) sentence extensions
are generalived to cover appropriateness values of other kinds, o more Austi-
nian solution.

Similar aro Frege's ‘ungerade’, Quine’s ‘opaque’ (1960:§30) contoxts such
as the embedding of sentences in quotation or reported speech, or in stato-
ments of propositional attitude (e.g. belief) or in modal, future or other in-
determinate statements. Ia these arcas, no truth value may be assignable
because what is expressed b} tlie sentence in the vpaque context is not literally
asserted to be the case. Furthermore, the intcrpretation of sentences in such
contexts requires refervnce to tie contoxt, whetlior of higher sentences or of
the situation, and thus removes the inductive basis of Frege's Principle (of.
§3.3, §4). Such contexts, if verbal at all, are indicated by a variety of locutions
aligned on a scale of explicitness from full superordinate clauses with verba

10




Violations of 'Frege’s Principle 11
dicendi &c., to senteiice adverbs, particles, parcnthetic items and tags of
various kinds. Some features of opaque contexts may also be conveyed by
intonation, though this does not occur on anything like the same level of ex-
plicitness as with locutions but more allusively, by picking out & limited com-
ponent of the context concerncd. A survey of some of the less explicit devices
in German and English which are often used for signalling opaque contexts
is tu be found in Bublitz (1978; cf. also Gibbon, 1976a).

Table 1.

. Samples of objoctions to asserted preposition (P), to assertion of
proposition/beliof (B), and. to pejoration (A).

Englisk | German
Objeotion P B A | Objoction PB A

como off it + wio kannst du nur? 4 -+
how could you. aber nicht doch +
steady on a bit also noe +  +
oh no meinst du wirklich? -

no . (do nee T+
no: (i.o. overlong) das stimmt nieht -
that’s net truo das glaube ich nicht -

do you really du spinnst wohl -

woll I don't, was, dor soll ltigen® -+ ?
woll he isn’t dor und ligen? +
yow’ro orazy wie kommst du denn

what? him lying? darauf? +
how do you know?

It is instructive to oxamine how opaque contexts may be dealt with in
dialogue in cases where the truth. value or the assignment of any truth value
at all is queried. Assertion of the sentence I: b glaube, daf Hans Higt in German,
or I think John is lying in English can meet with doubt or outright contradic-
tion in a number of ways. The contradiction of particular constituents in
contrastive contexts will be excluded here, even so, there are still three main
aspects of clause-level meaning in this example which may be called into
question. (1) denial of the proposition that John is lying, or (2) of the speaker’s
holding of the belief, or (3) objection to utterance of a pejorative statement,
interpretable as denial of the appropriateness of the value judgment.

A short selection of such rejoinders is given in Table 1; objection t. the truth
valuo assigned is symbolised by “T", to the basis for assignment of the truth
value by “B” and to the appraisive component by “A”. The lists, which are
obviously not systematically correlated and are incomplete, show that the
stereotypic expressions involved vary considerably from the one language
0 the other, us Jdo their applications as objections, but they do illustrate the

11
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12 D. Gibbon

simple point that opaque contexts have systematisable, if formally clusive
status in natural languages and are not just logical construets.
An illustration of the differing treatment of opague contexts in German
and English may be found in the use of the disagreement particles neinjnee
(and dock) as against no (and yes) when used in isolation. The English particles
} tend to be used as answers to questions; in other contexts they are expanded,
| e.g. to no, he isn’t. The German particles may be used with a broader range of
contexts, as Table 1 shows for nee and no. I recall being surprised at one time
by their use in German to operate into the narrower scope inside an opaque
context:

)

4) A. Es handelt sich wm einen statistischen Normbegri:f,
B. Das glanbe ich nicht.
A. Doch!

The related English sequence is odd, a disambiquating response is required,
such as “Yes, it is”:

(5) A. His conception of the norm is a statistieal one.
B. I don’t agree.
A. Yes!

The isolated “Yes!” is interpreted as operating on the opaque contoxu itself,
not penetrating into it; under the pressure of interferenco from English
dialogue conveutions I tuok the wider scope (though X am assured that German
native speakers often haye similar reactions). The problem is closely related to
the well known ‘not transportation’ situation in English and German, where
the scope of negation is narrower than would be expected from the surface
syintax of the opaque context (6ii):

(6) i. Ich glaube, daB es sich nicht nm einen statistischen Normbegriff
hnadelt.

ii. Ich glaube nicht, daB es sich nm einen statistischen Normbegriff
handelt.

The ambiquity is between the ‘P’ and the ‘B’ readings of Table 1, with the
‘B’ or truth value gap reading overridden — a property of natural language
which would no doubt have delighted Russell.

These examples illustrate something about opaque contexts in the some-
what extended sense of the tcvm used here which is often left unspoken.
This is that in ordinary give-and-take dialoque, as opposed to logic text-
books in which an omniscient logician may judge beliofs assigned to third
persons to be true or false by the yardstick of his own knowledge, statements
(whether of ‘belief” ur of knowledge’) are always relative to the speaker making
them and thus for the other participants always opaque — errare humanum est.

ERIC 12
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The isolated quotation contexts of text-book examples abstract away from
Pragmatic considerations (a case of meta-opacity, perhaps) and thereby
obscure this point; opacity is clearly not a purely semantic problem.

The preceding discussion has touched rainly on referential opacity,
where intensional and extensional problems come into conflict .More purely
intensional cases where a composite is lacking in (literal) meaning are certain
types of idiom and metaphor, and semantic anomalies, which require the use
of additional principles of interpretation. The provision of contexts for ano-
malous readings has been discussed briefly by Katz (1972:95f.); the contexts
are metalinguistic and thercfore (intensionally) opaque:

(7) 1. Prepositions feel oily. (0dd)
ii. The senténce “Prepositions feel oily” is conceptually absurd (Accep-
table) -

Weinreich (1966, 1966a) has attempted to come to grips with such selectional
flexibility problems, in metaphorical and idiomatic contexts. And even
Chomsky’s notorious colourless green ideas sleep furiously has found its way
in various supposedly ungrammatical permutations into a number of poetastic
(and in a less tangible sense opaque) contexts in which it appears to make sense
and regain, grammaticality.

3.2. Ambiguity

If the range of the supposed function has more than one value for each
argument, then there is no function at all, but a relation of some other kind.
In terms of language, this case is essentially that of ambiguity, of which there
are many kinds, which cannot all be accounted for in detail here. Some of the
most popular targcis have been the verb be, quantitfiers and articles, con-
junctions, and the ambiguous scope of operators. There, are of course, many
uses of ambiguity (such as metaphor, irony, punning, &c.), which can only be
mentioned in passing. * '

Restoration of function status can occur by stipu]dting one relatum to be
the value of the function; in the linguistic frame of reference this amounts
to disambiguation, and the most common disambiguation procedure is to
augment the verbal arguments of the function by an additional contextual
argument in order to increase the selectional restrictions on possible values,
as when it is claimed that, for example visiting aunts can be dangerous is
unambiguous in context. If disambiguation is reconstructed in this way, thé
irrelevance of objections that such sentences are ‘unambiguous in context’
to the problem of constructional ambiguity becomes obvious. The items be,
any and or will be used to illustrate this point; the disambiguating contexts
involved will not be commented on explicitly, but in general they involve

ERIC 13
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14 ) D. Gibbon

the selectional restrictions of lexical entries in the immediate sentential con-
text in the case of be, the auxiliary complex and syntactic function in the case
of any, and the categorial context in the case of or.

In the case of be the following main kinds of context can be provided.

(8) 1i. Identity: John is Brian’s father;
ii. Class-membership/property ascription: Roste is pregnant;

iii. Role-ascription: T'im is a teacher (treated in practice for many

purposes like ii.);

iv. Class inclusion/material implication: men are mammals;

v. Simple definition: A philatelist is a stamp-collector;

vi. Definition by genus proximum et differentia specifica: Funkanlager.
sind elektrische Sendecinrichtungen sowie elekirische Empfangsein-
richtungen, bei denen die Ubermittlung oder der Empfang von Nach-
richten, Zeichen, Bildern oder Tonen ohne Verbindungsleitungen oder
unler. Verwendung elektrischer, an einem Leiter entlang geftthrier
Schwing :ngen statifinden kann (BRD, Gesetz iiber Fernmeldenanlagen),
in which the meanings of the constituents of the definiens are
assumed to be evident or known by previous definition.

Quantifiers and articles provide the broadest and trickiest field, since their

ambiguity is often coupled with use in opaque and vague coutexts. The most

notorious example in English is any, whose major uses are as follows:

(9) i. universal quantifier in general, opaque modal or future contexts:
any philosopher knows his Aristotle, anyone can do that (or the next
to the last sentence in §3.4. below);

ii. explicitly or implieitly universal quantifier in non-opaque contexts
he accepted anything he was given, anyone came;

iii. ‘existentiai’ quantifier in non-assertive contexts: he didn’t sce
anybody, did you see anybody?;

iv. as an appraisal/quality-marked existential quantifier in contras-
tive dialogue contexts, as in A: Did you manage to get any cheese? —
B: Yes, but not just any cheese — I got Red Windsor.

Note that in the last example it is not sufficient simply to specify ‘contrastive
intonation’ here, since the variety of intonation contours which may occur
are not per se contrastive. It is the dialoque context which defines contrasti-
vity; assignment of contrastivity to intonation alone is a typical case of the
notional fallacy in intonation description, in which notional terms are used to
label intonation forms which are then assumed to be identified and are then
adduced to illustrate the notion: a vicious circle (cf. Gibbon 1981).

The fact that several different factors, each of which may contribute

14
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to violation of Frege’s Principle, simultaneously determine the meaning of
quantified items mekes the translation problem extremely complex and pre-
haps even of the same order as idiom translation, as the following examples
show. -

(10) E. Any philosopher knows his Aristotle.
G. Wer Philosoph ist, kennt seinen Aristoteles.

{11) E. Anyone can do that. ‘
G. Das kann doch jeder.

(12) E. Anyone came.”
G. Alles/jeder kam.

(13) E. He accepted anything he was offered.
G. Er nahm alles, an, was ihm geboten wurde.

(14) E. He didn’t see anybody.
G. Er hat niemand(en) gesehen.

N

(16) E.... but not just any cheese...
G. ... aber nicht irgendeinen Kiise ...

These problems are related to the question of context-sensitivity dealt with.
in the following section.

The ambiguity of conjunctions may be illustrated by or, as follows (in.
German, oder additionally occurs as a question tag):

»

(18) i. truth function: p=g¢ (inclusive or);
ii. truth function: —(=g¢) (exclusive or);
iii. pragmatic negative conditional: stop it or I'll leave;
iv. appositive definition: the turdus musicus, or songthrush;
v. discourse correction: Tom, or rather hisdad, ...
vi. other non-sentential disjunction: is it in or on the box?

A fourth type of logical ambiguity, scope ambiguity, was discussed above- |
in connexion with opaque contexts and is particularly interesting when the |
scopes of two operators (e.g. two quantifiers, or quantification and negation), |
are concerned, as in (18) and (19).

(17) He’s not leaving because it’s late.
(18) Everybody isn’t coming.
(19) i. Everybody loves somebody.

ii. Somebody is loved by everybody.

i 274

In (19), each of the examples is potentially ambiguous, though the linear ordex
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of the quantifiers tends to create preferentiul interpretations. Judgments vary |

greatly here, however. ‘
The more narrowly linguistic types of ambiguity, i.e. lexical, phrasal and |

transformational ambiguity, require no special mention here; they overlap in

pairt with the types of ambiguity mentioned above (e.g. phrasal amblgmty is i

scope ambiguity of lexical items, roughly speaking). J
A number of natural language ambiguities often seem to be beyond the

scope of formal explication or at least at the edge of the range of present

tecliniques. Idioms have already been mentioned as not conforming to Frege’s

Principle, one of the reasons for this is that many of them, especially the more

conspicuously idiomatic ‘tournures’ (Makkai, 1972), are ambiguous beiween

their literal and idiomatic meanings. In fact, in the idiom theory of Chafe

(1968; 1970) idiomaticity was reduced in effect to a specml form of paraphrase

and, complementarily, ambiguity, whick may be represented by the following

arrangement: ’

(20)
(put vhe eart before——LIT -~ put the cart before
the horse) - the horse

1D

(set false priorities)—- LIT~ -set false priorities

The abbreviations ‘LIT" and <ID" mean literal and idiomatic meaning-fornt
relations respectively.

These intentional ambiguities may be supplemented by the types of exten-
siond ambiguity found in Hockett's discussion of monomorphemic ‘idioms’
(1434.310fF), mentioned in §2 aboy e, in particular ‘substitutes’ (items such as
prououns, and other indexical or class terms sueh as numerals, which have
atiaphoric and otler ‘constant shifting’ of reference), and personal proper
nanmes liicly, in addition to non unique reference (differing in this from strictly
Jogical proper names, which do not exist in natural languages), often have
tntcasivual idiomatic status by virtue of the difference between ety mology and
actual use — Smith, Baker, cte. Though this has been suggested for my own
surlaumue it is, perhaps fortunately, merely a diminutive of Gilbert and homo-
u) iwvus with a loan word from a South East Asian language, rather than an
idiow or ey en a metaphor. Extensional ambiguity has been seen as a property
of tlie indefinite quantifiers a, any, some, many, feu, &c. (cf. Russcll (1919.167)
ot ‘indefinite (or ambiguous)’ descriptions). There is a well-known class of
role ascription terms (cf. Siii. above) in which German, French and other

16
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languages differ from English in lacking the ‘ambiguously referrirg’ article:

(21) E. Heis a teacher.
G. Er ist Lehrer. . .
F. 11 est professeur.

The subclass covers socially fixed, (positively or negatively) appraisive
characteristic roles, and even affliction by chronic ailments. Such role ascrip-
tions are language (or culture) specific and some of the following German role
ascriptions would have an article in French or be expressed by a non-substan-
tival circumlocution in English (e.g. ‘suffers from asthme’ for ‘ist Astlima-
tiker’):

(22) Er ist Lehrer/Ingenieur [Politiker/Sozialist/Vater/Briefmarken-
sammler/Hobbyjéger/Trinker (i.e. alcoLolic)Spieler (i.e. gambler) Asth-
matiker.

This ‘ambiguous’ use of the indefinite article is rerhaps better though.tof as s
non-referring use, the nominal being a general term. There are referential
(s0-called [-}specific] but ambiguous, ‘unidentified’ (so-called [—definite] uses
(cf. also Strawson, 1950 (1968:83)) such as I came across a rabid fox, where a
referent exists or existed, but further identification is considered irrelevant.
In dialogue contexts, such non-identifyir.g referer.ces may be said to be pragma-
tically unambiguous for the speaker but pragmatically ambiguous for the
hearer; a deteiled pragmatic ratler than semantic explanation cannot be
given here, however.

3.3. Context-gensitivity

If one or more arguments are absent, there can be no value assignment by
the function. Examples have been given at varioiis points under the previous
subheadings, and, taken at face value, this is precisely tle kind of problem
which Frege's Principle was designed to delimit; the case which most readily
springs to mind is that of truth value gaps due to simple presupposition failu
(note also the opacity discussion in §3.1.). Outside 1..e immediate scope of the
principle, and considerably more interestir.g from tle lir.guistic point of view
(Chomsky 1981), are absent but recoverable argument numes, i.e. ellipsis,
whether overtly context-determir.ed by arapl.ora of various kinds, or determi-
ned by general conventions of other types as with referentially ‘ambiguous’
objects, cf. Jack’s eating (somelhing), ox lmperatxves, as in (You(will)) close
your eyes.

A marginal, and anecdotal, case in which presupposition failure is some-
times deliberately used in a natural larguege context may be seen in what
counts as ‘permitted’ verbal deceptions on April Fools’ Day. In some areas the

? Papers’ and Studles
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only permitted verbal deceptions are those based on presupposition failure,
not on assertion of a falsehood; this is true of tl.e West Riding of Yorkshire,
where I grew up. One could say, for instance, Look out of the window!, or What's
that? and, if the addressee looked and there was nothing there, exclaim April
fool! Should he protest But there’s nothing there, you liar! the standard escape
would be I never said there was, did I? It was considered unfair to assert some-
thing falsely, asin Look, there’s a circus just going past! In many places the
rules of the game appear to be less rigid, and falsehood rather than presuppo-
gition failure is permitted. In German, where the ritual unmasking phrase
April, Aprill is used, similar considerations apply.

The most import .nt property of solutions for cases in which arguments or
argument names are lacking is, as has already been noted, sensitiv ity to con-
text: the remaining arguments,’ or an additionally adduced contextual argu-
ment, are utlised in order to rccover the ‘missing’ information. This approach
may perhaps be seen as an attempt to bridge the divide between contextual
and non-contextual theories of meaning. One special area which may be exa-
mined with this strategy in mind is that of speech act idioms.

Sadock (1974) sugges ed that amongst the indircet specch acts two types
may be dist'nguished which have tke properties of idioms and metajhors
respectively His conce}  on of idiomat!city is not entirely explicit; it is partly
diacl ronic, with idioms (his example is down in the dumps) originating in the
metaphe~'cal use of a loc.t'on which in time because its fixed meaning. Syn-

chronically, tke tred ‘ional definition by denial of Frege’s Principle (cf. §2) .

seems to be implied by thLe formulstion ‘aspects of semantic structure can be
idiosyncrat'cally substituted for to form idioms’. A synchronic distinction
between met 1phor and idiom is ascribed to the syntactic frozenness of idioms in
contrast to the syntact’c freedoms available to metaphors. Sadock shows that
the ind'rect speech act tyye Will you shul the window is more ‘frozen’ than the
type When wiltyou shu. the window, each being superficially ambiguous, though
intended as requests. The question which arises here is whether the notion of
meaning used in Frege’s Principle can be stretched to cover illocutionary force.
With explicit performatives there is no problem: meaning and illocutionary
force coincide. It seems to me that the answer to the question for other speech
act types must be negative, since the only relatively explicit attempt to
characterise illocutionary force (Searle, 1969) is clearly a pregmatic theory
which refers to speaker, hearer, normal input/output conditions, and other
contextual factors. Both ‘speech act idioms’ and ‘speech act r:ictaphors’ are
explainable as being sensitive to context, the idiom criterion of ‘frozenness’
being syntactic stereotypy rather than semantic idiomaticity. Searle (1976) has
also criticised Sadock’s view, pointing out that there are other kinds of locu-
tion which would qualify as speech act idioms in a stricter sense; an example
would be How about a coffee break? Indirect specch acts, whether stereotypic or

18




P - Violations of Frege’s Principle 19

not, share with other violations of Frege’s Principle tke property of smbiguity;
the addition of a contextual argi ment to tke function (specifiable in an 8] pro-
priate tkeory of conversational elliysis, cf. Grice’s ‘conversational implicature’,
1976) makes this kind of violation of the principle soluble by analogy with
treatment of other kinds.

3.4. Vagueness

Next to ambiguity, vagueness in natural langusges has been most frowned
on by logicians and is perhaps the most general kind of violation of Frege’s
" Principlé. Vagueness amounts to not being able to give boundary criteria for
membership of a set: where does acquaintanceship stop and friendship begin, or
(assuming the scale is a simple one) where does friendship stop and love
begin? Or, to take an example from relative terms with more concrete domains,
when dues an vbject cease to he warm and become hot? Vagueness (indetermi-
nacy, fuzziness) was pointed out as & problem for linguistic semantics by
Bolinger- (1961; 1965), and the removal of natural language vagueness by
‘analysis’ or ‘explication’ was part of the programme of the constructivistic
branches of analytic philosophy. It has received much attention by logicians and
linguistic semanticists in the past two decades (cf. Lewis (1972) and the survey
and elaboration in Eikmeyer and Rieser (1978)). Vagueness should not ‘be
confused with ambiguity, wk.ere tke ct oice between membership of two sets is
determinate, or with hyperonymy (generality), as with it was an animal vs.
st was a mole. There are vegueness markers in iany areas of language, from
degree adverbs (about, fairly, somewhat, &c.), to the natural existential
quantifiers (some, many, most, &c.) and metacommunicative parentheses
like...or something, you know, &c., or dummy nouns (e.g. thingummy). Structu-
ral vagueness, or ‘cquishes’ (e.g. ‘nouniness’ from proper names to de-senten-
tial NPs), will not be considered-here. .

For contrastive semantics, some of the greatest problems to do with
vagueness occur in word semantics, particularly in tke fact tkat different
vocabularies (whether different tecknical registers of tkLe scume larguage, or
different dialects and langusges) not only ‘slice up’ tk.e world in different ways,
they alsc anckor the words tLey contain at different points on various semantic
scales such as those of magnitude, generality, and vegueness, which represent
possible parametrisations for the ‘adequate matching’ problem of §2.

A suitable illustration may be found in English political, with relatively
restricted collocability, in contrast to German politisch which may be collocated
In compounds with a wide variety of terms referring to different aspects- of
social structure for which a government may feel itself responsible: Jamilien-
politisch, aussenpolitisch, kirchenpolitisch, wverkehrspolitisch, sleucrpolitisch,
parteipolitisch, &c., of which only the last has a close cognate in English. The
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20 D. Gibbon

borders are further delimuited in English by policy vs. politics, implying, by
dubious bilingual criteria, that German Politik is ambiguous. As any teacher of
English knows, it is often hard to persuade German stidents of this ‘ambi-
guity’, which is in fact a complex distinction of generality, vegueness and
ambiguity. It would be too complex a task to explicate tke relation of va-
gueness to context-sensitivity Lere; a detailed analysis on such lines is given by
Eikmeyer and Rieser (1978).

4. Conspectus ond contlusions

N

Frege's Principle was used :a the preceding sections to provide a backcloth
to a systematisation of some problems of contrastive semantics, in particular
ambiguity, idiomaticity and contextual recoverability of meaning. Tke in-
formal contrastive perspective was provided by tl.e field of translation. One of
the methodological points raised at the beginning of tL.e paper was whetLer the
tion of a violation of Frege's Principle provided a unified domain of investiga-
tion; the complementary domain, that of Frege’s Principle itself does pro-ide
such a unified domain with respect to the ‘clear cases’ of semantics. In the light
of the discussion of particular types of possible violation of the principle it
appeared that the key to this point was the notion of context-sensitivity: a kind
of contextual ‘re-Fregeanisation’ was suggested for the interpretation of ambi-
guities, idioms, opaque contexts and vague contexts. The inductive Fregean
type of interpretation may be illustrated by means of tke structural schema
(23i), and that of contextual interpretation by means of schema, (23ii):

(23) i. ii.
A D
7\ /7 \
c E A
RN
B c

B

TIn (23i) the meaning of 4 is assigned as a function of the meanings of Band C;
in (231i) tle meanirg of 4 is assigned as a functior. of the meanings of B, Cand
E; the schemata may be illustrated with reference to examples (7i) and (7ii)
respectively, where the unacceptability readirg of prepositions feel oily in the
first case does not hold in the (opaque) metalinguistic context the sentence ... i8
conceplually absurd. In such cases the interpretation function has to reach
outside the cyclical demain of application in order to provide a reading for
this domain.

The notion of context was systematically used in the Katz & Fodor theory
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of semantic interpretation (1963; 1972) for the specific purpose of disambigua-
tion. Their use of context was strictly Fregean, however: within the domain 4,
C was taken as a context for the possible readings of B; in Weinreich’s theory
of idioms a central point was mutual selection of B readings by C and of C
readings by B (1966). Oddity of the reading for 4 resulted from incompatibility
of the readings for B and C. This kind of context-sensitivity may be termed
local contexl-sensitivity. In sckema (7ii), on the other hand, a different kind of
context-sensitivity is involved, which may be termed non-local context-sen-
sitivity. The suggestion may therefore be made that it is just such a notion of
non-Jocal context-sensitivity of semantic interpretation wlich characterises
the various violations of Frege’s Principle. This suggestion cannot be taken
further here, but it seems likely that some problems of domain-bounding which
lie on th.e borders of syntax and semantics and which Lave received considerable
attention within generative lirguistics in recent years (cf. Koster 1978;
Chomsky 1981) have more than a superficial structural similarity to the
problems of violation of Frege’s Principle which have been discussed here, and
that the notions of local and non-local context-sensitivity may provide a con-
ceptual bridge between tl.e two areas. If this is so, then a generalised notion of
locality as postulated here must be explicated, as a next step, in terms of
possible well-defined domains: subcategorisational, clausal, sentential and
discourse domaivs, each relevant for a subset of violations of Fregean semantic
interpretation.

The Katz and Fodor tkeory may be taken as a point of orientation for the
aspect of translation, too, despite tl.e reservations which have been expressed
on many sides about the structure and scope of the theory, and turning into
a virtue one criticism which Lewis (1972:169) made:

Semantic markers are symbols; items in the vocabulary of an artificial language we
may call Semantic Markerese. Semantic interprelation by means of them amounts merely
to a translation algorithm from the object language tc the auziliary language Markerese.

Critics of the theory overlook the model-tl.eoretic intentious of Katz and Fodor
(1963:188); the realisation of tlese is not immune from criticism but does
indicate a possible line of investigation for translation tleory wkich is not
unrelated to earlier work on jdioms in tle context of translation by Bar-Hillel
(1955), who was later one of thLe strorgest critics of the Katz and Fodor ap-
proach. Dictionary entries (cf. also Katz, 1972) are sets of functions (i.e. sets
of ‘paths’) from words to sets of semantic components (markers, distinguis} ers,
disjunctions of local context-restrictions) and projection rules are functions
from pairs (ir. a binary P-marker) of sets of components to sets of components;
the projection™ functions take local context-sensitivity into account. This
formulation makes clear both the model-tleoretic character of tle tl¢ory and
_ the import of Lewis" description: intensions in the XKatz & Fodor theory are
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paths and projection rules; extensions are sets of components. If, as with
Lewis, the markers are given linguistic ratter tlLan some.otler ontolugical
status, then we have an elementary and inexplicit model theory interpreted as
a translation theory. If, as Katz & Fodor presumubly intended, tkey have
some other kind of status, then the semantic model may be associated with, for
instance, a psychologistic ontology.

The ontological issue is not of central importance in linguistic semantics,
however, though it is certainly in need of more clarification than it generally
gets. The most appropriate stance for a linguist on this issue is probably that of
the agnostic. If a semantic theory makes it possible to state problems and
seek solutions in such areas as translation, or idiomaticity and other areas
where Frege’s Principle is violated, or in developing a useful notion of context
in semantic interpretation, then this is justification enough. Ontological
issues need not be too worrying; indeed, the linguist might derive comfort
from the fact that these problems are not completely solved either in the Tar-
skian or Carnapian leaps between formal and material modes of speech, or
between state descriptions and states, in logical semantics itself.

Postecript

The first version of this paper was prosented in Boszkowo, Poland in May 1979;
credit for whatever improvements thore may be in this version is due to those who con-
tributed critical interventions on that occasion, partioularly Bob Borsloy, and to Thomas
Gardner, for innumerable extensive discussions.
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WRITING A CONTRASTIVE GRAMMAR OF ENGLISH AND DUTCH.
THE TREATMENT OF MODAL NOTIONS

Fror AARTS and HErMAN WEEKKER

University of Nijmegen

A. The Nijmegen Contrastive Grammar

Anyone setting out to write a contrastive grammar of two languages should
take at least two questions into account:

1. what is the puipose of the grammar?
2. what students is it intended for?

Since to a large extent the answers to these questions determine the grammar’s.
nature and scope, we shall use them as our startirg point to explain what we
think a contrastive grammar of English and Dutch might look like.

It is necessary to distinguish in principle between two kinds of contrastive
grammars: )

1. pedagogical contrastive grammars
2. theoretical contrastive grammars

We believe that pedegogical contrastive grammars should start virtually from

“serateh, taking little for granted. They skould be written for intermediate

studente who know some of the basic facts of the grammar of tlo target
language, but have not yet mastered it completely. The purpose of this type of
grammar, in other words, is threefold: .

1. to provide information about the faets-of the target language

2. to illustrate similarities «nd differences between the two linguistic sys-
tems involved ‘ .

3. to facilitate the teaching and learning of the target languege

A pedagogical contrastive grammar is thus an attempt to achieve several-goals
simultaneously. The views underlying it were formulated by Fries in Teaching
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and learning English as a foreign language, who clains that

“only with sound materials based upon an adequate dzscriptive analysis of both the
language to be studied and the native language of the student (or with the continued
expert guidance of a trained linguist) can an adult make the mazimum progress toward
the salisfactory mastery of a foreign language’” (1946 : 5);

as well as by'Ludo in Linguistics across cullures: applied linguistics for language
feachers, who argues that

“The teacher who has made a comparison of the foreign language '...7. o w2iive
language of the students will know betler what the real learning pribleas are cwd
can betler provide for teaching them. He gains an snaight into the linguistic problems
tnvolved that cannot easily be achieved otherwise’. (1957:2).

Theoretical contrastive grammars, on the otker hand, are based on a particular
theoretical framework (say transformational grammar or case grammar.
Cf. Tisiak, Lipiriska-Grzegorek and Zabroeki 1978). This kind of approach is
advocated, for example, by Stockwell, who writes:

“the least one could ask for is the display of a wide rangs of deep structures and an
exemplification, perhaps rather loose, of the major syntactic rules that convert these
{o appropriate surface structures in the two languages. At least for the languages of most
intereat in American achools, the deep siructures share an enormous amount of similarity
and the differences of surface structure result from the extatence of different tranaforma-
tional rules” (1968 :22). '

Since the sole purpose of such grammars is to provide explanations for and
insights into contrastive problems, and since thLe treatment of such problems
will only be understood by edvanced siudents familiar with not only the
linguistic theory being applicd but also the grammatical systems of the two
languages involved, it is clear that a theoretical contrastive grammac is quite
unsuitable for teaching the grammar of the target language.

The Nijmegen Contrastive Grammar of English and Dutch is a pedagogical
contrastive grammar. It is only concerned with syntax, not with phonology or
the lexicon, and is primarily designed to meet the needs of first-year university
students of English. Given this category of students, tl.e first question to be
answered is which approach to adopt in the pres:ntation of the material.
Theoretically there are two possibilities:

1. either tho (basic) facts of English grammar are presented ficst, .. _.oned
by a discussion of contrastive problems .

2. or the (basic) facts of English grammar are from the outset systemati-
eally related to the corresponding facts in Dutch.

Since first-ycar students have no more than a fairly clementary knowledge of
English grammar, we believe tLat it is pedagogically more useful to adopt the
non-integrated approach.
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Accordingly the Nijmegen Contrastive Grammar of English and Dutch consists
of three main' parts:

I. Introduction
II. The Structures of English and Dutch comypared
IIT. Notions and functions

1. Iniroduction

After abrief discussion of general q.uestions suchas ‘Whatisgrammar? and
‘What is contrastive grammar?’ (1.0), we present an outline of the grammar of
English based on the units of grammatical description (1.1). The purpose of
Part I is to provide the beginning student with the necessary information about .
English structures and with clear working definitions of the most important
grammatical terms, so a8 to enable him to read Parts II and III without too.
much difficulty. Using Halliday’s notion of the rankscale, we discuss the mor-
pheme, the word, the phrase, the clause and thesentence, together with relevant
grammatical categories such as number, gender, person, case, mood, voice,
aspect, ete. In 1.2 we deal with the functions in the English sentence (subjeot,
direct objeot, etc.) and the various linguistic structures by means of whioh
these functions can be realized. Part I therefore looks as follows:

1.0 What is grammar? What is a contrastive grammar?

).1 The Units of grammatical description

1.1.0 Introductory: the grammatical rankscale
1.1.1 The morpheme

1.1.2 'fhe word

1.1.3 The phrase

1.1.4 The clause

1.1.6 The sentence .

1.2 Funotions and their realizations -

Naturally we do not claim that, if students know the facts presented here,.they
know enough about English grammar. What we do claim is that this outline
can serve as a basis for Parts IT and III and as an adequate introduction to mo-
re comprehensive grammars, which will have to be studied later, such as
Quirk & Greenbaum, A university grammar of English and Quirk et al., 4
grammar of contemporary English. '

Our grammar is theoretically a compromise and so is its terminology,
although in very generai terms it falls within the tradition of British linguistics;
it is compatible with the compromise position adopted by the Quirk grammars.
Although we believe that, at some stage, students should be introduced to
linguistic theories, we think that they should first thoroughly familiarize
themselves with the facts of English grammar before attempting to tackls
questions that have to do with the explanation of these facts.
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IX. The Structures of English and Dutch compared

matically discuss tl.ose structures of Erglisk and Dutch tlat e31esr to us to be

relevant from a contrastive point of view. On tl.e wlole tl.e cmpl.asis is on
differences rather than similarities.

We have adopted the following provisional outline of Part II:

the noun and the.noun pkrase

the adjective and the adjective phrase |
the adverb and the adverb pl.rase ]
the verb and thie verb plrese |
the preposition and the prepositional plrase |
the simple sentence

. the complex sentence
In order to illustrate the kind of approach we have in mind we shall glve some

R

Part II is the central part of our grammar, in which we attempt to syste-
examples:

The Structure of the noun phrase in English and Dutch

Among the most strikirg differences between English and Dutch noun
phrases is the fact that Dutcli NP’s can Lave very complex premodxﬁcutxonul
structures which English does not allow. Compare:

Een door mijn vader in 1950 geschreven — A letter written by my fatker

brief in 1950 (lit.* A by my father

Een van alle humor ontblote beschrij- — A description devoid of all

ving humour (lit.* An of all humor -
devoid description)

Een voor dit doel ongeschikt boek — A book unsuitable for this

purpose (lit.* A for this pur-
pose unsuitable book)

\
l
|
\
in 1950 written letter) ) '

The Tense-systems of English and Dulch

Among the differences that deserve comment are the use of the past tense |
in English in sentences with an adjunct referrir.g to past time, where Dutch
employs the present perfect (e.g. Du. heb ... geschreven and is... gestorven):

Ik heb die brief gisteren gesel.reven — I wrote that letter yesterday

Mijn vader is in 1976 gestorven — My father died in 1976
Equally important is the use in English of the present perfect, tLe past perfect
and the futute perfect in sentences like the followirg, where Dutch employs
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the present or the past tense (e.g. 73 and weonde):

Jan is al 5 jaar professor — Jan has been a professor for
5 years .

Vorige maand woonde hij precxes 10 jaar — Last month he had lived

in Amsterdam . in Amsterdam for exactly
10 years

Volgend jear is zij 25 jaar getrouwd — Next year she will have been

married for 25 years

Relative clauses in English and Duich

~ Unlike English, Dutch does not allow non-introduced restrictive relative
clauses, nor relative clauses with extreposed prepositions:

The book you bought is too expensive ~ — Het boek dat je gekocht hebt
is te duur

The way he did it was perfect — De manier waarop hij het deed
was perfect

The man you gave your telephone num- — De man aan wie jij je tele-

ber to was my boss foonnummer gaf was mijn
baas

Is this the address you were looking for! — Is dit het adres waarnaar je
zocht?

Word-order in English and Dulch

Sentence-initial adjuncts cause inversion in Dutch, but not, as & rule, in
English:

Then he told me that he was ill — Toen vertelde hij me dat hij
ziek was (*lit ... then told he

me) .
Some‘imes I am lazy — Soms ben ik lui (*lit... am

I lazy) '
In subordinate clauses, Dutch, unlike English, often has special word-order:
I know that John is ill ~— Tk weet dat Jan ziek is (*it.

.. that John ill is)
You don’t understand why I admire her — Jij begrijpt niet waarom ik
. haar bewonder (*it. ... why 1
her asmire)

Concord of number in English and Dulch

There is no subject-complement concord in Dutch in sentences like the
following:
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His brothers are officers in the army — Zijn broers zijn officier in het
lager (*lit.... are officer in
the army)

Mary and Susan are actresses — Mary en Susan zijn actrice
(*lit. ... are actress)

So far we have briefly discussed the first two Parts of our proposed grammar:
I, the Introduction, and II, The Structures of English and Dutch compared.
In the second half of our paper, we shall devote some attention to Part III of
the Nijmegen Contrastive Grammar of English and Dutch, and illustrate, in
particular, Low we deal with modal notions and the language functions associa-
“ted with them.

B. The Treatment of Modal Notions: Exemplification

Modality is recognized as one of the major notional categories. Thus, accord-
ing to Wilkins (1976:21—22), modality is one of three distinct types of
meaning that can be conveyed in tke utterirg of a sentence. Tke otler two are
the “ideational’” or “propositional” meanirg (expressing our perceptions of
events, processes, states and abstractions; and the “intera<‘ional” meaning
(involving the role an utterance performs as part of the interactive processes
between the participants, i.e. what we can do with language). Modal meaning,
on the other hand, has to do with the spesker’s attitude towards what he is
saying. As Wilkins puts it, the speaker may, for example, wish to express the
degree of validity that his statement has, either representing it as simply an
objective truth, or indicating that the ideational meaning is subject to some
contingency, is desired rather than positively asserted or is potential rather
than actual. )

Followimg Wilkins (1976:38), we will thus define a modal sentence (utte-
rance) as one in which the truth of the predication is subject to some kind of
contingency or modification. The utterances we have mind are those in which
the speaker wants to express, for example, that there is an obligation] a
necessity, a possibility or an intention that something should be so (sk.ould have
been 50). The two main categories of modal meanir.g usually distir.guist ed are

* called logical and moral, or epistemic and non-epistemic respectively. Epistemic,
modality involves objective and personal assessments of the validity of tFepre-
dication, and includes such notions as certainty, logical necessity, probability,
possibility, conviction, conjecture, doubt and disbolief. Philosoplers and
linguists have associated tLese modal meanings with a “scale of certainty”.
Non-epistemic modality, on the othLer hand, has to do with degrees of moral
undertaking and responsibility, whetler on tke speaker’s or on scmeone else’s
part, and involves a “scale of commitment”. Tkis scale includes notions like
intention, volition, permission, yrohibition, obligation/recessity, duty, etc.

One interesting syntactic difference between the epistemic and non-
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epistemic use: of modal auxiliaries in English is that with epistemic modals it is.
the full verb, not the modal itself, which is normally marked for past tense.
There are some exceptions to this rule, but it emerges clearly as a general
pattern. Thus, thc past time equivalent of John may do it tomorrow is not *Jokn
might do it yesterday but John may have done it yesterday, with have as the
verbal marker of the past. Similar cases are John will have done it yesterday,.
John must have done it yesterday and John can’t have done it yesterday. When
used non-epistemically, modal auxiliaries cannot normally occur in the past
tense either, unless the past tense form is used in a tentative sense or occurs in
reported speech. In such cases, tl.e may of permission changes into was allowed
fo for past time reference, not into might. Similarly, the must of obligation
becomes kad to or was obliged to.

Another difference is that epistemic modals, or rather the epistemic uses of
modals, usually co-occur with main verbs denoting a present state or habit, or
with main verbs in the progressive. Must, for example, which may be epistemic
or non-epistemic, is epistemic (denoting logical necessity) in examples like
John must be at home now and in Paul must be leaving tomorrow. Otherwise, in
. John must go home now or Paul must leave immediately, must can only be inter-

preted non-epistemically, expressing an obligation or a command.

Epistemic modal notions are parallelled by language-functions such as:
“expressing/inquiring whetker something is considered a logical conclusion
(deduction)”’, “expressing how certainfuncertain one is of something” and
“inquiring how certainfuncertain others are of something”. Non-epistemic
modal notions correspond with language-functions such as “expressing that one
isis not obliged to do something”, “inquiring whether one is obliged to do
something”, “giving and seeking permission to do something”, “inquiring
whether others have permission to dosomething”, and “ste ting that permission
is withheld”” (see Van Ek (1975:19—20)).

Both English and Dutch possess a great variety of grammatical, lexical and
phonological devices to express modal notions. The exponents of these notions:
include such distinct categories as modal particles, moods of the verb, modal
auxiliaries, modal uses of some of the tenses, and lists of lexical items expres-

_sing the various modal meanings. It is clear that the two lans uages do not
have the same set of linguistic devices at their disposal for the expression of
modal notions. N

By way of illustration, we shall briefly discuss our treatment of ons epi-
stemic and one non-epistemic notion. The epistemic notion that we have:
chosen for our present purposes is that of possibility and the non-epistemic:
one is permission. They are representative of the way in which we deal with
logical necessity and probability on the one hand, and obligation necessity and
prohibition on the other. Our two sections possibility and permission are added
here as an appendix. We wish to emphasize that these are, of course, prelimin-
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ary versions. Each scction is subdivided into tkree parts. The first part is a

short introduction, in which an attempt is made to describe tkLe notion and,

if necessary, to distinguish it from related notions. Thus, ia tLe case of permis- |

sion we state that this notion and tl.e language-function related to it normally j

imply two human participants with different roles: one that gives permission ‘

and another who gets permission to’'do something. Apart from giving or

seeking permission, speakers may also report permission or inquire whether ‘

periission exists. :
Epistemic notions like possibility are less easy to define, apart from saying,

per’iaps ratler vaguely, that they have to do with the speaker’s assessment of

the validity of what he is saying. We have refrained from such definitions

and have decided to warn our students that there is no one-to-one relationship

between this notion and a particular linguistic form, and that this may lead

to ambiguity.

The second part of each sectionisdevoted totl.ewaysin which thenotion can
be expressed in English. Possibility, for cxample, can be expressed by means of
tle modal auxiliaries can (could) and may (might), by means of phrases like
it is possible that ..., it is possible to ..., there is @ possibility that ... and is there
any possibility that ..., and also by means of the adverbs possibly, perhaps
and maybe. In our section on permission we discuss the differences in meaning
between tle exponents can (could) and may (might) in statements anw. m ques-
tiops, then go on to talk about the use of be allowed to and be permitted lo,
the use of the negative pl.rase not be supposed Yo, as in J am not supposed to tell
you, and the use of the verbs le¢ and mind, as in Do you mind if I smoke?
Tinally, under f, g and h, we deal with a number of formal and informal
expressions that can be used to give or seck permission.

Part 3 of each scction is always entitled English and Dutch compared.
Contrastive points are arrerged according to relative importance and fre-
quency, but structures or exypressions belorgirg to the szme lirguistic cate-
gory are grouped togetler. In thiz way we provide a survey ofall tle important
devices thLat Erglish and Dutch pessess to express a notion, pointing out what
tne differences between the two langueges are, both semantically and syn-
tactically. The kinds of facts that we draw our students’ attention to in this
part of the grammar are:

(1) the formal differencer, between the modals in English and Dutch and the
use of suppletive forms in English, .

(2) the various meonings of certain English verb forms and their Dutch
equivalents,

(3) the range of devices in the two languages to cxpress modal notions, and

, (4) translation. problems on a lexical level, such as the translation of Dutch

onmogelijk by mot possibly, rather than *impossibly, in sentences like
I cannot possibly come (Du. Ik kan onmogelijk kemen).
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APPENDIX

POSSIBILITY

1.

In what follows an attempt is made to> separate the notion of possibility from other
notions such as permission and ability, which are often expresscd in the same way.
The following sentence, for instance, is triply ambiguous, since the auxiliary can
can express possibility as well as permission and ability:

Can you tell us where he is now?
It is usually the context that disambiguates such sentences.

. Possibility can be expressed in the following ways:

O

-LRIC

a. by means of the auxiliary can (cowd) .
Examples:
Such things can happen
Students can be called up for military service in this country
I can tell you later, if you like
This park can be closed in the evening
You cannot be serious about this —_—
I don't know whore he is, but can he be reading in the library?
Could is used with reference to past time and to express hypothetical and tentative
possibility.
Examples:
Last year you could buy that car for less than £ 3000 .
In those days you could be arrested for critizing the Government
Since our neighbours had a swimming-pool, the children could sw.wu all day
If you removed that wall, the héuse could collapse
Wo could go and see them tonight
That information could be valuable

b. by means of the auxiliary may (might), which often expresses posmbility and
uncertamty at the same time.
Examples:
If you leave now, yuu may got there in time
Geoffrey may finish his dissertation before the end of the year
Aspirin may cure your headache
You may be right
A distinction is sometimes drawn botween ‘factual possibility*® (expressed by may)
and ‘theorctical possibility® (expressed by can). For example:
This park may be closed in the evening (=1t is possible that this park will be
closed in the evening)
This park can be closed in the ovening (=1It is possnblo for this park to be
closed in the evening)
In formal English ‘theoretical possibility® can also be expressed by may.
-When followed by a perfect infinitive may is normally used rathor than can:
We may have mado a mistake

* o cean have made a mistako

I may have told you this
* I can have told you this

© 2apers and Studles
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On the other hand, can is used rather than may in questions and in negutive sen-
tences exprassing impossibility:
Can he be serious about this (=1s it possible that ...?)
¢ May he be serious about this?
He cannot be serious about this (=It is impossible that...)

*  He may not be serious about this.
The last sentence is of course correct when the meaning is ‘It is possible that
he i8 not serious about this".
Might is used to express hypothetical and tentative possnblhty:
If you did that, he might get very angry
We might go to tho pictures next Sunday
It might rain tomorrow
Do you think he might refuse?

. ¢. By means of the phrases ¢ is possible that ..., it is possible (for ...) to, there is theja
possibility of ..., ta there muchlany possibility of ...?
Examples:
" It is possible for students to register from the beginning of next weeck
It is possible that you fail a second time
It is possible (for him) to sit the exam again
- There is the possbility of an accident
Is there any possibility of your going tomorrow?
Note the difference botween
It is possible for him to sit the exam again (-=theoretical possibility)
It is possible that he sits the oxam again (=factual possibility)

d. By means of tho advorbs possibly, perhaps and maybe
13 John intelligent? Possibly.
Can you possibly lend me a fiver?
I cannot possibly come
Porhaps he is ill
Maybe he doesn’t like you

" 3. English and Dutch compared

The following points deserve comment:
a. the vxamples bolow show that Dutch cap use the verb kunnen indepondently
(ie. without an infinitive) to oxpross possibility. The auxiliaries can and may cannot
bo used in this way, excopt in casoes of ellipsis (as in the last two examples). The cor-
rosponding English sentonces roqmro the phrase be possible:

Dat kan — That is possible
Vrooger kon dat — That used to be possible
Kon dat maar — If only that wis/were possible
Dat heeft ooit gokund — That was possible at one time
Dat zal niet kunnen — That will not be possible
Had dad maar gokund — If onlv that had been possible
Dat kan hegl goed — That’s quite possible
Kan dit raam open? Natuurlijk - Can this window be cpened? Of course
it can.
. Denk je dat zo vanmiddag komt?! — Do you think she’ll come this after.
Misschien. ucor? Sho may.
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Kan jo koffer nog dicht?

Kan die rommel weg?

Kan die prijs niet wat omlaag?
Deze imperiaal kan er in een
mum van tijd af

Writing @ contrastive grammar of English and Dutch

b. Note the independent use of the verb Lunnen in cases like the following:

— Will your suitcase still shut?

— Can this rubbish be thrown out?

— Can't you knock off something?

— This roofrack comes off in no time

¢. Since the Dutch verb kunnen is a fully conjugated verb, whereas the English

auxiliary can is defective, English requires the phrase be possible in wentences

with future referonce:

Dit artikel zal niet voor het einde
van de maand geleverd kunnen
worden

Zoiets zal nooit meer kunnen ge-
bburen

Zal men de inflatie ooit kunnen be-
tougelen?

used in the following ways:

— It won’t be possible to supply this
article before the end of the month

— It will never be possible for such a
thing to happen again

~— Will it ever be possible to check in-
flation?

d. Note the various meanings of English might have and could huve, which can be

1. Might have[could have are used as tentative variants of may kave to express
the present possibility of & past event or action: it is just possible that an svent

or action (has) occurred.

Dutch uses:

— kan wel -+ perfect infinitive
— perfect -+ misschien (wel)
— & construction with zou(den)

*Examples:
She may have made it all up/
She might have made it all up/
She could have made it all up

He may have hit hor/He might have
hit her/He could have hit her
They may have left yesterday/
They might have left yesterday

They could have left yesterday

Ze kan alles wel verzonnen hebhen/Zij
heeft misschien alles wel verzonnen/Ze
zou alles wel ‘eens verzonnen kunnen
hebben

. Hij kan haar wel geslagen hebben/

Missohien heeft hij haar wel geslagon/
Hij zou haar wel eons geslagen kunnen
hebben

Zo kunnen gisteren wel vortrokken zijn/
Zo zijn misschien gisteren wel ver-
trokken/

Zo zouden gisteren wel cens vertrokken
kunnen zijn.

Note that might have and could have can also ocour in interrogative sentences.

Examples:

Might she have made it all up?
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Heoft ze misschien alles verzonnen?/
Zou ze (misschien) alles verzonnen
hebben?
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Zijn ze misschion gisteren vertrokken?/
Zouden ze (misschion) gisteren ver-
trokken zijn?

Could they have left yesterday?

Note that in negative sentences co dd not have is used as a tontativo variant of
can’t have to express that it is not possible that a1 event or actien (has) occurred.
‘When both could and not are accented could not have, like may not have and
might not have, oxpresses that it is (just) possible that an event or action has
not occurred.

Examples:

He couldn’t have noticed her ab-
sence

Ho could not have noticed her
absence/He may not have noticed
her absence/He might not have
noticed her absence

Hij kan haar afwezigheid onmogelijk
opgemerkt hebben

Hij heoft haar ofwezigheid mis-
schien (wel) niet opgemerkt/Hij kan
haar sanwezigheid wel niet opge-
merkt hobben

In all these cases might have and could have can be gaid to be ignorance-based,
i.e. tho speaker does not know whother a possible action or event actually
occurredt in the pust.

.

In conditional contexts might have and could have are knowledgoe-based, i.o.

the speaker knows that the event or action did not actually occur. Knowledge-
basod might have and could have are not freely interchangeablo. Might have
expressos the presont possibility of a past contingency: it is possible that an
evont or action would have occurred (if...). Could have, on the other hand,
oxprosses a past possibility that did not materialize: it would have been possible
for an ovent or aetion to occur (if...). For knowledge-based could havs Dutch
uses had kunnen, for might have:

— pluperfect <+ misschien wel

— had wel eens kunnen -+ infinitive

— @ construction with zou (den)

Examples:

might have

She might have invited you (if you
had been there)

It might have happened to you (if
you had been in that situation)

Tho train might have been cheaper
(if wo had takon it)

could have
She could have invited you (if you
had boen there) :
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Zo had jo misschion wel uitgenodigd
|Zo zou jo misschien wel uitgenodigd
hebben (als...)

Hot was U wellicht ook overkomen/
Hot had U ook wel kunnen over-
komen (als...)

Do trein was wellicht goeodkoper
geweeost/Do trein had wel (eons) good-
koper kunnen zijn/De troin zou
wellicht goodkoper geweest zijn
(als...)

Zij had jo kunnen uitnodigen (als...)
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|
|
\
It could have happened to you (if Hot had U ook kunnen overkemen
you had been unlucky enough) (als...)
The train could have been cheaper De trein had goedkoper kunnen zijn
(if we had bought a season-ticket) (als...)
Note again that in could not kave the auxiliary is negated, while in might not have
it is the porfect infinitive that is negated. Hence could not kave equals ‘it would
not have been possible for ..." while might not have means ‘it is possible that an
eveny or action would not have occurred®.
\
|
\
\
|

Examples:
Such measures could not have had  Zulke maatrogelen hadden geun enkol
any offect offckt gehad kunnen hehben
Such measures might not have had  Zulke maatrogolen zoudan wellicht
any effect goon onkol effekt gohad hebben/
Zulke maatregelen hadden misschien
geen enkel offekt gohad.

3. Might have and could have are freely interchangeable when they express a
reproach. Dutch uses had wel eens mogen/kunnen + infinitive.
Examples:

You might have kissed mol Je had me wel eens mogen/kunnen
kussen!
You could have sent mo a posteard! Je had me wel eens een kaartje
* mogen/kunnon sturen!
It might have beon a bit shorter! Hot had wel wat korter gekund!

6. It is worth while noting that Dutch learners of English tend to use perkaps/maybe
almost to the exclusion of may/might. eto. In English one often finds possibility
oxpressed by one of these modal auxiliaries.

Examples: -
Misschien heoft hij wel gelijk Ho may/might be right/Maybe he is
* right/Perhaps he is right
Heot wos misschien to donker It may have been too dark/Porhaps

it was too dark
f. Tho Dutch adverb onmogelijk corresponds to not possibiy in English
Ik kan onmogelijk koman 1 cannot possibly come ‘

PERMISSION

1. Pormission in its normal use impliee two human participants with different roles:

a porson who gives permission {A) and is in a position of authority over arother

person (B), who is given pormission in respect of what the permission is about (X).
Characteristic situations are: Boss (4) — employee (B) — have a day off (X); Parent

. (A) — child (B) — havo a chocolate bar (X), ete. ...

Speakers can grant permission or ask for permission, as wall as report permission

(i.e. state that permission exists or does not exist) or inquire after permission (i.e. ask

whether pormission exists or does not exist). In Dutch these four cases can be oxom-
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plified as follows:

Jij mag {van mij) gaan
Mag ik (van jou) gaan?
Dat mag/Tk mag

Mag dat?/Mag jij?

Abgence of permission is also dissussod in the section on prohibition (see section ......)

2. Permiasion can be expressed in the following ways: _

a. by meanr of the auxiliaries can (couid) and may (might). May is considered to be
more formal and polite than can. Some speakers prefer may to can as being the more
‘correct’ form for the expression of permission, but many proplo today tend to
avoid the use of may as being too authoritarian in statements, and unduty unasser-
tive in questions. ‘The story of “Can I come in?"’ — “You can, but you may not"
belongs to a different age’, as Palmer observes (1974:118).
The tendenoy to avoid the use of may may be related to the fact that may stresses the
unequal status of A and B in relation to X: in statements it implies that it is the
spoaker who gives or rofuses permission, in questions that it is up to the hearer to
give or refuse permission. Can, on the othor hand, sorves to give or refuse permi.
ssion without acknowledging the source of permission; in questions can serves to ask
for permission, again without tho iruplication that it is up to the hearer to grant
permission (although this is in fact the case). Tho use of can rather than may in |
statements may thoroforo bo due to the wish to avoid authoritatian overtones in
giving or refusing permission and, in questions, to the desiro to save tho hearer
tho embarrassment of appearing authoritarian when answering the question.
Apart from this, can is also used to report pormission, i.o. to state or deny that
permission oxists and to.nquire after permission, i.o. to ask whether permission
oxists. Exampies:

Statementa:

— giving/refusing pormission (performative utterance): can/may
You may watch Match of tho Day tonight (I allow you...)
You can watch Match of tho Day tonight (You havg (my)
pormission...)
Johnny may watoh Match of tho Day tonight (I allow him...)
Johnny can watch Match of the Day tonight (He has (my)
) pormission...)
Although all four sentonces indicate that permission is granted to the subjeot,
the can examples imply that tho speaker’s role as permittor is disguised, henca
the uso of parontheses around my.

Thoere is at least one excoption to the rule that may in statoments implies
that psrmission is given or refused by the speaker. Tho combinations I may/We
may moroly roport that pormission xists for the subjeot of the sontonco. Thus, e
may cross the border again morely states that it is (once more) pormissible for us to
oross the border.
~ roporting permission: can

I can watoh Match of the Day tonight (I have pormission...) .
You oan't go out tonight (You don’t have penmission...)
Johnny can watoh Match of the Day tonight (He has pormission...)
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€ uestions:

- asking for permission: can/may

May I use your phone (Will you allow me...)

Can I use your phone? (It it all right (by you) if.s)

May Johnny watch Match of the Day tonight? (Will you allow him...)

Can Johnny watch Match of the Day tonight? (Is it all right

(by you) if...)

Note that in tho can sontence it is the hearer who figures as the disguised

pormitter.
— inquiring after permission: can

Can I watch Metch of the Day tonight? (Have I got permission...?)

Can you stay up late tonight? (Have you got permission...?)

Can Johnny watch Match of the Day tonight? (Has he got

permission...17)

Xt is worth noting that questions with May you...? are rare, presumably because
the hearer cannot give himself pormission. To inquire after permission for the hearer
Are you allowed to/Can you] Will they let you, oto. are more common (Du. Mag jij...?)
Could and might combined with a firat persen subject are freqiently used in polite,
tuntative requosts for permission. The main difference is that might is more formal .
than could,

Examplds:

Could I have & copy of this letter?
Could I see your driving-licenco, pleass
Might I makoe asuggesticn?
Could can also expross hypothetical permission and permission in the past:
If you were an OAP, you could got on free
When I was yeur age, I could go out every evening

JMight cen expross pormission in the past in reported speoch only:
You zaid that 1 might/could uso your phone
He asked if ho might/could use a dictionary

b. by moans of the vorbs allow (be allowed to) and permit (bo permitied fo0). Permit
is considered to be moro formal than allow.

Examplos:

I cannot allow you to continue like that

Pleaso allow mo to finish what I am saying

Smoking is not allowed in this school

Noxt year youwill not be allowed to take the exam in May

Undergraduates nro not pormitted to entertain loadies in their xooms

The rulesdo not permit us to elect & foreigner.
Noto that the fortus be allowed tojbe permitled lo aro also used whoen the modals
can and may, which are not fully conjugated verbs in English, cannot be used.

. In the simplo present and past there scoms to be a difforence in mean-
ing botwoon be allowed to, oto. and can. Thus Is Dick allowed to take the
Friday afternoon offt would bo a way of inquiring after the existenco of
o permanent pormission, while the sentenco Caz Dick take the Friday afternoon off?
is more likely to be & roguecst for permission on a partiocular occasion. Cf.:
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A: Can I offer you a drink, inspector?
B: No, I'm afraid I can’t accept your kind invitation,
sir, We policemen are not allowed .  .ink on duty.

0. by moans of the negative phrase not be supposed ¢o (in presont and past tenses)
Examples:
I am not supposed to tell you
We were not supposed to tell you (, but...)
The phrase not be supposed to is very close in meaning to Du. eigenlijk nies mogen.
Noto that the positive form be supposéd to, doos not express permission. One of
its meanings is obligation (soo section...).

d. by means of the verb let.
Examples;:
John won't let his daughter go to that purty
The policomun would not let us pass
Will you let me oxplain this, pleage
Don’t lot him get away with it
. The passive construction be let+ infinitive is very raro. Instoad we usually find
be allowed|permilted to:
Aftor waiting for two hours at the border, fwo were lot go
» wo were allowed to go

©. by moans of the verb mind (in questions and nogative sentonces).
Examplos:
I dont® mind if you toll her X
Would you mind my opening that door?
Do you mind (if I smoke?
my smoking!?
You don’t mind me using your phone, do you?

f. by means of tho oxprossions Is it all right/okay if...? Wll|Would it be all n‘ght./okay
if...?
Examples:
I» it all right if I uso your phone?
Will it be okay if do it tomorrow?

g- by means of (formal) exprossions like to give (grant) somebody permizsion, to have
somebody's permission (leave) Lo ask (request) permission:
Examples:
I give you permission to leave early today
Will you grant me pormission to go away for two days?
You had my permission to stay until the end of the party
Do I have your loave to be absent tomorrow?

h. by means of expressions like Yes of course, By all means, Plesse du,. I supposs g0,
Be my guest, and informal phrases such as ol right, okay and sure, all of which are
used as positive reactions to roquesta for permission. Noto that utterances such as
I don’t mind, Please yourself and Do as you like express indifforonce on the part
of the speaker, or his roluctance to grant pormiasion.

To deny pormission, Fnglish has oxprossions like No, I'm afraid not, No, you
can't, Of course not, You can't be seriove and You muat bs joking. Forget it and
No way are often heard in rolloquial conversation.
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8. English and Dutch compared

The following points doservo comment:

a. Since the auxiliuriojs can and may lack-finite forms, whoreas tho Dutch verb mogen.
is a fully conjugated verb, wo find that in tho perfoct and future tenses Enghsh
uses tho suppletive forms be allowed/permitted to:

Ik heb hem tot nu toe twoo Leer mogon bozoekon
So far I have been permitted to soe him twice

Hij was blij dat hij haar had mogen kussen toer zo wegging
Ho was glad that ho had been allowed to kiss hor when sho loft

Wo zullon weol mogen meedoen, denk ik
Wo will bo allowed to join in, I expect

English also uses the supplotive forms when the corresponding
Duteoh sentence containg the infinitive te mogen:

Ze scheen to mogen komon
She seemeod to bo allowed to come

b. Be allowed|permitted to is also used to express hypothotical pormission:

Zou jij morgon naar Amsterdam mogen (gaan)?
Would you be allowed to go to Amsterdam tomorrow?

Had jij mogon‘gaan als jo zo oud was geweest als ik? )
Would you have been allowed to go if you had been my age?

As appoars from tho oxamples above Dutch had mogen corrosponds to:

1. had been allowed[permilted to when the reference is to |
pormission that was actually granted. |

2. should[would have been allowed|permitted to when the
roforence is to hypothotical permission in the past.

o. The Dutch pust tonse moché(en) corresponds to English

1. was/were allowed|permitted to in direct sposch:
Moohten jullie terugkomen? |
Wero you allowed to come baok? . i )

Ik mooht niet blijven
I was not allowed to stay

2. could in direct speech:
Mocht j» gisteron mot hem spreken? -
Could you talk to him yestorday?
This use of could is comparatively rare, be be allowed permitled to being far more
common

3. might/could in indireot specch
Hij zei dat hij niot aan boord mocht gaan .
Ho said that ho might/could not go on board . -~
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Zij beloofde dat ik morgen mocht uitslapen
She promised that I might/could have a lie-in tomorrow

Note that Dutch also uses mochi(en) to express tentative condmon. in which case
English has should.

\
| Mocht hij komen, laat hem dan niet binnen
: Should he come, don’t let him in
K
d. The English equivalen of Dutch zou(den) mogen in polite requests for permission
| is could or might:

| Zou ik mogen weten waarom je niot komt?
' Might I know why you are not coming?
l
|
l

Zouden wij meer inlichtingen over dit punt mogen hebben?
Could we have more information on this point?

©. Englich uses the subject-forms of the personal pronouns in sentences of the type
I {he, she) was '
You (we, they) weref not allowed/permitted to attend the meeting
Dutch uses the object-forms mij, hem. har, a ons, oto.:
Mij (hom, haar, ons...) werd niet tosgestaan de vergadering
bij te wonen.

. A striking difference between English and Dutch is the fact that when there is a
further complement of some kind in X (usually an objeot) the verb may some-
times be left out in Dutch but not in English. This kind of “ellipsis’’ is often found
in Dutch questions.

Examples:

Mog ik oon ijsjo (hebbon)?

May I have an ice-cream

Can I go away now? Kan/meg ik nu weg (gaan)?
You may have/take a sweot  Jo mag een snoepjo (pakken/hebben)
You cannot do it Jo mag (het) niet (doen)

. In English ellipsis is possible in short-form quostions and answers, provided the
linguistic or extralinguistio contoxt makes clear what is supposed to be left out.

Examples:

May I? (Of course you may (B picks up a cigaretto aad lights it)

No, you may not (B puts the cigarette back)
In Dutch ellipsis is common in questions (Mag ik?). In declarative sentqnces
an indefinite objoot is required. — Ja, dat mag jo; Nee, dat mag ;jo niet.

Alternatively, B (the person who is given pormission) may be left unexpressed,
the indefinite objoct may then come out as the grammatical subjoot.
Cf.: Ja, dat/het mag. Nee, het/dat mag niot.
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h. Note also the following:

Het mag niot, vrees ik
It is not allowed, I’'m afraid )

Dat mag je niet, Mary
You are not allowed/permitted/supposed to do that, Mary

Dat mag niet van mijn vader

My father won’t allow me to/ My father won’t let me
Van mij mag jo

I don’t mind if you do / It's all right by me

We mogen de grens weer over
We may cross thé border again
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THE THEORY AND METHODOLOGY OF SPEECH SCIENCE
AND CONTRASTIVE ANALYSIS N

JAARRKO LEHTONEN
University of Jyvdskyla

1. Contrastive linguistics is a discipline which can be considered either
to belong to pure, autonomous linguistics or to be a representative of applied
type of research. All depends on the definition of linguistics, and applied
linguistics. In this paper, contrastive linguisties is taken to mean the scientific
study of how people use language to communicate in two or more languages
and what are the consequences when the two communicative systems clash
in the foreign language learning situation. This kind of contrastive analysis of
human speech communication is necessarily & branch of épplied linguistics.

This does not mean that CA is an activity whose only aim is to apply
- lingnistics for some practical purposes outside the scope of pure linguistics.

It is a discipline which cannot rely on linguistics alone; it <o.ks with similar-
ities and differences in various human verbal, and even non-verbal, codes.
In view of what is expected of CA today, it will have to be able to absorb
Yoth theoretical perspectives and metkods for practical analysis from all
branches of the disciplines which deal with language and speech or human
behaviour in general. Onie of the more important neighbouring sciences is the
science of speech, traditionally called phonetics. In this paper, an attempt
is made to discuss the question of how the science of speech can contribute
to CA.

The first chapter deals with ~~me theoretical aspects of the interrelation-
ship between grammaur and speech and the nature of the speech chain. In the ’
concluding chapter a brief summary is given of some methods of the instru-
mental analysis of speech which may have some relevance for CA.

The term speech science (or the science of speech) is here preferved to “phone- ’
tics’ for several reasons. In structural linguistics the term phonetics refers
to the output level of phonology (cf. figure 1), which often carries along several
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linguistic implications. Some of these will be discussed in chapter 3 below.
Plonetics is often defined as a scientific activity whose aim is to reveal and
describe Low pl.onological information is conveyed tLrotgh tl.e sound waves of
speech in each larguage. The term speech science, on tl.e othLer hand, being
free from similar biases and connotations, will be used in this papervto refer
to the study of tl.e entire chain of human speech. It includes aspects of com-
munication teclinolugy, psyclo- and neurolirguistics, and discourse analysis,
as well as various otler aspects of tLe study of human verbal and non-verbal
behaviour in general. Accordirg to Ladefcged (1977:409), the linguist is
trying to describe the patterns thLat occur within each language, whereas
speech scientist. u.re concerned with Low pecple communicate: “They went
to explain wl. people are doing wken tLey talk and listen, and perhaps
even what tley are doing when they think and talk, anl wken tley listen
and understand”.

The choice in terminology thus, for its part, reflects a distinction between
the code-centered approach of lir.guistic pl.onetics and tle communicative
or psycholinguistic perspective in which attention is paid to the communica-
tive behaviour of individual speakers instead of abstracted structures.

2. Expanding the Contrastive Analysis Framework

The limitations of traditional contrastive analysis are evident today (cf.
Sajavaara and Lelitonen (1979)). For several reasons its method of describing
the grammars of two languages as abstract collections of rules divorced from
their users is insufficient. Tle fundamental role of a human language is to
function as a means of communication in human interaction. Accordingly,
the task of CA is not a mere parallel description of two grammatical structures
but also the description of tle chains of communication in tke two languages.
This means that thLe analyst must, in addition to tLe description of tlLe gram-
matical structures, make an attempt to map the differences and similarities
in the processes which take place in the speaker and in the listener during
speech communication. Lar.guage is used by individuals for definite purposes.
Its use is linked with the intentions of the speaker in some specific time and
environment. The use of language is always part of human interaction. This
aspect of language, the similarities and Jifferences in the rules of discourse
in interaction, must also be included in CA.

Contrastive analysis may no longer be the best label for this kind of re-
search. It does not mean the description of the equivalent patterns of two
languages but an analysis of cross-lar.guage interaction and a search for the
reasons for the difficulties and failures in thLe use of tLe foreign language by
the student. In such a work, contrastive analyses of grammatical structures
ase still necessary but they must be supplemented by an analysis of the

~
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psychological and sociological aspects of linguistic interaction. TlLe former
comprise the study of differences and similarities in tLe information-bearirg
features of the acoustic speech signal, differences and similarities ir. tle cues of
perception, and sources in the perceptual patternir.g of speech and foreign
accent from the viewpoint of the foreign speaker-hearer and tl.e native Learer,.
and differences and simil.rities in linguistic interaction, which will cover the
discourse behavior of native and non-native speakers, including features
such as tempu, pauses, paralinguistic and kinetic elements, and various
pragmatic, structural and semantic paradigms in their communicative function
within discourse. The sociological aspects involve the social context, the
environmental relations or proxemics, and otl.er factors which affect the
choice of the discourse register and modify the attitudes, communicative
intentions, and responses of the participant in the discourse.

This description of the objectives of contrastive analysis leads to the fact,
mentioned above, that CA is not just a special branch of pure linguistics.
In addition to the theory and methods of linguistics, it must inevitably be
supplemented by the metlods of disciplines such as sociology, psyclLology
and neurology, and applied mathematics, as concerns tlLe analysis and de-
scription of pragmatic patterning, cognitive mechani ms, perception, and the
information-processing systems in man. The expanded objecti -es of contrastive
analysis are thus, to a large extent, parallel to tle goals of the. modern science of
speech, which has the analysis of various aspects of speech communication
ag its objective.

3. The Static and Dynamic View of Language

Throughout the first decades of the present century there was an open.
conflict in the phonetic sciences between instrumentalists, wlo referred to
the physical manifestations of speech, on tle one hand, and advocates of
‘auditory” phonetics, who based their claims on sophisticated auditory ob-
servations, on the other. The observations of these two factions were never
identical; however, neither of them was wror.g. one described the properties of
the physical stimulus, the othLer observed tl.e result of auditory perception.
Early phoneticians never saw the core of the problem. they did not ask what
the processes are which lead to the auditory perception of linguistic structures,.
or how the linguistic information is conveyed by the sound-waves of speech,
and thus the conflict remained unresolved.

In a way, the same dichotomy is repeated today in the relationship be-
tween phonologists, on the one hand, and representatives of speech science,
on the othker. Phonologists engage in a dispute among themselves about the
reference level of classificatory features: one of the schools claims that the
features are prinipally acoustic, another school is of the opinion that the

46



48 J. Lohtonen

reference level should be that of the articulatory settirgs. TLe third choice
is the view brought forward by the psycholinguist or tl.e speech scientist,
that the features are principally neitl.er acoustic r.or articulatory but pl.ono-
logical and linguistic; tl.c plLonological rules which operate with tle feature
matrices have as little to do with actual neurological and physiological pro-
cesses in specch as the rules of generative syntax have with actual processes
in the human brain in the production and perception of lirguistic messages
(cf. Buckingham and Hollien 1978, esp. p. 294). Grammars, including pl.ono-
logy, are always descriptions of structures, not of processes. A grammatical
rule, whetl.er it is traditional or ‘generative’, is only a description of a given
regularity in the structure of the lar.gusge and not a model for the actual
processes that are found in the brain of thLe speaker and tke listener (cf. Clark
and Clark (1977:190 ff.); For modelling of transformational grammar, see
Bresnan (1978:4—5). Therefore, they can never prediet all of the inter-
ference phenomena that result from tle clash of two different information
processing systems — for a clash is evidently what takes place in foreign
language speech communication.

One of the crucial questions in the discussion concerning contrastive
analysis has been tl.e choice of tle reference model: sl.ould CA be based
on traditional structural or generative grammar, and if so, which variety?
In applied contrustive studies tlLe clioice is often eclectie: tlose grammatical
tlcories are exploited wLich scem to give the best explanation in each problem.
The alteinative is to describe tle structures of the two largusges consistently
within tlie framework of a given grammaticul theory irrcspectively of how
efficiently the theory can explain tke problems of the cruss-language analysis.
However, the clioice of tle reference model does not concern only tL.e model
to be used in the description of grammar. It should also comprise the choico
between a static and a dynamic view of language or, in otlier words, the cl.oice
between a linguistic and a psycholinguistic description, or between a structural
and operational modelling of lar.guige and communication. The former (the
structural model) aims at describing tle abstracted and idealized structure of
language, which, in the case of CA, means similarities and differences in the
structures, or gremmars, of two or more languages. Independently of the
choice in the linguistic model, taxonomic or generative, th.c objective of this
kind of description is always the structure of thLe language instead of the
actual processes.

Tle target of an operational model of language is not an abstracted static
structure but langusge in action. TLis does not mean pragmatics or descrip-
tion of linguistic interaction only, but also obscrvation of the entire set of
communicative means, both verbal and non-verbal, whicl are applied in hu-
man interaction.

The final goal of the dynamic model is not a comprehensive description of
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language as a paradigm of rules for structures, where actual messages have
only the value of raw-material. TLe objective of the description and analysis
is the vehicle of human communieation, both from tke perspective of the
speaker and the listener, and that of tkLe society. The fact that the description
is not focussed on larguage but also on messages also reflects tle content of
several basic concepts: a lirguist, wl.en speakirg of a proposition, for instance,
hes the meaning of a sentence in mind. In real communication, however, the
proper meanirg, or tke intended logical basic content of th.e messege, may be
conveyed throrgh another channel, not larguege, eg. through gestures,
body movements, or paralar.gusge. There may or may not be a concomitant
linguistic uterance, eitker in accordance with, or contradietion to, the preper
meaning. As is well known, the listener normally resorts, in the latter case,
to the non-verbal information and thus receives the intended, or proposi-
tional, meaning of the message (cf. Knapp 1978:20—26).

4. Modelling of Speech and Language: a New Approach

There is certainly no exaggeration in the claim that, during the last ten
years, speech science together with some related brancles of science such as
experimental neurological and psyck ological studies of laxgusge and speech
(ie. neuro- and psycholinguistics) has radically changed the traditional view
held by linguists of the structure of actual speech and of tl.e transmission of
linguistic information through the speech chain. Figure 1 illustrates the
traditional view of the hierarchy in the perception of speech: the speech
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Figure 1. Animaginary ‘hierarchical’ model of speoch porcpetion or a ‘model of successive
transformations” (this modol is not supposed to represent the actual statements of any
‘school’). ’
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signal undergoes a series of successive transformations whereby the informa-
tion is recoded into moure abstract forms of representation. There is no reason,
however, to assume that perception of speech is based on the phonological
information conveyed through the acousti'c speech signal ouly or that the
recognition process should proceed in a one-way manner from left to right
or from sound-wave to meaning. As a matter of fact, there is plenty of ex-
perimental evidence that, language perception does not work in the way
described in Figure 1.

Both the recent data from psycholinguistics and the progress in developing
automatic speech undcrstanding systems allow for the rejection of a strict
serial organization, and support, instcad, the view that tle listener processes
the message simultaneously, or in some overall way, on several ‘levels’ of
perception.

[
ACOUSTIC SPNTACTIC SEMANTIC
HYPOTEESIZER HYPOTHESIZER HYPOTEES1ZER
SYB0LIC \ |
SPEECH ) PARTIALLY
FROCESSOR UTTERANCE FIPOTIESES RECOGNIZED
DESCRIPTION UTTERANCE
/ \ A
\
ACOUSTIC STNTACTIC SEMINTIC
VERIFIER VERIFIER YERIPIER |
Y

RECOGNITION [
OVERLORD

'y

Figure 2. A “heterarchical” model of spooch recognition (Ainsworth 1976: 118).

Figure 2 represents an alternative model of the speech recognition system.
The figure does not represent a real human information-processing system,
it is derived from a work dealing with automatic speech understandir.g sys-
tems (Ainsworth 1976.118). However, it comprises several features typical of
recent psycholinguistic models of human speech perception. As compared with
thie hierarchical or input-driven model given in Figure 1, it is characteristic of
the present model that the recognition of the message is not based on the
acoustie signal only. Instead, recognition is a result of active guess-work
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in which the input signal, ie. the message received, is compared with the
‘syntlesized” alternatives. Accordirg to this model, understanding is not
Passive decoding but active processing, wlere tl.e listener’s knowledge of the
phonetic, syntactic, semantic, and social constraints and probabilities play an
essential role (cf. Marsglen-Wilson and Welsh 1978).

The modern view of speech implies that tiLere are in the flow of the sound
waves of speech certain cues for various levels of ‘grammar’ and that the
grammatical and semantic information is not present in the speech waves
coded throvgh segmental plonology only, but also in the features which
directly refer to ‘Ligler-level® structures. Tlus, the flow of speech is not
just a manifestation of strirgs of plLonemes but also of words, word greups,
and sentences as well. But it sLould not be forgotten tkat in a normal face-to-
-face situation larguege and messeges coded linguistically are only one of the
channels avaible for tl.e speaker to ‘ransfer information. To a certain extent
he can choose betwcen a non-verbal and a verbal cl.annel and between a
variety of paralinguistic modifications to tl.e pl.oneme string of the linguistic

signal,
5. Speech and the Observer

Conscious Perception of the Physical Parameters of Speech

Many of our impressions of speech events are — if not theoretically sc-
quired as in tl.e case of lirguists and ploucticians — simplified generalizations
derived from tl.e catcgorics of tle interr ulized patterns of rules and structures
which we call pl.onology. What is claimed Lere is that man does not normally
hear, or experience, tl.e actual physical utterance but a chain of sound seg-
ments wlich correspond to tle expectations concerning the utterance. This
is by no means exceptional from the point of view of uman perception mecha-
nisms in general. our perceptions are structured by our cultural conditioning,
education, and personal experiences, which result in fallacies concernirg our
observations. Irrespective of wlhat really takes pluce our chservations are
affected by preconceived notions about what we will see or hear. Perception
is constrained by expectations and stereotypes. we observe structures wlhich
we have learned to exist and which we cl.oose to observe. It is also important
to remember that there is much inconsistency in the expression of one and the
same mental experience: even if two people experience a stimulus (eg. an
intonation pattern of a sentence) in a same way, they may express their
observations differently (ef. Knoxp (1978:381 ff.), see also Ohman 1975).

For the spcaker-liearer, larguage is a psycl.ologically real, abstracted
and idealized structure and, due to its categorizing nature, this structure
acts in perception like an automatically tuned detector which filters from the
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message all information that is not linguistic (or communicative). In other
words, language forms for man an earphone through which he can hear only
language, a1.d not speech. Eachacoustic speech-signal which has been identified
as being speech is “hesrd” as a representative of a given linguistic structure
and as & consequence, the listener is able to consciously perceive only a few of
the properties of the signal and is deaf to many physical events in it which lie
beyond the conscious auditory experience. Many of the acoustic cue-features
which actually carry the information distinctive for speech perception are
"subconscious (notice, for instance, the formant patterns of vowels, conso-
uantal loci and transitions, temporal patterns of the strings of speech-sounds,
etc.).

It is possible for the listener to focus on various linguistic structures of
the utterance, such as the meaning of the utterance, the syntaectic structure,
or the phonological structure, ie. phonemes and phoneme strings. Similarly,
conscious attention can be paid to certain postures and movements of the
speech organs, but both the way in which they actually operate during speech
and the features in the resulting acoustic speech which enable us to understand
the message are beyond the scope of conscious observation. Thus, there are
features in the speech chain which aie outside our capacity to consciously
monitor the processing of messages and the differences in the processing
between two languages.

All this has certain important consequences: the contrastive analyst and
the foreign language teacler must rcalize that the way they ‘see” a certain
pattern of the target language may totally differ from the way the student
perceives the same thing. Tle problems of tle foreign language student can
be understood only if we know how he ‘feels’: what he attempts to hear,
what he actually hcars, and what the structures are he actually perceived,
and how these differ from the target, ie. from the way in which the native
speaker’s perception works in similar situations.

Phonetic Transcription and the Reliability of Auditory Observations

The evaluation of the capacity of traditivnal phonetics and phonology
to describe the phonetic reality must also include & consideration of th.e phonetic
symbolism which is used in phonetic transeription. In lirguistic field-work,
phonetic symbols are easily given the value of an icon, ie. they are regarded
as images of some physically true articulatory postures or acoustic qualities.
And, accordingly, they are often used as ‘phonetic evidence’ for various
phonological rules, for instance. However, the plonetic symbols are nothing
but symbols of given perceptual plonetic categorics, ie. symbols of categories
which have been created in the human mind. For the most part the 'narrow’
phonetic transcription is nothing but an alloplionic deseription of the alleged
phoneme strings of the utterance.
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What phonetic symbols are not, and never can be, is models of the actual
articulatory or acoustic events in speech. Phonetic symbuls are not meant
to describe the physical reality of speech; they represent the most peripheral
level of the perceptual categories in the phonic structure of language. Phonetic
transcription could be defined as the lowest level of pure plionological (lin-
guistic) description of language and utterances. The phonetic notions of sound
segments, stress degrees, or rises and falls of intonation are, of course as true
as any sensations and feelings whatsoever. But they are true in the linguist’s
subjective reality only. Very often the physical reality differs from his ex-
perience: the tongue is not in the position where he thinks it should be, there
i8 no physical prominence to the syllable which he hears as being stressed,
and the change in the fundamental frequency of speech may be just the
opposite to what he perceives and describers as an intonation curve.

Though there exist, without dispute, some universal tendencies in tke
perception of the phonetic parameters of language, the reception of phonetic
categories is influenced to a great extent by the listener’s mother tongue
and by the classificatory principle he applies. A Finn and a Pole, for instance,
do not ‘hear® the same English utterance in an identical way; they perceive
the stimuli in terms of the perceptual categuries of their own language. What
is important from the point of view of contrastive analysis and language
teching is, however, the fact that neither hears the message in the same way
as & native listener does. :

8. The Speech Chain and Cross-Language Differences

On the fevel of phonetics the objective of contrastive analysis should be
the establish.ment of the siwnilarities’ and differences in the way in which
ideas (or messages) are conveyed through the chains of communication in
the two languages. The contrastive description of the similarities and differ-
ences between the communication chains of the two languages consists of two
kinds of factors: similarities and differences in the way in which linguistio
information is turned into physical speech, and those in the way in which .
the parameters of physical speech are processed in reception. |

Before discussing the special problems related to language contact in
foreign language learning which are of interest for contrastive analysis, it is
necessary to sketch, in broad outline, the processing of the speech chain from
the perspective of modern phonetics. The role of articulatory movements in
the transmission of information is that of converting the phonological informa-
tion, je. the string of symbols of the phonologically coded message into sound
waves. From the point of view of grammar and phonology, this conversation
changes the chain of distinct phonological segments into a blend of various
qualities and pretended or overlapping boundaries between them. The result-
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ing phonetic variation, whether it is due to an intended articulatory move or
some motor vonstraint, serves as a picce of information for tle listcuer. The
properties of the sound waves of speech which convey tle linguistic informa-
tion or which, in otlier words, are used in perccption by tle listener to detect a
given category are called eitlier pl.onetic featurcs or acoustic cues of identific-
ation. Each phoneme or phonological feature of a language can be described,
on the physical level of speech, as a set of cucs or phonetic features which
bring about the perception of a given phoneme in various contexts. In the
light of recent findings in speech perception rescarch, it seems plausible ihat
_ there are special feature detcctors tuned to reveal, in the sound wave, the
acoustic features which are used as cues for pl.onological categorics in speech.
Evidence for feature detectors has been gatlered in tests with, for instance
voice onset time and formant transitions. Moreover, the detectors scem
to be tunable, which explains their function in languages with pl.onetically
diffcrent sound patterns.?

Identification cues, similar to those for phonological segments, sre also
found in the specch wave for higher-level information bearing structures.
The listener has learned to follow some cue-featurcs in tl.e oscillation of voice
which indicate, for instance, a lexical boundary, tl.e pl.onotactic structure of
the word, or some syntactic and semantic structures of a sentence such as
constituent structure, topicalization, or empl.asis (in form of pitch patterns,
sentence rhytl.m, final lergtlenirg and otler plenomena in the temporal
organization of the segment strings, etc.).

For speakers of one and the same language the feature detcctor systems
is, of course, matclicd to the acoustic patterns which correspond to tte habits
of motor implementation of spcech in their own language. In foreign language
learning, interference is found between the cue patterns of the motler tongue
and those of the target lar.guage. It is likely that th.e diffcrences in the gencral
characteristics of tle pronunciation of the two languages (sometimes called
the idiomacy of pronunciation or base of articulation) also comprise differcnces
in the cueing systems and difficulties in tle perception of the spoken forcign
language. .

Unfortunately, the capacity of the tests available at present to reveal
the ‘critical’ pointsin the interlar.gue ge sp.cech clarrelisratl er limited, partly
because we still lack an intcgrated picture of tl.e meckanisms functioning

1 Theso torms aro often used in modorn psycholinguistics in & more restricted senso
to refor to givon oxperimentally demonstrated phenomons in the percoption of sumo
acoustio paramoters in spoech, such as voico ongot, which have parallols both in the visual
foature-detectivn mochanism of man and in the perceptual mechaniems of animals {cf.
Massaro 1078; Cairns and Cairns 1976.143 f.). In this papor, tho concopts of ‘cuc’ and
‘cus detection® are used in a moro figurative way without refornng to any procisoly located
mechaniams in the process of porcoption.
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in the transfer of information in a normal lenguage communication. The only
way of tusting speeeh perception, available for CA, are identification tests
based on minimal word pairs and otlier similar traditional metl.ods of testing
pronounciation. These metl.ods, are however, so closely related to tle taxo-
nomic view of language that they are suitable only for the testing of certain
types of phonological contrasts. -

There is, however, and indirect way of approaching the problems of the
foreign language speech perception. it is the analysis of tl.c student’s speech
production. It can be hypotliesized that deviancics from the target in the
production of the features which are known to function as cucs fur syntactic
or semantic processing of utterances reflect corresponding difficulties in per-
ceptual proeessing. Similarly, if some native larguege features break through
the pronunciation of thLe foreign lar.guage, the student may be expected to seck
the same cucs also wlien Le is trying to understand messages in the foreign
language.

7. Instrumental Methods

-

The concept of the speech chain is, again, useful for the discussion of the
problems and tlie existirg instrumental nietl.ods for tl.e analysis and plysical
description of thLe events in Liuman speech. Analyzirg the speecl: cLain means
secking tle answer to questions such as Liow tlie mesiuges are transmitted
from one person to anotlier, or tl.rough what kind of tranisformations tl.e messa-
ge gets fromn the brain of the speaker to the brain of tle hearer?

The main stages of tl.e speech clain are: tl.e process of speech production,
thesound wave (tl.e acoustic s.gnal), and th.e process of speech perception. The
metLods of investigation can also be divided into thice major categories aceor-
ding to which stage of tl.e speech clain is tl.e object of research. Tle acoustic
signal is tl e most easily accessible stege; it can be rccorded on tape and ana-
lyzed by means of several acoustic research apparata (iutensity meters. fun-
damental frequency indicators, duplex processors, sound spectrograpl:s,
digital spectrum analysers, etc.). But wlen we move from research centred
on tle sound waie to rescarch dealing with specch production or perception,
the task becomes tl.e more difficult the ‘higler’ tl.e phenomenon which weo
want to study is in tle speech chain. There are certain metl.ods for tle study
of peripheral plienomena (such as tlie movements of the organs of speech
or the changes of tlie air pressuro in the cavities of the vocal tract), but we
still lack methods to study the plienomena in tle central nervous system.

Figure 3 illustrates the application of tl.e different metlods of inv estiga-
tionto the speech chain. It is ot meant to coverall metl.ods of speech rescarch,
nor is it possible to describe here all individual metl.ods und instruments of
speech analysis. TLey can a)! Le applied to various analyses with contrastive
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orientation as well. Many of them, however, involve some specialization in
physiology, acoustics, and the technology of speech analysis, as well as access
to a well-equipped speech laboratory, which naturally reduces the contransti-
vist’s interest in the appiication of such methods in his research.

In addition, there are certain methods within the reach of a contrastive
linguist not specializing in phonetics which are relevant in the gnalysis and
testing of ‘higher level’ linguistic problems such as sentence construction,
conveyance of meaning through grammatical constructions and tle speech
chain, and the progress of discourse in real time. As was pointed out above,
it is largely impossible for man to perceive physical speech events objectively.
Therefore, one of t'.e most essential applications of the instrumental methods
for CA is simply the visualization of physical speech events. Two dimensions
in particular are important for the point of view of the analysis and descrip-
tion of linguistic structures larger than sound segments or individual words:
these are the time axis of speech and the fluctuation of the fundamental fre-
quency.

Figures 4, 5 and §illustrate tliree fragments of discourse described in a form
of an on/off s gnal on the real time-axis. (For a detailed description of the
instrumental mett.od, see Sajavaara and Lehtonen 1978.) The advantsges
of this kind of description as compared with traditional transcription
are evident: In this methed, we have access to the analysis of the distribution
of speech performance in time, which is an integral element in the linguistio
behaviour of man. This information is of special value in the anralysis of dis-
course d;ramic and in all tests in which information abcut reaction time,
of hes'tat’on, I>cat on of pauses, ete., is needed. The present figures illustrate
tracings from a four channel equipment planned for tl e analysis of discourse
at th.e Phonetics Laboratory of the University of Jyviskyli. It makes possible
the recording and analysis of simultaneous speaking turns (eg., simultancous
starts, feedback moves of the listeners, or completions) as well as the chro-
nemics of tl.e Jiscourse in general, which has 8o far Leen a parumeter neglected
in the analysis. Figures 7 -9 illustrate tracings of a fundamental frequency
meter as applied in the enalysis of discourse intonation.

One of the methods in speech research whuse possibilities are far from
beirg exhausted is the testing of tle linguistic reactions of the speakers of the
iwo lungusges. The stimuli for the tests can be eitker natural speech, instrumen-
tally processed natural sppeech, or synthetic speech generated by means of
& speech gynthesizer andjor a computer.

Figure 10 illustrates the results of & preliminary test of certain phonetic cue
features whose stimuli wers produced by meats of a speech syntlesizer. Thero
are, of course, lots of problems involved in thLe composition, esecution, and
interpretaticn of such tests as weil a8 in the use of synthetic stimuli, but they
can yield results which are unattainable through convention ! methodology.
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Figure 3. A model of the speech chamn (from Lehtonen and Hurme 1079) and tho cxperimental methods available to the onalysis of each ‘link’ in the chain. The innermost
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4 . (discourse history:) R .
T swmartzcs S’ 's opinion on competition betveen urbam and rural life-style. Sy pcinte out that

circunstavc ¢8 tn Finland differ from those tn the article they had rcad; thers are not such
areae that people would consider bad or areas of peor people. Them T goee on "S: that there is
not a problen of, of arece that rize and fall - in tarve.of mal:hlhcn..."

S —u L L
not 50 much s towns
1 T ™ __I"'_L -
here yhym . Yes
s —J LJ . )
1, I, tyo . not, not so much because they are the sine areds that're

5. (discourse history:)
They are talking about’inveeting programe stating treir cpinions on the way in which the write

of the article has outlined the prograns. S, goes on ™ Yes but I, I think he tries to say that

they are, you kno:, they are just moking progroms to shou that they are doing eomethingput...” . .
s 1 R | L
1 they are rot studying the fact the resl . resl fact
1 Iy gy - J

o yo ' becauce to do that
S, —t 7 —J L 1T I J 1 ] 1
but, but they are not  really 2  getting to the 3 basis of the problen
6 + {discourse history:) )
»

They are talking about agriculture. So #ays that farmers stop keeping cous. T rmentions unbalance
of resources and thinke that the remaining problen ie vkat the people in the fams do tnstead.
S2 goes on "fes,yee it T, because t... on thoee aroas therc 18, there ton't ruch l-noN 0. .. "

S.
T L > /L —
o right which is not very well paid
52 E— 1 | s
more to do than working in the forests t..there vasn't 3 s0 much industry no, no, it's not
o 4 2 3
. L 1 1 } sec¢

Figures 4, 5, 6, Three fragments of o discourse ansly.ed using & method in which the speaking turns of each particip-
ant are transformed into o binary on/off signal and record on paper by means of a level recorder. S, and 8, are two
Finnish students of English, T the British teacher.
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Figure 10. The responses of native speakers of English and Finnish students of English to
various cues of the tense lax distinotion. The chart on the left shows the effect of the
change of vowel duration on vowel identification. The chart on the right shows the
respective responses to changes in the acoustic structure of the vowel. The diagrams show
that a change in the quality or formant structure svas for the native speakers of English
the stronger of the two cues tested. However, the change from & “lax’ to a more “tense”
vowel quality hardly affected tho identifications of the Finnish students of English. On the
other hand, changes in the duration of the vowel, which affocted the identifications of the
native speakers only a little, have a dramatic effoct on the identifications by the Finns.

The test thus reveals that a Finn does note apply the corteot cues of identification when:
disoriminating bstwoeon tense and lax vowels. The diagrams are based on studios with
synthestic speech by Raimo and Suami (1879). For further liscussion and test results, see
Lehtonen and Sajavaara, ods., (1979).
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PRELIMINARIES'TO THE STUDY OF COMPARATIVE WORDS
.IN ENGLISH AND POLISH

MiceAzL PosT

University of Wroclaw

1. Introduction

We assume that the term ‘comparative’ should be used to describe various
structures relating to the process of comparison. The majority of recent works
on comparative structures is concerned with conventional comparative senten-
ces only (¢f Bresnan 1978), a marginal treatment, if any, being given to other
than the grammaticalized sententia]l means of expressing comparison (cf.
Bartsch &Vennemann 1972, Post 1978). In this paper, we will be concerned
with comparative words, i.e., such lexical items which relate to comparison.
To our knowledge, English and Polish do not have complete and exhaustive
descriptions of such words, although scholars do qualify certain lexical items
as the exponents of comparison (cf. Huddlestone 1971, Anderson 1971).
Consider, for example, the following passage from Anderson (1971:17):

. ..many simple items (verbs, prepositions, nouns) ropresont the same undorlymg
relnblona as ‘overt’ comparative structuces. Considor such diffpront typos as prefer
(‘liko more’), darken (‘become darker or dark’), exceed (‘become greater than'),
beyond (‘further thun'), after (‘later than’), tp (‘highest point’). [...] an under-
lying configurational represontution for such items scems appropriate; [.. ] such
representutions have nlternative rializations, which, in a sense, retain more of
the abstract structuring.

The reason why we have included the pas/sage from Anderson’s werk is
that it celarly specifies certain characteristics of comparative words. According
to Anderson,

(1) comparative words can be of different grammatical categories;
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(2) comparative wordsinvolve the same comparison relations as comparative
sentences do;

(3) comparative words and comparative sentences are altemative realizations
of the same underlying representations;

(4) comparative sentences retain more of this underlying representation than
comparative words do.

With the linguistic material presented below, taken from English and Polish,
we hope to support the observation that comparative words are of different
grammatical cat-gories. Tke comparative words surveyed in this paper will
be adjectives, adverbs, verbs, and prepositions.

Claim (2) logically follows from thLe assumption that the constitutive
property of a linguistic expression is its relational meanirg (cf. Klemensiewicz
1958). Consequently, expressions of the same semantic type have the same
relational meaning. Since comparative sentences involve various comparison
relations, it is only natural to suggest that comparative words involve the
same semantic relations.

The plausability of claim (8) is evidenced by current linguistic literature,
especially of the generative semantics type. There exists ample evidence that
markedly different surface expressions are alternative realizatiors of th.e same
semantic structure. Thus, we think that it is justified to assume that compara-
tive words and comparative sentences are alternative realizations of the same
underlying representation.

To ascertain whether comparative sentences retain more of the underlying
representation than the comparative words, requires (a) prior specification
of the relevant aspects of the semantic relational structure underlyirg compa-
rative constructions, and (b) establishing which of these aspects are reflected
in comparative sentences.

As regards (a), it is assumed after Post ( 1978), that
(1) the basic comparison situation involves two terms, a property shared

by these terms, and a relation of comparison;

(2) one of the compared terms functions as the point of reference (standard
of comparison) for the other term;

(3) comparison relations can be optionally quantified, hence quantitative
and qualitative comparative constructions skould be distinguisk.ed;

(4) the property with respect to which a relation of comparison is established
between two terms is left unspecified in the semantic structure of qualita-
tive comparative constructions. In such a case, it does not surface but
is rather implied by the standard of comparison.

As far as (b) i8 concerned, a typical comparative sentence obligatorily
lexicalizes the terms of comparison and tke relation, ‘bare’ or quantified.
Fillmore (1971:5637) even says that one of the functions of the comparative
construction is to make the comparison relation and the .wo termp of this
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relation accesible. Additionally, the shared property is eitler given explicitly
in tLe surface structure (in tkLe quantitat.ve constructions), or is implied by the
standard of comparison, i.e., tLe second term (in the qualitative type).

The examination of the collected material skowed that (a) comparative
words reflect only some of the aspects enumerated above, and tLat (b) compa-
rative words differ amor g tLemselves as to which of tl.ose aspects tLey reflect.
. This second findir.g served us as a basis for grouping thLe collected material
into the following four groups:

(1) comparative words which denote various comparison relations;

(2) comparative words which involve & quantified relation and a property;

(3) comparative words which involve comparison relation and the second term;

(4) comparative words which addit.onally involve ‘non-comparative’ semantic
elements. ' -

We are in a position now to discuss the linguistic material that we have
found in Ergl hand Polish grammars. The presentation w.ll not be a systen.a-
tic contrastive study, but shouid rather be viewed as the evidence for the
existence of the same linguistic problem both in English and Polish.

2. Comparative words which denote various comparison relations

A study of comparative words of this class kas to be preceded by a prior

establishirg of tle set of vomparison relations. To our knowledge, there does

not exist any account of this sort in tl.e linguistic literature of both lar.guages
involved. Besides, tLe number of elementary comparison relatiors recognized
in individual works varies from autlor to autlor.! In view of this inadequacy,
it is not surprising that the comparative words reported upon in this section
denote tLe generally recognized comparison relations, such as superiority,
identity and equality.

In English, we have been able to find two works whose authors treat
certain lexical items as tLe exponents of the underlying comparison relation-
skLip. In Bach (1968:120—121), it 1s suggested that the verb surpass expresses
tLe samne semantic relationskip as more... than. This suggestion is supported
by thLe fact tlL.e that more... than sentences can easily be replaced with expre-
ssions contuining the verb surpass in exactly tlLe same function as the marker
more...than, i.e. & formal exponent of the comparison relation of superiority:

(1) a. Bill is shorter than John.
b. Johnis taller than Bill.

' For example, Jespersen (1929) assumes that thero are threo basic comparison rola-
tions, Sapir (1044) suggests that as many as fifteen d:fferant comparisun relations should
be recognized. In a recont study on cumparative cunstructions by Jurkowski (197¢), ten
distinet comparison rolations have been distinguished.
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(2) a. Bill is surpassed by John in tallness (height).
b. John surpasses Bill in tallness (height).

In Post (1978), the adjectives same, identical and equal have been discussed.
They function as the exponents of tle clementary comparison relation of iden-
tity, and consequently, the constructions containing these tliree lexical items
should be treated as comparative constructions of identity par excellence.

Inourinterpretation, same lexicalizes the bare relation of idexntity. Identical
is regarded as the marked counterpart of same, which additionally informs
about thie commitment of tle speaker to tle truth of tl.e proposition involving
the relation of identity. Tle adjective equal is assumed to stand fo: the derived
relation of equality, i.e., quantificd relation of identity.

Our discussion of these tl.rce adjectives was confined to their function as
predicatives of the copulative verb be, as in tle following:

(3) a. John and Bill are the same
{idcntieal
equal

identical to

b. John is {the same as Bill.
equal with }

(8a) represents the case when both compared terms are topicalized. In the
casc represented by (3b), tle comparison relation and the standard are made
the comment.

Since the optirial lexicalization of the scmantic representation underlying
comparative constructions additionally includes tle presence, in the surface
structure, of the property attributable to tle compared terms, we observed
that this is aclieved with same, identical and equal by adding the following
comylements:

(4) a. in the way {that |S
which

b. in NP

The NP of (4b) can be a nominal G2fining a mode of action, as in (5a), or an
abstract measurable, but not directly observable, property, as in (6b):

identical

(6) a. John and Bill are {t]xe san;e] in gesturcs.
*equal

identical

b. John and Bill are {the same} in height.
equal
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Except for equal, which oceurs only in quantitativ e comparatives, the remain-
ing two adjectives occur both in quantitative and qualitative ccn.parative
eonstructions. This observation is evidenced by the incompatability of eyual
with complements denoting unspecificd mode of action (see (5a) above).

In Polish grammars, we did not manage to find a descrciption of lexical
items expressing various comparison rclations. We have only come accross
with a written suggestion in Karolak (1972) that the words, which are evi-
dently tl.e Polish countcrparts of surpass, same, identical, equal and tlhe like,
should be interpreted alorng the lines described above. Karolak (1972:136)
explicitly states that lexical items like rézny/different, innyjother, réznié sie
[differ, byé podobny/be similar, taki sam/the same, przewyiszallexceed arc the
exponents of various comparison relationships.

3. Comparalive words which involve a quantified comparison relation and a prop-
erty

This group of comparative words includes such adjectives as long-short,
tall-short, high-low, wide-narrow, deep-shallow, large-small etc. Adjectives
of this elass exist ia puirs of antor.yms such as those quoted above. Each

pair represents tle rclevant dimension. Thus the pair long-short is based on
the concept ‘length’, the pair large-emall on the concept ‘size’ ete.

One of the antonyms ia each pair is the marked member of the opposition,
the otl.cr being one unmarked. The unmarked member rc presents tle under-
lying dimension as a whole. In other words, tliere is no prcsupposition such
as John is 18 tall altacled to propositions of tlie form Jokn is x feet tall. On the
other hand, a proposition such as John s 5 fect short (with the marked member
of the pair tall —short) carries with is tl.e presupposition “John is short™.

It has been claimed by many grammatians tlat antonymous adjectives
are implicitly comparative, i.e. the form of the positive degree of tLese adjec-
tives expresscs tle relations ‘more than’ and ‘less than’ (cf. Sapir 1944, Lyons
1968, Bartsch& Vennemann 1972). According to this approach, a sen‘ence like

(6)
(6) John is tall.

should be interpreted as ‘John is taller than the aversge height of man’,
because to say that a person is tall is to place him above the point which in
the speaker's evaluation represents the average leight of man.

A similar interpretation of tle positive dcgree of antonymous adjectives
can be found in Polish sources «s well (see Wierzbicka 1971, Topoliriska 1975,
Jurkowski 1976). Wierzbicka, Topoliiiska and Jurkowski assume that the
Polish counterparts of the English antonymous adjectives express internal
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comparison t00 Inthe syntactic structures including a positive form of such
adjectives, only one term of comparison is externalized; the second, i.e.,
the average is present only in potentia.

We think that in the group of comparative words which denote compari-
son relations and a property, Geis’s analysis of before and after time preposi-
tions should also be included (Geis 1970). Geis has argued that before and after
are alternative lexical realizations of tte subtree underlyir g earlier than and

later than respectively (Geis 1970:237).For Geis, the following two examples
have the same underlyirg structures:

(7) a. John went home {before] Frank did.
after

b. John went home at a time whickh was {ea.rlier}
later

than the time at which Frank went home.

To our knowledge, there does not exist in Polish a study in which time pre-
positions are explicitly interpreted as expressing comparison relationships.

4. Comparative words which involve ‘bare’ comparison relation and the standard
of comparison

4.1. Comparative adjectives in Polish

From the morphological point of view, the adjectives to be discussed in
this section are derived from nouns through suffixation.* TlLe adjectives of
this type define the shared property indirectly. In uttering tLem, the speaker
assumes that the des’gnatum of the noun stem of the adjective suffices to
specify the property unambiguously.

Smélkowa &Takiel (1977) distirguish seven different suffixes with which
denominal comparative adjeetives are formed.

a. Siffix -sks
e.g. oko snajperskie — ‘sniper eye’
oportunizm lewacki — ‘leftist extremist opportunism’

b. Suffix -owsks
eg. zygzaki picassowskie — ‘psoudo-picassian zigzags’
fryzura bitlesowska — ‘The Beatles hair style’

! The Polish examplee given in this section are due to Smélkowa and Tekie! (1077).
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¢. Suffixes -i||y, -czy, -niczy
e.g. cyklopie spojrzenic — ‘cyclopean look’
uchodicza dola — ‘refugean fate’ .

d. Suffix -owaty
e.g. tyczkowaty mlodzieniec — ‘rod-like youngster’ N
skrzyniowate loze — ‘trunk-like bed*

e. Suffix -asty
e.g. kleszczaste palee — ‘claws-like fingers’
konopiasta czupryna — ‘towy shag’

f. Suffix -aty
e.g. pyzale dzieei — ‘doughnut faced children’
gabczate twarz — ‘spongy face’

g. Suffix -isty[ysty
e.g. substyncje kleiste — ‘gluey substances’
jedwabiste rzgsy — ‘silken cyelashes’
Gawelko (1977) additionally mentiones two other adjective-from-noun form-
ing suffixes:

h. Suffix -ow
e.g. kredowa blado§é — ‘chalky pale”
alabastrowa cera — ‘alabaster-like complexion’

i. Suffix -an

. ¢ . ()

¢.g. lniane wlosy — ‘flaxen hair
slomiane wygsy — ‘strawy moustache’

Considcring the link between comparative adjectives and the nouns they
modify, two distinct cascs can be distinguished according to Heinz (1957).
Case (1) is illustrated by the following example:

(8) mina ularska — ‘uhlan look’

Heinz says about expressions like (8) that the entity denoted by the surface
noun {mina,lwk) is similar to the same entity (mina ulana/uhlan lvok) denoted
by the designatum of the nominal stem of the adjective (ulan/uhlan). The
second term of comparison (mina ulana,uklan look) docs not occur in the surfacs
structure but is defined by the nominel stem of the adjective.

Case (2) is illustrated by (9):
(9) dzieci pyzate — ‘doughnut faced children’
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According to Heinz, in expressions like (9), the entity denoted by the surface
noun {dziccijchildren) implies an objeet which is perceived as similar to the
entity denoted by the nominal stcm of the adjective (pyzyldougnhuls).

It scems to us that considering the link between comparative adjectives
and the nouns they modify, still another case should be distinguished as well.

Consider the following:
(10) stupowate nogi — ‘pillar-like legs’

In expressions like (10), the entity denoted by the surface noun (rogiflegs)
is similar to the entity denoted by the nominal stem of the adjective (stupy/
pillars). .

smolkowa &Tekiel (1977) observed that Polish has comparative adjecti-
ves which, from the morphological point of view, are compounds of the type
N-kAdj:

(11) welnopodobny — ‘wool-like’

czlekoksztaliny — ‘man-like’

These compounds have the adjectives podobny/similar and ksztaltny[like
as the second constituent of the compound. Their function is to denote the
compartison relation. The function of the nown stem is to specify the second
term of comparison, i.c. the standard.

4.2. Comparative adverbs in Polish

According to Grzegorczykowa (1975) and Smélkowa &Tekiel (1977), there are
in Polish comparative adverbs. They fall into two morphological groups:

(1) suffixal adverbs, formed from denominal adjectives with the suffix -0’
e.g. moralitetowo uproszezony — ‘simplified in the morality play menner:

(2) prefixo-suffixal adverbs, formed with tl.c prepositional prefixespo-and z-,
and the suffixes -« and -a:
e.g. zachowal sig po prostucku — ‘behave like a boor’ -
akcentowaé z wilenska — ‘speak with the accent characteristic of
Tastern provinces of the Pre-War Poland’

These comparative words inform about the similarity of the subject and the
entity denoted by the nominal stem of the adverb, in respect of th® action
specified by the verb.

Suffixal adverbs are formed from denominal adjcctives ending in -ow-,
-owat-, -sk-, and -ast-:

(12) albumowo wydana monografia — ‘album edited monograph’
kolnierzowato rozszerzony — ‘collar-like extended’
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aktorsko podkresli¢ tragizm sytuacji — ‘to emphasize the seriousness

of the situation theatrically’

drzewiasto rozgalezione #yly — ‘tree-like remified veins’ and (lirectly
from nouns:

(13) szczeniaczo calowaé — ‘teenage Kissing’
wilczo suezerzyé zeby — ‘wolfish grin’ ~

Comsidering the morphology of the prefixo-suffixal comparative adverbs,
three subgroups can be distinguished. The first group includes those adverbs
which are formed from denominal adjectives ending in -sk-:

(14) po aktorsku — ‘like an actor’
po dzentelmensku — ‘like a gentleman’

Group two oncludes adverbs based on adjectives ending in suffixes other than
-sk-. The adverbs of this group are formed with the prepositional prefix po-
and the dative of the adjective:

(15) po cywilnemu — ‘in a civilian way’
po wiosennemu — ‘in a spring {. shion’

Finally, group three comprises adverbs formed with the prepositional prefix
z- and the suffix -a:

(16) z niemiecka — ‘like & German’
z wileniska — ‘like a resident of Eastern provinces of the Pre-War
Poland’

4.3. Comparative verbs in English

Duszak (1978) observed that in Inglish there are verbs which express
a resemblance of behaviour between two entities. She has in mind such verbs
as lo ape, to dog, to wolfe etc.

(17) a. John aped his mother.
b. Reporters have dogged him for years.
¢. He wolfed the entire salad.

The verbs of this class are of the same gencral pattern ‘X acts like ¥, where
X stands for the ageat and Y for the designatum of the verb. The verbs of
this semantic class imply an object which fulfills a comparative function,
it is used to show an analogy that exists between it and some other object.

In the above case, the confrontation of the two terms is performed in terms
of behaviour. But such a confrontation can also be performed in terms of
various physical quaiities such as shape, colour, consistency etc. Duszak
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distinguished two casses of verbs expressing resemblance of physical proper-
ties between two entities. The first clase is of the genral pattern ‘X beccmes
like Y:

(18) The bridge arched aeross the river.
The second eclass is of the pattern ‘X make Y become like Z™:
(19) John arched the branch.

These two types of verbs point out to the fact that X/Y acquire some features
which make it similar to the idea inherent in the designatum of the implied
objeet.

5. Comparatice words which additionelly involve ‘non cumparative’ semantic
elements

The comparative words of this class invol ¢ varivus comparison relations,
alungside with other ‘non comparative’ semantic elements. We suggest that
the verb prefer, mentioned by Andcrson, qualifies as such a word. It is irre-
levant whether the analysis of prefer into like and more is detailec’ enough.
We think that even a more refined semantic decomposition of this . erb would
reveal the presence of a semantic element representing the re’ation of su-
periority, indicated in Anderson’s interpretation by more.

Postal’s discussion of the verb remind (Postal 1970), is a sother instance
of an analysis postulating a combination of a semantic element representing
comparison relation with another non-comparative semantic element. Actually,
Postal does not say that remind relates to comparison at all, however, he sti-
pulates that similar be an underlying element in the semantic structure
of this verb. In his analysis, remind involves the predicates STRIKE and
SIMILAR. The entire analysis probably cannot be maintained, but the fact
that the verb remind involves the comparison rela’ "on of similarity is indis-
putable

In her work, Duszak (1978) discusses verbs 'ike model, caricature, pattern,
paraphrase etc., to which she assignes the general pattern ‘X produce Z in
relation to Y’

(20) a. John caricatured his aunt.
b. She patterned her dress after her sister.
e. He paraphrased her words in his own way.

Duszak does not specify the relation in which Z stands to Y, i.e. the object
produced to the original. It is plausible that the relation here is that of simi-
larity. If so, then a more accurate pattern should be something like ‘X pro-
duce Z similar to Y’. If our interpretation of the verbs model, pattern, parody
and the like is correct, then they should also be subsumed under the class of
comparative words.
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6. Conclusicns

The general conslusions that we want to emplasize are as follows:

(1) English and Polish have lexical items which, in various ways, relate to the
process of comparison;

(2) these lexical items are of different surface category;

(3) they reflect only certain aspects of the seman.ic relational structure under-
lying comparative constructions;

(4) they differ among themselves as to which of these aspects they reflect.

We hope to have sufficiently supported (1) and thus provided justification for

undertaking of a detailed crosslinguistic study of words relating to comparison.
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DEFINITENESS, PRESUPPOSITION, AND ANAPHORICITY IN THERE-
SENTENCES AND ADJECTIVAL PREDICATE CONSTRUCTIONS

ZENON JARANOWSKI

University of 15d¢

In the paper “Definiteness in there-sentences”, Language 2, June 1978,
E. Rando and D. J. Napoli suggested, with strong empirical support, that
such terms most typically used to describe restrictions on there-sentences,
as definiteness and indefinileness be replaced by anapkoricity and non-anapho-
ricity.

To substantiate this suggestion, they tried to generalize the term ‘non-
-anaphoric’ as “‘the most accurate and syntactically testable” (309). In the
concluding part of.the paper they “would like to suggest that this type of
analysis can be fruitfully applicd to many other syntactic pheromena™ (311).

In the present paper, my intention is to analysethe reliability of the above
intuitions on the part of the authors when the chosen grammatical corpus
is the adjectival predicate constructions (Rosenbaum 1967:100-108).

To start with, let usrecall that, upto now, the syntactic classification of the
corpus under discussion has been based on either syntactic (e.g. Rosenbaum
1967:100-108) or semantic (eg. P. Kiparsky and C. Kiparsky 1971, or
Jackendoff 1972) criteria. Putting aside the symtactic criteria for obvious
reasons’ the competing semantic criteria in our case will be anaphoricity/non-
anaphoricity, on the one hand, and factivity/non-factivity as correlated with’
presupposition placement, on the other.

According to Kiparsky and Kiparsky (1971), syntactic differences among
the variants of complementation are correlated with semantic differences.
Most of the syntactic reality in a given sentential sequence can be explaincd

_ and determined by such contrastiye notions of semantic value as factive/non-
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factive. In this way, semantic differences between factive and non-faclive
complement paradigms can be related to their syntactic differences.

The division into fuctive/non-factive is based on the deep-structure level of
linguistic representation. As far «s the grammatical corups chosen for the
present analysis is conecrned, closest to the factive deeps tructure are con-
struetions of the type:

(1) a. John is happy about sth] _, John is happy (about the fact)
John lives in London j that he lives in London

b. T am aware of sth - I am aware (of the faet) that
John lives in London John lives in London

— and, closest to the non-factive deep structure, might be, e.g.:

(2) a. Sthis likely It is likely that Tom lives
Tom lives in London in Loundon

b. Tom is eager for sth 1 om is eager for Tom to live
Tom to live in London | in London =
Tom is eager to live in London

It should be stressed, thougli, that the above mentioned controlling fune-
tion of factivity /non-fuctivity is stiictly correlated with presupposition place-
ment. In sentences (1), with factive complement, the speaker first presupposes
that tlie embedded clause expresses a true proposition, aml then mukes some
other asscrtion (tells sometling else) about it — according to the interpretation.
“I presuppose that John lives in London and assert that he is bappy about it
As the presupposition is the first-step judgement on tlie truth value of a given
proposition on the part of tle speaker, the only conclusion that may be drawn
is that factivity depends on presupposition and not on asser tion. In contrast
to the factiv e variunt, there is no presupposition on tle part of the speaker in
non-faetive clauses (2) in which the speaker first asserts in the main clause
that the proposition Tom lives in London is likely. In this way, the ‘likeliness’
of the proposition blocks any preceding presupposition placement, that is
why the non-factive clauses are semantically simpler.

In contrast to the above interpretation, Jaekendoff’s approach (1972) fo
the problem shows a variety of distinctions. First, presupposition placement is
determined directly on the surface, and not in the decp structure, though it
remains a purely semantic notion and retains all its sexuanto syntactic relations
and controlling potentialities which are characteristie of tle system of ‘Fact”
Second, according to Jackendoff (1972.241), ““a well-formed semantic inter-
pretation of a sentence must be divided into Foeus and Presuppositivn. “If 8o,
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also non-factive variants (2), contrary to the theory of ‘Fact’, must have their
presuppositions, hence the division into Focal und Inherent Presupposition in
Jackendoff’s system — the foinier corresponding with the non-factive, ‘non-
presuppositional” variant of the “Fact’ theory, and the latter, with its factive
counterpart,

According to its term, the focal presupposition and its placement ave
strictly related with the notion of fuc us and its assignment. “We use the term
Jocus of a sentence to denote the information in the sentence that is assumed by
the speaker not to be shared by Lim and the hearer, and presupposition of a
sentence to denote the information that is assunied by the speaker to be shared
by him and the hearer” (Jackendoff 1972.230). In this sense, our discourse is
natural if suecessiy e senteuce s share presupy.ositions, that s, if tle two speakers
agree on what information tliey have in common. Tle ‘newncss” of the informa
tion denoted by tlie focus is formally explicated phoclogically by a special
stress placement, and semantically, Ly the observation of a special Rule of Fucus
Assignment (Jackendoff 1972.240). “the semantic material associated with
surface structure nodes dominated by ¥ is the Focus of the sentence. To derive
the presupposition (focul), substitute appropriate semantic variables for the
focussed material”,

From what the rule says, then, tle appropriate semantic variables are to
be substituted for the Focus - to form a focal presupposilion, The variable
must be chosen in such a way that “it defines u coherent class of possible con
trasts with the focus, pieces of information that could equally well Liave taken
the place of the focus in a sentence, within bounds limited by the language, the
discourse, and the external situation” (Juckendcff 1972.243), The condition on
the clioice of a given variuble, then, is that the variable have the same semantic
form as the focus. To show how it works, let us analyse our non-factive, non
presuppositional” examples (2 a, b). in the following discourse:

(3) a. A: Where does Tom live now!?
B: Itis likely that he lives in London
A: Well, it is pussible that he does but I'm not quite certain.

.

b. A: Say, Tom is eager to live in London
B: Oh, no! He is umwilling to live there.

In the aboyv. examples, the marker I dominates both likely and possible, on
the one hand, und eager and unwilling, on the other. These are contrastive
variables of the same semantic forme, What is shared by the spcaker and hearer in
these sentences then, und what is presupposed as a result, is ‘the sameness’ of
the semantic form. The information whicli is not shared by the speaker and
the hearer, the newness’,is represented by the respective, eontrastiv e variables
whieh are correlated with and dominated by the focal part of the utterance.
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It is characteristic of this type that botl — presupposition placement (‘the
sameness’ of the semantic form) and contrastive variables assignment, tuke place
within the main clause.

When under a closer examination, the above semantic relations characte-
ristic of the type under discussion show . spetific resemblance to the paradig-
matic relations appearing on the syntactic level of linguistic description, at
teast when they refer to the principle of substitution:

(4) a. Syntactic form (‘the sameness of’):

It is [probable | (that he lives in London)
likely
possible
*probably
i [n

b. Semantic form (‘the sameness of’):
It is [improbable| (that he lives in London)

| possible F
i |probable ‘
. {likely i
o |probably 0

n

semantic (contrastive) variables
If it is ~o, presuppositional placement in this type is based on subjective,
substitutivnal concept of the objective identity of the semnatic form according
to the 'vertical” dimension which is characteristic of the paradigmatic relations

in syntax:

(5) a. Concept: Pressupposition
|

v
¢ the sameness) [+objective]
of semantic

Sform
R i
Al
b. Semantic variables: Focal substitution — “within bounds
+subjective on | limited by the language, the discourse, and
the part of the external situation”.
n/ the speaker
v
‘newness’
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To compare now, the inherent presupposition belongs to quite a different
‘dimension’ in this sense, First, it is not based on the concept but on observation
and reflection vn the part of the speaker and nust be sapplemented by something
new, which is not shared by both the speaker and the hearer. The presuppousi-
tion being placed on the embedded dause as a rule, the reference between the
presupposition and the rew information (assertion) on the part of the speaker
resembles, contrary to the previous type, rather ‘syntagmatic’, ‘horizontal’
relations:

-

(6) Tom is heppy (ab. the fact) that he lives in London

v i
--subjective |«— -+-objective
- ‘newness’ +fact .

To summarize, here is the formalization of the two presuppositions.

(7) a. Focal Presupposition b. Inherent VPresupposition
-+SUBSTITUTION " -+OBSERVATION and~
(‘paradigmatic’) REFLECTION
+CONCEPT +LINEAR
(‘syntagmatic’)
+OBJECTIVE +OBJECTIVE
(semantic form) >
—‘NEWNESS — —‘NEWNESS'
+ ‘NEWNESS®
(semantic va- - )
riables)

Owing to the fact that these two presuppousitions belong to two difterent
‘dimensions’ of linguistic realization, the sentences with inlicrent presupposi
tion (6) are, in fact, ‘two presuppositional’ because the inherent presupposi-
tion, as resulting from OBSERVATION, triggers the focal presupposition auto-
matically. It depends only on the kind of discourse whether the focal pre-
supposition involves semantic variables, or not:

(8) a. A: Tom is happy that he lives in London
B: Yes, he really is (happy)

b. A: Tom is happy tihat he lives in London
B: But he is unhappy that he lives there\

The referentiul relativn between the two presuppositions may be general-
ized, as follows:

‘ \ 78
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(9) II. Focal Presupposition +—— L Inherent Presupposition
CHOICE 2 CHOICE 1
¢ {
IMPLICATION |« Stimulus 1| — [4+OBSERVATION and
+4-CONCEPTUAL RETLECTION
(semantic Form) {Embedded Clause)
{
“HOICD 3
VARIABLLS « Stimulus 2
SFMANTIC
: +SU.'BJLCTIV]~
+ NEWNESS
1 —_—
2._—— '
g —

n———

{Mnin Clause)

Inversely, the type with foeal presupposition, as based on CONCEPT, is a
‘one-presuppositional’ ty pe:
(10) I. Focal Presupposition
CHOICE 1

|
IMPLICATION] « Stimulus 1
| +CONCEPTUAL

| 1. CHOICE 2
"+SEMANTIC VARIABL ES]

| +SUBJECTIVE
|
1 — —
[
! e ——
¥ n e

{Main Clause) - {Embedded Clause)

From what Las been presented up to now, itis easy tv notice the importance
of temporal reference in the ddassification of the structures under discussion.
Thus in the type (9), the placement of inherent presupposition precedes the
placement of focal presupposition. Using other words, we might say that the
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placemeat of inherent presupposition stimulates the placement of focal pre-
supposition which, in turn, stimulates a subjective and optional placement
of the semantic variubles. Contrary to this type, in type (10), the placement
of focal presupposition is & primary conceptual stimulus for the inyolvement of
above mentioned semantic variables on the purt of the speaker/heaver.

The second vital obseryation is the possibility of currelation between factual
orientation and Jdefinitencss, on the one hand, and between conceptual implica-
tion and indefiniteness, on the other. We might simply say that factual orienta-
Hon entails definiteness vu the embedded dause whereas coneeptual impliea-
tion entails indefiniteness on both clauses. Now, it is enoughi to correlate the
eontrust definite/indefinite with the temporal ieference of the two types under
discussion to draw the conclusion that the primary placement in the ty pe (9) is
definite, and the secondary placement is idnefinite:

(11) 1I. Focal Presupposition « L. Inberent Presupposition

] |
IMPLICATION +OBSERVATION
+CONCEPTUAL FDEFINITE

UL [ VARIABLES
L SEMANTIC
1

[—~DEFINITE]

It should be observed here that the focal presupposition has a Jdouble
temporal reference depending on which ‘dimension” is under discussion.
Strictly, if focal presupposition is ‘dominated’ by inherent presuppésition,
it is secondury; if, however, it ‘dominates’ seniantic variables (‘vertieal’ di-
mension), it becomes prinry awd defiues these variables sumantically. As a
result, the foval presupposition, contrary to the inherent one, is primary
exclusively in type (10):

(12) T. Focul Presupposition: ‘the sameness’ of semantic
1 form

[IMPLICATION

[-FCONCEP'L‘UAL]
1

‘ [+ DEFINITE]
l‘ [[. SEMANTIC VARIABLES  (Embedded Cluse)
i
[-DEFINITE]

The above tempral and definite/indefinite conditioning stunds for « funda-
mental classificational principle in a number of English structures. Further, a
nwmber of semantic controlling contrasts are strictly correlated with this very
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principle. As B, Rando and D, J. Napoli indicate “there are strong connee-

tions, and often ouly subtle distivetions among the members of cach of the
two contrasting sets, on the one hund,  topie, theme, presupposition, de-
finiteness, anaphoricity, initial position, and old infurmation, on the other, —
conmnent, rheme, focus, indefiniteness, non-anaphoticity, final position, and
new information™ (1978.308), Although they refer this observation to the
corpus of there seutcnaes, we mauy prove now that the same is characteristic

of the corpus undder discussion. Let us analyse, first, the surface-structure
representations of the sequences:

There are tigas in India
It is likely that he lives in London

(13) a. There are tigers in India
| |
[ +DU \mlv | SUBSTTTUTTONAL
L'l HEME 1 CONCEPT
4TOPIC +*‘VERTICAL’
+DERINT l‘l' +CHOICE
+ INITIAL ]] —DEFINITE]
[+ COMMEN'T, 1
4 RHEME
|-+ FOCUS ]
. [+ NON-INITIAL]
[+ NON-ANAPHORIC
| +NEW INFORMA’I‘ION]

b. It is likely that he lives in
London
([-+ DUMMY [+ SUBSTITUTIONAL
|[ THEME +CONCEPT
+-TOPIC + ‘VERTICAL'
+DEFINITE t-C"HOICE
[-}-INITIAL ] [ DEFINITE]
[--COMMENT
+RHEME ]
|+ FOCUS

[+ NON-INITIAL)
-+ NON-AAPHORIC ]

| +NEW INFORMATION
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The analogy betw cen these two stiuctares being obvivus now, let us ubsirve
additionally that both of them belong to the type in which the placement of
the iuitial dummy arguments las been triggered by syntax and not meaning
(see (i Leeeh 1974.183). In vase of (13a). according to K. Rando and D. J.
Nupuli (1978.308), “‘there sertion, viewed functionally, is a transformation
desigred to provide a dummy theme ot topic  definite in form (witness the
the in therd), i indtial position  m « sentenee which would otherwise lave
nore. The comment is moved ovut of initial position so that it may be more
strongly empliasized or foeussed upun.”™ (sce also Thematization in G, Leech
1974.198), In the second sequence, (13b), “it” duplicates the real theme “he
Hves i Lutdon™ as aresult of the application of extraposition transformation,
for the same reason.

What the reader shondd obsery ¢ now is that though the argument “he lives
in London™ cotsists of separatc definite items, and though definilences blongs
to the same contrastive set as prosuppusition does (Rando and Napoli 1978
308), nu presupposition can be placed onit in ty pe (10). This happens becanse
it is not the definiteness of the individual dons in the argnment (clause) that
determings presapposition placement ity pe (10) but the indefiniteness of the
whole fusionof thaw vesulting from « primarily presapposed conceptual implica-
tion of the semantic form on the part of the speaker (inthe main clause), aml of
his chuice of one of the uptional semantic s ariables. In this way, the definiteness
of an isulatad embedded clause has been ‘indefinitized’ and, in a sense, ‘neutra-
lized” — which may be confirmed by the nentrality of the ‘dummy’ initial
argament ‘it’, Inthis respect, a putential defin eness of the embedded arglonent
has been bloched, togetlier with its syntactic pusitional preverbal orientation,

(14) *TLat he lives in London is likely

In this scuse, both, there-existential structures and the ones represented
here us ty pe (10), are semantically oricnted by focal presuppuosition exdlusis ely
and, in fact. belong to the same type.

As « result of the above argumentation, an important correlation may be
inferred, ramely, that the argument “that he lives in London™ corresponds
strictly to Milswk's hypothesis (1974, 1977) roferring to there-existential
sentences — that in list there-sentences what is predicated as existing is the
entire list — so that the quantifiers (a, the) on the individual members arc
irrelevant, as it is in (Rando and Nepoli 1978:301):

(13) a. A. What's worth visiting here!
B. There's the park, a very nice restaurant, and the library. That’s
all as far as I'm concerned

— and, in our example:

(15) b. [t is likely that ke lives in London
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The ubove examples explain why definites are allowed in list there sentences
(15a) and in embedded arguments (15b), and why the whole list in cvistential
sentences, on the one hand, and the whole, embedded argument, on the other,
should be classified as indefinite. In existential sentences, the ‘newness’ is an
optivnal potential CHOICE of variables within a prc\'iously determined se-
mantic FORM of these variables within a given list, in the sentences under
discussion, the CHOICE is the focal part of the main clause imposing its
indefiniteness on the whole embedded clause (argument) regardless of the
definite/indefinite contrast in the individual members of this clause, and its
factual orientation when in isolation. The ubove mentioned analogy is sufficient
to generalize that the contrast of definitenessindefiniteness is not a clear cut
and reliable classificational device when referred to the structures under
comparison {13u, b). What really counts in this classification is that the speaker,
before uttering Lis message, is left with a double CHOICE. First, he must
determine whether his message will start with the reflection of « real world or,
conversely, witl his conceptual CHOICE of semantic FORM. Once he has
chosen the latter alternative, his subsequent step will be the CHOICE of one
of the optional SEMANTIC VARLIABLES limited by the previonsly chosen
semantic FORM.

Now one may casily notice that this double CHOICE is strictly correlated
with the sequence of TIME and the notion of ‘NEWNESS’. This eorrelation, as
the present paper confirms at length, may be best exposed by the contrast
anaphorie/non-anaplone providcd that tlc notion of anaphoricity is used in
its broader sense (Kuno 1972). Traditionally, the anapuoric/non-anaphorie
coutrast is correlated with a ‘forward’ (anaphoric) or ‘backward’ (non-anapho-
rte) linear orientation in a sentenee of discourse (though, asin the present paper,
it may alsu operate in a ‘downward” and ‘upward’ dimension). According to
Kuno (1972), a given NP (here. argument) is anaphoric wlen it refers to some-
tLing known or fumiliar to both speaker and Learer. What will be anaphorie
i this sense in my corups then will be the embedded argument in type (9)
whiclt has been based hiere up to now on the principle of dufiniteness and in-
herent presupposition, and which is represented by a considerable number of
structures, sucli as. Definite Names, Cleft Sentences, Tempral Subordinate
Clauses, Nourestrictive Relatives, Aspectuals, Iteratives, Prepositional Quan-
titiers (K. 1. Keenan 1971). If the discourse stimulates the placement of both
iinlerent and foeal prasuppusitions (as in (9)), the embedded elause will have
anaplorie (‘furward’) reference — reflecting the information shared by the
speaher and Liearer, then the main clause will be marked kataphorically as
revealing ‘newness’. At the same time, the said main clause starts working
anaphorically in a ‘downward’ direction when exposing the speaker’s choice of
semantic FORM, limited to him by the language, the discourse, and the exter-
nal situation. The type with focal presupposition alone, (10), will, naturally,
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take only vertical dimension into account in which tke anaphoric {‘downward’)
choice of semantic form will precede the katapLoric cLoice of semnatic varia-
bles (‘newness’).

Here ave the concluding observations resuitirg from the present paper:

a. acc  ling to the suggestions of the autkors of the paper “Definites in
There — sentences”, their concept of the superiority of tLe contrast anapho-
ric/non-anaphoric over that of definitemon- -definitehasbeensupported empiric-
ally in this paper wken referred to the adjectival predicate constructions,

b. the definite/indefinite contrast does not work as a reliable classifica-
tional instrument in tke corurs under analysis,

c. astrong inclination is felt by the autk.or of this paper that the contrast
ansphoricfnon-anapkoric in the sense described in this paper be considercd as
overlappir g the contrast focalfinkerent presupyosition and, maybe, topic/-
/comment, and theme/rheme (see G. Leech 1974:198 — Thematization).
Owing to its classificational valours, it might, when formalized as, e. g. ANA-
PHORIC CHOICE/NON-ANAPHORIC CHOICE, even eliminate the above
competing contrasts,

d. what is to be additionally stressed is the superiority of Jackendoff’s
Interpretation of presupposition (‘each sentence must have its presupposi-
tion’) to the one presented by Kipersky and Kiparsky (1971) ,owing to the
fact that the former allows much deeper penetration and description of the
semantic reality of the structures under discussion,

e. as a surface-structure classificational contrast, the anaphoric/non-ans-
phoric device may be confirmed as to its feliability by its corresponding deep
structure Funetional/Thematic Relations (the term used by Jackendoff —
1972:29):

(16) a. Tom is happy Tom lives in London

l |

RESULT

CAUSE
b. Something is significant Tom loves Mary

l |

LOCATION - ANAPHORIC
THEME
¢. Tom is eager for something Tori to go to London

{NON-ANAPHORIC} ~—— GOAL

{ANAPHORIC}

SOURCE

]: KC 2rs and Studies
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THE CATEGORIES OF SLAVIC VERBAL ASPECT.
IN ENGLISH GRAMMAR*

MipHAT RIDJANOVIG

University of Sarajevo

1.0 The aspectual categories of perfective and imperfective have always
been considered typical of Slavic lazgusges, while tLeir value in the grammars
of otler larguages has been tLouglt ratlLer marginal. A number of authors
have found tkat analcgous categories may be used in formulating a few gram-
matical rules in scme Germanic largueges, including English, but their signi-
ficarce in tl.ose laxguages Las been jucged as quite minor compared to Slavie
lar.gueges. This is so — tlese autlors claim — because the difference between
the two aspectual categories is morplLolcgically marked in Slavic larguages,.
but not, as a rule, in Germanic largueges. My main point is that, in spite of
the lack of ove-t markers (tke lack is ir.deed not total), the perfective-imger-
fective dicLotcxay plays a very important role in Exrglish grammar: firstly,
many regularities in tLat gremmar 1lat Lave up tonow been completely missed
can be stated by means of tlLese two categorics, and, secondly, some regular-
ities that have previously been observed but have been rather awkwardly
formulated and without sufficicni geverality can ncw be set up succintly
and rigidly, in the manner of full-fledged gremmatical rules.

1.1 The resulis of my work on verbel aspect Lave apreared in threo
publications (Rld]&nOVIé 1072, 1973, and 1976), tLe most comprelensive beirng
the hock A synchronic study of verbal aspect in English and Serbo-Croatian,
which contains the material of my doctoral dissertation submitted to the
Department of Linguistics of the University of Mickigan in 1969. Most of
what will be said Lere is to be found in these publications. The present paper

* A somewhat different vorsion of this paper was presonted to the 14th International
Conferonce on Polish English Contrastive Linguistics (Boszkowo, 7 — 10 Docember, 1977).
The revisions made in the present version are based un critical observations of Conference
paerticipants and, in particular, of my opponent dr. Jan Rusiocki, to whom I owe spucial

. gratitudo for valuable comments.
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is a report on those results of my work that have special relevance for English
grammar, supplemented with some new insights into the place and function of
aspect in English and in grammar in general.

2.0 Before presenting the rules in which the two Slavic categores of
verbal aspect can be used in the description of English, I would like to sketch
out the main points of my reanalysis of aspect as a general grammatical
category.

2.1 Of the various extant views of aspect, I have adopted as the basis
for my own analysis the one proposed by Hockett in A course in modern
linguistics in the following sentence: “Aspects have to do, not with the location
of an event in time, but with its temporal distribution or contour”. (Hockett
1958.237). Another possible qualification of this view of aspect would be to
say that while tense accounts for the grammatical phenomena deriving from the
relative time of the action or state expressed by a verb (that is relative to the
moment of utterance or mental conception), aspect accounts for the phenomena
stemming from the absolute time of the action or state of the verb, from its
inherent temporal features that represent its “temporal contour”, which
docs not change with a change of tense and which is present in both the finite
and the non-finite manifestations of tLe verb, in fact most characteristically
in the most neutral form, the infinitive. I would like to point out that the
notion of temporal contour has been especially proitable in my work.

2.2 Although verbal aspect is usually attributed to verbs in isolation,
especially in Slavic languages where a large majority of verbs carry built-in
morphological markers of aspect, we will consider as aspectual all those
grammatical phenomena that derive from the temporal contour of the pre-
dicate phrase. This means that altlough the verb generally occupies the central
place in the determination of aspect due to its central position in the predicate
phrase, it is also possible for adjectives and nouns to be aspectually marked
in a grammatically significant way. For example, the English progressive
(which, in my view, is only one manifestation of a more compreliensive aspec-
tual category corresponding to the traditional imperfective aspect) is equally
acccptable in all of the following sentences:

(1) He is joking.
(2) He ie being funny.
(3) He is being a nuisance.

2.3 In order to establish relevant aspectual cntcgones I concentrated
mostly on the syntactic constraints traceable to asyectual featurcs of pre-
dicate phrases. Thus, I establisled an opposition of two aspectual categories
in Englsh corresponding to the Slavic imperfective-perfective opposition
not by studying the meaning of isolated verbs forming such an opposition
(I regard m'nor distinctions in the meaning of verbs, such as those introduced
by prefixes in Slavic languages and particles in English, as properly belonging
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to the study of the phenomena traditionally known by tke German term
aktionsart), but on th.e basis of tLe followirg diffezence in syntactic bel.aviour of
verbs and VP’s in English and Serbo-Croatian:

(4E) While he was coming here, (4SC) Dok je dolazio ovamo,
he met a friend. greo je jednog prijatelja.

(6E) *While he came here, (88C) *Dok je doSao ovamo,
he met a friend. greo je jednog prijatelja.

There are, in fact, a large number of syntactic contexts to which the two aspec-
tual categories ‘react’ differently; the difference sl.ows eitlker as a difference
in grammaticality (as illustrated by (4) and (5) above) or as a meaning dif-
ference, as in:

(6E) You must kuow her. (65C) Morate je poznavati.
(7E) You must meet her. (7SC) Morate se upoznati s njom.

The main verb in {6) is imperfective and tl.e modal meaning of the sentence
(in both langiages) is ‘logical necessity”. Tle perfective in (7), however,
rules out thLis meanirg and assigrs to tlke senternce the modal meanirg of
“obligation’’. Another diffcrerce tetneen (6) ard (7) is reflected in tt.e time
reference of the main verb: the impericctive verb of (6) refcs to present time,
the perfective of (7) to a future point of time.

2.4 The pointsof the foregoing paragraph were brought up only as an
illustration of how syntactic criteria can be used in setting up aspectual
categories in & more rigid and, therefore, I think, more satisfactory way than
can be done by studying semantic differences between individual verbs.
Other grammatical rules of English makirg use of the ‘imperfective’ and ‘per-
fective® aspects will be set out in sections 5.1.1 and those following it.

3.0 My notion of syntax, especially as regards syntactic categories which
are not overtly marked, owes much to Benjamin L. Whorf and his idea of
covert categories set out in his article “Gremmatical Categories” (Whorf
1956:87-101). The central heuristic device that Whorf introduces is the
device of reactance used to designate grammatical manifestations of covert
grammatical categories. Whorf’s own exarmple is the English intransitive
whose ‘reactance’ is the lack of the passive participle and of the passive and
causative voices. Thus, Whorf’s reactance is, in fact, the precursor of ‘“‘trans-
formational potential” used by transformationalists in the establislment of
deep structure (i.e. covert) grammatical categories. I have elaborated on this
device by assigning to the notion of reactance any of the following grammatical
manifestations: the possibility or imposibility of fitting a category into a
specified structure (which I have called positive and negative reactance respect-
ively), and meaning differences between tke categories beirg contrasted in
spcified ayntactic frames (which I call semantic differential reactance). Thus,
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I say that imperfective and perfective are categorics of English grammar
because they ‘react’ grammatically to the structures of scntences (1)/(5) and
(8)/(7) in paragraph 2.3 above: imperfective shows positive reactance to the
structure (4)/(5), perfective sliows negative reactance to the same structure,
and, togetl.er, they show semantic differential reactance to the structure of
(6)/(7). This “reactance theory”, in my opinion, can account for what has
been hailed as a major contribution of transformational theory, leaving the
astefisk * (the typographic mark of negative reactance in my terminology)
as, perhaps, its most important claim to fame.

4.0 Here now is the diagram of aspectual categories and subcategories
which I have found it necessary to posit in buth English and Serbo-Croatian
o account for the reactance of aspectual nature that I Liave examined:

NON-TOTIVE TOTIVE
/\
STATIVE CURSIVE DURATIVE PUNCTUAL

SN NN

Pormanent Non-permanent Generic Specifio Extensive Terminative
Stative Stative Cursive Cursive

*

4.1 Non-totive and totire correspond to traditional imperfective and perfect-
ive aspects respectively. The older terms were found inadequute because they
imply that ‘perfective’ verbs designate the completion of the action expressed
by tle corresponding ‘imperfective’, which, apart from being based on an
idca of aspect inconsistent with my own, is hardly true of a large number of
aspectual pairs, such as vidjeli — vidjuli ("see’ — ‘see occasionally’). I find
that tle signaling of the completion ol the verbal action, in Slavic languages
usually by means of a prefix, is moce in the nature of an aktionsart. I have,
in fuct, kept the term ‘perfective’ for an aktionsart occurrirg with two sub-
aspects of the totive aspect (see Ridjanovié 1976: 107—111 and diagram on
p. 112). The term tolive has been adopted because it represents best what
I find to be the common aspectual denominator of all traditional ‘imperfective’
verbs. the indivisibility or totality of the temporal dimemnsion or contour
associated with them, even if the verb implies duration of some time, as with
totive duratives (see scction 4.5). The applicability of the two major aspectual
categories in English grammar, illustrated in section 2.4, will be presented
more fully in sections below, after a brief account of the other categories
figuring in tho above scheme.

4.2 Tle aspectual difference between the two subdivisions of non-totive
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aspect, the ones I have called stative and cursive, is reflected in the following

examples:
Stative . Cursive
(8E) *While the room measured (9E) While we were measuring

3 by 4 metres, the picture the room, the picture
fell from-the wall. fell from the wall.

(8SC) *Dok je soba mjerila 3 X 4 (9SC) Dok smo mjerilisobu,
metra, slika je pala sa slika je pala sa zida.
zida.

(10E) — What ave you doing? (11E) —What are you doing?
— *I know English. — I am learning English.
(10SC) — Sta radix? (11SC) — Sta radis?

— *Znam engleski. — Utim engleski.

These examples show that the temporal contour of statives is totally devoid of
any progression or development of either tLe state denoted by the verb or the
time occupied by it — hence we cannot use any segment of it for a temporal
reference of any kind (since, in fact, there are no segments), as illustrated by
(8), nor can a stative co-occur with a grammatical category showing pro-
gression in time of whatever is expressed by the verb, such as the English
progressive and the Serbo-Croatien pravi prezent (‘real present tense’), as
shown by the examples of (10). None of these restrictions apply to cursive
verbs, as evidenced by the corresponding sentences in the right-hand column.

4.3 While the two sub-categories of stative aspect share the syntactio
reactance set out in the foregoir.g paragraph, they have diﬂ\'erenoes of their
own based on the following zeactances:

Permanent Non-Permanent

Stative Stative
(12E) *The following day the (18E) The following day he
highway began to join began to hate her.
Belgrade and Ni3. :
(12SC) *Sutradan je autcpub (13SC) Sutradan ju je podeo
poteo da spaja mrziti (or: zamrzio
Beograd i Nis. v ju je).

(14E) *He stood up and resembled ~ (15E) He stood up and felt
his fatler. emberrassed.

(148C) *Ustao je i slidio na (15SC) Ustao je i osjetao se

svog oca. zbunjeno.
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I have given here only two reactances: one, illustrated by the examples of
(12) and (13), showing that a permancent stative cannot, and non-permanent
stative can,be used in structures designated to convey the idea of w momentary
inception of statc!, the other, illustrated by (14) and (15), showing that a
permanent stative cannot, and a non-permancnt stative can, be conjoined to a
preceding totive VP, if the tenscs of the conjc .d verbs are the same.

4.4 Tlhe cursive verbs andfor verb phrases can be subdivided into generic
and specific cursives on the basis of the following reactance:

(16E) While they travelled, she (17E) *While they werc travelling to
thought he wasideal for her, Turkey, she thought he was
idcal for her.
(16SC) Dok su putovali, mislilaje da (1 7SC) *Dck su j utovali u Tursku,
je on idealan za nju. mislila je de je onidealan
za nju.

Thus, generic cursives — typically verbs and VP's denoting habiatual actions
— can be used in an adverbial time clause setting tle temporal frame for a
co-extensive non-permancent stative, while specific cursives — verbs and VP's
indicating single cvents of some duration — cannot be so used.

4.5 The totive aspectual category can be divided into two major sub-
categories, one consisting of totives which not only can, but must involve
duration of some time, i.e. duration longer than a point of time, the othecr
subcategory being the punctual aspect of verbs whose actions are conceived of
as taking plocc at a (mathematical) point of time. Thus, durative totives
can be modificd by time adverbials denoting periods of time, while punctual
totives cannot be so modificd:

Durative Totive Punctual Totive
{18E) He oat (for) about (19E) *He fell down (for)
ten minutes. about ten minutcs.
(18SC) Pcsjeo je desctak (198C) *Pao je desctak minuta.
minuta.
(20E) She ate it all up in (21E) *She coughed in ten
ten minutes. ten minutes,
(20SC) Pojcla je sve za deset (21SC) *Naka8ljala se za deset
minuta. minuta.

! This is also manifested in the incapacity of Serbo-Croatian pormanent statives, as
contrasted with the capacity of Serbo Croatian non.permanent statives, to form what I
have called the inceptive aktionsart indicating the beginning of o state or action, fro-
quently formed with the profix za , e.g. mrziti ~ zamrziti, but stajati (‘to cost’) — *zastaja-
i, mirtsati — zamirisati, but sli€its — *2aslibite.

1




Slavic verbal aspect in English grammar 89

4.6 It is also possible to subdivide the durative totive category into two
subcategories on the basis of the fact that we ca.not reverse the adverbials of
(18) and (20) and still have grammatical sertences. This is because the tem-
poral contour of verbs like eat up and pojesti implics, in wddition tv duration,
a terminating point, absent in verbs like sit for some time and posjests. I have
called the subaspect of the fr mer group of verbs terminative, that of the
latter group extensive.

5.0 Having thus outlined the scheme of aspectual categories that I find
need to be posited in cuglish grammar as a result of cuntrastive investigativn
in relation to Serbo-Croatian, I will now take up cach category, or rather
each pair of binary catcgories, to show liow they can be used in formulating,
simpler and more general rules relating to sume sectivus of English grammar,,
than has so far been possible.

5.1.0. First, Ict us scc what use we can make of the most general aspectual
dichotomy of nun-tutive versus totive in the interpretation of the meaning of
English sentences with modal verbs. Before discussing the details of the
co-occurrence of these aspectual categuries with individual modal verbs,
I should point out that the nou-totive aspect in English is a more compre-
hensive category, which can be maunifested by tl.e component of durativeness.
contained in the meaning of the verb itself (as in know), by the progressive
and the perfeet occurring with any verb, and by a featurc which I have
marked (+ repetitive) and which ¢an be signaled cither by & frequency
adverbial in the same sentence or by general context. In connection with the
last feature, I should point out that I have not been wole to establish “itera-
tive’ as an independent aspectual category, but only as an aktionsart of
cursive subaspcet of non-totive.

5.1.1 A gceneral effect of totive aspect co-occurring with verbs preceded
by modal auxiliaries is to dccrease the number of possible interpretations of
the modal. This is partly due to the fact that totive verbs co-occurring with.
modals tend to have only futurc time reference, which au.omatically rules.
out some possible interprctations of individual modal verbs.

5.1.2 This effect js scen at work in the first modal that we shall look
at, the modal must:

(22) He must drink.
(23) He must drink a glass of milk.

The aspect of the main verb in (22) is non-totive, in (23) it is totive. As a
rasult of the aspectual difference, the modal in (22) may mean cither ‘obliga-
tion’ or ‘legivai nuwcesity’, while the same modal in (23) can only mean ‘ob-
ligation .

56.1.3 Somewhat similar rcactance to the two major aspeets is found in
the VP’s combined with the ncgative form of can:
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(24) She can’t read Chinese writing.
(28) She can’t read the whole book.

In addition to the meaning of ‘ability’ or ‘permissicn’ (which are more pre-
cisely ealled in the negative ‘lack of ability or permission’) shared by both
sentenecs, sentence (24) with non-totive aspect may also have tl.e meaning of
‘logicul neeessity’, whieh, whcn can is negated, is also labeled ‘inadmissibility of
supposition’. This last meanir.g is rendered in Serbo-Croatian as NP mora
da ne. . and is casier to grasp if we expand (24) with something like *...or else
she would have helped me read my Chinese letter”’.

6.1.4 We will now use could in a pair of sentences different with regard to
the non-totive : : totive opposition in the VP:

(26) They could save 1,000 dinars a month.
(27) They could save her from bankrupcy.

While the conditional meaning of could, paraphrasable as would be able to
and usable both as a ‘pure’ conditional and as the “soft’ version of can, is
present in both (26) and (27), could in (26) can also be interpreted as the
simple past tense of can, i.c. it can mean were able to, which the could of (27)
.cannot. If we want to put (27) in the past, we can make it only into contrary-
-to-fact past, formed by means of the structure could 4 perfect infinitive.
This usually creates learnir.g problems for Serbo-Croatian speaking, and pre-
sumably also Polish speakirg, learners of Erglish, beesise Serbo-Croatian
and Polish laek correspondents of tlie English perfeet intinitive, though the
totive verb associated with moéi and moc (canj also denotes only contrary-to-
-fact past. The simple pedagcgical rule would now be:

To translato the past tonse of Serbo-Croatian moéi and Polish moc, use could + per-
fect infimtwe 1f the main vorb is totive ,otherwise use present infinitive aftor could
for factual past and porfoct infinitive for contrary-to-fact past.

5.1.56 The only difference. which the totiveness feature brings to VP’s
used with may and siighe is to limit the time referenee of the ‘probability”
meaning of these modals to future time; eompare the following sentences:

(28) He may know that.
(20) He may find out about that.

The same is true of can and could used with the meaning of “probability’.

5.1.6 Will exgressirg tle speaker’s supposition about a present state of
affaurs is compatible only with non-totive verbs, as shown by the difference
b etween tl.c following two sentences:

(30) You will know my brother.
(31) You will meet my brother.
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6 1.7 I will now present in tabular form those characteristics of English
modals which are conditioned by the aspect — totive or non-totive — of the
verb or verb phrase with which they associate.

\
Modal Foatures of meaning of tho associated VP
Auxiliary - shm:od by totive and non- | — specifio to non-totive
-totive VP's
MUST obligation logioal necessity
CAN'T lack of ability inadmissibility
or permission of supposition
COULD ‘would be able to’ ‘wasfwero able to’
WILL futurity, volition, determina- | supposition about a present
tion, ote. situation
MAY-MIGHT pormission and present possibility
CAN.COULD future possibility

(Note. Only the shared meanings of may might and can-could are considored. The ‘ability’
meaning of .an-could is not sonsitive to change of aspect.)

5.1.8 The pedagogical implications of the foregoing considerations about
the meaning of English modal verbs in rclation to the two basic aspects
found in Slavic languages as (generally) morphologically distinct pairs sliould
now be easily seen. Slavic learners of English can use a readily recognizable
grammatical distinction in their native language for easier mastery of some
fairly complex grammatical plenoraena in the English language. Naturally,
the pedagogues still need to work out the details of the methodological plan
for mastering these phenomena.

6.0 Anotlier area of English grammar which can be significantly improved
upon and simplified by means of my schieme of aspectual categories is thie use of
tenses in English. These would include the be 4 -ing forms, which I treat as
one possible overt manifestation of tle more fundamental category of non-
-totive aspect. The same applies to perfect tenses. In fact, since the English
progressive I am writing it means ‘I am engaged in the process of writiug it
and the perfect I have wrillen it means ‘It Lave the property of having written
it*, they are both so obviously non-totive that there is no need to argue this
point.

6.1 Before discussing the details of a new approach to the use of tenses
in English, I need to ask you to take anotler look at my aspect based classific-
ation of English verbs in section 4.0 (which, incidentally, I believe to be
valid in a great number of languages) to observe that it quite clearly embodies
something in the nature of a cline (in Halliday's or .he systemic sense of tle
term). the left-most category of permanent stal:vcs is made up of verbs such
as pertain, consist, belong, which, regardless of grammatical context in which
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they are used, imply considerable duration of what they stand for. In fact,
their duration is unlimited in the sense that it is often cu-cxtensive with the
very existence of the subject of which they predicate sumething. As we go
from one category to the next from left to right in the diagram on page 86,
thie intrinsic duration of whatever tl.e verks signify becemes more and more
limited until we ccme to the riglhtmost category of punctual verbs, which
are conceived of us taking place at a pLoint of time, i.e. wluse durat.on, sycho-
logically speakirg, is zcro.

6.2 Let us first look ut the be + -ing forms. Since the primary semantic
function of the prugressive is to denote redative duration of what is meant
by the verb, there is an interestirg relaticrslip between the asyects and sub-
aspects as I have posited then and the use of the English pregressive: the
more limited the intriusic (or ‘lexical’) duratioy of a verb becomes — as happens
w hen we miove from left to right in our diagram — the more likely it becomes
that the verb will combine with tle pregressive form for expression of relative
duration. Ouly totive durative forms, being durativ e intrivnsically, do not share
this tendency. I will take up individual aspcctual categories to cxamine
implication of this general relutionslip for the use of the prcgressive with
each time.

6.3 Permancnt statives denote, as tleir name suggests, permanent states of
limited duration and therefore never combine with thke pregressive® The
estublislment of this aspectual category lLelps us make more precise the well-
-known but usually rather loosely formulated rule that ‘certain® verbs, which
denote various states, arc not used with tle pregressive. We can say that of
thie two categuries of statives, permanent statives are never used with the
progressive, while non-permanent statives may be so used. Verbs which
belong in the permanent stative category denote a property of the subject
or its relation to anotler entity, e.g. pertain, contain, belong, deserve, strike
someone as, relate, surround (thLe last two only with inanimate subjects). Pro-
dicates of permanent stative aspcet also include most surface structure ad-
jectives, such as tall, deep, expensive, fat3, and the overwlelming majority of
surface structure nouns. As to the use of the progressive form, the simple

* In tlus sontenco ‘never’ means ‘nover except in really outlandish stylos of fanta-
sy-wnting or ultra mudern puetry’. In such 8atyles almust anything goes, and the study of
such writings shiould be undertaken, in my opinion, only after the grammar of more
douwn-to-earth styles is fully undorstood. In any case, a contrestivoly based study is
hardly a place to discuss points of ‘eutlandish’ grammar.

* The permanent stato labol should not be taken literally. As most ether grammatical
labels, tlus une also fits only the ‘typical’ membeors of the category, its so called ‘prime
analogues’. Thus fa¢, although not a ‘pormanont’ state of individual living beings, is
aspoctually a pormanent stative because, amung otlier things, it cannot co ocour with
tho progrossive form, as funny can, for oxample.
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new rule would be:
Never use a progressive form with a permanent stative.

6.4 Non-permancent statives are typieally made up of verbs indieating:
(1) a mental state: know, understand, believe, remember, realize, suz pose, (2) an
emotional slate: like, love, admire, care, appreciale; (3) passive perceplion:
smell, taste, feel. Non-permanent statives, normally used, do not eombine
with the progressive. However, thiey are different from the permanent statives
in that it is not impossible for them to eo-oceur with the progressive. This
may happen if the speaker wants to suggest that the state or condition indicated
by a verb is not completely static, that some development of the state or
eondition is implied. Usually, it is the cnlensily of the (emotional or mental)
state that is considercd. Someone who did not like England at first but began
to like it later might, at one point of her or his stay there, say: I am liking
England more and more. This scems to be more likely to happen with verbs
indieatir.g cmotional states than with tle othier two subgroups of non-perma-
nent statives. But gencrally speaking, it is possible to use a non-permanent
stative in the progressive form whenever the idea of development is compatible
with the meaning of the verb.

6.5 Generie cursive predicates typically denote habitual actions and their
verbs are thierefore most fittingly used with simple tenscs. However, contrary
to rules usually found in scliool grammars, tlese verbs can be, and indeed
quite often are, used with tl.c pregressive. This haprens cspecially wlien the
verb is modified by a limiting time adverbial such as at/during that tvme,
thesejthose days, cte., or if it serves as a time frame for a punctual verb:

(33) Those days she was watehing TV every night.
(34) He was working in a motor factory at that time.
(35) Tom was playing in o jazz-band when he bought that trumpet.

Often, a gencric cursive is used with tlie progressive without a limiting time
adverbial in tlie same sentence. Then it serves to empliasize progression of
tle (habitual) action ratler than to state tle mere fact of its having taken
place. Tlie progressive is also used fur stylistic reasons, mostly for vividness of
presentation. However, since Slavie languuges require the use of ‘imperfective’
verbs with habitual activns, learn rs with a Slavic language background who
wrongly identify their imperfective uspect with the Euglish progressive tend
to vveruse tlie progressive, extending it to almost all cases of Liabitual actions.
They should be warned that, altlough it is sometimes possible to usc the
progressive in such cuses, it is definitely 1ot thio usual form to be used with a
majority of habitual action verbs. '
6.6 Asspeeific cursiy ¢ is tl.e aspect of a predicate plirasc indicating longer-
sthan-a-puint single cvent, the progressive is the usual form with which this
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aspect is realized:

(36) He was working in his garage that day.
(37) She was sewing all day yesterday.
(38) He was playing the trumpet when I came in.

However, thc progressive is not the obligatory marker of each occurrence of
specific cursive aspect. In sentences like (36) and (87) the simple tense would
be just as acceptable; indeed the use of the progressive in such sentences
may add an emotional note, such as irritation of tlLe speaker at what is being
said. This is another fact that is often misrepresented in school grammars,
which usually make it appear as though tlLe prcgressive is obligatory with
verbs modified by an adverbial specifyirg that an entire period of time was
occupied by the action of the verb. In fact, the use of such adverbials makes
the progressive, as an extra signal of duration, somewhat redundant. The
case of (38), however, is different: here the progressive is obligatory. This
happens every time a single event serves as the time-frame for anotker point-
like event, or, more generally, whenever one of the time points filled by a
“single cvent of some duration coincides with auoth.er point specified somchow in
the sentence, tLe immediate discourse, or tl.e general context. This provides
us also with a very useful obl'gatory rule for th.e use of tl.e present progressive:
this form must be used for single events going on at the moment of utterance,
since one of the time points occupied by the event must coincide with the
moment of utterance.

6.7 The subdivision of totive aspect into durative and punctual has im-
portant consequences for the use of the English progressive. The durative
subaspect may not be used with tlLe pregressive to denote an on-going action,
whetl.er past or present, whereas thLe punctual is frequently used with that
function. In fact, only those totive durative VP’s which I have called ex-
tensive (see section 4.6) can at all be used with the prcgressive; the meaning is,
then, that of ‘immediate future’:

(39) She is stainyg here for two days.

That terminative verbs cannot be used with the progressive is shown by:

(40) *He is building his house in two weeks.

Punctua! verbs, however, are freely and frequently used with the progressive:

(41) He is reaching the top.

(42) I am beginning to learn English.

(43) A rock is falling down. '
(44) We are leaving tomorrow.

(456) He is knocking on the door.
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These examples show that a variety of meanings can be conveyed by different
punctual verbs used with the progressive. Since a punctual verb indicates
an event coneeived of as taking place at a point of time and since a point
cannot ‘last’, the progressive form nused with a punetual verb never really
means duration of the event itself. Rather, it refere to one of thLe following:

1. Attendant circumstances prior to, and/or after, the point-event, inclu-
ding the event itself, as in (41) and (42).

2. The temporary event which leads to the point event indicated by the
punctual verb, with both events being of the same basie nature (lo be falling
down and lo fall down are of the same nature, but to be reaching the top could
mean merely elimbing towards) it as in (43), -

3. A series of point-events in close temporal proximity, as in (45).

4. A future event. {This meaning is not restricted to punctuals).

Which meaning will be conveyed depeénds on: (a) the lexical meaning
of the verb, and (b) the otler clements in tLe VP and sometimes in the sen-
tence or even a broader context. An isolated sentence may be ambiguous as
to two or more of these meanings. Thus, for example: :

(46) He is breaking the box now

is ambiguous as to meanings (1), (2), and possibly (3);
(47) She is hitting him

is ambiguous as to meanings (2) and (3), and every punctual verb with an
element of voluntary action in it may, in the progressive form, also have
blended in it the meaning of a ‘planned future event’, unless it is deliberately
excluded by context.

7.0 A number of important points in the use of the English perfect tenses
can be clarified and made more specific by means of the ncw system of aspect-
ual categories proposed here, as I will try to show now.

7.1.0 Starting again from the left-most category of permanent statlves,
we discover that tle perfect very rarely co-occurs with this category. The
reason is not difficult to find: the perfeet inevitably limits the time reference,.
in one way or another, of the verb with which it is used: since permanent
statives typieally denote permanent states, it is to be expected that tLey will
be ‘resistent’ to a form whose basic function claskes with the notion of perma-
nence. Thus, the sentence: .

(48) This rock has weighed a hundred pounds
strikes us as illogical and for that reason also perhaps ungrammatical.

7.1.1 It seems that there are only two ways in which permanent statives.
can be used with the perfect. One is in a sentence with the illocutionary foree
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of indirect statement* such as:

(49) Until now this problem has pertained to grammar

taken as an abridgement to somethirg like “You have been saying that this
problem pertains to grammar’” with the understatement “... and you will
probably, as usual, change your mind now”. The other possible use of per-
manent statives with the perfect is in combination with the past tense resul-
ting from a past simple such as the followirg:

(60) The Louse measured 100 by 76 feet.

The understandirg is that tke Louse no lorger exists, i.e. that the permanent
stative measure is coextensive with the time of tke existence of thLe subject
to which it serves as predicate. In indirect speech (50) becomes:

(61) She said that the house kad measured 100 by 75 feet.

Another use of perfect with this aspect is found in combination with the word
always:

(62) He has always resembled his father,

especially if this is said in response to a claim like “He now seems to resemble
his father more than his mother.”

8.0 In addition to the foregoing reactances which permeate whole seetions
of English grammar, the new aspectual categories are manifested in a host
of otler individual reactances or selectional constraints which, thovgh indi-
vidual, are not less significant frem the point of view of Erglish grammar
taken as a whole. It is to some of these individual reactances thLat I will now
turn. )

8.1. I will first demonstrate a rule of great pedegcgical value which I find
to be a very convincing example of the indispensability of settir g up in Erglish
orammar the two aspects corresponding to.the Slavic ‘imperfective’ and
‘perfective’. Namely, no grammar of English has yet been able to account
systematically for the fact that we can say:

(63) I wish you knew my brother
but not
(54) *I wish you met my brother,

¢ This is one of the illocutionary acts that I have added to Austin’s list on page 08
of his book cited in the bibhography. The illocutic .ry force of “indirect statement’
would attach to every sentonce whose contents are claimed to be true by & person other
than the speaker himself, but without expliait information about the claim (which is
therefure different from closer to surface phienomena of the tradit:onal distinction bet-
ween direct and indirect speech).
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which idea must be expressed by:
(6) I wish you would meet my brother.s

Now, the simple rule is:

After wish expressing present desire use past tense of the verb in the com-
plement clauseif the verb is non-totive and would 4 verb stem if it is totive.

8.2.0 A set of reactances of the non-totive/totive dichotomy is related to
what structuralists called concatinative verbs, i.e. verbs which, though not
modal, are followed by the infinitive (with or without £o) of another verb
which completes their meaning. They have traditionally been ineluded in the
class of verbs of ‘incomplete predication’.

8.2.1 First, let us look at the verbs bégin and stop (the latter in the seuse
of cease). It is a long established fact of Slavic grammar that Slavie verbs
corresponding to these two verbs cannot be econecatinated with ‘perfective’
verbs. This is true of English too, as can be seen from the following positive/
[negative reacatnee:

(56) He began to livefstopped living in China.

(57) *He began to stay/stopped staying in China for 3 weeks.

In the latter example I have deliberately chosen what I have called a totive
durative verb phrase (cf. 4.5) which, unlike a totive punctual, obligatorily
involves duration of a period of time that we might logically suppose to have
a beginning and an end. However, here, as in so many other cases, logic and
grammar do not go hand in hand: the temporal contour to totives
is perfectly ‘solid’ so that no section of it — including.its initial and final
points — can be used for any grammatical reference.

8.2.2 The following three reactances with concatinatives involve expre-
ssions frequently used in spoken English; the ensuing rules are therefore
important even on a fairly elementary level of English grammar.

(58) He seems to know the answer.
(59) *He seems to learn the answer.
(60) He has yet tolearn the answer.
(61) *He has yet to lknow the answer.

§ It is & curious fact that, althoilgh fhany grammarians have established aspectual
categorios corresponding to totive and non totive, they have not shown what part these
catogories play in tho structure of English sentences. Curme, for instance, divides English
verbs on the basis of aspect into four categorics (Curme 1931:373), two of which cor-
rospond to the traditional aspectual dichotomy botwoen imperfective and porfoctive.
In another seotion of his Syntax (1931:402 —3) ho talks about the subjunctive used after
wish, but doos not relate it to his aspects. With him, as with most other scholarly tradi.
tionalists, aspects scom to be purely logical catogories with little direct rolevance to-
syntatio well-formedness.

\ ”
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(62) She would/mightlike to see the old chutch.
(63) *She likes to sec¢ the old church.

These examples show that seem will be linked only to a verb of non-totive
aspect and have yet to to one of totive aspect, while like will take a totive verb
asits complement only if preceded by a modal.

. 9.0 What are the deeper grammatical roots of these and similar constraints
is not quite clear to me at this moment. Certain constraints of an aspectual
nature on verb phrase conjoining (cf. Ridjanovié 1976: 60—62) seem to be
related to the constraints involving concatinatives, although I have not been
able to set up a more general rule that would unite the two types of con-
straints. These matters need to be clarified by further research. Besides, the
aspectual categories that I have posited are relatable also to the category of
transitivity in verbs, the number and the mass/count dichotomies in nouns,
and to some bther grammatical phenomena that, at first blush, seem quite,
unlikely to have anything to do with aspect. They open up new areas of re-
search, which, if undertaken on an abmitious scale, would, in may opinion,
bring about major advances in the description of English.
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COMPLEMENTATION IN MOD GREEK AND ENGLISH

A. KAKOURIOTIS

The Graduate School of Political Sciences, Panteios

1. The complementizers

Modern Greek complement clauses no doubt deserve a whole thesis. The
present article will therefore be rather sketchy since it constitutes only a part
of a whole thesis. We shall be dealing with the following complementizers:
(a) ne, which is also a Mood marker; (b) ot (pos) which correspondsto the English
complementizer ‘that’; (c) pu, ‘that’ used mainly with Emotive Factive
predicates (see scctions on “Factives” and particularly on “Asgertives”
where all predicates are classified according to their syntactic and semantic
properties).

1.1 Some Facts

Modern Greek has lost its infinitive construction, which English still retains;
it has never had gerundive forms like the English -ing; so, we shall mainly deal
with what Ghomsky (1973) has called ‘tensed sentences’, Since person is
morphologically copied onto the endings of the verb, it is hardly plausible
to talk of Equi-NP deletion, that is, there is no reason to postulate an NP
subject since NP 'subjects are optional, as I have shown in Kakouriotis (1978).
Thus the English sentence: ‘I want to come’ is translated into Modern Greek
as felo na erfo, where both the matrix and the complement verb show with
their identical endings -o that they both have as their subject the 1st person
sign personal pronoun eyo T’.

! The only exceptiox.x being the non-finite adverbial participlo when used as a com-
plement of some *“‘emotive” predicates. In such onsos the complement-participle is nor-
mally a verb of porception, knowing, learning:

xarika vlepondas se
X was glad seeing you
X was glad to see you
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On the other hand, in in the scae of a complement clause with a non split
subject, such as the English

(1) a I want you to come
its Greek equivaleat will be =
(1) b Belo na erfis

where the difference of verb endings between matrix and complement verbs
shows that we have different subjects: 1st person in the matrix and 2nd
(here singular) in the complement. na is the Modern Greek complementizer
corresponding to the English ‘to’; it is here followed by what traditional
grammars call the Subjective Mood. Whether there is a Subjunctive in Modern
Greek is, however, debatable. As A. Martinet has pointed out “We could
not speak of a subjunctive in a language which does not possess subjunctive
forms that are distinct from those of the indicative such as ‘je sache’ and
‘jo sais”. (A. Martinet (1960:45), English iranslation). Modern Gresk does
not seem to to have such a distinction and the endings -w, -e1s, -1, -ovje, -ete,
-ovv, can oceur in either Mood. What distinguishes Indicative from Subjunctive
are are the Mood Marlers (MM) na, 0a, and as which cliticize to the verb that
follows,

Actually, as far as na is concerned, it can be used with either Subjunctive
Aorist or Indicative Aorist or Subjunctive Perfect or Perfect Indicative.
Notice that the Aorist Indicative and the Persent Perfect Subjunctive are at
least in one sense synonymous and can be used indiscriminately:

(2) clpizo na eftase soos ke avlavis.
(Ind)
I hope MM he-reached safe and sound
I hope that the arrived safe and sound.

(3) elpizo na exi ftasi soos ke avlavis.
(Subj.)
I-hope MM has reached safe and sound.

But since the Perfect subjective and the na --Aorist Indicative are nsed
interchangeably and since na -+Subjunctive can have the same fun.tion
as na+ Indicative, is it really necessary to postulate a Subjunctive Mood?
However, I should think that for our description it is convenient to postuiate
a periphrastic subjunctive made up of MM (Mood Marker)—l—Indncatwe which
might enable us to cover also cases like elpizo na eftase.

1.2 The for-phrase in Modern Greek

Maay linguists have reacted against the spuriousness of the for-to comple-
mentation and have suggested that there has never been a for-to complemen--

tizer at all, Whether this is right or wrong is a matter that does not concern

v
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our analysis here, as we are dealing with a language that has no infinitive con-
structions.? However, a for-phrase does appear in Modern Greek whers the
matrix verb is an impersonal expression. XKimball (1971) has discussed the
frequent ambiguity of for-phrases as between ,,datives on adjectives’ and as
part of an'embedded complement. Jonsider the following sentence:

(4a) It is good for the economy for everyone to hpve a job.

In the Greek gloss of this sentence, the ‘for’ of the Dative on adjective must
stay where 1t is, but the ‘for’ of the embedded complement is unnecessary,
as instead of a ‘for to’ clause we have a subordinate “tensed” clause.

(4.) ine kalo ja tin ikonomia na exi o kanenas mja dulja.

It-is good for the economy MM has article everybody a job
In English there is an ambiquity in the sentence:

(5) a It is good for John to stay here.
as to whether it is good for John only:
(8) b It is good for John (to stay here]
or to whether it is good in some absolute, generic sense:
(8) ¢ It is good [for John to stay here]
In Modern Greek, on the other hand, only the first reading is possible:
(6) d ine kalo ja to jani na mini edo.

It-is good for Article John MM stay Aor. Subj. here.
'Che generic sense requires a construction made up of copula-+ Adjective
with a na complement in which Janis is the nominative case subject:

(5) e ine kalo na mini o janis eSo.

It is good MM Axticle John here

1.3 Phe Gerund and Modern Greek

From the semantic point of view there is a relation between factivity
and gerundives in English. It was Jespersen (1924) who first noticed that
the infinitive seéms to be more appropriate than the gerund to denote the
" imaginative (unreal). This was taken up by D. Bolinger (1967) who cbserved

* In fact, 88 has been pointed out by Choinsky, the ‘for' ‘to’ constructions derive
from Subjunctives, i.e. a) from b):
i it is ossontial for him to do that
ii it i8 essontial that ho do that
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that there is a properly semantic constrast between nominalizations carried
by -ing and those carried by the infinitive. This contrast is, according to him,
one between two aspects: reification vs hypothesis or potentiality. At about
the same time the Kiparskys wrote what has now become one of the classice
in the literature of linguistics: their article entitled ‘Fact . There they proposcd
that infinitival nominalizations derive from the sentential objects of non-
factive predicates, and that gerundive nominalizations derive from the senten-
tial objects of factive predicates: in other words, that the surface contrast
between infinitivals and gerundi2s can be explained in terms of factivity.

In Modern Greek the ‘Subjunctive’ Mood seems to have taken over all
the functions of the English and classieal Greek infinitival construetion.
Like the infinitive, it can denote the unreal or the hypothetical. Like the
infinitive in English, the Modern Greek Subjunctive does not normally ex-
press a true proposition. Compare:

{8) lizmonisa na ton sinandiso (Aorist-Subj)
I forgot MM him I meet ~
with:
I forgot to meet him

{7) lizmonisa pos (oti) ton sinandisa (Aorici-Ind)
I forgot that him I met
I forgot that I had met him. I forgot mecting him.

Only the second sentence allows the noun to yeyonos the faet, with a sentential
complement consisting of the ‘oti’ clause, to replace the simple oti-clause.

{8)a *lizmonisa to yeyonos na ton sinandiso
I forgot the fact to meet him

(8)b Lizmonisa to yeyonos oti ton sinandisa
I forgot the fact that I met him.

The lack of gerunds in Modern Greek is compensated for by the use of
“articled” sentences: to oli ine arostos ‘the that he is sick’, or by the use of a
category of nouns expressing action, activity and (possibly) state, which are
normally formed from the stem of the Perfective 4 an -i(s) noun ending and
which correspond to the nouns that have -tion, -al, -ment and -ing endings in
English:

Verb ‘attempt’, ‘operate’ Nominal
epiziro ‘attempt’, ‘operate’ epizirisi(s) ‘eopration’
(epixiris)- .
lino ‘solve’, ‘loose’ lisi(s)  ‘solution’
(lis-) \
paralipo ‘omit’ paralipsi(s) ‘omission’
105
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diedecto ‘arrange’ Siefdetisi(s) ‘arrange-
(diefletis-) ment’
odiyo ‘drive’, ‘Jead’ 0013isi(s) ‘driving’
(odiyis-)

Notice that dhemotiki has created another class by extending the -si)
-8i(s) ending into -simo.3 This clazs comes nearer to the action-activity Fnglish
gerund. They sometimes differ in meaning from the the -si(s) noun. Thus from
the verb strono, ‘lay’, we derive strois. ‘layer’ and strosimo, ‘the laying {of bed
or table)’ :

From linv, ‘solve’, ‘loose’, we get lisis, ‘solution’ and lisimo, solution/but
also ‘loosening’, ‘undoing’.

Finally, there is a class of -ma ending nouns that can do the work that the
gerund does in English; the -ma ending is added to the Perfective stem (the
s is sometimes deleted). '

Imperfective Perfective stem Nominal

perpato ‘walk’ —  perpatis-, -perpatima, ‘walking’

kapnizo, ‘smoke’ — kapnis-, - kapnisma, ‘smoking’
Kalo, ‘call’ — kales-, —kalesma, ‘calling”,‘call
kerno, ‘treat’ — keras-, -kerasma, ‘treating’
8fragizo, ‘A1’ — sfragis-, -gfragisma, ‘filling’

(a tooth)
yemizo, ‘fill’ —_ yemis-, -yemisma, ‘filling’
perno, ‘pass’ — peras-, -perasma, ‘passing’
djavazo, ‘read’ - Sjavas., -djavasma, ‘reading’
tmerono, ‘tame’ — imeros-, -»imeroma, ‘taming’ .

Let us now see how those potential gerundives can cope with some cons-
tructions analogous to the English -ing forms:
Generic ‘activity’ constructions

(9) to perpatima ine miu kali askisis
@ Walking is a good exerciese

(10) to ieroma lendarjon (Gen) ine epikindino
@ Taming lions is dangerous
There are two things in which the two (Greek and English) constructions

3 Some of tlieso nominals derive stra.ght from the Perfective without any intermodis-
to -gi () type:

Nominal -2i(s) Nom¢nal -simo

pefto *foll’ (v) *posis pesimo ‘fall’ (n) .
(pos

afazo ‘slay’ *sfaksis ofdksimo ‘slaying’
(efalcs)
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differ the Greek generic sentcnce needs a definite ariicle (obiigatorily) and
also, ag far as the second oxample is concerned, in Modern Greek we have
an objective genitive, whercas i English a generic activity gerund takes an
object in the Accusative. Both the Greek and the English can be paraphrased:
the Greek into subjunctives, the English into for-to emotive infinitival cons-
tructions with deleted indefinite subjects. (Stockwell et al. 1972):

(11) ine mja kali askisis na perpatai kanis
It is a good exercise MM Subj. walk Indef. pronoun
It’s & good exercise (for one) to walk.

(12) ine epikindino na imeroni kanis leondarja
It is dangerous MM Subj. tame Indef. pronoun lions
It’s dangerous (for one) to tame lions.

The Greek indefinite pronoun kanis is not deletable; there is, however,
the alternative of using & generic 2nd pers. sing. which is copied onto the

verb ending.

(13) ine mja kali askisis na perpatas g

It is a good exercise MM Subj. you walk

(14) ine epikindino na imeronis leondarja
It is dangerous MM Subj. you tamne lions

More problematic is the rendering of Poss-ing into Modern Greek. In fact,
there are two ways to render it: either a nominal (-st, -#stmo, -ma ending) or,
with a complement modified by the reuter gender definite article fo:

(15)a to Siavasma tu jani =
the reading of John
(156)b to oti o janis Siavazi
The that John reads
I the verb is transitive, the construction will be: Nominal4 Objective
Genitive4-PP (Agent)
to Sivaasma tu vivliu apo ton jani
the reading of the book from John

1.4. On the Syntaz: of Complement Consiructions

There are many reasons which can lead us to adopt an NP analysi§ for ’

Modermn Greek Complements
(a) They can enter into most of the functional relations ot ordinary NPs

hke their English counterparts:
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Subject:{io) na kunis peripato io vradi ine efxaristo
Article MM do walk the evening is pleasant
Going for & walk in the evening is pleasant
Object: nomizo pos exi erdi
I think that he has come
Obj. Prep: vasizete sto oti 9a ton voidiso
He relies on Article that I will help him
Subj. Compl: to xombi tu ine na mazevi petaiudes
the hobby of him is subj. M. collect butterflies
His hobby is collecting butterflies
Apposition: moni tu apasoxolisi, to na mazevi ta enikia apo tis
polikatikies pu exi, tu troi olo tu ton kero.
His only occupation, collecting the rents from the
blocks of flats that he owns, takes up all of his time.

(b) They pronominalize and cliticize like MPs
to pistevo apolita cti o petros ine timios.
It I believe absolutely that Peter is honest.
I absolutely believe that Peter is honest.

(c) Interestingly, most complement clauses can take a Definite Article,
which, in cases of verbs followed by prepositions, is obligatory. Classical
Greek made an extensive.use of Articled Infinitives, some of which were
taken over by “kaSarevusa”, the puristic Modern Greek language. Officialese
has still a good stock of them, especially used s complements of the verb
apayorevete, ‘it is forbidden’.

(16)a apajorevete to fonaskin endos tis eSusis
It is forbidden Art. to speak londly in the room
Speaking loudly in the room is forbidden

(16)b apayorcvete to sinerxes3e paranomos
It is forbidden Art to assemble illegally
(to asseble) Assembling illegally is forbidden

In colloquial Greek there are no longer any Articled infinitives. Instead,
you can have cither a si(s),{simo or ma nominal (see pages 102-103) or a na +
subjunctive construction with the optional use of the Definite Article. Note that
the complementizers pu (that} and pos (that) cannot take an article, though
oti and na can:

(17)a (to) oti ine vlakas, oli to kserume
Art. that he is fool all it we know
We all know that he is a fool
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(18)b? to posine vlakas oli to kserume*
to na exis aftokinito exi meyali simasia simera
Art. MM Subj. have can has great importance nowadays
It is very important to have & car nowadays

'I‘he fact that to is & singular neuter article may suggest that it is the
remnant of the phrase o yeyonos ‘the fact’, after a yeyonos deletion has taken
place; however, lo is used with na complementizers as well, as witnessed
from the last example, which are, as a rule non-factive complementizers.

Note that the use of the article to becomnes obligatory if the complement
clause starts with a preposition:

(19)  ipoloyizi Prep. Art. oti 9a exi tin plire ipostiriksi mas

He counts on the that will have the full support of us
He counts on the fact that he will kave our full support

(20)  *ipoloyizi se oti 9a exi tin pliri ipostiriksi mas

Interestingly, the use of the Artxc]e can be extended to cover Wh-com-
plements:

(21)a (to) ti 9a kano, Sen afora esena -
the what I will do, not concerns you
- What I'll do does not concern you
(21)b (to) pjos espase to vazo, kanis zen to kseri
Art. who broke the vase
nobody not it he knows
Nobody knows who broke the vasc
(21)c (to) pu ra pame, ine alo rema
Art. where we shall go is another
topic Where we shall go is another matter
(21}d (to) an ra erri, eksartate apo ton kero
Art. if he will come depends
from the weather
Whether he will come (or not), depends on the
weather
(21)e (to) pote pa pandrefto, ine & nosto ke se mena ton izjo
Art. when I will get married is8 unknown and to me the same
When I will got married I don’t even know myself.

¢ As far a8 pos is concerned it may ba a matter of dialeot but pu never doos take an
articlo:
i lipamo pu ine toso vlakas
I regrot that ho is so stupid
ii *to pu ine vlakas, lipamo
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Note that in all the above sentences the complement has been topic-
alized. The Article can also be used with untopicalized complement, though
less frequently.

(22) kanis zen kseri (to) pjos espase to vazo

cliticization of the complement clause:
Also, topicalization triggers
} (23)a oli (to) kserume (to) oti ine vlakas
All it we know Art. that he is stupid.

Here both ihe clitic and the article are optional. But if the complement
clause is preposed, the sentence becomes ungrammatical without the clitic,
though the use the Article still remains optional:

(23)b (to) oti ine vlakas, oli {0 kserume

(23)c *(to) oti ine vlakas, oli kserume

(23)d (to) na Pelis mja plusia nifi, to katalaveno
Art. MM Subj. you want
a rich bride it I understand

"I understand you wish to get yourself - .

a rich bride
(28)e *(to) na relis mja plusia nifi, katalaveno

-Fmally, in conmection with the two other test proofs, namely, passiviza-
tion and pseudo-cleft, I have to say the following: the Passive Voice is very
idiosyncratic in Modern Greek and much less used, even in written Greek,
than in English. There is a considerable number of verbs which though trans-
itive do not normally passivize.

On the other hand, pseudo-cleft sentences can obtain. But though there
exists a free relative corresponding to the English ‘what’, Mod Greek uses a
periphrasis fnade up of a demonstrative ekinos ‘that’ or afios ‘this’, plus a
relative in preudoclefts: - .

ekino pu en ksari kanis ine (to) pjos espase to vazo
that which not he knows nobody is Art. who broke the vase
What nobody knows is who broke the vase.

NP
Thus, the | syntactic analysis of complement clauses, which applies
S~ NP
both to English and to Mod Greek should be modified into , \_ to

D 8
account for the complements which take the neuter gender definite article
to (of. the English: ‘killing rabbits’ which derives diachronically from ‘the
killing rabbits'). -
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2. On the Semantics of Complement Clauses

0. Introduction

In a previous article (Kakousiotis 1977) I had dealt with some Mod Greek
predicates and had observed that when they are heavilly stressed, they can
change from Nonfactive into Factive predicates. In the present article I have
tried to divide Mod Greek into various semantic classes, following Hoozer
(1975). _

There are not any striking differences between English and Mod Greek
as far as the semantics of complement clauses is concerned. However, pre-
dicates like fenete ‘it seems’ present problems for an analysis which divides
predicates into Factives and Nonfactives since its meaning changes from ‘it
seems’ (Nonfactive) to ‘it is clear’, ‘it is self-evident’ (Factive).®

As far as the syntax of the predicate clauses is concerned, we notice that
whereas all the glosses of the Mod Greek predicates take a full that-clause,
which is the equivalent of the Mod Greek ofi-clause, in Greek the group of
Nonassertive Nonfactives (see next page) do not take an ofi- (Indicative)
clause but a na — (Subjunctive) clause.

TABLE I
SEMANTIC CLASSES OF PREDICATES

NONFACTIVE
Assertive
Weak Assertives Strong Assertives
: (s) (b)
Saro ‘guess’ anaynorize  ‘acknowledge’ ime veveos  ‘be cortain®
nomizo *think’ angfero ‘mention’ ime siyuros  'be positive’
Jandazome ‘imagine’ diatinome  ‘maintain’ ine fanero ‘be obvious®
Jenome ‘seem”’ dtlono ‘state’ . tpoloyizo ‘ealculate’
£podeto ‘suppose’ epimeno ‘Ingist’ tpoptevome  ‘suspoct’
pistevo ‘beliove’ epiveveone  ‘assure’’ Sfovame ‘be afraid’
eksiyo ‘explain’ stmfono ‘agreo’

¢ Thus in i and ii below the predicate fenete is either Factive (i) or Nonfactive -(ii)
depending on whether it is heavily stressed or not.:
i fenete oti ine kurasmenos
1t is self-ovidont that he is tired
ii feneto oti ino kwrasmenos
It seems that he is tired
Not surprisingly, i can altornatively take thio factive complementizor pu wlereas ii can't,
as witness:
1’ fenete pu ine kurasmenos
ii’ *fonoto pu ino kurasmenos
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isxirizome  ‘claim’ simbereno ‘conolude’
‘maintain’

leo 'say, tell’

paradexome ‘admit’,
‘acknowledge’

paratiro ‘remark’

proleyo ‘predict’

tonizo ‘ernphagize’

de leo* ‘I don’t’,
‘deny”’

elpizo ‘hope’

ipoJeto ‘hypothesize®

- Nonassertived
endexele ‘be possible®

ine pifano  ‘bo probable’
ine Sianoifo  ‘be conceivable
ine dinato  ‘be possible”
Table I cont.
Negative Nonassertives

tne adianoito "bo inconceivablo
tne adinato  ‘be ompossible’
ine aptdano ‘be improabble’

amfivalo? ‘doubt’
arnume® ‘deny’
TABLE I
SEMANTIC CLASSES OF PREDICATES

FACTIVE

Asgortive Nonassertives

(Semifactives) . (true faotives)

anakalipto® ‘discover’ arki ‘it suffices’
. apokalipto . ‘reveal’ exi simasia *bo significant’

¢ Tho nogative of leo 'say’, de leo when used parenthetically, it doos not moean 'I don't
say’ but I do not dony'. Compare:
i de leo oti ise kalos _
I don’t say that you ard good
ii do leo, ise kalos
I don’t deny, you are good
you are good, I don't deny. it
' amfivalo bolongs somantically tot his ligt but it pregente the problem that instead of
¢ compiomentizor it normally takes tht. conjunction an ‘if* though santencos with na ean.
also be heard i.o.
anfivalo na exi erdi akoma
‘I doubt it that he has come yot,'
3 arnume ‘deny’ bohaves semantically like an assertive vorb though somanhoo.lly is
clearly Nonassertive. Noto that both amfivalo and arnume are strong assortives when
negated in which case they both the take complementizer ots.

LN
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Siapistono . ‘realizo’ ine perieryo *bo 0dd’
ynorszo *know"* ksexnao forget’
€x0 $popsl mu *know* lipame ‘be sorry”’
Jimame ‘remember’ metrai ‘it counts’
katalaveno ‘realizo’ paraksenevome ‘be surprised’
kaero know’ pezi rolo *bo significent’,
maSeno ‘learn’ ‘it counts’
paratiro ‘notice’ stenoxorjeme *be sorry”®,
‘observe’ ‘bother’
pliroforume ‘find out’ pirazi ‘it matters’
*be informed’
viepo ‘see’, ‘notice’

2. Semantic Classification of Predicates

2.1 Assertives vs. Nonassertives

. The semantic distinction of predicates into factives and non-factives is a
very useful one but it cannot accot nt for all the facts that concern complement
clauses in Mod. Greek.

We have already seen problems presented by verbs like fenefe, in connec-
tion with the presupposition of their complements; for thie reason I have
adopted another way of classifying the complemern’ clauses, based on an
analysis by Joan Hooper (1975).

This is a classification of verbs based on the ability or inability of the
predicate to undergo certain syntactic operations. But is is defensible on
semantic grounds and has associated with it a semantic explanation for the
syntactic differences among the classes of predicates listed above.

The general conclusion that we shall draw from this section is that syn-
tactic phenomens have semantic explanations, as Hooper has observed. But
we shall also notice on the other hand, that semantic phenomena may have
pragmatic explanations, This supports my own general thesis that there is
an interdependence between syntax, semantics and pragmatics in terms of
which one can explain what'we call language function.

The predicates above have been divided into four main clasees whose
complements consist of the complementizer oti or na plus a full S. All classes
belonging to the Assertives basically take the complementizer oti unless
there aro good “semantic” reasons for their not doing so. Non-factives are the
only class which takes only na complementizers with the exception of arnume
which in Mod. Greek means, (a) ‘refuse’ in which case they rust take a ne
complement, (b) ‘deny’ in which case they must take an ofi complement.
Finally, Non-assertives basically take the complementizer pu® unless again
there are semantic reasons which force them to take na. Another exception

* Sometimes pu is roplaced by o¢ in this class but in such case it is awlays preoedsd
by the definite article fo.




here is ksexno “forget’ which can have any of the three (of¢, na, pu) comple-
mentizers.

The assertive predicates form a natural semantic class and share a ccmmon
feature; they are affirmative in nature: the speaker or subject of the sentence
has an affirmative opinion regarding the truth value of the complement pro-
position. The strong assertives (list a) describe a verbal act with regard to the
complement proposition and this act is affirmatory, as opposed to the Non-
-assertives. '

The strong assertives of list b and the weak assertives describe a mental
act, process or sttitude regarding the truth of the complement proposition.
The opinion that the speaker or subject expresses with the second class of
strong assertives and the weak assertives is also positive: a negative opinion
renders the predicate Non-assertive.

The Non-negative Non-assertive (ine pidano, ine endexomeno) express such
weak affirmation regarding the truth value of the complement proposition
that they fall short of being assertive (Hooper 1975: 95).

The most impertant characteristic of the Assertive predicates is that
they allow complement preposing unlike the Non-assertives which do not.
This means that Assertive predicates can be used parenthetically and occupy
either rear or middle or front position in the sentence separated from their
complement by comma(s).

(1)a

b* i mieri, Siname, itan i omorfoteri kopéla sto skolio

d
(2)a’
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Simame, i meri itan i omorfoteri kopela sto skolio
I remember, Mary was the prettiest girl in school

i meri itan, Simame, i omorfoteri kopela sto skolio
i meri itan i omoffoteri kopela sto skolio, $imame

*ksexno, i meri itan i omorfoteri kopela sto skolio
I forget Mary was the prettiest girl in school
*i meri, ksexno, itan i omorfoteri kopela sto skolio
*i meri itan, ksexno, i omorfoteri kopela sto skolio
*i meri itan i omorfoteri kopela sto skolio, ksexno
nomizo, o janis 9a er9i mazi mas
I think John will-come with'us
o janis, nomizo, a er9i mazi mas
o janis Ja erdi, nomizo, mazi mas . .
o janis Ja er8i mazi mas, nomizo
*arnume o janis irSe mazi mas (cf. arnume o4 o janis irSe mazi maes)
I deny John came with us
*o janis, arnume, irSe mazi mas
*o janis irSe, arnume, mazi mas
*o janis irSe mazi mas, arnume
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The difference between parenthetical and non-parenthetical main clauses
are both syntactic and semantic. In the first place, parenthetical predieates
are normally not followed by complementizers. Both $imame and nomizo in
their non-parenthetical reading require the complementizer oti:

(5)a” 9imame oti i meri itan i omorfoteri sto skolio
I remember that Mary was the prettiest in school
a2’’’ nomizo oti o janis 9a er8i mari mas
I think that John will come with us.

The semantie difference between parenthetical and non-parenthetical
clauses i that in the former the complement clanse eonstitutes the main
assertion whereas the main clause is semantically subordinated that is, in the -
case of parentlesis, the embeded subordinate clause is given more importance
while the parenthetical clause undergoes a kind of semantic reduction.

The assertive quality of the complement proposition can be proved by the
fact that complement preposing is forbidden when the main predicate is
negated. Compare (6a) which is complement preposed with (6b) which is not:

(6)a *i meri itan i omorftoteri kopela sto skolio, den isxirizete
Many was the prettiest girl in school, she doesn’t claim
(cf. i meri itan i omorfoteri kopela sto skolio, isxirizete)
b i meri Sen isxirizete oti itan i omorfoteri kopela sto skolio
Mary doesn’t claim that she was the prettiest girl in school

In the case of parenthetical predicate thescope of negation is limited to
the assertive proposition that is, we can negate the preposed complement
clause but we cannot negate the main clause which has been semantically
reduced.

Tet us now consider the non-parenthetical (6)b. There, the negative
element car negate words that belong either to the main or the complement
proposition (the negated element in each sentence is underlined).

(T)a i méri den isxirizete oti itan i omorfoteri kopela sto skolio, i eléni

to isxirizete afto.
Midry doesn’t elaim that she was the prettiest girl in class, Hélen
does (elaims that)

b imeri Sen iszirizete oti itan i omorfoteri kopela sto skolio; apenandias,
to arnite. \
Mary doesn't clafm that she was the prettiest girl in class; on the
contrary, she denies that.

¢ imeri den isxirizete oti ftan i omorféteri kopela sto skolio apenandias
isxirizete oti ine téra
on the contrary she claims that she is néw.
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d i meri den isxirizete oti itan i omorfiter: kopela sto skolio ala oti itan
i eksipnéters
but that she was the cléverest

e i meri den isxirizete oti itan i omorfoteri kopela sto skolio ala se oli
tin perioxi tis notioanatolikis evropis.
but in the whole area of south-eastern- Europe.

(7)a and b negate elements belonging to the main proposition; the rest
negate elements of the eomplement proposition.

This shows then, that in non-parenthetical agscrtives both main and
complement propositions are assertions since both are affected by negation.

The other diagnostic test (question) can again, show that both main and
complement proposition elements can be affccted. Thus, in an interrogative
sentence like (8) below any of the underlined cicments is capable of being
questioned provided, of course, that the main clause is not parenthetical.

(8) aftos ipe oti 9a pame ston kinimatoyrafo? A

Did he say that we were going to the cinema?

On the contrary, a parenthetical reading with the complement clause

preposed, does not affect the main clause assertion at all;

(9) 9a pame ston kinimatoyrafo, ipe aftos?
in (8) only the elements of thespreposed complement are affected by question.
Heavy stress can fall on any of the underlined elements in (8); but in (9),
neither of the parenthetical elements (ipe, aftos) can be stressed.

On the other hand, answers can be obtained out of any underlined element
in (8); in (9) you cannot have answers through questioning the parenthetical
clause elements. Compare answers given to (8) with those given to (9):

(8)a aftds ipe oti 9a pame ston kinimatoyrafo?

Did he say we were going to the cincma?

Answer: ne, aftés (yes, hé)

(9)a *8a pame ston kinimatoyrafo, ipe aﬂos?

Answer: ne, afids

(8)b aftos ¢pe oti 9a pame ston kinimatoyrafo?

Answer: ne, {pe (yes, he safd)

(9)b *9a pame ston kinimatoyrafo, ipe aftos?

Answer: *ne, fpe

Sentences like: ¢ meri isxirizeto oti ine ¢ omorfolen kopela and aftos ipe
ots Sa pame ston kinimatoyrafo contum two claims to truth listed as follows:

“i aftos ipe X;

ii 9a pame ston kinimatoyrafo.

Syntactically ¢ is the main proposition; semantically however either ¢ or
ti can be the main proposition depending on whether the sentence is used.
pa,rcnthetlcnlly or not.

\‘1 Tapers and Studles . . 1 1 6
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But clearly this is a case where pragmatics comes in. Contextual consider-
ations determine whether the main or the subordinate clause constitutes the
main proposition. Consider the sentences below:

Speaker A:  pjes ipe oti 9a pame ston kinimatoyrafo?
Who said that we are going to the cinema?
Speaker B (1) *a pame ston kinimatoyrafo, ipe aftds
We shall go to the cinema, /€ said.
(2) aftds ipe oti 9a pame ston kinimatoyrafo.
Hé said that we shall go to the cinema.

An answer like (1) constitutes what we usually call error in language
performance. But it certainly has to do with pragmatics and what we describe
as the thematic siructure of the sentence.

What determines here which is the main proposition (semantically) is
the focus of the sentence. It is always the case that parenthetical clauses, that
is, clauses which though syntactically main clauses are semantically sub-
ordinated because it contains an element (aftos) about which Speaker A re-
quires information. It is by no means insignificant that both assertion and
focus are affected by negation and questioning; this is so bécause the later
is normally contained in the former: whatever is deliberately prominent by
the spesker, by heavy stress, is bound to be interpreted as of especial signifi-

cance by its hearer and hence the focus of information.

In fact, when we said that either the main or the subordinate clause can
be semantically more important than the other in the case of non-parenthetical
olauses, we meant that in that cace the focus can be contained in either clause
thereby strengthening it as assertation and rendering it semantically the main

proposition regardless of whether it was syntactically the main clause or not.

Before I go on, I will cite two cases of assertive predicates which, in their
parenthetical status, have been reduced almost to meaninglessaess.

The Mod Greek verb Jaro ‘guess’ seems to be so weakly asserted that it
can never be negated itself; sentence (10)b is considered by most speakers of
Mod Greek to be unacceptable:

(10)a aro (oti) 9a vreksi.
I guess that it will rain.
b *$en Jaro oti 9a vreksi.
not I guess that it will rain.

It seems that the verb has undergone a diachronic reduction and now it is
used only as a parenthetical predicate; thus, it is beciuse (10) is weakly
asserted, that it cannot be negated. )

The second case of semantic reduction, very characteristic in both Mod
Greek and English, are the second person Sg. of kseris ‘you know" and viepis
*you see’. Compare (11) with (12) and (13) with_(14): .
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(11) vlepis oti ime arostos.
you sie that I am sick.

(12) ime arostos, vlepis.
I am. sick, you see.

(13), kseris oti ime arostos.
you know that I am sick.

(14) ime arostos, kseris.
I am sick, you know.

We can say that those predicates in their parenthétical use, -have under-
gone such semantic reduction that they have come to be meaningless. Speakers
constantly use them without ever referring to their addressees knowledge,
sight, awareness or anything.

We can now use this semantic reduction idea of pa.renthetxcal assertions
to account for the so-called Extraposition from Object. The case is, then, that
assertive verbs used parenthetically do net undergo this kind of extraposition
as witness:

(15)a to pistévo oti ise of yois tis sinikias.
Ibelieve it that you are the lady-killer of the neighbourhood.
b (*to) pistevo, ise 0 yois tis sinikias. -
¢ ise, (*to) pistovo, a yois tis sinikias.
d ise o yois tis sinikias, (*to) pistevo.

Sentences (156)b, ¢ aud d are grammatical without the clitic object to
and ungrammatical with it. In all three cases of them the main proposition is
used parenthetically. ‘

Furthermore what we have classified as weak assertives resist Extra-
position from Object even on their non-parenthetical readmgs

to pistevo (it I believe)
? to ipoSetol® (it I suppose) oti 92 Lrdi avrio .
* to nomizo (it I think) . that he will.come tomorrow
*{5 Qaro (it I guess)

The claim I am making then, is that 8o long as the main proposition is
weakly asserted or parenthetical, Extraposition! from object cannot obtain.
But it does occur if the main clause is also the matn assertion and the comple-

1* In some contexts oxtmpomtxon from objeot with cposeto is pomblo due to the fact
that apart from * suppose’, it also has the meaning of ‘hypothesize® in which caso it should
bo olassified as & strong Assertivo (see tablo on pages 108, 109)

n Extmposition in Mod Greek is not a syntactio phenomencn as it is in Engliah
that is, there is no *'it-Extraposition” in this language. What'actually occurs is » reversion
of the ord:r Bubjeot Prodicato which can be accounted for in torms of the thomatio struo-
ture of the sentence.
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ment clause is semantically subordinated. This means that whenever Extra-
position from object takes place the complement clause normally constitutes
old or baekground information but it does not necessarily mean that the
complement proposition is also presupposed. Compare the following sentences

(16)a to kseris oti exo tria pedija.
it you know that I have three ehildren.
you know it that I have three ehildren.
b den to kseris oti exo tria pedja.
you don’t know it that I have three children.

(17)a to paradexese oti ise Siyamos. . .
it you admit that you are a bigamist.
you admit it that you are a bigamist.

b Sen to paradexese oti ise diyamos.
you don’t admit that you are a bigamist.

In both (16) and (17), the eomplement proposition is semantically less
important than the main proposition, yet, in (16)a and b it is presupposed
since it remains constant under negation, whereas in (17)a and b it is not
presupposed.

In the subsections that follow, we shall be dealing with all the semantic
classes of predicates listed on table I (page 108) and on table IT page 109) starting
with the Weak Assertives.

Weak Assertives

The eommon feature of the weak assertives is that their eomplements
are “weakly” asserted, i.e. the speaker is reserved and does not express a
strong opinion about the truth of the complement clause. But notiee that it
is some of these verbs that with the assistance of & heavy stress can aequire
all the characterictics of factive predicates, as I have already shown in Kakou-
riotis 1977.

(18)a fénete oti ine sarandaris
It is self-evident (lit. it seems) that he is forty
b (to) ipedesa
I supposed
oti 9a orxotane/9a erdi
¢ (to) fantdstika
that he would come/will come
I imagined
d (to) perfmena
I expected .
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Joan Hooper has noticed that “the predicates classed by their semantic
content, instead of falling neatly into classes, they form a continuum so that
there may not be clear breaks between one class and the next” ((1975: 93).
The, data from Mod Greek shows that this continuum is somehow circular
since the weak assertives under heavy stress are “factivized” and thus we
have predicates of the first class of list I, sharing a common feature with pre-
dicates of the last class in list II. they can both have complements which are
true propositions and which are not affected by negation. )

With the exception of fenete, however, all other weak assertives have to
be in a past tense in order to have their complements presupposed. Consider a
somehow similar case with the English verb ‘think’:

(19)a I thought it was you.
b I thought it was you.

Again stress and the past tense have factivized a weak assertive. in (19)a
the complement proposition is counterfactual, in (19)b it is factual; in @ the
weak assertive meang ‘T was under the erroneous impression’; in b the same
predicate means something like ‘I knew (it)’.

In the case of fenele ‘seem’, heavy stress alone seems to be able to factivize
the predicate but in all other cases, it combines with & past tense without the
help of which the complement of those predicates can never be trué proposi-
tions:

(20)a to ipodeto

Present
» to fandazome oti 9a ecrdijoti erxete
Present that he will come/that he comes
¢ to perimeno
Present

As long as what is expressed by the complement preposition has not
actually occured, we can only make hypotheses about it. But when the com-
plement proposition represents something that has occured, the weak assertives
cease to express hypotheses since by now it can be proved tiat their comple-
ment propositions are true propositions. In fact these predicates scem to
have ceased to be assertives at all since (2): negation does not affect their
complements as we have seen, (b). they can no longer be used parenthetically.
In fact in both the Greek, and the English example (19)b, there is & commit-
ment to the truth of the complement clause.

The predicates listed as “weak assertives” may have Subjunctival com-
plements instead of Indicative ones. When na is used instead of ots, the degree of
likelihood assigned to their complement proposition is further weakened m}d
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they now express a much weaker opinion about the truth of the complement
to the extent that this complement proposition is no longer an assertion.
It is not surprising then, that in this case their syntax is the same as that of
the Nonassertive predicates, that is, they, too, take na complements. Like
them, they express such weak affirmation regarding the truth value of the
complement proposition that they now fall short of being assertive. Compare
the sentences:

(21)a pistevo na nikisume
I believe MM win
I believe that we will win
b pistevo ofz 9a nikisume.

There are two meaning of believe!?, one pertaining to conviction and the
other to opinion; sentence (21)b may have either of these meanings. In (21)a,
however, the speaker expresses a stronger degree of uncertainly about the truth
of the complement proposition than in (21)b. Anadverb like ‘firmly’or ‘abso-
lutely’ which expresses a strong opinion or conviction can fit in (21)b but
never in (21)a as witness:

(22)a *pistevo akradanda ne nikisume
firmly
b pistevo akradanda ofi 9anda na axikisame

pistevo, fandazeme and ipodeto when followed by a na complement express
wish, possibility or probability. On the other hand, nomizo, when it takes
a na complement it is always negative.

(28)s *nomizo nairde

I think MM he came 3

b Sennomizona ir9e
not think MM he came

Notice that the negation is always in the higher verb:

¢ *nomizo na min irde.
I think MM not came.

This fact poses problems for the rule of negative transportation since ‘nomizo’
is one of the verbs that they do allow negative raising that is, (23d) and e are
synonymous on at least one reading:

(28)d nomizo otiden irde.
I think that he didn’t come

12 ]t geoms that thero exist two ‘beolieves® one pertaining to conviction, tho other to
opinson, If followed by Indicative the Mod Greek. pistevo can have vither meaning. But if it
takes & na Subjunctive complement it may not refer to tho spoaker’s convictions.
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- e Sen nomizo otiirde
I don’t think he came

Jt might be the case that ‘na’ complements disallow negative raising but
Jenete shows that they do not:

(24)a fenete na min kseri tipote.
He seems not to know anything.
b dden fenete na kseri tipote.
He doesn’t seem to know anything.

Sentences (23)b cannot be justified as derived from (23)c through negative
raising since the iatter is ungrammatical. The case is then, that nomizo does
not take a na complement unless it is negated itself and not the lower verb
only, since both, nomizo na irSe and nomizo na min irSe are ungrammaticel.

It seems then, that, with the exclusion of nomizo the weak assertives when
followed by a na subjunctival complement turn into volitional or wish predi-
cates. Note the peculiraity of (26)b below:

(26)a pistevo”
oti mja mera Ja katalikso sti filaki

fandazome
that one day I will end up in prison
ipoJeto ‘
b? pistevo
? fandazome na katalikso sti filaki mja mera
* ipoJeto

Sentence (256)a is 0.K. because the Subject-speaker weakly asserts lns own
future in the complement proposition. In (25)b he secems to be wishing his
own doom hence the peculiarity of the sentence. People may wish they were
dead but they normally do not wish they were in prison.

In the v~ak assertives there seems to be a semantic difference between
the first person singular or present tense and all the other cases. With this
person the speaker expresses a tentative opinion about the truth of the comple-
ment; but notice the difference in meaning that a difference in persons some-
time involves.

(26)a nomizo, ime eksipnos
I think, I’m clever
- bnomizi, ine eksipnos
He thinks, he’s clever

Sentence (23a) is an opinion about one’s own self; (26)b, on the other hand,
is an assertion referring to the Subject but expressed by a speaker; nomizi
in (26)b usually means ‘he erroneously believes that he is clever’, a meaning

‘o 122



B

129 A. Kakouriotis

normally not applicable when the subject of the sentence happens to be the
speaker himself (cf. 26a).

It scems then that when the weak assertives are used in other than the
first perscn, as (26)b, they do not undergo the semantic reduction characteris-
tic to those verb and thus. parenthetical reading is difficult to obtain:

- % nomizi
He thinks
? Jari
(27) ine eksipnos, He guesses
He is clever, *ipodeti
' ‘ He supposes
*pistevi
N He believes
But notice that in a tense other than the Present, a weak assertive requires
its full semantic content regardless of persor, in other words, wherecas the two
assertive nomizo (2%)a and (26)b arc not synonymous, at least on one reading

* (28)a and (28)b uxe, as witness:

(28)a I thought I was clever
b He thought he was clever

Both (28)a and (28)b may mcan ‘wrongly believe’ or ‘be under the erroncous
impression’: the spesker can admit past mistakes,

The parenthetieal, semantically rcduced reading of the weak assertives
then, is more or less confined to the Present tense first person singular:

pistepsaltd
I believed
(29) ??imuna eksipnos, ipedcsa
I was clever I supposed
nomisa
- I thougl.t

Strong Asserlives

Contra the Kiparsky's, for some non-factive prcdicates extraposition
is not obligatory:

(30)a (to) oti Sa nikisume ine veveo
(The) that we will win is certain

13 ANl theso prodicates, whon parenthetically used, becomo synenymous to Jaro, the
woakost assortivo. But it is hard to obtain euch a reading in tho Aorist (Perfective).
Note that Jaro has no Perfective tonses: *Sartss, *Sariso, *exo Sarisi, Nor can its English
counterpart "gucss’ be used in o Porfeot Tenso with a parenthetical moaning, i.e. he isright,
X gues vs. *ho i right, I havo guessed.
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b ine veveo oti 9a nikisume
It is certain that we will wi

With other non-factives, however, it is obligatory:

(81)a *to oti 9a nikisume, pistévele
The that we will win, it is belicved
b pistevete oti 9a nikisume
It is believed that we will win

This can be explained in terms of strong and weak assertion. Sentences (30)
has a strong assertive predicate, sentences (31) a weak one. '

I have explained extrapositionin terms of focus and thematic structure
in Kakouriotis (1979) where I have claimed that the focus of information is
always contained in the main assertion of & sentence. The difference between
strong and weak assertive preidicates is that whereas in the former either the
main or the subordinate clause can become the main proposition (and also
the focus), in the latter, owing to their reduced semantic content, they give way
to the subordinate clause which becomes the assertion and contains the focus
of the sentence. But extraposition puts at the end of the sentence what is
new or important information. But clearly the end position is rot the right
place for the weak assertive which is semantically reduced and cannot receive
a heavy stress. Put it in another way, in (80)a, either nikisume (subordinate)
or veveo {(main) can act as foci of information; in (31) on the other hand, only
nikisume can become the focus because the main clause verb pistevele ‘it is
believed’ is a weak assertive.

Yot, tha end position is not always retained for the focus of informution;
sometimes the focus in positioned just before the end of the sentence comes;
what follows, however, is separated from focus by comma intonation; sentence
(31)a can, then, appear with the same order of the elements provideu athat
thelast element pistevete is xiot the main assertion and it is not the focus of the
sentence, that is, provided that the main predicate ‘pistevete’ is parenthetical:1

(32) 9a nikisume, pistevete
We will, in is believed.

Whereas all the predicates listed as weak assertives can also have subjune-
tival complements, only very few of the strong assertives can bo followed by the
subjunctive i.e. eptmeno ‘insist’, ¢poloyizo ‘calculate’, simfono ‘agree’, are aomng
them. .

G. Leech discussed the verbs ‘wish’, ‘want’ and ‘instst’ and posttlates
an underlying feature “volition” for all three of them (1974: 303). I tend to
think that ‘insist’ has apart from the feature “volition’ another feature i.e.

14 In such a case the complementizer ofi is normally deleted.
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‘deontic”’. In fact in either of these cases the Mod Greek epimeno takes & na
subjunctival Complement (cf. the English where there is an alternative

stween Subjunctive and a should- construction e.e. ‘I insist that he be prescnt’
vs. ‘I insist he should be present’:

.

volitional: i 8ia mu epimeni na vlepi tenies porno

My aunt insists on watching blue movies
deontic: b i 9ia mu epimeni na meletao perisotero

My aunt insists that I should study harder

Notice that a “volitional”’ predicate car, in similar cases, in particular when
the verb of the Subjeunctive complement is the Present tense, have this comple-
ment presupposed. Sentence (33)a presupposes i Yia mu vlepi tenies porno
‘my aunt watches blue movies’. On the other_hand, when the predicate is
a strong assertive and it takes an ofi Indicative complement, this complement is
never presupposed, as for instance in ((33)c. )

(33)c i 9a mu epimeni ofi vlepi tenies porno.
My annt insists that she watches blue movies.

Nonssertives

This class of predicates is always followed by Subjunctive,!® the first type
of the lexical item i.e. apiSano ‘unlikely’ Of the two non-impersonal predicates
amfivalo ‘doubt’ and arnume ‘deny’, the former expresses a very weak opinion
concerning the truth of the comploment proposition; the latter is nonassertive
by virtue of its negaiveeness. .

Notice that a negated amfivalo turns into a strong assertive: absence of
doubi implies certainty. We have said that complement proposing with sub-
sequent parenthesization of the main clause obtains only in assertive predicates:
amfivelo and arnume and can be parenthetical only when negated: )

{34)a arnume
*ige eksipnos, I deny

You are clever, amfivalo

I doubt

18 grnume i8 an excoption; but this predicate looks like a noegated strong assortive
1.6. 1t moans ‘to say that somwthing is not truo’. It thus complics with the syntax of a
strong assettive which retains the Indicative when negated (of. leo ‘say'):

”

5o leo oti iso oksipnos
not I say that you are clover
I do not say that you are clover
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b den t arnume
ise eksipnos, 1 dont’t deny
You are clever, Sen amfivalo

] I don’t doubt

Semifactives

There is a class of predicates which is rather hard to classify. This is so
so because if stands between factives and nonfactives containing characteris-
tics of both. Karttunen (1971) was the first scholar to draw a line between
pure factive and semifactives, the former presuppose their complements under
any condition, the latter do not. Consider the following:

(35)a lipase" pu exase i omada su?
Are you sorry that your (favourite) team lost?
b stenoxorjese pu pandreftike i lusi?
Do you bather that Lucy get married?

Questioning canmot alter the truth of the complements of (35)a and b
1 omada su exase and ¢ lust pandreftike respectively. If you negate the sentences,
, we will witness the same thing again: the complement caluse will remain
constant. Notice that stress cannot affect the truth of the complement clause,
either. No matter which item of (35)b: stenoxorjese, pandreftike or lusi is stréssed
the ‘complement clause is still presupposed.
Consider, however, the verb ksero ‘know’ which is supposed to be afactxve
predicate: S .

(36)a (o) tksera oti ba erxotone
I knew st that the would come
b iksera oti Ya erxotane
(I thought) he would come

Only in case the main predicate (the semifactive) is heavily stressed is the
complement clause presupposed. The same applies to the interrogative and
the negative of (36). Their complements too, remain constant if and only if
the main predicate is heavily stressed. It seems then, that whereas heavy
stress tend to factivize weak assertives like, perimeno, fandazome, op:&cto, the
absence of a heavy stress, from a. factive like ksero, has the ipposite eifect. This
predicate has now been defactivized and it behaves like a weak assertive,
that is, like perimena, fantastika and iperfesa.

Other semifactives behave in a similar way:

(37)a to émYaa
I learned oti pandreftikes
{factive)
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b eplilroforidika that you got married
I was informetl

(38)a emada
epliroforidika oti pandreftikes (nonfactive)

A sentence that questions the truth of the complement can be added in
(38) but not in (37) as witness: '

(837)a’ *to émada oti pandreftikes, ine alidja?
I learnt it that you got married, is it true?

(38)a’ emada oti pandréftikes, ine alidja?

You cannot question what is presupposed (37)a’ but you can question
what is asserted (38)a’. Like all assertives, ema9 and pliroforori9ka can have
their complements preposed:

(39) pandréftikes, emada
pliroforiSika

But complement preposing cannot obtain in (37)a, hence the unacceptabi-
lity of (37)a”.

(37)a” *pandreftikes, to émada

The assertive predicate emada is also the focus and it cannot be reduced
{0 a parenthetical status. This complies with the part of theory which maintains
that factive predicates cannot undergo complement preposing. In sentence
(37) emada and plirgforiSika are factives and the proposition panddreftikes
‘you got married’, is presupposed. In (38), on the other hand, they are asser-
tives and the complement clauise is not presupposed.
~Another characteristic of semifactives which share with other assertives
but not with any true factives is that their complements are “weakly” pre-
supposed.?® Consider, for instance, the following sentence:

(40)a 3en ida oti bike i meri
I didn’t see (notice) that Mary came in

In the preferred reading what is negated is the main proposition den ida
and the complement remains canstant i.c. it is a true proposition. There are'
cases, however, when an element of the complement caluse can be negated too
i.e. either bike or meri, as for instance when I am contradicting someone who
insists that I have seen Mary coming in and I imply that it wasn't Mary but
somebody else that I saw:

16 Ag it might be oxpeoted (41)a can have a to clitio whereas (41)b cannot; fo keero
oti iparxi Siafora, *to ksero na iparxi Siafora, that is with a na comploment, ksero cannot
becoms & foous.
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(40)b Sen ida oti bike i mert ala i eleni
I didn’t see (notice) that Mary came in but that Helen did.
Thus iéa may or may not have its complement presupposed.

The ambiguity of a sentence like (40).casts doubts on the claim that a pro-
position may not be both asserted and presupposed in a single token. A more
thorough study of discourse may lead to a revision of this theory.

Like all the weak asscrtives, and some of the strong assertives, the scmi-
factives can have a na _complement too. This happens whenever a weak opinion
about the truth of the complement is expressed:

(41)a ksero of¢ iparxi mja Siafora anamesa tus
I know that there is a difference between them

b ksero na iparxi mja Siafora namesn tus
I know there to be a difference between them

Sentence (41)a has on one reading its complement presupposed. In sentence
(41)b the speaker never commits himself to the truth of the complement pro-
position.

Pure Factives

We have seen that the semifactives are weakly presupposed and that there
are cases when a non-factive interpretation may be assigned to them. Stress
and negation can alter their complements as far as commitment to their
truth is concerned.

What characterizes the pure factives is that their complement proposition
remains constant under any conditions. Thus the negated factives below do
not alter the complement proposition pandreftike i meri ‘Mary got married’.

(42)a Sen lipame
I am not sorry
b den stenoxorjeme
I dont’' bother pu pandreftike i meri.
¢ Sen metrai that Mary got married.
It doesn’t count
d den exi simasia
It isnotimportant

As far as their syntax is concerned, we notice that unlike the scmifactive
clags, they allow of no complement preposing with subsequent parenthesization
of the main proposition: -

. ksexno
I forget

128

o0 .



126 A.Kakouriotis

(43) *i meri pandreftike, stenoxorjeme
Mary got married I bother
metrai
It counts

The complementizer for all factives is pu. Some of the predicates of this
class of factives, the so-called emotive, can take a participial complement
(Adverbial Participle) provided that they are not impersonal expressions.

(44)a lipiSika maSenondas ta nea
Participle
I was sorry to hear the news

b stenoxoridika vlepondas ton
Participle
I felt sorry when I saw him him

The participial complement following such predicates is a verb of percep-
tion. This is a case when the complement clause has a non-finite verb.

Puré factives can be followed by a na complement, A subjunctival comple-
ment does affect the factivity of the complement. Normally the na comple-
ment of factive predicates, when in the 2nd person singular has a gene* «c mea-
ning and no commitment to the truth of the complement is involved. Compare,

(46)a metrai pu exis diploma xoru
It counts (the fact) that your have a diploma in dancing
b metrai na exis diploma xoru

Sentence (45)a refers to the addressec himself and to the fact that he has
got a dirloma in dancing. In sentence (46)b on the other hand, the second
singular has a generic meaning though it may include the addressee as well.
A good paraphrase (45)a will have fo ofi in place of pu; one of (46)b will contain
the conditional conjunction an ‘if’ instead of na again preceded by an article.

(46)a metrai to oti exis Siploma xoru
b metrai to an exis Siploma xoru

A pu complement always presupposes the truth of the ecomplement whereas
a na.subjunctival one expresses a hypothesis.

We have discussed the semantics of the complement clauses. Our analysis
though based on Hooper’s observations has followed another line and has
underlined the importance of focus and’ stress in classifying predicates into
assertives and non-assertives. Some of our findings area) Indicative Mood isthe
mood of assertive predicates; b) assertive predicates are the only predicates
capable of having a parenthetical reading on which the main proposition of
a sentence is semantically subordinated and the complement proposition
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becomes the main assertion of the sentence. Pace the Kiparskys, however,
there is no clear cut line between factives and nonfactives since representative
nonfactive predicates (weak assertives) can have their complement clause pre-
supposed if heavily stressed (fenete) or, heavily stressed and in a past tense
(perimena, ipedesa, fandastika). Apart from this fact,, there is the case of the
semifactives which are ambiguous between one reading on which their com-
plement is presupposed, and then they function as factives and another reading
on which thcir complement is not presupposed in which case they function
as assertive-nonfactives.
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ON SOME SUBJECT CLAUSES IN ENGLISH AND POLISH

RomaN Karisz
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0. Abstract

The aim of this paper is to look for the best yay of a unified analysis of
snbject complements in English and Polish. In the first section three major

The aim of this paper is to look for the best way of a nnified analysis of
'subject complements in English and Polish. In the first section three major
approachesintransformational grammarare presented. Furthersections present
subject complements in English and Polish. In the first section three major
approaches in transformational grammar are presented. Further sections
present an attempt of the analysis of Polish data in terms of the three theories.
The conclusion is that the classical Extraposition is the best of the three
approaches to account for some initial Polish data and that it should be main-
tained for & framework for English-Polish contrastive grammar. In the last
séction some problematic cases concerning that-clauses are discussed i.e.
sentences beginning with the point is..., the fact is..., otc. It is argued that
they should be analysed in the terms of Extraposition and i¢- dismount trans-
formation which is formulated in this paper.

1. -

Polish subject ze-complement constructions' exhibit a lot of interesting
phenomena when they are confronted with their correspodning English sen-
tences.

. 1. To, ze on tam péjdzie jest oczywiste.
——————— [}

! In this paper I deal exclusively with English that and Polish Ze complements.

Poligh infinitival constructions in subject clauses are rare aud they do not exhibit tho

interesting phenomenon of retaining {o in subject position.
P4jsé tam jest przyjemnioe.
Jost Przyjemnio p6jié tam.
*Po, pbjéé tam jest przyjoruie.

:} Papers and Studles
ERIC '
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29%. Ze on tam pdjdzie jest oczywiste.
39. To jest oczywiste, Ze on tam péjdzie.™
4, Jest oczywiste, ze on tam péjdzie.
5. To, ze on zdobgdzie pierwszg nagrode jest oczywiste.
6%. Ze on zdobedzie pierwszg nagrode jest oczywiste.
7%. To wydaje sig ocgywiste, Ze on zdobedzie pierwszg nagrode.
8. Wydaje sig oczywiste, e on zdobedzie pierwszg nagrode.
9. Jasne jest, ze on zdobedzie pierwszg nagrode.
10. Jasne, ze on zdobedzie pierwszg nagrode.
11. To jasne, zc on zdobedzie pierwsza nagrode.®

la*. It that he will go there is obvious.
2a.. That he will go there is obvious.
3a. It obvious that he will go there.
4a*. Is obvious that he will go there.
5a*. It that he will win the first prize szems obvious.
6a. That he will win the first prize seems obvious.
7a. It seems obvious that he will win the first prize.
8a*. Secms obvious that he will win the first prize.
9a*. Clear is that he will win the first prize.

10a*. Clesr that he will win the first prize.

1la*. It clear that he will win the first prize.

The acceptability of Polish sentences marked with % varies from speaker
to speaker. The distinction between dialect 1 where, those sentences are una-
cceptable and dialect 2 where those sentences are accéptable is made through-
out the paper. This, of course, does not imply that there exists a systematic
division,into dialects with respect to the above phenomenon or that the above
distinction has anything to do with regional or social varieties of Polish.

It is assumed in this paper that to in the above constructions corresponds
to English 2. In many other cases there is no such correspondence. It may be
argued that Polish fo has a higher degree of demonstrativeness than the
English It. It is possible to assign focus to Polish fo in sentences like 12 whercas
the English congruent structuro is unacceptable.

12). TO jest wazne.
12a*. IT is important.
where 12b is the proper equivalent of 12.

3 Many sontences relevant to the present discussion, like multiple orabodded com-
plements, psoudoeleft, ete., are not discussed here. A more foir analysis of the entire
. phenomencn will be given in Kalisz (in progress). Psoudocloft sontencos in Polish ex-
hibit an irteresting phenomenon of retaining the double fo.

Co jeat jasne o ?o, Ze nie momy wyboru.
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12b. THIS is important.

To is an equivalent of this, that and it in different sentences, however,
{o seems to perform the same function as the English ¢ in subject complement
clauses serving as the antecedent of a complement sentence. The focus assign-
ment to fo in subject complement clauses is impossible as in the case of English
equivalents.

13*. TO jest waine, ze prayszedl.
14*. TO, ze przyszed! jest wazne.

13a*. IT is important that he came.

2. The three approacfles

There are three major approaches in transformationul grammars of English
concerning the presentation of the relation between sentences like 15 and 16.

15. That he wentthre seems obvious.
16. It scems obvious that he went there.

The approae};cs are Extraposition 1, Intraposition and Extraposition 2.

N

2.1. Extraposition 1

Rosenbaum (1967) has formulated a very well known rule of Etraposi-
tion relating sentences like 17 and 18 or 19 and 20.

17. That he is a genius is obvious.

18. It is obvious that he is a genins.

19. That he will receive this mvu;d scems reasonable.

20. It is reasonable that he will reccive this award.

Sentences 17 and 19 are closer to the underlying structure whereas 18 auul

20 are derived by Extraposition which has been formalized in the following
way.

21. X Np®™ vp Y
SI 1 2 8 4
SC 1 o 342 4

It correferential with S is present immediately before S node in the under-
lying structure. It is obligatorily deleted when the Extraposition does not
apply and it is obligatorily retained when the Extraposition does apply.
Complementizers are inserted transformationally by Cumplementizer Place-
ment transformation.

ERIC | 133
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The majority of linguists accept the above transformation although with
minor changes sometimes, ie., the transformational introduction of it c.g.
Keyser and Postal (1976) or u different status of complementizers (Bresnan
1972).

2.2. Intraposition

An alternative approach is presented in Emonds (1970), within a broader
hypothesis concerning the division of transformations into root and structure -
preserving. Emonds claims in his dissertation that seutences like 17 and 19
are derived from 18 and 20 respectively by Subject Replacement transforma-
tion (the transformation called Intraposition in Baker and Brame (1972)).
Subject Replacement transformation is ¢onsidered to be a root transformation
destroying the basic structure of a sentence N

22. T subject replacement

\'%2 Adj P
\ |

that he is & genius ) i obvious

The differences between Edmonds’ (1970) analysis and Rosenbaum’s
approach do not pertain solely to the directionality of the movements of the
two transformaticns but also to the nodal categories which dominate comple-
ment sentences. In Rosenbaum’s approach, that-complements can be domina-
ted exclusively by NP nodes. Rosenbaum justifies his claim on the basis of the
possibility of pseudo-cleft formation with complements and passivization.

24. What is obvious is that he is a genius.

25. That Mary is beautiful is believed by anyone.
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Emonds (1970) argues that that and for... to complements are never do-
minated by NP. Non-NP behavior is brought by Emonds to justify his claim.?
Other restrictions imposed on Intraposition come from the general characte-
ristics of root transformations i.c. root transformations are applied only once
in o given sentence and they cannot be applicable in an embedded clause.

2.3. Extraposition-Interaposition controversy

Higgins (1973) argues at length against Intraposition in favor of Extra-
position on the basis of five types of constructions i.e. pseudocleft sentences,
topicalization, sentential relativ es and two kirds of comparative constructions.
Higgins maintains that the analysis of the above sentgnce types can be handled
in a better way when Extraposition analysis is retained. The majority of his
arguments pertains to the treatment of it in Emonds’ theory although Emonds
himself states that his treatment of ¢t is essentially the same as in Rosenbaun
(1967). Aceording to Higgins (1973) there is no way of preventing the deriva-
tion of 26 (Higgins’ 14) if Emonds’ analysis is to be maintained.

26* What is most ig likely that Susan said (it) that she would be late.

Higgins (1973:156) presents 27 (his 13) as a derivation made in Emonds’
terms which is supposed to lead to the ungrammatical 26.

~

27,

PRO Vv S
+PROT NPy VP
NP - \
+WH it V AP S is .

that Susan said [it/

that she would be late

—— s m———

3 Most recently G. Horn (1977), favoring Extraposition 1, has olegantly shown that
at tho initial stage of derivation, comploments behave like NPs since they are domin-
ated by NP node to the moment of it Deletion and the pruning of NP node in xr{S}xr,
whore NP no longoer branches. After pruning complements stop behaving like NPs.
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Higgins writes that there is no coreference marking in Emonds (1970)
that would prevent such a derivation. Emonds’ analysis, however, can be
maintained since such a sunstraint can easily be formulated. Such a principle
may probably be stated as follows. It dominated by a subject NP is coreferen
tial with an 8 which is immediately dominated by VP in the same clause.
This constraint on coreferentiality is sufficient, at least for cases like 27 which
would be rejected on the basis of the above principle. The coreferential assig-
umncut would correctly mark that Susan said that she would be lale as coreferen
tial with NPi in 27,

Higgius (1973) dues succeed in demonstrating that Subject Replacement
Lias to be applicalbe in enibeded delauses (see e.g. Higgins' discussion of topica-
lized constructions (1973. 159 - 160). Nevertleless, he does not succeed in
showing througlout Lis paper that the directionality of movement of comple-
ment clauses should be fiom left to right (Extrapesition) and not vice versa.

In Kalisz 1977, (in progress) I defend Interaposition against Higgins'
ditism Lringing out sume s)utactic and semantic arguments. Let me present
one of them.

28. That he is a nice person and that he will do it for us is obvious.

29, It is obvious that he is a nice person and that the will do it for us.

Both 28 and 29 are ambiguous hav ing at least two readings. According to
que reading the fact that ke is a nice person is obvious and the other fact that
ke will do it for as is vbvious. On the other reading a conjunction of the two
facts is obvious. The difference between the two readings of 28 is syntactically
marked i Polish. 284 and b correspond to the first and the second reading of
28 respectively.

28a .To, Ze on jest mily i to, Ze on to zrobi dla nas jest oczywiste.

28b. To, Ze on jest mily i Ze zrobi to dla nas jest oczywiste.

To accound for the conjunctive reading Extraposition 1 Las to be modified,
otherwise 29a would be generated.

29n*. Tt is obvious that he is a nice person and it thut he will do it for us.

30. S T BExtra 1
NP vp
NP and /N P\ v
1t,/\S it S
/\> /\
that he is & nice person  that he will do it for us is obvious
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31.=29a
NP V\li__ .
e \
\) AP
NP
S \
/\ ; ‘//\
it is  obvious that heis a nice person that he will do it for us

31 is blocked by a more general constraint saying that nonconstituents
esnnot be moved since that ke is a nic e person and it that he will do it for wsis not
a constituent.

If one would claim that both ifs are affected by Extraposition, then 32
would be produced. . ’

32*. It, it is obvious.that he, is a niee person and that he will do it for us

Extraposition 1 analysis ean be saved by postulating an ad hoc eonstraint to
theeffect that only one it remains in a subjeet position and all other oceurences
of i, as sisters of complements, are deleted. Furthermore, the correct assign-
ment of it in the underlying structure is probably to the NP dominating the
conjunction. I have not met, however, such a formulation and it does not
follow from Rosenbaum 1967 analysis. Intraposition, however, does not need
any additional constraints or modifications in order to account for the con-
junctive readings of 28 and 29.

32.=29.

S T Intra

— e
"y /,T\

/\

it is  obvious that he is & nice person that he will do it
for us
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34=28 S .
—
/ \
uln(l \' AP
that he is a nice person that he will do it for us is obvious

For the other readings of 28 and 29 Extraposition and Intraposition ana-
lyses are almost mirror images of ¢ach other, disregarding nodal assignements.

5

2.4, Extraposition 2

Einonds (1976) presents still » different analysis of the phenomenon. In his
more recent work he formulates a new rule of extraposition. Ha does not,
howev er, argue against his earlier analysis in terms of Intraposition stating
that both can probably be maintained with equal results. Extraposition as
formulated in Emonds (1976.122) requires empty nodes to which zt and the
complement are inserted.

35. X Npls! Y gl
ST 1 2 3 4 5 6
SC 1 it O 4 3 6
38. ‘
' //S\
NP \2'8
N S be le'ed IS
/\
that Johnl'has left isl obvious %

The underlying structure possesses an empty node under N which is a
sister constituent of the complement in the subject pusition. This node is
deleted when Extraposition does not apply.

3. The three approaches in Polish and in English-Polish contrastive grammar

Let us now consider the three approaches in terms of their applieability to
Polish data. The evaluation of the approaches will be based on the number and
seriousness of revisions necegsary for the derivation of 1—11.
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3.1. Extraposition 1

37=(1)
S T Extra 1
/ \
NP : vp
to/\S \’/ \AP

%e on tam péjdzie jest: oczy“l'iste

38 (3)
s

to jest oczywiste Ze on tan pojdzie

The existence of to in the underlying structure is motivated for Polish

since it may be preserved throughout the operation. The underlying structure

37 (1) is identieal with the underlying structmve for the English sentence 2a.

The difference between 1 and 2a consists in the applieatuon of the obligatory

Pronoun Deletion transformation as formulated iz, Rosenbaum 1967 for English

. sentences like 2a. Such a transformation is bloeked in Polish dialect 1 and is
! optional for dialect 2. 38 is identical with the extraposed sentenee 3 which is
possible only in dialeet. 2. 4 can be derived by Polish to Deletion transformation.

39. to Deletion X NP[toX] by¢ Y S Z
(optional) ST 1 2 3 4 5 6
SC 1 o 3 4 5 6

’

39 is independently motivated for a variety of “subjeetlesa’ Polish senten-
ceslike Jest ladnie. T'o Deletion is a different transformation for the English-like
Pronoun Deletion from  [to S] which has to be blocked for dialect 1.

Polish to Delction has to be applied after byé Dleetion-so that 11 ean be _
produced. )

11. To jasne, Ze on zdobedzie pierwsza nagrodp,
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40. byé Deletion X ~e[to] by¢ Y S Z

" (optional)
SI 1 2 3 4 5 6
SC 1 2 4] 4 5 6

Byé Deletion is independently rotivated for other sentences or sentence
equivalents like 41. '

41. To jasne jak slonce.

Tt is ctaimed in this paper that sentences like 9 are derived from structures
like 38 by to Dismount transformation. )

9. Jasne, jest ze on zdobedzie picrwsza nagrode.

42. to Dismount! X ne[to] jest Adj S Z
(optional) '

: S1 1 2 3 4 5§ 6

SC 1 4 3 g 5 6

42 is presonted as & replacement transformation since Adjective Fronting
would produce unacceptable sentences like 43.

43*?, Jasne to jest, ze on zdobedzie pierwsza nagrode.

1t can be claimed that Adjective Fronting would be applicable after fo
Deletion. However, to Deletion Las to be applied after byé Deletion because 9
would not be produced. The order of transformations should be formulated as
follows in order to account for 1—11 in the best way: '

44. 1. Optional to Deletion from wp toS in dialect 2. Blocked
* fordialect 1.
II. Extraposition 1
III. Pelish to Dismount
IV. Polish byé Deletion
V. Polish to Deletion

Polish sentences like 10 can be derived by the application of either I, III,
IVorIL V.

111, IV, and V are transformations that are applicable only in Polish,
therefore English sentences 4a, 8a-11a are ungrammatical. I is applicable only
in Polish dialect 2 and it is optional However, it is obligatory in English when
I1 is not applied. For that reagon English centences 1a and 5a, where I has not

.been applied, without the application of II are unacceptable, and corresponding
Polish sentences 1 and 5 are perfect.

It will be noted in the final section of this paper that III has to be reformula-
ted to allow the replacement of lo by nouns. It will be claimed that III, sub-
stituting nouns for pronouns, has to be postulated for English too.

¢ 42 is called Dismount in order not to be confused with Emonds’ i¢ Replacoment.

t
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3.2. Intraposition in Polish

45 (3)
8 . T Intra
/ \
NP VP
//i \

to © jest oczywiste ze on tam péjdzie |
46 (2) ‘ : , :
A
’ / \ ‘, l\
S | "/'\,P\ |
v A,P
e on tam pojdzie ' jest oczywiste - o

Intraposition, as it was formulated in Emonds 1970 cannot account for
sentences like 1 or 5. The node [to 8] seems to be absolutely necessary for
Polish in the intraposed position. Intraposition can no longer be viewed as
Subject Replacement transformation if it would claim to account for Polish
data. There is a possibility of saving Intraposition by its reformulation. Intra-
position would not be a root transformation but would have to be structurc
preserving. The conclusion is similar to that in Higgins (1973) study or. in . |

Postal (1974), though each arrived at on different grounds, .
47 (output of revised Intraposition) - . ’ |

’ i |

—

NP VP ‘

to R v AP -

| |

ze on-tam pojdzie jest oczy\!'igtc i

47 is nothing else but an underlying structure in terms of Extraposition 1
analysis. 47 is a base-generated string in terms of Intraposition and the extra-

O
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posed sentence within the concurrent theory. In such a formulation the two
analyses are mirror images of cach other and there seems to be no evidence to
give one preference over the other. 44 would have to be reformulated if the
revised Intraposition were maintained. III- V would be applicable befere In
traposition only if Intruposition were not applied to a given string

3.4. Extraposition 2 and Polish

Lxrtaposition as presented in Emonds (1976) does two things. It inserts it
under the empty node N and moves the complement sentence under the empty
S node, which is a constituent of VP. In Polish dialect 1o would be inserted
under the exactly opposite condition i.c., it would insert to under the empty
node N when Extraposition has not been applied to a given string and the
insertion of to would be blocked, i.c. the empty N node would be deleted when
Extraposition is applied. This correctly matches the situation in dialcet 1,
which is exactly the opposite from English. For dialect 2, however, to insertion
makes 10 sense since fo can be present both before and after Extraposition.

3.5. The conclusion is that Extraposition 1 is the best suited operation for
the analysis of Polish subjuct clauses since it requires no essential modification
and it can be easily supplemented by a series of transformations necessary for
the derivation of some Polish sentences containing subject cluuses. The virtue
of this approach is thuat it contains  [to S]node in the underlying structure,
which seems to be indi.sp(‘-ﬁable for the analysis of Polish subject clauses,
especially in dialect 2.

5. Some further cases

I have been puzzled for some time by sentences like 48—50,

48. The fact is that we have no choiee.

49. The truth is that we have no ehoice.

50. The point is that the President should lead this country.
(Time)
48—50 have been anulysed traditionally as in 51. For the most reeent analysis
in these terms see G. Horn (1977).

51.
//- \
NP VP
V™ - " he
N/ =% \S

>

the fact be it we have no choice
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Polish equiva]ént sentences to 48 and 49 are 48a and 49a.
48a. Faktem jest, Ze nie mamy wyboru.
_ 49a. Prawda jest, Ze nie mamy wyboru.
Polish initial NPs in the above sentences are in the intrumental case and

they have never been viewed as subjects in Polish grammars. The correct,
I believe, analysis of these sentences is as follows:

52.
/ .
. NP \P
Ze nie mamy wyborn j(;st ‘ faktem

Extraposition 1 triggers:

53.
S\ y
rd
P / VP\\
byé NP S
to jest faktem ze nie mamy wyboru

2’0 Dismount produces:

54, /\
/ \ ~

l /\

faktem jest ze nic mamy wyboru
It seems that such an analysis can throw some light on English sentences
like 48— 50. Since English has almost no surface case marking it is not surpri
sing that subjecthood may be perceived in English in a slightly different way

wll Toxt Provided by ERIC
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On the other hand it would be somewhat odd to analyze sentences like 48— 50
as completely different structures from 49a and 48a though the absence of the
cquivalent construction in Polish of the point is... may partially motivate
such a different treatment.

Some of my Berkeley informants considered sentences like 55 and 56 as
acceptable,

552, "That we have no choice is the point.

56, That he went there is a fact,

1f the above sentences are acceptuble the yuestion concerning their rela-
tionship with sentences like 48— 50 arises. My guess is that sentences like
48— 30 are deriy ed from underly ing strnctures w hich are similar to 55 and 56 by
means of Extrapgsition and it Dismount, similar operation to Polish lo Dis-
mount,

57. S ‘ T Extra 1

/ \P
NP vV

it/ \S | V/ \NP
/\

that we have {c choice is the point
58. /S\ it SDismount?®
NP v
it is the point that we have no choice
59.
S\
. ~
NP v VI)\
V /S\
the point is e that we have hno choice

» It 18 posuible that such o transfurmation has already been postulated for English,
and 1 18 oven pussible that 1 have seen it but I do not remoember when and whero,
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THE MONITOR MODEL AND CONTRASTIVE ANALYSIS

KART SAJAVAARA
Universily of Jyedskyla

Introduction

After three decades of contrastive linguistics we must admit that trsditional
contrastive analysis has failed to meet the objectives which were initially set
to it. The bulk of books and papers on language contrasts is quite impressive
but the number of applications remains insignificant. It is no wonder that there
are more and niore people who accept the criticism directed o gainst the appli-
cability of contrastive analydis. Such a viewpoint has moreover been streng-
thened under the influence of recent, particularly American, résearch on
second language acquisition.

The reasons for the apparent failure of traditional contrastive linguistics
13 serve the needs of language teachir.g are many. Most of the reasons can be
grouped under the following categories:

(1) Theoretical linguistic’ analysis canngt solve problems which are not
linguistic alone but require multidisciplinary approackes. Several writers, e.g.
Fisiak in several papers (cg., 1973) in making the distinction between theoreti-
ca] and applied contrastive studies, have pointed out that theoretical contras-
tive linguistics is a branch of theoretical linguistics. The theoretical starting-
point has resulted in what has been termed ‘parasitic’ contrastive studies by
Sharwood Smith (1974). This state of affairs is partly connected with the rather
obscure state of applied linguistics in general: applied linguistics is seen as a
field which is subservient to the development of theory, and very little atten:
tion is paid to the problems that applied linguistics is expected to solve.
The ‘best’ linguistic model, which cannot be ignored for plirposes of theoretical
analysis, need not necessarily be the most appropriate basis for the purposes of
applied linguistics.

(2) Theoretical linguistics has undergone a hectic period of upheaval

Q  Papers and Studles

146




146 K. Sajavaara

during the past twenty years. Traditional and early structuralist views gave
way to various gencrative approaches but today, instead of having a fairly
universal frame of reference, we axe ia a situation in which it is impossible to
tell what the next stage will be and, what is more problematic, in which it is
Aifficult to find a common ground for decsriptions. What is beneficial in recent
developments fiom the viewpoint of CA is the fact that, in many theories and
models, what is labelled as linguisties has widened beyond the traditional
code-centred dichotomy. In many cases, the previous narrow emphasis on
geammatical competence hasbeen given.up,and it is now widely scen that man’s
communicative and social competence requires research far beyond the mere
code (see Snjavaara 1977). Recent approaches are also more open to seeing
language and the usc of language as a dynamic process in which everything is
present all the time and in which the sum total of the parts is not exactly the
result of putting the parts together. Shuy (1977) has fittingly likened the gram-
matical elements to the visible top of an iceberg, which has been the foeus of
everybody's attention despite the fact that it is the mass under the sea lovel
that sinks the ship.

(3) The theory and methodulogy of CA have remained undeveloped. In
most cases CA has had a purely linguistic starting-point, and the interrela-
tionship between CA and tle thcories of language acquisition and language
learning has been rather vegue. Only occasionally has a scrious attempt been
made to vonnect the two (the work by the Xiel project (sce Wode 1978) and /
the Copenhagen PIF project, to mention a cougle of outstanding exceptions).
Initially. CA was generally associated with behaviourist learnirg theories,
maialy through its cluseness to early structuralism but, beyond that, the link
has been negligible. If CA is to serve the needs of foreign laxguage teaching,
greater attention should be paid to research on second language aequisition/lear-
ning. -

In this paper, an attempt will be made to discuss the link between the
theory of second language acquisition and contrastive analysis from a rather
narrow viewpoint, that of Stephen Kraslen’s Monitor Model (see, eg., Krashen

197S).

The Monitor Model

In collaboration with several otl.er researclers, Stepken D. Krasten of the
University of Southern California has syntl.etized Lis work on Low children and
adlults come to contrul languages. He has labelled his synthesis the Monitor
Model. It is a theoretical framework to describe the ‘intermalizaticn’ of target-
language ruics by the adult sccond-lar.gusge learner. Aceordirg to Krashen,
tlis 1s possible m two ways, which are distinct from one anotl.er, acquisition
and learning: language acquisition, which involves ‘creative construetion’,
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refers to an unconscious process, unaffected by overt teaching, which is also
the way in which children acquire their L1 or L2, whereas larguage learning
results from explicit presentation and memorization of rules (whether it is
deductive or inductive makes no differcnce). Krashen emphasizes the inde-
pendent nature of the two processes: Lequisition is possible without learning,
and leaming does not necessary lead to acquisition.2

The Monitor Model derives its name from the role of the learned language
system in the processing of language data: according to Krasken, specch
performanceisalways initiated by meansof the acquired system, and what has
been learned is available as a monitor only which is used to alter, to ‘cdit’, the
output of the acquired system. Krashen seems to imply that self-correction by
native speakers — after slips of torgwe — is due to another ‘mechanism’,
because native speakers need not have any meta-awareness of rules.

Krasken’s Monitor has two major constraints: availability of time and
focussing on form. One more powerful restriction is tLe insufficiency of certain
rules for native-like performance; the rules are either too complex or defective
to make it possible for a sccond-language speaker to ‘monitor’ correctly.
Krashen also points to individual differences in t1.o use of tLiec Monitor (Krashen
1978), i.e. there are overusers or underusers. Foreign language teaching has tra-
ditionally produced overusers th.rovgh its cmylasis on error-correction as
feedback. In tke light of Krasken's acquisition/learnirg diclotomy, there are
phenomena in L2 tlat can only be acquired—tl.cy are not available through
explicit presentation of ‘rules’, ie. teaching in the traditional scnse.

The main point in Krasken’s model is the statement that also adults can
acquire linguages. This means that, instead of only acquisition, which is
available for children, adults can rely on two processes, one conscious and the
otker uneonscious. What was assumned until quite recently was that language
acquisition isno longer possible after the ‘critical age’. Adults develop, however,
native-like intuitions about the second language and o feel for correctness, a
‘Spracl gefiihl’, becomes apparent in their speech performance.

For acquisition, ‘intake’ based on the right kind of input is the most essen-
tial thing. Language acquirers should be exposed to input whieh.is more com-
plexthan the stage which they have reacked, and it should consist of communi-
cation which is meaningful to them and understuod by them. Another require-
ment for ideal intake conditions is the ‘lowering’ of the suciv-uffective filter (see
Dulay and Burt 1977). Caretaker speeeh, such as motherese (Snow and Fer-
guson (eds.) 1977) or foreigmer talk (Hatch et al. 1978), mostly meots these
criteria even without any conscious effurt from the part of the caretakers.

The ‘critical age’ (late childhood/puberty ) was eatlier considered the boun-

! Krashon’s viow of tho word ‘loarning’ differs from the meaning that is gonorally
givon to this word. It implies that toaching is for him a turgot-buudd process whuse
objoctives are known both to the teachor and the learnor.
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dary between ‘natural’ processes of acquisition and a period when the child
becomes capable of analyzing cxperiences and conceptualizing the world
around him, when he develops a competence to ‘learn’ in Krashen’s sense, ie. he
has a conscious knowledge of the abstractions he is dealing with and is able to
memorize them for future use. People without any formal language training
have no meta-awarcness of the rules which make up the basis of their lin-
guistic competence.

Expansion of the Monitor Model

The fundamental ideas in Xrashen’s Monitor Model are easily acceptable
on the basis of the intuitive knowledge tLat every foreign-larguage lcarner has
in his possession. The basic dichotomy, tlLe distinction between the two sys-
tems of ‘rules’ (reflecting the double meaning of ‘grammar’ as the native
speaker’s competence and linguists’ attempts to deseribe that competence), is
not new; it is found well before Krashen (sce, cg., Corder 1967, Lawler and
Selinker 1971). Similar ideas have also been put forth simultancously by Wid-
dowson (1977). Leontev (1973) has developed a system which eomgprises four
levels along similar lines. Krasl.en, however, makes the first consistent effort to
explain a variety of wellknown phenomena around post-critical-period
second-languuge performance, including tle conflictir.g findirgs about language
aptitude and attitude. )

Krashen seems to have received his original idea from Labov, who writes
that “the most consistent and regular linguistic system of a speech community
is that of the basic vernacular learned before puberty” (Labov 1970:36).
Labov's arguments are based on material which he worked wpon in connection
with delayed-feedback and white-noise experiments carried out by Mahl (1972).
Labov points out that when native speakers stop monitoring their specch, the
pattern superimposed on the vernacular begins to disintegrate, and he con-
cludes that the “overt social correction supplied in tl.e schoolroom can never
be as regular and far-reaching as the unconscious effects of ‘change from below’
within the system”’.

The true nature of monitoring in speech performance remains to be studied,
Restricting it to the functioning of tlLe ‘learned’ system in sccond-lox.guege
speech performance — tlhe way in which Krasken doces it — may have been
necessary as & working hypothesis and as an initial model, but tlere are &
multitude of factors that seem to imply that a speaker’s sccond-language per-
formance should not be considered as something distinct from his overall
capacity for speceh perception and production and from processes that trans-
form commuuicative intentions into utterances. Labov’s audiomonitoring ean
bo defined as ‘attention paid to specch”, and tliis is roughly what is meant by
Krashen's Monitor. This kind of monitoring is not restricted to second langua-
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ges; people monitor, consciously and unconseiously, their own and other
people’s speech whatever language, L1 or L2, it is in (see Laver 1973, Cazden
1972, Levelt 1977). ‘Cazden (1972) seems to be willing to equate monitoring
with metalinguistic awarcness, which implies that the nature of monitoring is
dependent on the existence or non-existence of superimposed systems. It may
be difficult to restrict the monitor to the last stage of the output system in the
speech production programme, and the data speak for several levels which are
closely interrclated and linked with the discourse history and the spcaker’s
state of inind (¥Yngve 1970) and whose scope depends on the nature and pre-
sence of various internal and external constraints. Figure 1 is a hi ghly tentative
attempt to synthetize the information about the spcech production processing
(fora more detailed account, scc Sajavaara 1978). It is important to remember’
that the mechanism thero is for cditing the output is not concerned with
grammatical processing alone but var'ous featurcs of the semantic and prag-
matic information may even be a more important object. In this context it
is not possible to elaborate the problem of the cunstraints on monitoring.
Figure lincludes a few references to constraints which may be present. The idea
of performance capacity is extremely important, beeause the total eapacity
that a” pezson has at his disposal cannot be easily incrcased under normal cir-

I ;
PERFORMANCE STATE PROBLEM
CAPACITY &——1, OF 1 S0LVER
MIND

T

EXTERNAL

CONSTRAINTS

eg. time, MONITOR
situation, task

demands, inter-

action /

INTERNAL §,

ﬁg"slﬁﬁi"limp; oxe INTEN- | PLANNING | PROCESS-] EXECU- | PRODUCT
: TIONS ING TION

ity, arousal, —>

attentional

capacity, drugs,

situation, SPEECH PRODUCTION
intentions

Figuro 1. A tentative reprosontation of the various parameters prosent in the spooch
produotion programme. It is also to be assumed that thoro is a direct link betwoen the
stagos of speech production ,on the one hand, and performance capaocity and state of
mind, on the other. \
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cumstances and, if more capacity is nceded, for instance, for problem-solving,
the capacity available for monitoring is greatly reduced.

One of the major problems is one which is present ir most studies dealing
with human sciences. the external, observable, physical phenomena, in this
case speech performance, may have no direct one-to-one relationship with
mental phenomena; thinking and intentions may not be reficcted in actual
utterances, or are reflected only indirectly.

Krashen’s Monitor provides a good starting-point for research on speech
performance in which a more extensive model for communication and language
acquisition/learning is developed. It does not scem necessary to make a distinc-
tion between first-language or second-language acquisition and foreign language
learning and performence. Initially, a restriction to adult second-larguage
performance may have been rewarding, but an extension of the model seems
necessary. Questions to be answered for it include tke following:

(1) What is the interrelationship between Krashen’s model and the overall
theory of language behaviour? )

(2) What is actually monitored and at what stage of speech production?

(3) Is monitoring different for L1, L2, or foreign languages and, if there is a
distinction, what is its nature? -

(4) Can learning and acquisition be kept as distinct and independent sys-
tems and is such a distinction necessary? When does learning become acquisi-
tion, ie. how much input/intake is needed through learning before acquisition is
possible? To what extent is the diffcrence between what is acquired and what is
learned due to the deficiencies in linguistic theory and the theory of language
behaviour (the ‘rules’ do not describe a native speaker’s competence)?

(5) What is the relationship between the skills involved and the automa-
tion processes, on the one hand, and the acquisition/learning dichotomy, on
the other? Are there language phenomena that can only be acquired?

6) What is the nature of the constraints on the potential uses of the
monitoring systém from the viewpoint of the entire communition process?

L1 influence on L2

Labov (1970.36) takes interaction between the rule systems of the variants
of one and the same language for granted. “The knowledge of one system
inevitably affects the other. The rules of standard English and its non-stan-
dard relatives are so similar that they are bound to interact.” It may be easier
for language learners or bilinguals 1o keep two different lar.guages apart, parti-
eularly if the languages are genetically far removed from each otler (which is
actually a statement quite contradictory to the initial contrastive hyyotl.esis)
but, even if the codes, ie. the grammatical systems, can be kept distinct, tl.ere
is a lot of overlap through various functions and communicative and other
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intentions. The existence of & multitude of foreign accents in English and Va-
rious types of pidginization and creolization processes implies cross-lar.guage
influences. The picture is further compiicated by the fact tLat these irfluences
are not unidirectional: L2 may also affect L1, or there may be several L2s
which interact ard are imyosed uron L1,

Plenty of evidence has been gatl.ered in the last few years of tLe consistency
of the pattemns representirng thLe processes th.rovgh which clildren acquire
control of L1 and L2. Moreover, tl.e evidence for the rough similarity of the
acquisition sequences of Er.glish irrespective of tle acquirers’ startir.g-Loint is
" quite convincing. Tle research mainly deals with the acquisition of Erglish in
natural settings, and only morpheme acquisition sequences are normally
studied. It is open to question, however, whetler tl.e results of such studies are
generalizable outside tlie spliere of morplemes and to more formal situations,
in the classroom for instance.

The morpheme sequence studies give a uniform picture of the acquisition
sequence (see, eg., Krashen 1977). These results can be used to deny the Ll
influence on L2, because the sequences are the same for speakers of various
Lls (see Dulay and Burt 1977). Tl.ere is evidence, Liowever, of individual
variation (Hakuta 1974, Andersen 1977) and, to a certain extent at least,
the uniformity may be due to tle statistical metlods used (sce Rosansky
1976). The morpleme sequence teck.nique must be extended to wider entities
(see Hakuta and Cancino 1977), various syntactico-semantic functions of
morphemes must be observed, and individual variation needs to be investig-
ated in detail using various techiniques (see also Dulay and Burt 1975). Second-
language studies must be replicated with foreign-language learners and with
learners from different age groups.

According to Kraslen (1978), speech performance is always initiated by
means of tlie acquired system and th.e learr.ed system is available as a monitor
for editing the output. We must assume that in acquisition-poor environments
a non-native speaker would have to rely, accordirgly, on his L1 comp.etence as
a performance initiator (the grammar-translation metkod used in tke class-
room provides an example). Tlie initial L1 strirg is tLen processed, ie. ‘trans-
lated’, into an L2 string, whose grammaticality and acceptability degends on
the availability of Tulet’ and on tl.e nature of the constraints present. As a
result of optimal acquisition the 1.2 string is initiated and processed on the
basis of the acquired L2 system without tle interference of Kraglen's Monitor.
In this way we have two extremes: at one end we have total .canisiiivn,
which results in native ‘ike performance without a trace of L1 influence and
at the other end we have a lunguage system in L2 which is based entirely on.
explicit memorization of rules (this is higlly hyypotletical, because it seems
rather impossible to figure a full-seale learned system witlout any trace of
acquisition), which is sufficient for the production of acceptable L2 strings
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under favourable circumstances. In between there are a varicty of combina-
tions of acquired and learned partial systems. With tle exception of a few
L2 acquirers in ideal surroundings, most L2 speukers are located somewliere
between the two extremes, which implies that at least occasionally they liave
to rely on the L1 systems for speech reception and production. Thisis tle case
wlien the L2 unit has not been acquired and the monitor fails to give the right
answer. Non-acquisition is due to insufficient or non-existent input, wlile
the failuze in tlie functioning of the mouitor may be due to eitlier insufficient
perfurmance capacity or unavailability of a sufficient number of correct
rules. Tliere may be no rules, the rules have not been ‘tauglit’, the rules may
be wrong, or the speaker may apply ‘wrong’ rules belonging to eitler L1
or L2 (ur a tlird language). If tLe acquisition/learnir.g dichotomy proposed
by Kraslen is correct, Ll influence on L2 surface strirgs may be due to the
fact that (1) the string has been initiated by the acquired L1 systcm and the
monitor has not becn able to correct the string, for reasons such as those
mentioned above, (2) the monitor lacks the correct ‘rule’ and an L1 rule is
used as a repair, or (3) strings vriginally initiated with corrcct L2 acquired
systems are, for some reason, mutilated by the learned system. In any case
L1 ‘interference’ in L2 means in Krashen’s model that acquisition has not
taken place. The process referred to in (3) above may be an exception, and we
may safely assume that tlie L1 and L2 acquired and learned systems are
closely interlinked and that the acquired and learned systems are referred
to several times during speech production, which may result in highly variable
performance by the same speakers in different situations. What all this ‘mplies
is that what has been called interference from L1 is a complex system of
interrelationships and that the rescarch on language transfer has had a far
too simple starting-point.

In most cascs we have only the final product, the surface string, and the
processes that lave led to it remain obscure. We need metliods to study the
stages before the actual utterance. For instance, we can start by replicating
Malil's experiments with prevented audiomonitoring and delayed feedback.
On the basis of Labov's findings it could be hypothetized that prevented
audiomonitoring would result in the incrcase of L1 influence in tle speech of
non-native speakers wlose acquisition level is low. OtlLer methods are needed
in wlich tlie functioning of the ‘monitor’ could be observed (intuitive know-
ledge from situations in which L2 speakers experience ligh states of arousal
(fear, anger, ctc.) speaks for the hypotlesis of increased L1 influence). The
preliminary experiments with Finnish speakers of English using delayed
feedback and prevented audiomonitoring which were carried out by the
Finnish-English Contrustiv e Project gave conflicting results and more material
is needed before any conclusions can be drawn.

Theoretically at least, it is possible to delimit certain environmental
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and other parameters which either maximize or minimize the amount of
intake necessary for acquisition. There are at least four levels:

(1) type of exposure to L<: acquisition is at its lowest in formal teaching
that is based on explicit memorization of rules and at its highest in situations of
natural language use;

(2) age of acquirer[learner: children before-the ‘critical age’ mostly acquire;
older people can both acquire and learn, but explicit memorization of rules
and their application to practice becomes more difficult with age; the same
may be true for acquisition, «ltl.ough welack consistent evidence (tle apgarent
inability to acquire may be due to defective enculturation or otler similar
factors); ‘

(3) type of rule system: the further away we go from purely grhmmatical
competence in the traditional serse, to semantics, notional categories, preg-
matics, and sociolinguistic rules, tl.e more relative importance must be at-
tachked to acquisition; and

(4) level of enculturation (Schumann 1978). optimal acquisition requires a
high level of enculturation or integrative motivaticn, while a total lack of
them may block acquisiticn entirely. -

Tlese four criteria may occur in different combinations. It is to be ex-
pected, on th.e basis of wlat has been said above, tuat reliance on Ll systems
is at its maximum wlen the level of acquisition is low (mai.ly because not
all rules can be taught), ie. one, or all, of tke above criteria works against
acquisition. Therefore, errors due to Ll can be expected in greater numbers
in formal classroom situaticns, with older acquirers/lec1rers, in tl.e application
of pregmatic and sociolirguistic rules (wkick. mey lave tLeir impact on other
rules), and under circumstarces of a low level of enculturation. This may
partially explain tle fact that traditicnal ecntrestive analysis has not been
able to predict errors consistently and that errors that have been predicted
have not occurred at all.

Conclusion

If all speech is initiated by means of the acquired system, what is impurtant
for native-like speech performance is input in natural and meanirgful com-
municative situations. EverytkLirg carnnot be taiglit explicitly, because we
lack the ‘rules’.

What is then the value of contrastive linguistics? Traditional contrastive
analysis — contrasting of rule systems of two or more langusges — is needed
for providir.g us with better descriptions which can be used for building up
better explicit rules to be memorized by tl.e learner, which is a way to a better
startirg-point as regards acquisition. CA is also necessary in tlLe work to esta-
blish the language systems which cannot be ‘learned’ in tke second laxguage.
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It is obvious that traditional CA must be extended to the observation of
L2 speakers in speech communication with native speakers to study the
parameters that affect the success or failure of communication. ThLeir L2
speech must be compared with tleir speech performarce in their L1 and with
that of the native speakers of L2 in similar situations. Particular attention
should be paid to thLe processes involved in speech production and perception.
The interrelationship between production and reception also requires greater
attention.

The value of CA is small or nil in environments of optimal acquisition,
but it grows in correlation with the distance to such a situation along the
parameters sketched above.
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SYNTACTIC INTERFERENCE GERMAN—ENGLISH

BERNHARD KETTEMANN

Uniwersily of Qraz

The present paper?is intended to challenge the view that native language
interference is of very little importance as a source of error in second language
learning. It might seem unnecessary to defend a theory of interference, a

" theory that became well established over thirty years ago. Interference came
under severe attack, though, several years ago and recently it has become
fashionable to advocate its neglect as a source of error in second language
acquisition. This view has, for example, been put forward by Burt/Kiparsky
(1972) who do not consider foreign syntax to be a major factor in the learning of
English as a second language; or by Dulay/Burt (1973) who note that only
3% of the errors analyzed are caused by interference, while 859, are develop-
mental; or by Dulay/Burt (1974) who report that only 4.7%, of their subjects’
morpho-syntactic errors can be traced to native language interference, while
87.1%, are developmental, caused by learning strategies that are also used in

 first language acquisition. Studies like these (see the bibliography in Bausch/
Kasper 1979) have proposed some form of tke identity hypothesis (i.e. the
processes of first and second language acquisition are the same) and suggest
that second language acquisition involves processes of hypothesis testing
and creative construction, comparable to those in first language acquisition,
As long as we cannot agree on what is meant by the similarity (Ervin-Tripp
1974) or identity (Dulay/Burt 1976) of first and second language acquisition
processes, and as long as it is not clear whether this hypothesisisatall applic-
able to second language learning in jts major form, i.e. in formal instructional
settings, I sec no reason to give up the transfer hypothesis. Even though
I stress the importance of interference in second larguege learning in in.
structionial settings, this dces not imply that I adhere to any strong con-

! My thanks are duo to W. Nemsor, Klagenfurt and A. Fill, Graz, for valuable
comments on an earlior version of this paper, as well as Ilso Kettemann who collected
and prepared tho data.

[c




158 B. Kettomann

trastive hypothesis. I.concede that the importance of interference as one of
the possible sources of error in second language learning was probably over-
rated in the sixties, but it is precisely this fact that slould prevent us from
underratitg it now. Instead, I eclaim, following Taylor (1975), Felix (1976)
atd Flick (1980) that the importance of interference as a possible source of
error varics according to various approximative systems (Nemser 1971), or
learner languages. Learners will produce more interfcrence-caused-errors at
the beginning of the learning process and in the early steges, than in the
later stages. The amount of developmental errors will increase with the yro-
gress made in second langusge acquisition and interfercnice will be reduced.
It seems reasunable to suppuse that the importance of interference also varies
with tle furmality of the settirng (from informal to formal, from natural 1o
instructional), subjective and objectiv e learnier variables, the teaching material
and many otler factors. Furtl.crmore, the role of interferer.ce is quite different
with various structures and at different lir.guistic levels. It might beless im-
portant in the lexicon (Steinbach 1981, but is tle source of many possibleand per-
sistent errors in plionolugy. Kettemann/Viereck (1978) and Kalt/Kettemann
(1980) have shown that native larguege interference is an importent source of
error insecond lunguage phonology acquisition, when tl.e native language used
in the error analysis regpresents a real, spoken largue ge ¢nd not scme hypotke-
tical standard. An analysis based on tle actual language variant used has
more to offer in terms of descripiive adequacy and possible explanation than
an anzlysis based on an ideal language. Indeed it secms probable that there
is very little interference from a language the learner does not actually use
very often.

This study will not investigate tl ese variables, which irfluence interference
quantitatively, but an attempt will be made to show that interference is a
clear descriptive possibility in error analysis and a sound psycholirguistic
hypothesis. I will present a few examples of syutactic errors in various learner
languages. I hypothesize that tlese errors are due to source language inter-
ference. I substantiate that claim by relating the actual source langusge,
functioning as a filter, with tle target laigusge as input and the learner
languuge production as output. I define syntactic interference-caused-errors
as those structural elements in the learner larguage tlat are inacceptable
i the turget language and can be related to tle target language input by
source language syntactic structurcs, rules and feuwtures. The descriptivo
apparatus is derived from standard generative — transfcimational style.
T only use shalluw or surface structurcs, because I doubt tl.e value of deep
structurcs in contrastive analysis (cf. Felix 1977) snd consider interferenice to
be a performance plenomenon (Helliger 1980) actively infhuenchr g tle
buildirg and chargrg of transiticnal comyetences. Tle target largiege is
Stanidard English us simed at in tle textbocks and as used in a classroom
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context, and as defined in grammars such as Quirk et al. (1972). The <ouie
language is a geographical variant of Standard Austrian German, itselt .
"variant of Standard High German. Where the souree language deviates syn

tactically from the standard defined in e.g. Grebe ¢f al. (1873), the examph-
is identified as dialectal. The leamer language is an approximative systen,
in certain ways deviant from the target language. It is a system because its
elements enter into rule-governed structural rélations. It is approximative,
because at its successive stages it comes to resemble the target language
more closely. It is characterized by its permeability (it allows rules ete. of
other languages to operate within it), instability (rules cte. are added ete.
as learning and use increase; i.e. it is dynamic), and variability (the order.
form, domain ete. of rules ete. is not fixed yet). Although 1 am working within
Selilker’s concept of interlanguage (1972), I will only use one of his five
processes, language transfer, in the follow ing arguments. This language trans-
fer surfaces in the learner language as target language constituent reordering,
restructuring, reclassification, and resubcategorization/respecification in ac

cordance with source language rules, constraints, classes, subcategorizations
and feature specifications. The data was obtained from free production of
source and learner languages of furty first through fourth yecar students of
English, aged ten to sixteer;, from Carinthia, Austria.

1. Constituent rcordering

The target language constituents are rcorderced in the learmer language
according to the syntactic surface constraints of the source language. ('on
sider the struetures in (1).

(1) The father see that the cake black is

Target language S

NP VP .
../ \
N A% NP
\ .
S
father sces that NP VP
Det 1I\T \|7 Aldj
the cake is black? ~

* black = burnt, note that the target language sentence already 1s an mterfurence
product.

O
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Source language

/S\
NP YP
N/ \
A% NP
\

Det N

~/S \
{use of article der Vater sieht daB NP vP

dialectal | N / "\
Vv

Det N Adj

L

der Kuchen schwarz ist

Leamer language \Y 3
—3.Ps.Sg.

- the father see that the cake black is

This is an example of V-postposing in an embedded sentence. The cause of
this common word order error is.the source language word order, where A%
is the final constituent of the embedded sentence. The source language post-

posing rule alters the target language sentence in the leainer language output. ~ -

V-postposing end raising interacts in the next example.

{2) When you me let go

Target language S

Conj
\ / \
NP VP ..
| . paANS
N \If, NP V,
|
if you let N {|;o
b ‘

3 Thus error is d\'x'o to intralingual overgeneralization, thus a dovelopmental error
and will therefore not be treated hero.
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Source langvage / S
Conj /6< \S
NI‘P / le\
IF NIP \£ ‘Ifx
 wemn du N  gehen lasst
(dialect)
mich¢
Learner language
Conj
[4-time] VvV, V,
| ||
when  you e . let go - .

The subject NP of the embedded sentence is raised to object in the matrix
sentence of the learner language in the position of the source language, but the
target language ordering of V? before V* is preserved. The source language
postposing rule moves the finite Verb behind the direct object, but is too
weak additionally to move it behind the infinitive.

The source language V-postposing rule aiso operates on simple sentences,
88 (3) shows. i

(3) He cannot the cake cat

Target language S
\
NP \2% ‘
I \\.
N M Neg Vv NP
r | | | | N

he can not eat Dlet T

the cake

! Noto tho typical mixture of dialoct and standard in this sentenco. The form of
the last verb is dialectal, while tho form of tho pronoun is standard, resulting in sornething
that could bo called “vernacular standarg™.

7
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Source language

S
NP \1’
ll\' M Niag NP\ Vv
er km!m nicht Det/ N es.!sen
|
den Kuchen
Learner language i \
. . hecannot the cake eat |

4
Again the word order rule of the source language prevails in the learner
language. The verb carrying Tense is in second position and the infinitive is
moved into sentence-final position. The position of the Neg-particle is scopus-
dependent and (in this sentence) does not cause any interference.
The opposite rule, source language V-preposing in imperatives without
subjeet deletion for example, may lead to interference, too, as in (4).

(4) Go you back!

Target language S
i / \

NP VP
_I T~

N v A|dv

yolu go back
Source langnage -8
I

) vp NP Adv
| l
geh du

Learner language go you bac%
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A target language syntactie surface structure constraint prohibits the
scparation of copula and adjective in adjective phrase complements. In the
source language this constraint does not exist. In the learner language the

constraint seems also to be missing as is shown by (5). e
(8) The house is outside green

Target language VP
V//:(!j Adv
the house s green outslide
Source language VP
\
V/Aldv Adj
das Haus st aussen gri‘ull
Learner language .
the house s outside green |

The different status of transformational rules in source and target langu-

ages, i.e. whether they are obligatory or optional, may lead to interference,
as in (5) above or in (8).

(6) In the sky are many clouds
Turget language S

AdvP NP VP NP

PP there Vv Quant N

Prep NP are many clouds
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| Source language ?
1 \
| AdvP VP NP
| PNP V . Qunt N
Prep N T sind viele Wolken
Det |
tuln Himmel

Learner Language

in the skv Lare many clouds

In the sourco language the subject-NP and the AdvP may be exchanged
and an Existential insertion transformation is not obligatory. In the target
language AdvP-preposing is only allowed after there-insertion and must be
followed obligatorily by subject-NP and Verb inversion. In the learner language
the rule for there-ingertion is either blocked or considered optional due to
source language interference. But even with all the target language rules
applied, thore is still room for interference, as (7) shows.

(7) There are everywhere clouds

Target language 5
g g e \VP
NP
\' NP Adv

|

N everywhere

Soutce language

S
/ \
NP VP
| T T
Vv Adv

NP

| |
six|1d iiberall N

| .
Wolken

da

T.earner language

there are everywhere clouds

.
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In (7) the VP-final position of the deep structure subject in the source language
prevails in the learner language production, resulting in an improper structural
change after the application of the subject-verb inversion rule of the target
language.

Constituent rcordering, then, seems te be a viable process in the learner
language. This reordering of targct language structures is achieved by applying
sourcc language rules and constraints in the learner language. .

2. Constituent rcstructuring

The target language constituents are restructured in the learner language
on the basis of source language mudels. Restructuring differs from reordering
in that it alters, expands, contracts, inserts, deletes constituents or parts of
constituents, while reordering moves constituents. Consider (8).

(8) I can go walk

Target language
S
/ \\
NP VP
N M V PP
' | ] N
1 can go Prep NP
I N
for.  Det N
\
a walk
Source language / S \
NP VP
N i v
I l l
ich kann spazierengehen
Learner language
I can go  walk
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In this example the source language VP structure is preserved intact in the
learner language output. The target language PP-constituent is completely
lost. The order of the ultimate constituents is identical to their order in the
target language. This shows that reordering and restructuring are two
separate processss in the learner language.

In (8) we saw that restructuring may result in deletion, in the following
example a reflexive pronoun is added in the learner language:

{9) I clean me my teeth

Target language S
NP VP
SRR
I clean Poss N
mly teleth
Source language S .
: A NP NP
| | VRN
ich putze R(iﬂ Det IF'
mir dic  Zihne
, Leamer languaige 1 clean me my teeth °

In the source language the indirect object-NP functions as the indicator ot
possession in this sentence. In the target language the same function is carrierd
by the Possessive Pronoun determining the direct object-NP. The learr.er
language output is an additive compromise of both structural possibilities.
The target language structure was preserved and expanded in order to ac-
comodate the source language structure, too.

In (10) on the other hand, the target language structure is not preserved:

(10) I like swim

166~
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Target language

TN
|

like
l
A
|
swim
Source language S
. P/ \
| / l\
N Adv

ich tu gern  schwimmen  (dialect)

N I

Learner language I like swim

In the learner language the infinitive is not properly embedded. The source
language V — Adv construction is collapsed into the semantically equivalent
target language verb.

(11) For one hour snow falled

S
AdvP NP VP
7 Adv N v

/\.l | |

Card N ago snow fell

one hour

" 167
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Source language

S
/ \\
Ad\iP VP N[P VIP
/PP\ Pelarfect N v
Prep NP hat e! geschneit
/ N
vor card liI
einer Stunde
Learner v 5
Language +reg. past
for one hour ago snow falled

In this example the learner language overexpands the AdvP constituent.
It includes the target language adverb as well as the source language pre-
position. This restructuring might have been facilitated by the existence of
the PP construction for one hour in the learner language, but it is clearly
caused by interlingugl interference. The classification as interference caused
error is the only one compatible with the data, which abounds in learner
language sentences of the type Sunday for two weeks; Since for two days -- con-
texts, where the assumption of intralingual interference is implausible. In
(11) learner language restructuring altered the target language structure only
slightly, but restructuring may also be almost total, as in (12) where the target
language structure cannot be retrieved anymore:

(12) The sun is not to see

Restructuring has erased all traces of the target language structure by taking
the source language structure in toto as a model to structure the learner
language output. Compare (12) with the source langusge die Sonne ist niché
zu sehen. This is no longer a case of restructuring the target language but of
structure copying from the source languege.

Constituent restructuring has been shown to be an active process in the
learner language. By applying certain syntactic surface constraints of the
source language in the learner language, the target language input is restruc-
tured.

¥ Cf. note 3.
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3. Constituent reclassification

The target language constituents are reclassified in the learner language
50 that they belong to the source language word classes. This is achieved
€g. by conversion from verb to noun or by putting a verb not so classified
into the class of verbs with separable particles. Consider (13).

(13) I breakfast

Target language

Source language

frithstiicke

Learner language I breakfast

In the learner language the noun of the target languago object-NP constituent
has been reclassified as u verb on the basis of the classification of the source
language. The learner language output structure becomes identical with that of
the source language. The next example shows that not only the major word
classes may be affected by reclassification, hut subclassification may be
changed, too. Consider (14). -

"(14) She will home

‘- ' . a169
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“Target language - S
N vP
| N
I‘ll . ' S\ . ‘
-ghe l to/ VP .

sie will heim (—gehen) (dialect deletes verb)

Learner language

wants . |
N\

\' Adv
g'o home |
. |

Source language /S\
IiIP VP

N IVII Part(V)

she will home

In the learner language output home has been reclassified from the target
language adverb into a verbless verbhl particle following the source language
classification, and additionslly, the source language volitional modal verb I
is introduced into the learner language structure.

(15) You must hanging up till morning 1
Target language S |
/ \ |
NP VP .
| // AN |
N M V AdwP AdyP _ |
| LN N 1
|

|

|

yo must hang Prep Adv Prep Adv*

" up -there till tomorrow

§ The struotgml function of these verbs is noun-oquivalent (of. Onions 1971).
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Source language S i
N NP/ Ve
N M AdvP Adv A
/\ | X
du muBt Prep Adv oben ‘héingen

bis morgen

-+Prog

Learner language \' ?
r
—be

This learner language output shows that up is reclassified from target lan-
guage preposition to adverb according to the source language classification.
In the source language the Adv morgen and the N der Morgen are identical
in form. The leamer assumes that the same fact holds true for the target
language, producing the Adv morning instead of tomorrow. This is a lexical
mistake, though, and will not be treated here.

(16) The children go to 2 pet-show and they take his animals with

Target language

/ S\
NP

V'A%
| |
N V NP PP
| R NAN
..they take Poss N Prep NP

L

their animals with N

|
|
‘you must hanging up till morning
them
! Whethor this is the proper learner language specification is not quito clear, but
plausible, cf. /e is go whero go is V .
[ + Progr]
~ing
A woaker claim would assumo a specification like e.g [V .
—finito
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172 B. Kettemann
Source language oS
/ —
NP VP
l\lI \ Nl{ Part-
! |
...si¢ nehmen Po?{ N  mit
|
ihre  Tiere
Learner language [—P1]
|
...they take  his animals with

In this example to lake s. 0.[s. th. with s. 0. is reclassified in the learner language
as belonging to the class of verbs with separable particles like fo call s. 0. up.
This way the target language prepositional phrase becomes reduced to the
mere particle in the learner language output following the source language
verb classification. The preposition is reclassified as a particle.

The next example shows that reclassification need not change the consti-
tuent structure of the target language sentence drastically. In (17) only V is
expanded by the particle.

17) A sailor cut up the rope

Target language S
/ \
NP VP
N\ N
Det, N A NP
| | | N\
a sailor cut Dlet IT
the  rope
Source language S
) / \
NP VP

Det/ N Perfect NP V (use of Perfect

| | | / \ is dialectal)

ein Seemann hat Det N

das Seil abgeschnitten

Learner Language

a sailor cut up the rope

17p
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Source language [V i
4+ NP

Ich sage ihm....
Learner language [V ]

I say him.:...
NP soy

1+

In the target language the Dative-Movement transformation is not applicable
with say. say can only be followed by a PP. In the source language, on the
other hand, sagen can be followed by a dative object directly. The source
language subcategorization of the verb prevails in the learner language:
The verb has been resub categorized.

(20) I can see a traffic

Target language N

~+-common Icansee the traffic
-Det——

_+def

Source language N

cdialectal) --common Ich sch [an fakeaft®
+Det—— (einen Verkehr)

| —def .

Learner language N
+-common: I can see a traffic
+4-Det——- )
| —def

The target language direct object-N is resubcategorized to be preceded by a
[-defJarticle. This process istriggered by the source lar.gusge dialectal subcate-
gorization. In standard German, as well as in the target language, this sub-
categorization is not. grammatical in this context.

In the following example the syntactic/semantic feature [directionality] is
respectivicified in the learner language.

(21) The stranger pushed him in the water

—

10 Note the differenco to Tyrolian {en] which derives from & definite article. Carin-
thians use the indefinite article.
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In this example the verb-particle construction is taken over from the source
language into the leamer language output. The target language simple verb
is reclassified as V+4-Part to fit the source language frame. Yet, the leamer
language VP-structure preserved the target lar.guage order of constituents.

These few examples should have been sufficient to shew that constituent
reclassification is another productive process in the learner language. It changes
the target language word class or subclass into that of the source language.

4. Resubcategorization and Respecification

Resubcategorization is a learner languege process that alters the subca-
tegorization of target language elements accordirg to their subcategorization
in the source language. I also include here the change of syntactic features
or their specifications. Consider (18).

(18) The Pat bake a cake

Target language N i
-+proper Pat bakes a cake .
| —Det
Source language 'N i Der Patrick backt einen Kuchen -
-+ proper (dialect)
| +Det |
Learner language [N ] [—3.Ps. Sg.J*
~+proper The Pat bake a cake
| +Det

In the source Ianguage dialect proper nouns are subcategosized to be preceded
by the definite article. In the target language proper nouns are not preceded
by Det. The source language subcategorization is carried over into the learner
language. In German Det is optional in this context. See also (1).

Or consider (19).

(19) I say him:...

Target language v .
— NP I say to him:...?

¢ Cf. note 3.

* Assuming the target say, I exclude other possible interpretations, e.g. as intra-
lingual loxical error v ith tho targut tell, bocauso thoy seuin to be less plausible in this
contoxt.

-
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Target language The stranger pushed him into the {Mer
Prep Det
~+direction --def

Source language Der Fremde sticB ibn  in das Wasser
Prep Det
+direction +def

-}-direction
Learncr language The stranger pushed him in the water

Prep Det
+direction +def

The target language specifies the feature [directionality] in the preposi-
tions #n and info with opposite vglues: info as [4 direction] and in as [-direc-
tion] (except in combination with certain words of motion, e.g. put it). In the
source lanuage this contrast is neutralized in tle preposition in. Directionality
is specified by the following Det in the source language in (21). das is specified
as [{direction] and dem is specified as [-direction]. The targerci larguage
determinerremains unspecified for directionality. In our example the two source
target language equivalents would be:

source language das : into target language
in the
dem : in

For his leamer language output the student selects source language in because
of its phonological and semantic similarity, but fails to reccgnize tlLe syntactic
difference in the interaction of preposition and determiner in source and target
languages. He combines the directionally neutralized source lar.gus ge prepo-
sition with the directicnally unsgecified target larguege determirer in his.
learner language. In the learner language, tlen, directionality remains un-
specified. If it is analyzed according to target lar.guege rules, then (21) must
be interpreted as nondirectional. Resubcategorization and respec ifica-
tion have been shown to be productive processes in the learner larguage, al-
tering the subcategorization and the feature sgpecification of target language
constituents according to their source language subcategorization or feature
specification, )

I havo presented these examples to show that source langusge rules,
constraints, classes, subcategorizations and syntactic feature specifications.
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can be used to relate the leamner langusge to the target languege. I now claim
that this descriptive devicg also reflects what actually happens. At the
beginning of the process of second language learnirg, tl e learner uses the full
grammatical knowledge etc. available to him to analyze and produce novel
(=target language) sentences. The greater part of that “knowledge’ consists
of source language rules etc. The insecurity in the analyzability of the target
languageand the uncertainty in the applicability of target language rules may
lead to tle activation of source language knowledge. This strategy can be help-
ful (transfer) or a hindrance (interference) in target language analysis or
production via the learner lunguage. Learner language monitoring will increase
with the progress made in target language acquisition as more new rules are
learned and old ones become automatized. The learner language will become
more avd more independent of the svurce language and will become more and
more dependent on the target language.

The examples, taken from data of the early stages of second language
acquisition, were cliosen to sliow the activation of source language knowledge
in the learner language that results in target language inacceptability. The
description and the interpretation are compatible with the data. Interference,
then, may trigger a variety of learner language syntactic processes in a consi-
derable number of instances in a wide variety of learner languages over a pro-
longed period of the acquisition process.
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