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Abstract

In single group exploratory repeated measures analysis
the use of both the univariate and multivariate repeated
measures tests has been advocated. A method for
determining the number of subjects necessary to achieve

~satisfactory power when both of these tests are considered , ;
is presented in this paper. Tables to determine sample b
size for a minimally acceptable power level (i.e., .86), '
given three levels of significance (.01, .¢5, and .18), and
varying levels of repeated measures and of effect sizes are
also presented. -
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/ Ir Single Group
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Introduction

Our intent in this paper is to provide researchers
with a method of determining sample size for a given power
level in the preparation of a single group exploratory
repeated measures analysis. In so doing, we develope a
rationale for determining sample size which takes into
consideration the powers "and assumptions of both the
adjusted univariate, and the multivariate, repeated ‘
measures. tests. In what follows we provide the backgound
for this -rationale,  describe the rationale, and include a
set of tables which will allow you to easily find sample
sizes for single group repeated measures designs at a-

- minimally acceptable power level. Examples in the use of

these tables are also provided.

Background

The Use Of Two Tests: Fisherfs'g and Hotelling's 23

In three recent paﬁ%rs'(Barcikowski and Robey, 1984a,

'1984b; Robey and Barcikowski, 1984) we have advocated the

routine use of both the adjusted univariate F test and
Hotelling's T“, a multivariate test, in the analysis of
single group exploratory repeated measures data. That is,
we have recommended the use of both of these tests in

situations where you are unable to determine a priori which

test would be most powerful.

When both tests are used in an exploratory study, we
generally recommend that you conduct each test at the level
of significance. that you would have used if you had
conducted only one test. When you follow this advice, your
experimentwise level of significance will be twice the
level of significance used for each test, but ‘you will not
have sacrificed power.

If a significant result is found with either test, we
recommend the use of a post hoc test based.on individual
error terms (Boik, 198l)., Using individual error terms,
Maxwell (1980) recommends the use of a Bonferroni dependent
t-test approach to compare all pairs of means over several
variations of the Tukey test. Also,:for complex
comparisons, Maxwell, Delaney, and Sternitzke (1984)
recommend the use of individual error terms with either
Roy-Bose simultaneous confidence intervals or with a
Bonferroni dependent t-test over several variatlons of the:
Scheffd test.

The reason we have edcouraged the routine use of bpth
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Sample Size Selection

the univariate and multivariate tests is that it is
possible for the univariate test (adjusted or unadjusted)
-to be nonsignificant, say at p < .4444, and for the
multivdriate test to be significant, say at p < .01.
Although the multivariate test may not demonstrate such a
dramatic power disadvantage, it can demonstrate power
sufficiently low relative to the adjusted univariate test
to miss treatment effects which the adjusted univariate
test would detect (Barcikowski and Robey, 1984a; Davidson,
1972) . For example, it is possible for the adjusted
univariate test to be significant, say at.p < .05, while
the multivariate test could prove nonsignificant, say at p
< .1492. These possibilities can occur 'when the univariate
test's circularity. (sphericity) assumption (i.e., that ¢ =
1, where ¢ is defined in Winer, 1971, p. 283) is violated,
and can cccur under a mild violation of this assumption,
(e.g., when € = ,95), _ : :

You should note that under .the condition where the
circularity assumption holds, the univariate test will
always be more powerful than the multivariate test. The
reason for this is that both tests havé the same numerator
degrees of freedom (K-1), but the univariate test has-
larger denominator degrees of freedom ((K-1)(n-1)), as
against (n-K+l) for the multivariate test, —

In an exploratory study At would be unreasonable for a
researcher to assume that circularity would hold.
Therefore, prudent researchers routinely use an adjnusted
univariate F test to control the actual level of
significance. This is because Collier, Mandeville, and
Hays (1967)- and Imhof, K (1962), among others, have shown that
the actual level of significance will be inflated when
cirrularity does not hold. The adjusted univariate F test
is performed by estimating the circularity parameter, €,
from the data, and then multiplying it times "the numerator
and denominator degrees of freedom. The critical F value
is then found using these "adjusted" degrees of freedom and

- compared with the calculated F statistic.

Two estimates of € are available, € recommended by
-Greenhouse and Geisser (1959), and € recommended by Huynh
and Feldt (1976). Collier et al. (1967) have shown that -
the Greenhouse-~Geisser € yields a conservative adjusted F
test when € > ,90. Huynh and Felét have shown tha® their
measure yields a liberal actual level of significance when
€< .75, but that the actual and nominal levels are close
when € is greater than or equal to .75. Therefore, they
recommended ¢ for use when € > .75 and the
Greenhouse-Geisser £ for use when ¢ < .75. However, in
most exploratory studies the value of € would be unknown,

-4-
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, . Sample'Size Selection

and so we recommend tHe routine use of the more
conservative Greenhouse-Geisser € in such studies.
Therefore, in this paper when we refer to the adjusted
test, we mean the Greenhouse-Geisser adjustment.

The Use of Single Degree Of Freedom Contrasts

, Because of the difficulties encountered when the
circularity assumption is not met, Rouanet and Lepine
(1978) and-Rogan, Keselman, and Mendoza (1979) have
recommended that researchers consider the use of the single
degree of freedam contrast dependent t-test in place of the
omnibus F and T~ tests. That is' they recommend that
researchers consider selecting a limited number of
differences that they would like to investigate, and then
test these differences without first using an overall test.
This strategy is attractive because the dependent t-test
‘for a single degree of freedom contrast does not require
the circularity assumption.

There are three reasons why -in general we think the
use of both omnibus tests followed by a posSt hoc testing
. procedure is a better strategy than using single degree of
. freedom contrasts when dealing with an exploratory repeated
measures analysis. First, in an exploratory -study a small
number of single degree of freedom contrasts may be
difficult to formulate prior to the cellection of the data.
Second, when only a small number of contrasts are specified
——to be tested, other contrasts of interest may not be '
legitimately tested without playing havoc with Type I
error. What does a researcher do when thé selected
contrasts are not significant, but other interesting
contrasts appear in the data? Third, the powers of the two
procedures can be close to each other (see Appendix A) when
the number of comparisons is small, - but the omnibus test
will generally gain a power advantage as the number of
contrasts increases.

We realize that there are situations where even 1n an
exploratory study a researcher may a priori decide to ask
only a limited number of questions of his/her data. For
these situations, the tables presented in this paper can be
of assistance in selecting sample size, see Appendix A.

- Note, however, that we strongly endorse the use of single
degree of freedom contrasts in confirmatory studies where
past research and/or theory enables you to make predictians
that can best be tested using single degree of freedom
contrasts. ' '




A'Rationale For Sample Size Selection

Sample sizes for the tables in this paper were derived
using a modification of a FORTRAN program described in
Robey and Barcikowski (1984). The noncentrality parameters
used in this program for the univariate and multivariate
repeated measures tests are described in Appendix A. In
Appendix A the noncentrality parameters are related to a
commonly used measure of treatment differences, Cohen's
(1977) effect size index (f). In this paper Cohen's effect
size index is labeled f  for the univariate case and
fy for the multivariate case. ' ‘

The -sample size tables prepared for this paper were
based on the multivariate effect size, fM‘ In order to
understand why f_ was used instead of f _ to '
determine sample size,\consider the loggc of the following
statements., '

1. When the univariate test's circularity assumption is
met, the univariate test is more powerful than the
multivariate test because of the univariate test's.greater
number of degrees of freedom, (n-1) (K=1) versus (n-K+l).

2. If the univariate effect size (f.) is used to find
sample size, it is reasonable to asgume that the
circularity assumption holds. This is because in an
exploratory study one would have no basis for selecting
different effect sizes for the univariate and multivariate
tests, and the effect sizes for the two tests are equal
under circularity, see Appendix A, In this case, because
of the difference in denominator degrees of freedom, the,
sample size fTound for the univariate case will be less tha
that found using f, for the multivariate case. |

3. When the circularity assumption is violated the power of
the adjusted univariate test varies from being more
powerful than the multivariate test "to being dramatically
less powerful than theé multivariate test (Barcikowski and

- Robey, 1984a; Jensen, 1982). '

4. When the adjusted univariate test is less powerful than
the multivariate test, then the multivariate test should be
used. ' However, if sample siZe had been based on the
unadjusted univariate test the power of the multivariate
test could be too low (see statements #1 and #2).

5. When the univariate test's circularity assumption is
violated, and the adjusted univariate test is more powerful
than the multivariate test, having based the sample size on
‘the multivariate test yields a power bonus. '

-6-
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Repeated Measures Effect Sizes

. In exploratory analyses of variance (ANOVA‘s) Cohen

(1977) provides three different effect sizes, "small", f =
.10, "medium", £ = ,25, and "large", f = .40 that can be
used as benchmarks to help determine the sample size needed
for an experiment.' Based on informed judgement, a
researcher can select one of these benchmark measures of
treatment differences and then use Cohen's tables to select
& sample size for a given level of significance, and number
of treatments, : -

S ' Cohen (1977) does not provide benchmark effect sizes

- ior repeated measures analyses. In Table 1, we provide

| ' such measures based on three possible.intercorrelations
among repeated measures. The repeated measures benchmark
effect sizes shown in Table 1 are based on the asgumption
that the correlations among the' repeated measures are
constant.

.

describes a condition known as” “compound symmetry" or as
"uniformity". When this condition is met, we show in
Appendix A that £ = f = f//1-0. Therefore, the
measures shown in Table 1 are Cohen's benchmark effect
sizes for analysis of variance-divided by V1-p . Under
noncircularity, a correlation in Table 1 might be.
considered to 'represent the population intraclass
correlation for repeated measures data.

Table 1 A
Repeated Measures Benchmark Effect Sizes

B M D A WYV D deh SrS R ETR D ) GED G D N VM) R D GT AN CED AN M R D G W WD A D . A S D A TR D WD P S S D SO D omp G eum WU e W wm e

ANOVA Benchmark_Effect Sizes
Correlation small = ,10 medium = ,25 large = .40
e ————————— = i e e o e e e —————————
.30 12 .30 .49
.50 .14 .35 «57
.80 .22 .56 .89 g

S A D M Ml D Wy GED G SR G S M D WU GED G G D W D G e P MY L M AED WA AN AED MED WS GED M MED G WD WD GED i WP D T P WD e GED GER % WD w9t WDy o -

The correlations, .3@, .53, and .80 in Table 1 were
subjectively selected. The correlation of .30 appears to
be a reasonable lower limit that one would expect to find
among the measures in a repeated measures design. The
correlation of .50 seems to represent a reasonable
conservative measure of the relationship among repeated
measures. Correlations of .80 or higher are found in many

- Constant correlations among repeated measures
repeated measures designs.

|

|




Sample Size Selection!

For most repeated measures studies we recommend the:
effect sizes associated with the correlation of .5¢. We
make this recommendation because in most cases the effect
sizes based on a correlation of .58 should slightly
underestimate the actual effect size, and therefore, they
will provide sample sizes which will yield high power.

* Sample Size Tables

. Five tables of sample sizes for single group
exploratory repeated measures designs were generated.
Table 2 contains sample sizes for the effect sizes shown in
Table 1. The effect sizes in Table 2 represent our
repeated measures equivalents to Cohen's "gmall," "medium,"
and "large" effect sizeg. ‘'ables 3 through 6, based
respectively on the .01, .625, .85, and .10 levels of
significance, contain sample sizes fcr a more general set
of effect sizes.

- In Tables 2 through 6 the number of repeated measures,
K, is set at' 2 through 10 inclusively with additional
levels of 20 and 38. These tables contain the sample sizes
that would be necessary to obtain a power value as close to
.80 as is possible without becoming less than ,88. Coten
(1977, p. 56) proposed that when a researcher "has no other
basis for setting the desired power value, the value /.80 be
used;" this advice was taken in the construction of these
tables. .

To use Tables 2 through 6 to select a sample size for
a single group exploratory repeated neasures design you
must consider: E

a) a level of significance, '

b) the expected correlation among the repeated
measures, ‘

Cc) the effect size that you would like to be able to
detect, and .

d) the number, K, of repeated measures,

Given this information, Tables 2 through 62will vield
sample sizes that will allow Hotelling's T“ to have

power of .8¢. And, although the adjusted univariate F
test's power can be less than, equal to, or greater than
.80, depending on the degree of noncircularity, you are
sure of having adequate power to detect repeated measures
differences if they exist. '

- Repeated Measures Effect Sizes: Table 2

Table 2 contains sample sizes for levels of

-8~
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Tahle 2
Smp}e Sizes For Power At .80
Effec: Number Of Repeated Measures (K)
Rho Size 2 3 4 5 . 6 7 ‘ 8 $ 19 29 3
Alpha = 005 .
2012 | ¥62.  365. 306, 267. 238 217, . 201.  188.  177. 126 119,
.30 0.390 18. 63 55. 49, 46. 43, 41, 40. 39. 19, Y'Y
0ed9 124 21 25, 244 23 23, 22, 21, 22, 29, 3.
Do 14 40.  270. 220, 168, 178, 162, 150, 141, 133, 98, .49,
.50 0.15 58. 48, 42, e, 6. .. Iy, 33, 13, 32. k' 41,
0.57 25. 22. 20. 20. 19, 19. 19, 20. 20. 27, 36, |
0.22 41, 713, €8, 5. T1. . T3. &7, 6&. . 62. ~ 23, 5a. ‘
.80 0«56 26. 22 1. 20. 20. 20. 20. 20. 20. 27. 364 :
0.89 13, 12. 12. 13. 1. a4, 14, 15. . 16. 24, 3, j
' . R Aloha = .01 \ !
- N |
Ne 12 ] 304, 324, 273, 236. 214, 195. 181, 169, ~  160. 115, 102. |
.30 0.30 " 68. 56 49. 4o, 41, 39. 7. 6. 36, * 36. ¥2,
0-39 ) ] 28. ’ 2“‘ 22. 2‘; 2-'. 21- 21- 210 2‘. 21. 36-
0. 18 FLL 239, 202, 177, 149, 166. 136, 127. 121, 90. 82,
+50 9.35 51, 43, 38, 5. 33, 31, 30. 30, 29. 2. 39,
0,57 22. 19, 18. 0. 18. 18. 18, 18. 19, 264 15,
S 0.22 123, 100. €6, 76 69, €5. 61. 58. 56 99, 51,
.80 0. 56 22. . 20. 9. 18. 18. - 18, 18. 19, 19. 26. 15,
0.89 11, M. 11, 12. 12, 13, 11 14, 5. 24, 33,
\ ' . ,
' Alpha = ,025 .
_ 2.12 327, 267. 227, -200. 180, 165. 154, 1484, 136. 100. - 90,
.30 .39 55. . 46. u, 7. f 3s. 33, 32, 3. ., 33. 40.
0,40 21, 20, i9, 18 18, 18 18, 18, 19, 26 4,
. Y. 14 241, . 197, 168. 149, [134, 124, 115, 108, 193, 78. 73,
30 3.15 41, 3s. 12, 29. / 28. 27. 26. 26. 26. 3. 3.
.57 19, 16. 15, 154 15. 15, 16, 16, 17, 25, 34,
0.57 1C9. 83. . 71, €. | =9, 58«  52. 50. ug, 43. u7.
.80 0.56 18, 17, 16. 15 ' 15, 16. 16. 17, 1. 25, 34,
0.89 ' 9, 9. 10. 10. 1. 1. 12. 13, 14, 23, 32,

10
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The effect sizes are given ror the three magnitudes of intrclass correlatio

are varied at .005, .025, .0!, .05, .!0 and .20.

11

n coefficients (i.e,,

.3, .5 and

Aloha = .05
Yo 12 268. 223, 192, 170. 154. 151, 132, 1240 .- 117, . a8. 8n.
.30 0. 133 4s. 19, 5. 32 10. 29. 28. 27. 27. 30. 17,
d.43 19. 17, 16¢ i6. 16+ 16, 164 16. 17, 24, 33
Je 14 199, 165. 182 126, 114, 106. 99, 93. - A9, 69. 66.
.50 74 3% 34 Jo. 27 25. 24. 23, 23, 23, 23, 28. 36.
32571 14, Wo - 13, 1)a 13, 1i. 14, 154 15. 28, 33
1,22 82 69. 60. Sa. 50 47. 45, BCER 42, 39. a4,
.80 .56 15, 18, 13. 13. 14, 4. 18, 154 16. 28, 33.
0.89 8. 8. 8. 9. 10. 10. 11, 12, 13, 22, 2.
Aloha « ,
Ne12 209, 178. . 1%4. 137, 125, 116, 108. 102. 97, T4 - GFa
.30 0e 30 35. k) 28, 26, ' 254 28, 23, 23, 21, 28. 35
0.49 14, 13, 3. 13. 13. 13, 14. 14. 15. 23. 32,
0. 1“ 1;“. 13‘. 11“. ‘02- 93.‘ 81- 9‘. 11. 73. " . 59. 58.
.50 0.35% 26. 4. 22. 20. 20, 19. 19. $S 2007 L 26, k '
0051 1]3 ]J. 11_[_ ‘1. 1'. 12- E!— 131 ’.' 22- JZ-
0.22 63, 25 49. [T U1, 39. 7. 36, - 35. 35. 0.
.80 056 12. 1. ". i, 12. 12. 13. 13. 15, 23. 2.
0.89 " 6. 7. 7. 8. 9. S. 10. 1", 12, 21, 3.
1
. ‘Alpha = ,20
! 0. 12 159, 130, 114, 103. 94, 87 82, 78. 74. 59, S8
.30 0.30 25. 23, ile 20, 19, 19. 19. 19. 19. 25 il.
0,49 10. 10. 0. 10, 1. | 1. 12 12, 13. 22, .
0.14 110, 96 £5. 76. 70. 65. 62. 59. 56. 48, 49,
.50 0.35% 19. 17, 16.° 16. 15, 15. 16, 16. 16. 23, 32.
N.57 8. 9, O 9, 9 10, 11, 12, 12, 21, 31,
0.22 45 40. 36. 33, 3. 30. - 29, 28, 28. 30. 16.
.80 Je 56 8e 5. 9. 9. 10, 10. 11, 12. 12, 21, .
0,39 4. 5. 6w 1. 8. 8.. 9. - 10. 11, 21. .
\
Nate. Thia table contains the sdmple sizes necéssary to detect small, medium and large effect sizes at the

% nower level.
.3). Alpha levels




. Table 3
Sample S$iZes Yecessary To Detect Various Effect Sizus With Power At ,R0 And Aloha At .01
Effect: Number Of Repeated Measures (K) —%
stze ) 2 3 4 K 6 7 A 9 1 20 19
D - .- l ------- W T AP S R SRR GRS D W Ry T GBS R A SamTamean Mo o oo oa bkt il “--"""“-u‘_‘!‘-_:'ﬁ.-"'" -------- haddedededdtd

‘ .

| . .
0.95 1| 2108, 1839. 1541, 1540, 1193. 1082. 24, 816. 7317. ' 650, ‘531,
0.10 |} 589. 464, 390. 3130. joa. 277. 239, 213, 198, 175, .
0. 15 250, 209. 171. 155. 140. - 128. 112. 112. 4, 87. 7.
0.20 | 148, 120. 102. 91, 2. 76. 68, 63. 59, 56. 54,
0.25 | 96. 19, 68. 61, 56. 52. 47. 85, 43. 42, us,
0.30 68. 564 49, 44, 41, 39. 16. 18. 3s5. 35. 19.
0.35 | 51. a3, 38. Js. 3. 31. in. 29. 29, 30, 16.
0.u0 4uo. 34, 30., 28. 27. 26. 25. 26. 26. 28. 3a.
0.45 ) 32, 28, 25, 24, 23. )23, 23, - 3. 28, 26. 32,
0.50 § 27 T 28, 22, 21. . 20. 20. 20. . 22. 24, 3.
0.55 1 23. 20. . 19l 18. 18. 18. - 19. 29, 21, 23, 3.
0.60 | 20, 18. . 17, 17. 17. 17. 18. 19, ~20. 22. " 10,
0.65 } 18. 16. i5. 15. 13. 16. 17. 18, 19, 22,7 30.
0.70 16. 15. 14. 14. 14. 15. 16. 17. 19. 21, 29,
0.75 ) 13. 13, 1 i3. 14, 148, 1S. 17, 18, 21. 29,
0.80 13 12. 12. 13. 13. 14. 15. 16. 18. 20. 29.
0.85 | 12, 12. 2. 12, 12. 1. 14, 16, 18. 21. 28.
.23 | 1. 1. R 12. 12. 11. 14, 1h, ~ 17. 2n. 293.
n.os | R I 10, 1. 1. 12. 12. 14, 15, 17. . 20, 29.
1.20 10, 10. 10. 11, 11. 12. 14, 15. 17, 20. 20,
1.175, § 9, 9. 10. 10. .. 12. 13. 15. 17. 19. 28.
.10 } 9. 9. J 9. 10. 11. 1. 13. 15. 17. 19, . 2% -
1.18 3. 9. ‘9, 10, 1. 1. 13, 15, 16, 1. - 28,
1. 20 | R, 8. 9, 10. 10. 11. 1}, 14. 15. ia, ‘28,
1.25 | 8. 8. 9. 9. 1. 11, 13. 14, Vb, 19, 217.
.30 ) 7. 7, 9. 9, 0. 11, 12, 14, 164 19, 27.
1.35 | 7. 8. 8. 9. 10. 11. 12. 14, /16, 19. 27.
1. 40 ) 7. 7. r, 9. 10. 10. 12. 14, /” 16. 19. 27.
1,45 | 7. 7. 8. 9, 10. 10. 12. 14, 16. 19. 27,
1.97 ) 6. 7. 8, 9, 9, 1, 12. 14, 16, 19, 2.
1.55 | C 6. 7. a, 9. 9. 1. 12, 1u, 16, 14, 27.
1.7 | fe 7. 3. 9. . a, 10. 12, 14, 15, 14, 27.
1.5 | L 7. o, e 2, 1. 12, 14, 1€, 18, " 27.
1.79 1 f. 7. 7. 9. 9, 1h. 2. 14, 15, 18. 27.
1.79 | A 7. 7. e. 7. 19, 12, 113, 15, ., 27.
1.9 | 6. " 6. 1. 3. 9. 1. 12, 13, 15. ¥4, 27.
1.95 | A. 6. 7. a, a, 0. 12, 3. 18, 19, 27.
1.90 5. 6. 7. B. a2, 1. 1, 13, 1€. 19, 27.
1.96 S. 6. 7. , % 10, 1", 13, 15, 1e, 27.
2.7 | Se 6. 7. B, 9. 17. 14, 11, 18, 1R, 27,

' .
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Tahle & {
Sample Sizes Necessary To Detect Various Effect Sizes “ith Power At .RD and Alpha At N5 ]
efecd Numher Of Reneated Measures (K) 1
Sizel 2 k| ) 5 N S 7 ’ 8 _ 9 i0 - 20 30 ’ ‘ .
-----—-‘-l ----------------------------------------- G YD - " 40 B " e Y = b= o - - vnoe - e e - .- -
, {
T 0405 1869. 1519, 128S. 1123, 100S. 914. . 383, 7850 736, 491. 395. P
0. 10 ) 470. Jsl. 125. 28S. 256. 2135, 217, 20%3. 192. 136. 118.
0.15 210. 173 147. 130. 118. 109. 101, - 96. . 91, M. 67.
0.20 1 1204 99,. 85. 76, 69. 65. 61a 58. 56. L1 51.
[+ 25 ' 7 » 5. S.’c 51. “7- 1 N 02- .’. uo; 38. 03-
0.230 | 58. 6. 1. 3. 35. . 32. n. Ji. 3. an.
0.3% ) 41, 5. J2. - 29. 28. 27. . 26, 8. 26. 30. 7.
(0. 80 ) 32. 28, 5. 28, 23, 22.. 22. 22. 22. 28. 36.
0.45 1 264 23, 21. 20, 20. . 20a 20, 20, 20. 27. 3s.
0.50' 22, 20, 18. 19. 17. 17. 18. 1R, 19. . 264 34.
0655 | 19, ,17. 16. 16, 6. 16. 16. 17. 17. 25. Ja, . e
0.60 | 16. 15, 1. 1. W, | 15 15, 16. 16. 24, 13,
0.865 ) 14, 13. 1. 3. 13./ 14, 14. 15. 16. 24, 33.
0u 70 ' ’3. ’2- 12- " 12 ’ 13- 13. 8, 1“. 15. ‘ 2‘. 33.
N.75 | ‘12, 1. M. . 12, 12. 13, 13. 14. 15. 2). Ji.
0.80 ) ‘11, 0. 1. 11.\ 1. 12. 13. 8. 14, 23. 11,
0.8% 4 / 19, 10. 10. 10. 1. 12. 12. 13, 1%, 23, j2.
0.90 9. 9. 10. 10. 11a 1. 12, 13. 14. . 23. J2.
0.95 | b8, 9. 9. 10, 10. 1. 12, 13 . 13. 23. 3.
.00 | 8. 8. 9. 9. 10. 11. 12. 12. 13. 22. J2.
SO1,08 ) 8. 8. 8. 9. 10. 11. 11. 12. 13. 22. J2.
1.10 | 7. a. 8. 9. 10. 10. 1. 12. 13. 22. J2.
1.15 7. 7. 8. 9. 9. 10, 1. 12, 13, 22. 32.
1 20 7. Te 8. 9. 9. 10. 1. 12. 13. 22. j2.
1.25 | 6o 7. 8. 8. Ye 10. 1. 12, 13. 22. Ja. :
1.30 | 6a e 7. 8. 9. 10. 1. 12. 12 22. 32. ‘ )
1.35 ) 6. 7. 7. Be 9. 10. ", 11, 12. | 224 32.
1.40 6. 6. 7. 8. 9, 10. 1. 1. 12, 22. Ja.
1.45 | 6. 6. 7. 8. 9. 10. 10, 1. 12. 22, n,
1.50 ) Se 6. Ve Be 9. 9. 10. 11. 12. 22. 3.
1.55 | Se r, 7. 8. 9. 9. 10. 1n. 12. 220 1.
.60 | Se 6. 7. R. f. 9. 10. 1. 12. 22. .
1.65 ) 5. 6. 7. T 8. 9, 1. 1", 12. 22. ¢ 31,
1.70 | 5. 6. 7. 7. B. 9. 19. 1. 12. 1224 .
1.76 Se 6. 7. 7. 8, 9 10. 1. 12, 21, 3.
.80 } 5. ha 6. 7. oA, 9. 10, 11, 12. 2%. It.
1.85 ) Se 6. 6o 7. 8. 9, 10. 1. 12. 21. 31,
1.70 | Ve Se 6 7a 8. o, 0. M. 12. 21, .
1.95 | 6, 5. 6. T 8. 9. 1. 1, 12, 21. 3.
2200 ) 8. St 6 .. 7. 8. RS 2SO L P 12. 21, Mo ____
L]
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] ~. Table 5
Sample Sizes Necmusary To Detectc‘yiz;ious Effect Sizes With Power At .80 And Alpha At .05

Effect : ' ‘Humber Of Repeatdd Measures (K)
Size | 2 3 4 5 [ ? 1 9 11 2N 31

------- l----—----------------.-.---—--.---..---..--..--..---.----...._..-.._....«.--....-n.....-.--...-...»-...---....----_u----..-...

: .

0.5 } 1535, 1269. 1002. 951, 855, 180, £72. 59a. 542, 482. 178,
0.10 ) 3RS, 320, 2N, 242, 218, 200. 174, 157. | 144, 111, 110,
0.15 | 173. 144, 126, % 111, 101, 93, ‘2. 715. 71. 66. 61,
0.20 | oy, 83. 72 65. 9., 5%. . 50. 47, us. ua, ag,
0.25 hY, S8. 48, 43, . 40. Ja. . 3s. B, 33, k1N 37.
0.30 | 15, 3. 35. J2. 10. 29, 27. 217, 27. 28, .
.35 ) jn, 30. 27. 25. 24, 21, ‘23, 23, 24, 25, 32,
0.40 ) 26, 23. 22, 20. 20. 204 20. 27. 21, 213. 30.
n.45 ) 21, 19.. 18, 17. 1. 17. 18, 19, 20. 22. 29.
0.50 | 19, 16. 16. 15. 15, 15. 16. 17. 19. 21, 29%.
0.55 § 15, ‘148, 14. 14. A4, 14, 15, 1€, 18. M. 28,
0.60 | 11. 13. 12. 12. 213, 13. 14, 16. 17. 20. .28,
0.65 | 12, 1. 11. 12e 12. 12. 14. 15. 17.. 19. 28,
2.70 ) ‘17, 10. 10. /11,,' M. 12. 13. 15.. . 16. 19. 27.
0.75 | 9. 10. 10. 10. . M. 13, 14, 16. 19, 27,
0.80 | n, 9. 9. 0. 10. LA 13, 14, 16. 1Y, 27.
0.85 | 9. 8. . 9. 9, i0. ", 12. 14, 16. 18, ?7.
0.90 | 1. 9. A, 9. 10. 10. 12. 14, 18, 18. . 27,
n.95 | A T. 8. 9. 9, 10, 12, 14. " 15, 18, 27.
1.00 | 1. 7. ., 8. 9, 10. 12, 1 13, 15, 13, 27,
1.0 | heo 1. 7. 9. 9. 10, 1. 13. 15. 18, 27.
1.10 | 6. 7. 7. O , , t0. 11, 13. 15. 19, 26,
1.15 § 6. 6. 7. 8. e, 9. 1. 113, 5. | 9. 26,
1.20 ) S. 6. 7. 8. 9. 9. 11, 13. 15. 19. '.‘6.0
1.25% | 5. 6. 7. R 8. 5. 11, 113, 15, 19. 26.
1.310 | 9 6. 7. Te R 9. 1. 13, 15. 19, 28.
1.35 Se 6. 7. 7. 8. 9 19. 13, .15, 17, 26.
1.40 | S 6. 6. 7. A. 0. 11. 13. 19.° 17.. 28,
1.45 |} Te Se 6. 7. 8. a, 1. 13. 14, 17, 26.
1.50 S. 5. 6. 7. 8. u, 11, 11, 14, 17. 26,
1.55 | i, % €. 7. 8. 9, 11, 12. 14, 17. 26,
1.60 | 4. 5 6. 7. a, 9. 1. 12. 14, 1. 26.
1.65 | 3. 5. 6. 7. boay 9. 1", 12, 14, 17, 26.
1.7 I 5. €. 7. 8. 9, 19, 12, 14, 17, 26
1.75 ) i S. Fe 7. R, 0. 10, 12, 14, - 17. 26,
1.80 | de 5. 6. 7. 9. 9. 19. 12. 4. 17, 14,
1.25 | 4 s, F. 7. . n, 1. 12, 14. 17. 2.
1.7 | se 5. 6. 1. 9. A, 1. 12, 1 14, 17, 25,
1.9% I J. Sa 6. ‘,Q 7. Q. 10. ‘2- \ 1". 17. ’Rc
2,00 | 1, 5. he 7. 1. 9. 19, 12, 14, 17. 26,

........ B S,
O

|
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. Table 6 h ,
Sample Sizes Necessary To Detect Various Effect Sizes With Powar At .80 And Alpha At .10 _ J .
tffect Ir . Number Of Repeated Measures (K) .
Slze 2 3 4 ] v 7 » ) 10 20 19 ’
e R R L) LR L LT R ------—----------—----q\n-‘.-----—---------0--—-p-------u---————0——----—-l-----.-—-n--
| ) ‘ o
0.05 | 1193, 1010, 871, 770. 695, §37. ' 552, 492, TT:R jaa, 316.
© 0,10 319, 255. 220. 196. 178, 164, 143, 170, . 129, 109, a1,
0.15 § 134, 11%. 100, 90. a2, 76, £n, 53, 50, 56, s3.
0.20 | 76. 66, 8. 52, <49, ud. 42, 19, 18. 3R, 50.
0.25 | 0. . 43, 9. 35, 13. 32, 30. 29, 29, 20, 14,
9,30 | 35, 3, 28. 26. s, 24. 23, ’1. 24, 2%, - 31,
0.35 | 26. 24, 22. 20, 20. 19, .19, 20, 21, 23. 30.
0.u0 | 21, 19, 18, 17, 17. 17. 17, 19, - 19, 21, 29,
0.45 | 17. 16, 15. ., . 1, 15, 15, 17, 10, 20. 2e,
0.50 | 14, 13, 13. 13, 13, 13, 14, 15. 17. . 24, 29,
0.%5 | 12, 11, ". ". 12, 12, 13, 15, 16. 19, 27.
0.60 1 1. 10, 0. 11, 1. 12, 13, 1u. 16, 19, - 27,
0.6%5 | 9. 9, a, 1. 10. 1. o1z, 14, 16. 19, 27.
0.70 | 8. 3. 9, 9, 19, 10, 12. 14, 1e, 11, 27.
0.75 | 7. 1, 8. 9. 9, 16, 2. . 13, 15. 18, 26. ‘ !
.80 | 1. 7. 8. 8. 9, 10. REN 11, 15, 18, 2R, : -
0.85 | 6. 7. 7. 8. 9, 10, 11. 13. 15, " e, 06,
.90 6. 6. 1. 8. 9. 9. ERE 17, s, 19, 26,
0.95 | f. 6. 7. A. R. q,. 11. 172, 1=, 17, 24,
1.00 | 5. 6. 7. 1. 8. 7. 11, 11, 1w, - 17, 6. ,
1.05 | 5. . B 6. 7. R. a, 1, . 13, 14, 17, 26,
1.10 | 5, 6. 6. 7. n, .9, 11, 12, 1u, 17, 2, / N
1.15 | 5. 5, . 6. 7. . a, 11, 12, 14, 17, 26.
1.20 u, 5. 6, 7. 8. 9, 1, 12, 14, 17, 26.
1.25 | 4, 5. 6 1. a, o, 10, 12, 14, 17. 1€, : . -
1.30 | 4, 5. r. 8. a, 10. 12, 14, 17, 24, L o~
1.35 ) 4. 5. 6. 7. 7. a, M. . 12, 14, 17, 6. -
1,40 | 1, 5. 6. 7. 7. 8. 11, 12, 14, 17, 76.
1,45 } 4. 5. - 6. 6. 1. 1. 1, 12, 13, 17, 6.
1.€0 4. 5. 6. 6. 7. 3. n, 12. 11, 17, 26.
1,55 | n. 5, 5, fi. 1. R, 11, 12, 11, 17, 26, .
1.6 | 4. 5, 5. 6. 1. a, 1. 17. 14, 17, 260,
1.65 | ¥, 4, 5, 6. 7. a, 19, 12, 11, 17. 26,
1.70 1, u, 5. 6. 7. n, 10. 12, 14, 17, 26.
1,75 1. 4, 5. fe 7. 8. 1, 12, 113, 17. .
1.0 | 1. 4. 5. fo 7. 9, 10, - 12, 14, 17, A,
1.95 | 1. 4. 5. 6. 7. a, 1. 12, . 14, 17, 24,
1.90 | 1, u, 5. 6. 1, n, 10. S12. 14, 17, 2o
1,95 | IR 3. S, fia 7. 9, 11, 17, 114, 17, a4,
2.0 | v, 4. 5, fie 7, ", 1. 12, 14, L P
o b e - - .
L]
O
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éample Size Selection

1

significance set at .005, .01, .025, .05, 1% and ,20.
Within each level of significance, sample sizes are tabled
by the expected correlations among the repeated measures, -/
and within these correlations, for the "small", "medium"

and "large" repeated measures effect sizes shown in the

rows or Table 1, : {

Example.  Suppose that you are planning an exploratory
repeated measures analysis with four repeated measures and .
that you are planning to set your level of significance at
-@5. In this case if you expect a correlation of .30 ‘among
your measures and you are interested in detecting a
"medium" effect size (.3@), Table 2 indicates that you
should select 35 units. However, if you expect the
correlation among your repeated measures to be .58, the
medium effect size increases to «35, so that you now need
only 27 units, o s o

.
Ve

General Effect Sizes: Tables 3 through 6

Tables 3 through 6 were respectively based on the .91,

© 825, .05 and .10 levels of significance., Effect sizes in

these tables are varied from ,05 to 2.080 in increments of
.#5. An effect size can be choosen directly from these
tables, but you should keep in mind that the effect size
that you select should be larger than one found in an ANOVA

- with K independent levels. This suggests that an approach

to selecting an effect size for these tables is to first
select one of Cohen's effect sizes for an ANOVA, i.e., for
a design where the measures are uncorrelated, and then

. divide this effect size byv/ 1-p .

‘Davidson's Three Cases o R

Exampie. Suppose that you are planning an exploratbry

repeated measures an®lysis with five repes:ed measures and
that you are planning to set your level of significance at
-81. Suppose also that sou feel that a large effect size
is possible and that the correlation among your measures
will be about .85. In this case you would enter Table 3
with K = 5 and an effect size of ,40// 1-.85 = 1.63 =
1.80; here you find that you need 11 units. . ,
\

Examples

i
y
{

N/
Consider a researcher who is planning to carry out a
single group exploratory repeated measures design with
three treatment levels at a .05 level of significance&
Suppose also that a correlation of .80 was expected among
the measures and that a "large" effect gsize was ’
anticipated. Using Table 2 with the level of significance

/
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Sample Size Selectidn

= .05, p,= .80, effect size = .89 and K = 3, the
regsearcher finds that he needs 8 units. However, because
19 units can be easily sampled, he decides to take 10 units
so that he can expect to have power slightly higher than

.80,

The data in Table 7 represent 'three different possible
results. These data were taken from Davidson (1972, p.
450, Cases B, C, and D) with the last measure, X3, in Case
B modified here to dramatize the differences between the
univariate and multivariate tests. The variance-covariance
matrix of the measures is the .same across cases (see
Davidson's Table 5), however, each case has different
differences between its repeated measures means. The
Greenhouse-Geisser measure of circularity for each case is
.5247, and the intraclass correlation for each case .is :

.8572.

, Table 7
Three Repeated Measures Data Sets Which
Yield Different SignifiCance Test Results
———————————————— ""‘——""'—-“"""—""“"'f"—"-—"f"""'"—-——"'——“‘-— :

: CAS* B CASE C CASE D

Subject | X1 X2 X3 X1.. X2 X3 X1 X2 - X3
1 49 53 91 52 50 71 51 51 92
2 53 49 111 50 46 91 55 47 112
3 63 65 65 66 62 45 65 63 66
4 37 33 35 46 30 15 39 31 36
5 39 39 59 42 36 39 41 37 60
6 43 51 87 46 48 67 45 49 88
7 43 47 25 46 44 5 45 45 26
8 49 45 47 52 42 27 51 43 48
9 65 65 105 68 62 85 67 63 106
19 59 53 75 62 50 55 61 31 76

Mean 50 50 7@ 53 47 50 52 48 71

W O D Y P SR G GV G B sam G A UM G P G W TP VN L R VO TS e e b D GEm MED KAV et S SR WY MED Mk FED S WA G W WS UG e AR WM Al wm

gTaken from Davidson (1972, p. 458, Table 4).
Davidson's X3 - 9,

The analyses of Cases B, C and D (using BMDP4V, Dixon
1983) are shown in Tables 8, 9 and 10, respectively. In
the analysis of Case B, Table 8, the adjusted univariate
test is significant (F = 6.32; p < .0309) and the )

.1140),

multivariate test is not significant (F = 2.88; p <
In the analysis of Case C, Table 9, the adjusted univariate

test is not significant (F = .43; p < .5389) and the
multivariate test is significant (F = 7.84; p < .0130).

the analysis of Case D, Table 16, both the adjusted
univariate (F = 7.15; p < .¥235) and the' multivariate (F

~16-

17

In




Table 8 ' ' ]
BMDPqV Output For Davidson' s Modified Case B o - .

WITHIN EPPECT: D: DAVID | o -
EPPECT VARIATE srarxsrxc | P DP P
A0t PR D o s S 200 > o D -Jo-.--—-o—c.— ——————————— e -— D WD D WD D D D D s s = 2 D >
D -/
— . \ : .
DEP_VAR\ - | | L
| TSQ= 6.48710 2.88 12, 8 0.1180
WCP $S= 2666.67
cp NS= 1333.33 " 6432 2, 18 0.0088
GREENHOUSE-GEISSER ADJ. DF 6.32  1.05, 9.45 0.0309
uuxfa FELDT ADJNSTED DP 6.32 1.07, 9.62 0.0301
ERROR \ | | | | | '
DEP_VAR -
WCP §5= 3800. 0000
WCP® MS= 211.11111 ’

GGI EPSILON= = 0.52474
H-F EPSILON= 0.53423

LD D S A e S S - YOS e S Yo s A US GP U W D SR W A e Dt -a.‘.--—-a-—um-----n-‘“m-'n“t-‘—‘&-q-n-c-m-‘-

‘Note., The original data set was modified by subtractinp
9 from each subject's X3 measure.




Table 9
BMDP4V Output For Davidson's Case C Data Set

{ITHIN EPFECT: D: DAVID \

EPPECT VARTATE smnrtsrxgr ' P oP Cp

ﬂ----nn“-w..-.--o--“om- - - =

‘
|

D . P . N
DEP_VAR | | .
TSQ= 17.6484 ~ 7.818 2, 8 0.0130\,
NCP §S= 180,000 | SR 4 \
WCP MS= 90.0000 * 0at3 2, 18 0.6593 \
GREENHOUSE=-GEISSER ADJ. DP  0.43 1.05, 9.45 0.5389 \
HUYNH-FELDT ADJUSTED DP 0.43 1.07, 9.62 0.5822
ERROR | : | | 4 |
DEP_VAR o |
WCP SS= 3800. 0000
WCP MS= 2111111

GGI EPSILON= 0.52474 ~
H-F EPSILON= 0.53423




S e YT mEy T s e — T T T T E T e Ry T T T M T T T T AT T T T ey oy Ty ey e ey s e sy ey e e e e m e e e
. B 7 . i K .

Table 10
BMDP4V Output For Davidson's Case D Data Set

& . B .

b g 3+ S P+ £ =.= 32‘8323383 BEBEEDETIEEATER :’833 b £+ A 3~ %3+~ BELEBDEETESTIER
WITHIN EPFECT: D: DAVID
EPFPECT  VARIATE

STARJISTIC r o P
D ’
DEP_VAR - g e . '
1SQ= |, 15.7065 | 6.98 2, 8 0.0176
WCP SS= 3020.00 A |
- WCP HS= 1510. 00 7.1 2, 18 0.0052
~ GREENHOUSE-GEISSER ADJ. DF’ 7.15 1.05, 9.85 0.0235
RUYNH-FELDT ADJUSTED DF  7.15 1.07, 9.62 0.0228
| | | .
ERROR
~ DEP_VAR : |
. WCP SS= . 3800.0000
Wep MS= . 21111119
GGI EPSILON=  0.52474
H-F EPSILON=  0.53423
| 20
v »




Sample Size .Selection

- 6.98; p < .0176) tests are significant.

Myvers' Data

In this example we consider a researcher who is
planning to conduct an exploratory repeated measures

-analysis using response time scores with a .05 level of .

significance and three Tresponses per subject. This
researcher expects a very high correlation among the
responses, i.e., .999, and a large effect ect size. She
calculates an effect size of .40// 1-.999 = 12.65 which is
not in. Table 5. She therefore executes the program
provided by Robey and Barcikowski (1984) and finds that her
power will be .95 if she uses a sample size of three
subjects., [This example is a bit b1zarre, ‘but it
illustrates some interesting points. ] .

The data in Table 11 were taken from Myers' (1979, p.
175) to illustrate the results of this study. The analysis

‘of these data is shown in Table 12. The. results show that
neither the adjusted univariate test (F = 2.87;'p < .2312)

nor the mutivariate test (F = .75; 'p < .6329) is .
significant. K However, agter plotting, these data, the
researcher found an ordinal interaction and she decided to
remove this interaction by taking the reciprocal of each
score. ~ [See Myers (1979, Chapter 7) for a discussion of

~the analysis of repeated measures data when there is an

interaction between the units and the repeated measures.]

- Table ‘11
Myers' Data

--n——--ﬁ-‘_—-—-—-——-

- S N G - . TS G NP i wn wew s

The results of the analysis of the_reciprocals of the

‘data in Table 11 are shown in Table 13. These results

" indicate that the adjusted univariate test is not

significant (F = 13.79; p < .0649), but that the
multivariate test is significant (F = 711.77; p < .0265).

Examples: Summary

The preceding example analyses illustrate the
attractiveness of the repeated measures sample size
selection rationale described in this paper. Based on
informed judgement of the expected correlation among the
repeated measures and of the expected effect size, the
researchers in the examples were able to select an

20~
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~ Table 12
BMDP4V Output For Myers' Example Data Set

D D L D A S5 TR WP WD R S D e WD S D S GRS S N N WD W W W O VIS cRe S ——rTrS SESD D AR CETED G R G D G A e W D D s e

-

WITHIN EPPECT: M: HYERS -gT | |
PPFECT  VARIATE  STATISTIC S DF P
DD D D WD e P 2 OB - !:- - . AP - > e s -
u .
DEP_VAR | - .
" TSQ= 2.99349 0.75 2, 1 0.6329
" wcP ss= 5.64667 | B
7/ WCP ms= 2.82333 2.87 2, % 0.1686
GREENHOUSE-GEISSER ADJ. DF 2.87 1.01, 2.03 0.2312
ERSOR
" DEP_VAR
,, ~ Wep ss= 3.9333340
; " HCP M= 0.98333249

/o GGI EPSILON=  0.50671
H-P EPSILCN=  0.52720

O
oo




. Table 13
BMDP4V Output For Myers' Example Data Set After Reciprocal Transformation

D D D > sy Y D WD D D U WD WD D DTS s i VD - O > WD D W Y D D . e W

L e

-0 5 L 5 F T EA X P P -5 1 3 2% B _=== ==2===‘==2:::3::2:3:‘;::—":238:::'2 =='3====
WITHIN EFFECT: M: MYERS - '
. L]
EPFECT  VARIATE  STATISTIC P DF P
MDD VIR SO i D W s G D WD D DA s SET L W D WD - - - e s ey e | - o AR R NP AP i WD NS s D G v s Y '
H y
DEP_VAR S -
TSQ= 2847.07 711.77 27 1. 0.0265
WCP SS= 0.647415D-02 |
WCP MS= 0. 323708L-02 13.79 2, & 0.0161
GREENHOUSE-GEISSER ADJ. DF 13,79 1.01, 2,01 0.0649
HUYNH-FELCT ADJUSTED DF 13.79  1.03, 2.05 0.0630
ERROR
NEP_VAR | .
WCP SS= 0.939244490~03
WCP MS= .~ 0.234811120-03
< GGI EPSILCN=  0.%0323 |
H«P EPSILCN= 0.51302 | /’,
e e e e e e e /
23
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| .
o b \

appropriate sample size u91ng the tables and/or\equations

presented here.

Two points should be emphasized however, First, as we

‘have stated elseware: "decriptive analysis of repeated
- measures data such as examination of the structure of the

covariance matrix, scatterplots for pairs of responses, and
trend curves is often invaluable." (Barcikowski and Robey,
1984b, p. 150). This point was emphasized 1n the example
using,Myers' (1979) dataset. Significant results would
not have been found had the researcher only conducted
significance testg -and had not cons1dered scatter plots of
the responses.

Second, the Importance of conducting both the adjusted
univariate and the multivariate statistical tests was
demonstrated. In (Case B of the Davidson data, if the
univariate test had not been conducted, the multivariate
test by itself would have found no sighificant result, and

" in Case C, if the multivariate test had not been conducted,_

the univariate test by itself would have found no
signifijcant result. Also, with the transformed Myers' data
the adjusted univariate test was not significant, but the

- multivariate test was significant.

L
Educational and Scientific Importance of the Study

The advantages of having sufficient sample size to
achieve a desired level of statistical power in an

‘experiment are generally recognized (Cohen, 1977). Cohen

(1977) provides many tables to determine sample size in
factorial analyses of variance. However, similar tables
for repeated measures analyses are generally not available.
This paper provides researchers with the methodology to
find appropriate sample sizes in single group exploratory
repeated measures designs, and includes sample size tables
for minimum power (.80).

-23-
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’ © Appandix A
- 8ingle Group Univariate
And Multivariate Effect Sizes

Noncentraiity Parameters

The Univarjate Noncentrality Parameter

We have shown (Barcikowski and Robey 1984a) that the
univariate noncentrality parameter, §°, in a single group .
repeated measures design can be written as: , C

|
’ .
| K-1
n(k-1) 3 wi d
§2 3 =1 - :
g T o on . - o o e o ‘ (1)
K-1 | -
3 o2
i=1 '\bl A

where, K = the number of repeated measvres, n = the number
g BB Eh o |
Acontrast among
easures means, and '

is the variance of the ith contrast.

‘of units (subjects), V¥ is/the i
the population repeateg'm

g2

i
The Multivariate Noncentrality Paramenter

The multivariate noncentrality paramenter
noncentrality parameter is written (Morrison, 1967, p.150)
as: '

.2 ,

() - ..1
M = nou

c'(crc')y Cu ' . (2)

where, n is the number of units, u is a column vector of
the repeated measures population means, C is a nonsingular
matrix of (K-1) by K contrast coefficients, ¥ 1is the
nonsingular variance-covariance matrix >f the multivariate
normal distribution from which the repeated measures are
selected,

In terms of contrasis, Equation 2 becomes:
Sp=n ¥ CcrenThy (3)

where, Y 1is a vioctor of (K-1) contrasts on the population
" means of the repeated measures.

Now, if we select the rows of C in Equation 3 to be
orthonormal contrast coefficients such that C L C' is a
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diagonal matrix, then the diagonal elements of C I C' will
be the variances of the mean contrasts in ¥ (Green. and

Douglas, 1976, Chapter 5).  Then, 0¢f

is the ith contrast variance, and Equation 3 can be
written as: : :

‘ 2
K~1 v, -
62 =n 3 —--i- | @)
Moo g2
Vi

Effect Sfbes

4 Cohen (1977) determines power using a function of the

noncentrality parameter which he calls "effect size". ™~
Effect size, f, can be written in ‘terms of the preceding
noncentrality parameters as:

e= /im0 )

Univariate Effect Size

Substituting Equation 1 into Equation 5 we have that
Cohen's effect size, fU' for the univariate case is:

P S (6)

This effect size is used with a noncentral ¥ having (n-1)
and (n-1) (K-1) degrees of Lreedom to determine power. ‘

Multivariate Effect Size

Substituting Eguvat.on 4 into Equation 5 we have that

Cohen's effect size, tM' for the multivariate case is:
v
£, = ~ 2 ae-x-- , (7)
M K i=1 2 - 28 ‘
(9]
v v
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- This effect size ‘is used with a noncentral F having (n-1)

and (n-K+l) degrees of freedom to determine power.

* In the following sections the unlvarlate and
multivariate effect sizes shown in the latter two equations
will be con51dered under special conditions.

Single Dedree Of Freedom Contrasts | L \ -3

For a single contrast, and using a little algebra,
both Equation 6 and Equation 7 become

(8) e

TR

- . - , . .
This is the effect siZé that is used with the noncontral F
distribution having 1 and. (n~1) dégrees of freedom to
determine power. .

‘It is of interest to compare the single degree of
freedom effect size in Equation 8 with the omnibus
multivariate effect size in Equation 7, since the tables
presented in this papér are based on the latter test. 1In .
so doing we made the following conclusions where each ™
conclusion was reached independent of the others. However,
in each conclusion we have kept in mind the fact. that the
contrasts in Equations 7 and 8 would probably not be the
same. This is because multi 'ariate contrasts are a special
type of orthonormal contrast, while the single degree of
freedom contrasts would probably be "obvious™ contrasts of
interest, : . '

I

1) The single degree of freedom effect size is used with a

- noncentral F having fewer numerator degrees of freedom
(1 versus K-1) but slightly larger denominator degrees
‘of freedom (n-1 versus n-K+l) then the multivariate =
effect size. Given that n = K + 20 (Davidson, 1972), as
K increases, the omnibus multivariate test will
generally be more powerful than some of the single
degree of freedom tests. However, for values of n close
to K, the single degree of freedom tests will generally
be more powerful.

2) The single degree of freedom effect size has a two in .
its denominator while 'the multivariate effect gize has a
K in its denominator. 1In general the single degree of
freedom contrasts will have larger effect sizes. This
will be especially true when large contrasts have been
chosen, s
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3) As the number of single degree of freedom contrasts
tested in a study increases, the per contrast level of
significance must decrease if one is to maintain control

However,

of the experimentwise level of significance.
the level of significance for the multivariate test
As the numbher of

remains at a single "wholesome" value.
contrasts increases, the decrease in the per. contrast
level of significance will tend to give a power
advantage to the multivariate test.

GCeneral conclusion #$l. In general for a small number

i .
; of contrasts, particularly for small n, the single degree
‘ of freedom cogtrasts will be more powerful than the omnibus

Hoteiling's T test. 1Indeed, for n < K, the single
degree of freedom contrasts represent a very attractive
test strategy since the multivarﬂ&e test cannot be done.

Therefore, the power tables provided in this paper for the

omnibus multivariate test should provide a conservative

~size for the single degree of freedom - N

estimate of sample
testing strategy.
General conclusion #2. In using the single degree 0of"
freedom testing strategy, a sample size could be estimated A |
from the tables provided in this paper by choosing the | {
contrast with the-smallest effect size, dividing the . 'j
experimentwise level of significance by the numbet of o |
{

f

~contrasts, and then using .the table with the resulting
level of significance (or close to it) with K set a¥ two.

Under Circularity .

: When the circularity assumption is meet, all of the

contrast variances on the diagonal of the matrix C I C' are 1

equal. Under this condition the univariate and !

multivariate effect sizes are equal. That 'is, using a ,

little algebra Equations 6 and 7 become: : f
1

=1 4 |
(9) : :
j

Under Uniformity
Under uniformity the contrast variances on the
the variances

diagonal of the matrix CX C' are all equal;
of the original measures are all equal; and the
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correlations among the measures are all equal. Under this
condition Davidson (1972, p. 448) shows that the
noncentrality parameter for the univariate and for the
multivariate tests is:

n 2 ( Hy= Mo )
| L i=1
52 _ g2 _ -1
S (19)
U M 02(1-0)

Here, o is the population variance of each measure,

ué is the mean of wmeasure i, U . is the overall
0

pulation mean, and p is the common population.
correlation among the measures.,

 Substituting Equation 1¢ into Equation 5 we have the
unlvarlau@ and multlvarlate effect sizes under uniformity
are:

£ = £, =\ [ —mmgmmmmmma—- (11)

’EQuation 11 is Cohen's (197% P 275) effect size for a

one-way analysis of variance with K 1ndependent groups
divided by /1~ p.

\
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