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ARTIFICIAL INTELLIGENCE AND EXPERT SYSTEMS

Joseph Léwlér

//. ABSTRACT

This paper reviews recent developments in artlf%clal tntelllgenc§

‘.'I’ - ,

research, focusing on "expert'' systems. Expert systems are computer .
prdgraﬁs that simulate the problem-solving skills of human experts in
specific domains. The paper describes the structure, design, and '

“limitations of such systems, and discusses their role in education.
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ARTIFICIAL INTE LlGFiﬁE AND EXPERT SYSTENS

Joseph Lawlor I | |
,-,, . I. . -
Artlflclalflntelllgence'(Al) is the fleld of scientific inquiry

concerned wlth,deslgnlng mach {ne systems thet ?an slmulate human mental

processes. The fleld draws upon theoretlcel honstructs from a wide o |
! . . . ‘ I

variety of dlsLllenes, including mathemetlcs, psychology, linguistics, '
|

neurophysloloqy, computer science, and electr ic'englneerlng. Some of

the most prom!slng developments to come out of] recent Al research are

"expert" systems--computer programs that simulate the problem-solving

technlques oF human experts in a pertlculer ?omaln. Reports in the ﬂ

jpopuler medle polnt out that these systems ere the first Al products to
demonstrate p potential for profit In the mePket place (Schrage, 1983;
- Shirley, 19q3; Alexander, 1982bj Artlflclal Wntelllgence, 1982;

Edelson, 19¢2; Yesakl, 1981) ' '
This pﬁper reviews contemporary work in expert systems. The paper |
flrst presdnts a brief history of Al researih, followed by an overview ofx.\

I
major llner of inquiry In the field. Next, it presents a detalled

dlscussloﬁ of the design of expert systems. The peper concludes with a
dlscussloﬂ of the role that expert systems rﬂght play in educatlon. - N
Appendlx A presents an example of lnterect(on wlth an expert system, and

< ° appendix B lists major systems that-are currently in use or under 0

| .
. development. '

" History of Artificlal Intelligence

Hctorduck (1979) notes that several prominent Al authorities fefer

(only "half facetiously") to the classica), romantic, and modern ages




of Al research. Although these des!gnatlbns appear grandiose for a field
that Is no more than 30 years old,* the d[fferencei among the three

n | periods are worth examining.

Classical fdr!pd |

In th;-“ctasstcal" per!bd, ffqm the eariy 1950's t§ the late 1360‘3,
the eﬁbhaslg in Al was on a sear&h for gene(al-prfhclples of Iintelligence
'that could bc.apbflcd to computer systems. Much of thls_eariy work was
gulded B;H¥he "cyberndtic",mﬁ&el of Intelligence, which attempted to draw_”’ .. k
___m___ﬂ___“M_.__;an_analogy_bctmnuua—tbe—eléetreh+§~processesﬂo?_computér~c+fcu+tx_1nur1nur-*—————

physiological processes of the human neuron. McCorduck (1979, p. 4é)
’ describes the cybernetic models : - :

This model ing was not based on detalled biological knowiedge of the

natural cell, which we didn't have (nor for such ‘purposes do we yet

. have). Instead, it seemed certain that the correspondence between o

s e gy - opegf £ betvav tor -of-the-neuron-dnd - the -on=of f-behavtor-of - the —
: . electronic switch -would be sufficient to allow significant mode1 Ing i
of neural systems, and than intelligent. behavior. g R

e,

| However, the cybernetic model of intelligence proved to be
|nadequ§te for two major reasons. ré!rst,:the'lncomplete descr!pilon of
neural behav[or alluded to by McCorduck was ﬁore probiematic tﬁin had
originally been anticipated. Al researchers found it difficuit to ,

construct cybernetic systems that were anything more than trivial

]

~ #McCorduck (1979) points out ‘that although serious work in Al could
not begin until the advent of the digital computer in the 1950's, the
“spiritual roots" of the fleld can be traced back as far as Greek
mythology. The search for non-human intelligence .Is also reflected in
the apocryphal stories surrounding medievai alchemists and mystics. More
recently, the subject of machine intelligence was raised by the 19th _
' century English mathematician, Charles Babbage, who proposed a design for
an "analytical engine''--the forerunner of the modern computer.

Y I T S
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. examples of intelligence. Second, there appeared to be fundamental - ff'%
dlffqrences between the proccsslng capabilities of the human brain and )
. the digital computer. Computors--at least as we know them today--are )///

- . ., . essentlally ''serial® brocgssors._ That Is, they execute instructions one _.//;

at a ilmq, in 6 step-by-step fashion. The brain, however, appearémto be
a""pbrallel“ processor, capable of performing several activities : :/
simultaneously. | ‘ | |
.. Consequently, the éybernet1c model soon gave&way to the’
—__“information-processing' model of.intelligence. This model emphasizes
the processes by which knowledye Is symbollcﬁlly stored, retrieved, and
' ~manipulated, regafdless.of-how.these processes are physlcally imp lemented

in lntelllgent-syst@ms.- information processing haq_become_the_domlnant

paradlgm for Al .research over the past 25 years. _ : _ _ A
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Romantic Period .
From the late 1960's o the mid 1970's, the ‘‘romantic" age'of Al

research saw a growing empha;]n\;n expan&ing the kndwledje‘bases of
intelligent systems. Important f;flnementd to the lnformatlon-;rocesslng
model of lntefllgence were reflected in the field's concern for encoding |
and aitering knowledge in machine-comﬁatlble form. Althqugh this era
produced encouragihq developments, the fleld soon seemed to reach Its
limits. Al systems Qare capable of fairly sophisticated processing, but

the' systems did not seem to grow any ''smarter.'
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Modern Perilod

By " '

in the "modérn"‘pge of Al, from the mid 1970's to the present, '
emphasis has shifted to the control aspects of Al systems. Control

mechanisms became important as knowledge bases continued . to expand due to -

IS Y
;

_ LS
more efficient coding techniques and lmprov;d computer hardwaré. /.

qradually, Al researchers adopted a thrée-part architecture for.thelr \

- systems: (1) a knowledge base, (2) a set of processes for traqsform!hg -K\

the knowledge base, and (3) a set of procésses_qu controlling other
/ﬁrocesses lﬁ the system. This Is the general architecture emplbyed by

‘modern expert systcms{'; :
® ° Lines of Inquiry in Artificial Intelligence

In the United States, major Al projects were established at Stanford %
Unlversity, the Massachusetts Instl;ute of Technology, Carnegie-Mellon
University, and the Stanford Res?aréh Institute (now known as SRI| ' _ !
lnternailpnal). From these and other projects, three major llnes of
lnqulrilhave emerged:s (1) pattern requnltlon; (2) roﬁétlcs, and (3)
problem-solving. A!tﬁ;ugh it Is useful to dlsduss.these topics as
distinct from one another, in reality they are all lnterrelated,

particularly as they are exempiified In expert systems.

Pattern lecogn!;!on

‘Al work In pattern recognition includes two major subtopics, visual
perception and nqtural-language_processlng. Researchers in the area of
visual perception have attempted to deélgn computer sysiems that éan

recognize alphabetf@al characters, as well as two~ and three-dimensional

N
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fjgufei (Waltz, 1982). Results in this area have been encouraging, and
operatlonal'systems_have‘been aeveloped‘for space agencies and the
military (Alexander, 1982a).

The field of natural-language ﬁfocessing has achieved spmewhat'less
Impressive results., Early wo}k in this area focused on qeslgnlng-'
autom;tlc translation systqms. “Generally, these svstemsﬁqere

disappointing, and they became favorite targets of Al cr!ilcs (e.q.,

f Taube, 1961).%* Raphael (1976) notes that these early systems relied

exclusively on a syntactic -approach to translation. They simplv looked

up words in a dlctionary and plugged then into the approprlate slots In -

sentences. Hoqover; It soon became apparent tﬁat such systems would have
to ''understand" the semantics of the text they were attempting to
translate, greafiy increasing the complexity of the task.

Neverthel&ss, Al researchers have achieved some lmportant_successes

in natural-iénguage pro&osslng. Winograd (1972) developed a prbgram that

could respond to natural-language commands and_inquiries within its own
limited domain, which consisted of a simulated mechanical arm that
manipulated blocks. In other péo]ects, Intel ligent query ;ystems for
large data bases were developed (Hendrix and Sacerdotl, 1981), and

conversational programs that employed "scripts' of well known scenartos,

such as qoing to a restaurant, showed impressive results (Abelson, 19813 .

_ Schank and Abelson, 1977).

*Other major works critical of Al research include Dreyfus (1972)
and Weizenbaum (1976). Reviews of and rebuttals to this criticism can be
found In McCorduck (1979) and Boden:(1977)o'



Robotics

mathematical principles (e.q., Green, 19699, An extension of'thls work

Early ef ;rts In robotics research werewboncerned with designing

\; -
general-purpose automatons that could interact with their environment to

perform a va lety_qf tasks. One of the first of these general-purpose -
"~ robots was SHAKEY, developed by the Stanford Research Institute (Raphael,

1976). AltHough SHAKEY was capable of some remarkable feats (at least In

his own narrowly deflned-env!ronment\ it soon became apparent that

- general=-purpose robots were not cost-effectlve. Consequently, subsequent_.

“work In robpotics has focused on speclal-purpose robots, primarlly in .

industria appllcatlons (e.q., Inoue, 1979),

Pro‘lel— ,lv!ng _

Tﬁe desian -of lntell}gent prshlem-soiving systems has received a
great d¢al of attent fon from the Al community. Within this broad area of - o
inqulr E'fnur' jor subtopics can be dlscerned: First are thelgame- -
playlno systems that have been the tradlt!onal "workhorﬁes" of research
on problem-solvl q technlquess Kl researchers found thqt games such as
chgckérs and_ches_ were ldeal Vehlcles for sgplorlng pro%lem-solvlng
hecause they offsre environments that were reasonably limlted snd rule-
hound, but that also phsed interestina, complex prohlemsk |

Another facet of Al work in problem=solving involved the design of

theorem=-provers, programs,:BQt could construct logical proofs for

with theorem-provers led to the third ared of emphasis in probleﬁ\solvlng 3: 4
research--qeneral prohiem-solving systems (e.g., Newell and Simon, 1963) .

Svstems of this tvpe were_yesloned to emplov logical principles to solve

~

10



a variety of problems, provided that the problems could be represented in

the system's notation.

The final subtopic of the problem-solving line of inquiry focuses on
expert systems. These are systems designed to solve oroblems in

specific, well=bounded domains such -as medical diagnosis or resource

“exploration. .Such systems emulate the éxpertlse of human professionals

within the particular domain. Expert systems are described in detail in

-

the next section of this paper.'Q ) : - T

Al researchers working in these four areas share a common concern

- with the general characteristics of problem?éotvlng. The first mqjor

concern |s the repre%entatton of the problem to be solved, whether that

__problem ls one of respondlng to a partlcular move ln ché!s or dlagnoslng

a mgp(cal disorder. Raphael (1976, p. 52) notes that the followlng four.

conditions must be met before any problem can be subjected to formal

1. The problem is expressed in terminology clearly understood by
the potential problem solver.

2. The form and notation f:z the problem's solution is agreed ‘upon.

3. The relevant data upon
identified.

ich a solution may be based is
4, Some measure of the val dlty or acceptablllty of proposed -
! solutlons is agreed upon.
\Problem-solvlng systems in Al generally QMP|OY a "state-descrlptlon"

model of representation. That is|, the problem is expressed as the

‘initial state of the objects and processes within the domain of the

problem (e.q., the current configuration of the chess pleces on the:

board). The solution Is expressed §s a ''goal state' of the objects and
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T Inftial State of tions/Operators
the prob?ﬁgl : o
. Subsequent
' states

/ problem-solving systems--the problem of the '‘combinatorial explosion."

processes in the domain (e.g., an allowable configuration of_chess pleces
that.glvas one player the best advantage over the other).

Once the problem has been adeqdately'répresedted, the problem-
Thlﬁ*search o )

' Y . :
solving system must then conduct a ségrch for'the solution.

(N\aq be illustrated by ah Inverted tree Qlagram (see Figure 1), .in which *

LT YRR ¥

Qﬂ\(\top node of the tree represents the. In{tlal state of the problem

doma) The 1ines emanating from the nodes represent varlous actions or. .ﬁ
operators that can be applied in order to changg the current state Into ?ﬁ

- » >
the state represented by the lower node to which it is attached. The" ’{%

problem is solved when the system discovers a node that corresponds to

the gb@l state.

!
a8 0 \-\:\ ,"\\\‘ L WY L Y

Figure 1. Partiai Tree Diagram of a Problem=Solving Search.

-

Figure 1 also illustrates a critical obstruction in the design of

-

As is evldéﬁt from the figure, the growth of “the search space is - °*

exponential, as each node In the tree diagram generates one or more

successors. If a problem-solving system were to explore every possible

node in the tree, the problem would quickly hecome unmanageable. For

12
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i' " example, It has been estimated that there are approximately 10120

| possible moves in a chess game. lf the fastest modern computer were to

calculate every con;elvable move, the time required w@uld surpass the ) _§
expected 1ife of the solar system (McCorduck, 1979, p. 157). J -

COnsequently,'problem-solvlng systems must employ techniques that

iimit the search space. Al researchers refer to this as Ypruning' the _:é
search tree. Much of the effort in designing problem'solvers has gone é
into develbplnq heuristic techniques (Slagle, 1971; Lenat, 1982) that q
- aliow the programsstb evaluate the probable efflclenéy of pursuing & . . '%
partlcularﬂbranch qf the search space. Thui, these systems can ellmlnat;
!

unproductive Ilnesiii'lnqulry-and concentrate on branches that:show

promise of yielding a solution to the problem.
Expert Systéns

Expert systeﬁé are programs that simulate the problem-solvlng-
techniques employed by human exper;s within a specific domain, These .
systems act as an "intelligent assistant," providing consultation and o
. advice for a particular problem. qu gxample, the flrgt expert system to |
be‘divelopeq, DENDRAL, was designed to Identify chemical compounQ;, based
"upon dati-supplled by a mass spectrometer (Buchanan, Sutherland, and
Feigenbaum, 1969). Initially, the program's performance was found to be
equivaient to that of a doctoral caqdldate in chemistry., With its
subsoﬁucn: improvements, the proaram now surpasses human capabilities in

this area (Feigenbaum and McCorduck, 1983, p. 62),

13
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DENDRAL reﬁresenied a significant écpartu(g from earlier work with
problem=solving systems, in whiglt the emphaslglhad been on representing
qgeneral processes so ;hat'the ;ystems could soive virtually any problem,:
regarqloss of the ?oqtént ares. However, the DENDRAL projoct suggbsted

that content=-specific knowledge was critical to problem-solving tasks.

Structure of Expert.Systens* ' . 'f
Since the appeiranca of DENDRAL in the late 1960's, considerable

effort has been expen@gd in designing similar "knowledge=based" systems,
(Appendix B of this p;per 1{sts more than 80 expert systems-=both

: - operational and experimental=-that have been developbd over the%pdst 20
'years.)'-These-svﬁtems share a common .architecture comprised of three ;
; subsystems$ g knowledge base, gn lnferenée system, and an Input/output
;. system, Figure ? i1lustrates hgy'these subsystemg are related in a
|

typical expert system.

| E
' \ . User \ E
. : : lnpbt/output ;
[ ' ) : system ;
|
; ‘ Advice, Specific '
’)7f . explianations facts and
Knowledge Inference
base ‘ : * system

Figure 2. Basic Structure of an Expert System (based on Feigenbaum and
McCorduck, 1983, p. 76).

*The discussion that follows Is a summary of Felgenbaum and
McCorduck (1983), pp. 76-84. ‘ '

14
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The knowledge base of an expert system consists of two types of

: knowledge, First is the factual knowledge of the partlcular’dﬁmalﬁ--the

' commonlt'agreod upon information that appears In the textbooks and

journals of the field. The second type Is heuristic knowledge, the
rules of thumb" eﬁployed by human experts as they solve probléhs within
the domain. Consequently, a knowledge base is significantly different
from a data base, as Swaine (1983a) notes in the following analogy
provided by Edward Feigenbaum, one of the pioneers In expert-systems
researchs e |

A doctor, reading & patient's chart, Is taking in datas but the
doctor supplies the background knowledge to interpret that data.
That knowledge is not acquired on the spot, but ‘through years of
medical school, internship, residency, specialization and practice
in the fleld (p. 12; emphasis added). . '

The inference subsystem li the ''reasoning engine'' of the expert
system. In most expert systems, the inference system consists of a

series of "if-then" rules that guide the search for a solutfon to the

problem (McCorduck, 1979, p. 287). A full-fledged expert system usually

requires at least 500 such rules, and Q;stems that employ more than a

thousand rules are not uncommon (Duda and Gaschnig, 1981; Edelson, 1982).

The line of reasoning employeQ“by the inference engine in an expert
system must be explicit and easily comprehensible to the user. Such
expllcltness“is necessary for debugging thq:program qurlng its
development, and for allowing the user to judge the practicality of the

p! sposed solution. fn some expert systems, the program also supplies the

_user with a '‘certainty measure,' a numerical value that indicates the

system's relative confidence in its conclusions (e.g., Duda and Gaschnig,
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The lnpuf[putput system is fhe fuser Interface' to the expert

5 system-~the part of the program that gathers relevant data from the user

/  and-communlcateﬁ the results of the probfem-solvlng sbarcb. Usually, the
' /'.lnput/output system atso°agslsto the user in specifying the prohlem.-‘ln
/ addition, most expert systems employ some type of parslngqsystgm that
allows the user to communlcafe in natural Ianbﬁago-(Swalne, 1983b3
f- _ Feléenbaum, 1979). Appendix A illustrates how the:lnput/outpq; system of
an expert system called ROSIE accomplishes these tasks. |

It lsflmportont to note thit experi systems are slgnl;lcantly -

dlfferent;from the larga data-base management systems in widespread use
"~ today. Such systems are capable of storing and récalling lmpresslve
- amountgizf lnformntlon, yet they are essentially "unlntelllgent“ in the
» S6NSe K at they possess no cdpabllltles for altering thelr data or for
~ parfqrming the inferentlal reasoning that Is the hcllmark of expert

s. This li tfue even though some modern data-base systems employ

syst
na:’ral-lcﬁguage query systema,thai allow the user to call up data dslng'

cofjversational English commands. Hendrix and Sacerdoti (1981) describe :

information about naval vessels. - The progrem understands and responds té '

jommunds such as, 'What U.S. merchant ships carrying vanadlum ore are

oij such system called LADDER, which .allows the user to access

' lethln 500 miles of the Kimlow?" (p. 314). 'Although the natural lanquaqo

lparser used ln this program displays an impressive degree of j

!
\lntelllqence, the actual retr%aval of the daté Is accompllshed through

radltlonal data-search technlques.

K *““‘""--—N : R
’ e,
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i | Designing Expert Systems

and McCorduck, 1983). First Is the |s$ue-of know! edge reprosentatton--

! ' how to ¥tore, organize, control, and updato the knowledge base of the

“ﬁ:; l |lteratu\e (a.g{, Watérman and Hayes=Roth, 1982; Aikins, 1§83; Hawkins,

_,vertheless,

1983), anﬂwseveral approaches have proven useful .

imitat ing \human methods of knowledge representa}ﬁon re

Duda and S ort]iffe (1983, p. 266) expla!nz

. 1t has frequently been noted that humans seem to exploit several
- I differe t representations for the same phenomena. * Mn\particular,
- experts seem to employ rule-iike associations to solve\routine
problams qu!ckly, but can shift to using more reasoned: rguments .

allow expert systems to repltcate these multtple views of knowldrge -

domain. f,‘
problem-solv!ng str toglos. Here again, several dtfferent,apprpaches
However, one nagging uestion remains unanswereds What should an expert

solving a particular problem? Feigenbaum (in Sh;a; 1983) deseribes one
technique for dealing w\th this situation. If a system cannot answer a
qdoigtpn, it cpﬁ adopt‘: "araceful fatluf; mode,'' in which the system
responds wlthggonaral |nX9rma£|on‘that Is correct, but not necessarily
useful. ln'tﬁts ;ensc, tﬁe sygéom does simulate a strategy often

employed by human experts who find themselves in similar situations. |

|ns dtff!cult, as

The design of expert systems |nvolves three major |ssues (Feigenbaum - ° '

expert ;ystem. This teplc Is .8 sub]eﬁt of?ﬁuch-dtscusstoq,In-current Al

v o
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CIeerly, though, more effective strategies must be develop d for handling
such cases. .
The final issue in the design of expert systems hes,Lo do. with

. knowledge ecqulsltlon, trcnsferrlng expertise from human experts to

machlnes, and enabllng those mechlnee to "learn" from their experiences.
anwledge ecqulsltlon is the most problemetlc -of the- three design lssues,
as Duda and Short)iffe (1983, p. 265) acknowledge:

The very attempt to build a knowledge base oft n discloses gaps In

| our understanding of the subject domain and wgaknesses in available
i representation techniques. Even when an adegliate knowledge

representation formalism has been developed,/experts often have
difficulty expreselng thelr knowledge in that form.

- The effectlve hendllng of these three._iélqn Issues ls obviously a
. complicated task. | Consequently, the design -; éxpert syeteme-hee evolved
into a specialized brench of computer science called "knowledge
engineering.' The Job of the knowledge englneer is to interview the
human expert and translate the expert's fectuel and heurlstld‘knpuledge
into a form that can be encoded by cdﬁpuérr programmers. The knowledge
engineer is also responsible for ellcltlng\the_problem-solvlng.nules that
make up the core of the Inference system.*\

- The process of designing an expert sysé Is a conplex job that can
toke anywhere from 5 to 20 person-years to camplete. Consequently,

derelopment of an expert system Is an expensls proposltlon, with costs

!.'

« %At the present time, there Is a crltlcei shortege of personnel In
the flelid of knowledge engineering. Accordtng to one estlmate, there are
. no more than 50 to 100 qualified knowladge engineers in thé Unjted States
(Edeison, 1982)., This shortage may hamper large-scale deve1opment of
expert systems in the immediate future.
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ranging frpm one to four million d}ol lars (Edolson, 1982). H yever, steps
have been taken to autmte parts of tha design process. One w‘ayfu.ggﬂ'd
- grovide the.knowledge englne,g-r with computerized tools for eliciting |
nowledge from the human exi;ért. Figure 3 i1lustrates how these tqo’cs*“” s

: interact with the varlous parts of an expert system. »’

Another method for stremllnlng the design of ’expert Jystems i to

PP

build generalized ru!e-??oductlon systems that can be adaptqd to

/ different problem dgvﬁihs. For example, an axpert system ca!led HYC§
Y R e o
';' was originally deg&gﬂéd to dlagnose blood lnfectlons and recomend . \3\ ’

j traatmnt (Shortllm, 1977). The lnference subsystem of nvcm was lat@r

f " adapted to a different knowledge base in a system called PUFF, whlch
! diagnosed lung disorders (Feigenbaum, 1979).

. Efo"t S , User . ' L
( .
Knowledge | | Input/output
| acquisition system
facility (tools) - .
- o
" Advice, ' Specific
explanations facts and
data
Knowledge m " Inference
base ‘ - ’ system

Knowledge engineer / |

Figure 3. Designing an Expert System (from Feigenbaum and McCorduck,
‘083, P 76) . ) . . .. -

;

More recently, the Rand Corporatlon conducted an interesting /

experiment that compared the performance of eight rule-productlon/rystem'




_(watermen and Hayes-Roth, 1982), Proaramming teams-repreeentlng the

. ectuelly conslsted of several subproblems, lncludlnq Identifying the

_splll, finding the source of the material, and notifying the appropriate

aovernment agericies.

-only two problems, identifying the splll materiel and determining the

- - | 16 - -

elqht-systems were Inylted to design expert systeﬁs capable of respopd]ng
to a simulated environmental crisis. The situation Involved a chenical ﬁ
spill at the 0&k Ridge National Laboratory In Tennessee, a complex of

more than 200 buildlngs thet store hazardous chemicals. The problem

sptll material, wernlng people in the immediate area, containing the

_ .The Eliuethp also presented one udditional problems The system o
would ﬁf&e.eo be capable of handling chengfng conditions during the )
crisis{ That Is, the program would have to,allow the user to enter new
data ehpplle&aby field observers and respond to that data In a timely
?ashlpn. For.exemple, If the program determined thet.the splll material
--Was-- &nexloue ebemlcel,—lt -would- have. -£0- wspend -al-t--other processﬁm and—
tssue an immeciate warning to workers In close proximity to the spill
slte: ‘ ,_}u R S

" The elght teams of proqremmers spent three deys Iin intensive
epnsulet!on wlth experts in the fleld and managed to produce prototype
expe;t szstems for ‘deal Ing with the problem. (Appendlx A lllustretes how
‘one of these systemy approached the problem.) 'Because of the rlqld time
constrelnts Imposed by the~ekperlmental design fnormal development of an
expert system.can teke months or yeers Father theh days), the programming

teams qenerally concentrated on only one or two qf the subprobiems. For -
. Y by

example, the ROSIE system |1lustrated In AppendfilAhetgempged_:o_eojye_ |

source of the spill, o
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The reiultsIOf.this.experlment.lndlcatgd that each of the production
systems tésted had Its own relative strengths and weaknesses. For
example, snm; qystams.handl@& tﬂe lnte}a&tlve aspects of tﬁe problem
well, but hgd difficulty conduéi]ng,the search for the gplll source.

This suggests that even genérglfied ruloqproductlbn syQtems have to bhe

tallored to the specifics of the problem domain. .

!xalplas of Expert Systems \ i :k .

..
i oS

Expert systems have baen deslgned to solve problems ina var lety of

| flelds, including medicine, engineering, eomputer hardware design, and

resource exploration. The specific tasks pérformed by each of .these
systems variaes with the nature of the particular problem. One way to
survey the field of expert systems is to classlfy the systems by the type

of problem that they atfempt to solve. Steflk et al. (1982) provlde

____useful taxonomy tha:_ln;ludaaﬂslx_ganennl types of. problem-solvlng taskss

Interpretatlon, dlagnoiis, monitoring, predlctlon, plannlng, and deslgn.
' Intergretatcon. Interpretive expert -systems are deslgpeg to analyze
data and determlne their significance. The DENDRAL progrﬁm descr ibed
ahove Is an'qxampie of this t?pe of system. Another glnd of
interpretation is performed by a system called HASP/SIAP, which anaiyzes

data from sonar readings in order to identify and track naval vessels

-

~ "(Felgenbgum and ﬁcCorduck, 1983).

Diagnosis. Diagncstlc systems perform fault?flndlng analyses. Many
expert systems of this type are used in the medical field, for example,
NYCIN.Ahq PUFF, which are described above. Diagnostic systems are also

useful in the field of computer hardware maintenance. IBM, for example,

-
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uses an expert syste@ called DART to diagnose malfunctions In computé}
systems (Artificial. Intelligence, 1982).

Monitoring. Monitoring systems lnteépret a ContlLuous flow of data
‘and sound an alarm when coftiln céndltlons are met. For example, an
expert system:called VM monltofs intensive~care patients who Qre
breathing. with the asslstaﬁce of a mechanical device (Fag#n, 1986)..‘)f
the system qeteqts that the patient Is having difficulties, it notifies
medical attendants and recomm?nds approprlaf;_resplratory therapy.
Another program, ACE, is used by Southwestern Bell to monitor maintenance
of telephone lines (Schrage, 1983). |
| Prediction. Expert system§ in this category are deslgned-to mﬁie
forecasts, based upcn models of past experlence. For example, the
PROSPECTOR system analyzes geological data and predlcts the Ilkellhood of
finding mineral deposlts (Duda and Gaschnig, 1981). Recently, the system
| corchtly predlcted the presence of a‘large molybdenum deposit in the

state of “Washtngton.. (Shirley, 1983). Another predlctlve system,.noss, 18

used by the Rand Corporation to conduct simulations 6f declslon-maklng

‘processes (Feligenbaum and HcCorduck, 1983)

0

Iannlng. Expert systems that specialize in planning advise users
on the optimum sequence of activities to achieve a particular goal. For.
"Siamplnﬁ MOLGEN is a system that alds in planning experlménts in gene

spllclng (Stefik, 1981). In tﬁe,fleld of englneerlng, a program called -

- SACON™ brovldes advice on planning structural analyses (Feigenbaum and

\\ﬂcCorddck, 1983).

L
LY
.
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' Design. Expert systems in this éategory generate design . g
specifications to meet specific requirements. Most systems of this type |
aro used in the fléld.of(computof'hardwure design, 'For example, Xerox

o poratlo; has devoloped\an expert system cafled KBVLSi, which designs

uger.clrcult boards (Félgpnbaum'and McCorduck, 1983). 6lglta|

Ehulpmont Corporation uses a program called R1 to configure computer

systems to match the needs of particular users (McDermott, 1982).

igital estimates that the R1.system has saved the company between seven

nd ten million dollars lnvthe,past three years (Schrage, 1983).

Expert 'Systems in Education

Some researchers (e.g., Papert, 3980; Gable and Page, 1980) have
made a8 good case for the "promise" of Al in education, but that promise
is still largely unrealized. ‘ Most useslof’computers ]ﬂ‘elemantar§ and
secondary schools do not quallfy as artificlal intelligence by anybody's. \\ g
definition in this field of research. What sqﬁools have seen so fé}. -
differs by an order of mugnlthde from the kind of applied Al research
currently in use in science and industry. . .'_

To be sure, a wide vérlety of computer programs have been written
forrpchools, but;most of them have turned-out to be fairly mundane ' }‘u
applications known as "ftamn-orjqnted" systems. in a frame-oriented
system, the computer simply "turns pages''--to be more precise, it skips
througﬁ pages--in a programmed textbook. Such systems cannot be
classified as "intelligent' because all of the instructional text,

.-questions, and sequences for branching the learner from one }raqo to

another are explicitly detailed by the prqgram‘s author.

.}?2}
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\L - The 'promise" in expert systems for gducatton would be to provide
“an infinitely patient, intelligent, and nonjudgm;ntal tutor" (Felgenbaum

- and MéCorduck, 1983, p. OSQ\that would reduce the tedious choré\ef
speclfylng every slnqﬂe frame Iin an Instructlonal program. Presumably,
an expert system applied to educotlcn would e able to use its stored
knowledge to generate—approprlate questlons and responses based. on

* students® .abllities and Interests (Gable and Pag , 1980; O'Shea, 1979)

‘ Although expert systems\in education sound tog good"to be ‘tr

several systems have been developed thad do Incorpor te the tcchnuqzax§

expert systems In educatlonal appllcatlohs. One of th first of these

knowledge-based systems was SCHOLAR, deve‘oped by Bolt,

eranek, and
Newman, Inc., ln_thg late 1960°'s. The prog(am_ls¢§eslgne \to teach
factual"knowledge about the geography of Sodih'hme?léa. SCHOLAR's

\knowledge base consfsts of a “semantic network," whlch is a set of

"units," egch of uhlch Is comprlsed of all the propdrtiies assochated with
- that unlt‘s label. Thus, for example, a unit Iabclié‘"Argontlna" would
have assoclated with it the propertles of location, pdpulatlon,
neighboring countries, and so on. These properties can themselves be
pointers to other units within the network. For example, Argentina's ‘
"neighboring country' property would include a pointer to Uruguay,-whlcﬂ
is itself a separate unit. Consequently, the structure of SCHOLAR's \\\
knowiedge base allows considerable complexity in the nestlng_qf= '
information (Gable and Page, 1980). o

Using this knowledge base, SCHOLAR/gpndUéf; » dlalogue with the \

. studént, asking questions and rggpoh&ing to the student's qugstlons as

%
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well. What is significant about SCHOLAR Is that these questions and

responses are not “pre-programmed" as they are in frame-oriented systems.' .

- Thus, SCHOLAR represeﬁts a major departure from traditional approaches to

computer-asslsted lnstructlon. : ' ~

Another knowledge-based teachlng tool, SOPHIE, also developed by

Bolt, Beranek, and Neumln, guides studgnts through a simulation that

teaches the problempsolvlng:skrlls involved in electronic troubleshooting
(Brown, Burton, and Bell, 1975). SOPHIE presents the student with a

schematic diagram of an electronic device and generates a fault in the

_device. The student's Job is to identify and repair the malfunction by

requesting various electrical measurements from SOPHIE and generating

‘hypotheses about the location of the fault. The student may request any

‘number df maasurements in any order. If necessary, SOPHIE ;lll, on

request, generate severaT‘plauslb1e‘ﬁypothoses fﬁ?‘tﬂ!‘!tud!nt“tu~-—~' —

.lnvestlgate. Consequently, SOPHIE does not rely on the relatively crude

logic of traditional frame-oriented programs. Instead, SOPHIE-employs a
set of sophisticated Inferenclﬁﬁ\ifﬁcedures coupled with extensive
. - o P »

knowledge about the behavior. of electronic circuits. The program is also

equipped with a sophisticated naturol-language:phrser that can interpret

misspellings, typographical errors, anaphorlé references, anq,dlllptlcal
constructions. Figure & Illustrates some of the capabilities of the

SOPHIE system.

*Kearsley (1977-78) reports that a modified version of the SCHOLAR
program has been developed to teach computer programming.

25
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teacher uould. The probrem
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VAT 1S THE OUTPUT
m OUTPUT; VOLTAGZ 1S 11.7 VOLTS.
WHAT 1S 1T \u A VORKING |NSTRINENT?
IN A VORKING c\mcm'r THE OUTPUT VOLTAGE 1S 19.9 VOLTS.
'um IS THE vu\.{me BETWEEN R8 AND Q17 -
THE VOLTAGE AT N IS 47.6 VOLTS.

WHAT IS THE BSE :n\r(m VOLTAGE OF THE VOLTAGE LINITING:
TRANS I TOR? \ |

=BASE
=TRANS|STOR##
THE BASE ENITTER VOLTAGE OF Q5 IS -0.037 MILLIVOLTS.

N WHAT m FOR THE CURRENT unmue TRANS | STOR?

O R AR LI TSRy

THE BASE EHITTER VOLTAGE OF Qﬁ IS 0.349 VOLTS.

. A

Figure 4. Sample Output from SOPH|E (from. Broun, Burton, and Sell,
T '—_‘""'97'5', Pe 600) ) )

Q
.

“#The student’s Input is In boldface. ; E
*AThe program corrects tyo m sspellic s in the student s previous

question. R

Another instructional sys7em thet\Xskes advantage of the technology

of expert systems is GUIDON,

ich uses tﬁe knowledge base originally -
developed for MYCIN -to tsech tagnostic skills to imedical students |
(ctencey, 1979). GUIDON lncl des a subsystem that emulates the expertlse _
ogram constructs a model of the student's
abjlities and Interests, b*( d upon his or her responses to the progrsm‘s
questions. Then the system 'djusts the presentstlon of instruction to
match those abilities and Intérests, in muqh the same way that a human
( resents the seudent-wlth a sample patient

case, and assists in formilatlng hypotheses about the cause of the -

I 1
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patient's Infection. Duda and Gaschnig (1981) report that the GUIDON
system has also been adapted to the khowledg;-base of the PUFF systom,'
thereby providing a tutorial for pulmon;ry disease dlagnosls.
Although expert systems seem to offer tremondous'pofentlal for
Imprgwlng computer-based instruction, several Ilmltatléns must be : -/
overcome before expdrt‘systepa come into widespread use in educatlonat '
applfcgtlbns. One of the major Ilmltatlonslis thelr cost... As noted
earller, dovelopﬁont and Implementation of an expert system requires a
great deal of effort and monay. Thus, It 1s not surprising that most of

the major systems now in use are designed for industrial and mllltary : S

environments, where research and developmont funding has tradltlonally

been strong} Moreover, the cost-effectlveness of.expert-systems,laz' :%
rend(ly evident In such settings: Systems tend to pay~for tﬁemselées In !

. matter of a few years, as Digital Equipment Qprporatlo; has ﬂ

; ‘demonsfrated with 1ts R cohflburi%lon system. In education, though,
research funding 1s meager, and the cost-effectiveness of Qny system |s 4
much more dlfflcult to demonstrate. ” a
Closely related to cost is *he problem of knowledge acquisition In

bulfdlng expert systems. Currently, the transfer of expertlse from o

humans to machine systems is a painsteking art, requlrlng months or years
of interviewing, programmlng, testing, and debugging. Although
“computer-based tools may ald In msking this process more efficient,
knowledge acquisition Is 1ikely to remain a bottieneck for s&ha years to

come. ' : _ ‘ §
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'Anothor limitation- of expert systems |s thelr applicability to - -
particular pﬁbblem domalns. Expert systems are more sugcessful at some
tasks than at others, and it ls-glfflcult to determine thelr
apbllcabl]lty to some domeln In advance of actually attémbtlng the
application. Duda and Gaschnig (1981, p. 262) 11st the following
prerequisites for a successful expert systems |

P 1. There must be at least one human expert acknowledged to perform
| - - the task well. - = - '

’

2. The primary source of the expert's axceptional pérformunco must
. be special knowledge, Judgment, and experlence.

3. -The expert must be able to explain the spgclal.knowle&ge and
experience and the methods used to apply them to particular
problems. : : -

4, The task must have a well<bounded domaln of apﬁticgtlon;

Two final 1imitations of expert systems have to do with hardware

cpns:ralnts( First, most of thg expert systams avaliable today are
written In speclalized Al languages such u: LiP, PLANNER, and PROLOG,
which generall§ recuire large amounts of computer memory. - Consequently,
'progr;ms written in these lﬁnguages usually demand at least o
minicomputer envquﬁmnnt in which to run. -In educational settings, ,'
though, small microcomputers are becoming the standard. Nevertheless, we
can expect this limitation to become 1ass acute as mlcrbcompuker versions
of the Al languages becone avallable (Kewney, 1982), and as mlcré;
themselves become capable 6f'addresslng larger amounts of'hompry (Shea,
1983).

The second hardware |imitation may prove more dlfflcdlt to overcome.

As was noted éarller in this paper, contemporary computers are serial

E - 28
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uporform, Al prdgramm;are fast approaching the limits of serlal machines,

. '982@) .

" Generation" project.. ThiS'proJect, which involves a consortium of

PR A R i DL A O L bk L I A A

I I /

processors, which execute instructions one at a time. Although such

prc ‘sing Is adequate for most applications that computers currently

Many Al authoritles feel that future developm@nts in expert systems will
require 'parallql processors~-machines that can perfoq_tq. many calculations
simultaneously and communicate the results of those calcuiations to other
proc~«sors In the sygtan.(ﬁelgenbadm ind HéCorquck, i933; Alexander, J
N | |

Much of the major research and development work in pa?allol-

processing machines has been unde(tiﬁen by the Japanese in tholr'"Flfth

government agencies and private compinles,'has received a government o T
commitment of $450 miliion over the next ten ygars to_deyiiop hardware
and aoftuu;e'for advanced Al applications. With additional matching I
contributions from private Industry, the budget of the Fifth Generation - fé
project may eventually exceed 5850 million (Felgenbaum and McCorduck,
1983, p. 106). The project is still in its Infancy, and it Is not clear

that any major breakthroughs are imminent. In fact, many'Aherlcap

experts are skeptical. Uttal, for example, quotes one. American executlJo
as saying thnt the Fifth Generation "hes more of a public relations flair . :
to it than reality" (1982, P 82). L
Nevertheless, it may well be that the Japanese project wlli produce R
important breakthroughs In hardware and software systems. In addition,
the Flf;h Generation Project apbegrs to be stimulating similar
development eofforts In thls couhfry and In Europe. This reneyed interest
in Al research is Ilkely"tbihive profound effects on the future of dxpert

systems In all domalni, including education.

29 o .g-
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_‘ . APPERDIX A
INTERACTION WITH THE EXPERT-SYSTEN-ROSIE®

-

Go investigatett o o

‘Ready for report: The spill Is detected at WOC-64a%,

' : The solubility of the spill does appear low.
The pH of the spill does approximate 8. -
-End of report. c

Report recelved.
'SPILL #1 is detected at WQC-6' has been recorded.
'SOLUBILIYY #1 does appear kQW' has been recorded.

_'PH {1 does approximate 8" has beén recorded.
. . . 5 4

: [ -
Now attempting to determine the material type.
!TYPE~OF-MATERIAL #1 I3 on ioll.' -
Now attempting to determine the ispl_ll-matorlal. _
'SODIUM HYDROXIDE is not.a jpossible-material of SPILL #1.'
'POTASSIUM HYDROXIDE is not a possible~material of SPILL #1.'
'SULFURIC ACID Is not a possible-material of SPILL #i.'
'HYDROCHLORIC ACID is not a possible-material of SPILL #1.'
YACETIC ACID Is not a possible-material of SPILL #1.' o,

‘Now attempting to determine the spill volume.

Now trying to determine the source of the spiil. ' ~o

Locations eliminated (wrong material)®
(A 1ist of locations follows.)

What does the spill smell |ike? .
Please ‘characterize the spill's sppearances & colorless film, a siivery .
fiim, & lightly colored film, a brightly colored fiim, a fiim with -
colors turning dull or-a fiim with very dark colors. -
What Is the ares of the spill (in square meters)? ' :

*This material Is taken from Waterman and Hayes=-Roth (1982, pp.
66=71). ROSIE Is a reqistered trademark of the Rand Corporation.
#4The user's Input Is shown In boldface. _
#*4These alphanumeric references refer to mapped locations at the Oak
Ridge National Laboratory. !
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Pleuse check M6-29 for slpns of the spill.

: ' ik
Please check M6~15 for slgps of the spill.. !
Ready for reports 1he spill |s detected at mb~15.

7 The splll does have no odor.
End of report.

i
!
i

.Report recelved.

LY
I

\.\'SPILL 71 |5 detectéd at M6=15° has baen recordd.
"ISPILL Il oes have NO ODOR' has been recorded.

Now attemptlng to determlne the splli-material.
'GASOLINE 1s not a possible-material of SPILL #1.'
'DIESEL OIL ls not a possible-material of SPILL fl.

Now attempting to determlne the splll volume. T

Now trylng to determine the source of the spill.
Locations ‘el Iminated (below a dirty lnspectlon slte):

(A 11st of locations follows.)

Locatlons el iminated (wrong:material)s

e sﬁlll's appearance: coldrless flim, 3 sllvery
olored flim, a brlghtly colored fiim, a fllm‘wlth

Please characterlze
flim, a lightly
colors turning dull or a f1im with vary derk colors.

What Is the area of the splil (In square meters)? . '

(A 118t oflochgéons_follows.) |

/

Ready for report: ; The spill is datoctod at mb-29.
' i The splll does form (a film with colors
. turning dull).
The splil does cover 78000 m*#2,
End of report.

s/

Report received.

'SPILL #1 is detected at M6~29' has been recorded.
'SPILL #1 does form FILM #1' has been recorded.
- 'SPILL #1 does cover 78000 M#¥2' has been recorded. -

Now attempting to determlne the splll-muxer!ai.

ety

Now attempting to- determine the spl1l volume.
'SPILL #1 does Involve 20.592 GALLONS OF MATERIAL,'

Now trying to determine the source of the spill,
Locations eliminated (below a dirty inspection site)s

(A Vist of locations follows.)
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Lor‘atlons eliminated (too Ittle’ volume):

. (A Tist Qf locat ions follows.)

Pledse check HP-!& for slgns of the splll.:

‘Raaqy for ropp*t: The spill Is not detected at 16-3§.
|,, End of roport. . ;
Report recelved. - K ,

ISPILL #1 is ot detected at N6-3k‘ has been recorded.
Now attempting to determine the spill-material.

Now trying to ‘determine the source of the spiil.
‘Locations eliminated (below a dirty. lnspectlon slte)s

(A Tist of locations follous.)
Please check M6-40 for stgns of .the splll.

Ready for report: The spill Is not detected at mb-A0,
End of report.

Report received.
1SPILL #1 Is not detected at M6-40' has been recorded.
Now attemptlng to detcrmlne the spiill-material. -

Now trying, to detarmlne the source of the spill.
- Locations ﬁilmlnotod (above a clean inspection site):

(A Tist of locations follows.) R
. Please check H6-3$ for-stgns of the spill,
Ready for reports g The splll is not at uﬁ-)S.

" Improper report form.
Please try again.

The spill is not detected at 16-35.
End of report. :

| Report received. _
'SPILL #1 Is not detected at M6-35' has been recorded.

Now atfemptlng=to determine the spill-material.
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Now trylng to determine the source of the spill, _
Locatlom el iminated (above a clean inspection slte): _ ' i

(A list of Iocatlons\ fol Iows.) _
Please check M6-h6 for slﬁns of the splll.

Ready for reports \Tho spll) is detected at wb-A6. "‘":‘-----;."-
| End of report. .

Report recelved. ) o - | - ,,\ 'i
. 'SPILL #1 is detected at M6-46' has been recorded. ' : ,1
‘Now attemptlng to determine the splll-mterlal. | '

Now trying to determlne the source of the splll. _
Locations el Iminated (above a clean inspection site): R

= (A st of locations follows.)
Please check $6-37 for slgns of the splll,_/
Ready for report: . The splll Is detected ot 36-37.
- 1 " End of report. | C
\ Report recelved. i‘ | | | o
'SPILL #1 i i ected at 56-37' has been recorded.

-

Now attempting to det rmlne the spnl-matcrlarl.

Now trying to determin tha source of the spill,
Locations eliminate (bflow a dirty Inspection site):

Ho-46 \ | BN
e N\ ’ i
The spill does orlgl ate at}, 36-37. L \ ‘
The material of the spill |s hydraulic oil.

The source Is located In BUILDING 3024, : | | »




_ Doma in

Bioengineer iny

| Chemistry

Computér
- Hardware

-

[

splicing experiments

HOLGENX plans cxﬁerlmants _ Stanford University
in gené‘lc engineering : :

PEPs analyzes protein . Intel1iGenetics, Ltd.
sequences :
DENDRAL: determices Stanford University

mélecular structuré-from .
mass spectrometer dat .

SECS: planh procedures
for organic chemical
synthesis -

University of
1lfornla, Santa Cruz

DARTs diaqnoses computer Stanford University

system faults . and 1BM

DESIGN AUTOMATION Bell Laboratori
ASSISTANT: alds In deslgp

. of computer circuits

ISAs determines the - Digital Equipment
appropr late del ivery Corporation

date for computer systems .
KBVLS!s. designs computer rox Corporation
circuits and Stanford

S ‘ _ University

MAPLE: designs micro- Unlverolty\Sf
processor hardware Reading, England’

”

#*Much éf the Information in this appendix Is taken from Felgenbaum
and McCorduck (1983, pp. 244-250), Thelr original 1ist has been
supplemented by the author.

-y
33 2
APPENDIX B , /
SELECTED EXPERT SYSTENS® . . . /_1
Program/Description - - institution 'f-.T
GELs aetérmlne;,éhe IntelliGenetics, Ltd, . _j
appropr |ate-séquence of ~ ° , / |
_nucletc aclids _ -
- . ' e 2 _ N
GENESIS: ' plaris gene= . IntelliGenetics, Ltd. TR




Computer
Software

Education

-

. XSEL3

3

Program/Descr iption
R1 (also known as XCON)s
configures computer systems

SPEARs analyzes
computer error logs

“assists sales~
persons in selecting
computer systems

QUESTVARE: provides
sdvice on selecting
small computer systems:

PROGRAMMER 'S APPKENTICE:
assists In constructing:
and debugglng programs

PROJCON: aualyzes probtems

_ In software devélopment

pro]ects

PSis composes computer

| _ Erograms based on an

r—

nglish description of

“the. requlred task

VISUAE\DESIG

CONSULTANT: aids pro-.

"grammers 1n.formatting

menu displayy for software
appllcatlona . ‘

BLOCKSs ; teaches'nroblem-
solving, skills through
the uso'of ‘attribute
blocks,and Venn diagrams™

.GUIDONI teaches medical

di\.gnomc skills

LHS\ . dlagnoses student
errors in solving arith-
metic. problems and

algebhplc equations.

~ Institute of ~

\

institution

Canegle-Mellon S
University and Digital
Equipment Corporation

Digital Equipment
Corporation: .-

Digital Equipment
Corporation -

Dynaquest Consulting
Groups ‘

Massachusetts
Technology

Georgia -institute
of Tichnology
Kestrel Instlt@;a-

Virginia Polytechnic
institute

Cleveland State
University

\annford University

Leon=Un|vers|ty,
England.




Engineering

General-
Purpose
Systems and
Artificlal
Intelligence
Utilities

K
[y
i

| __/\-»»
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-'P:ggr!glbescrlptlon .

SCHOLAR: teaches
South American.
geography

SOPHIE:s general-

. purpose tutorial.

system; has been
used to teach
electronic trouble-
shootlng '

ACE: monitors and
analyzes teléphone
1iné maintenance

PEACE: analyzes
electronic clrcuits

. SACON: assists

structiral engineers In
planning analyses

SPERIL: assesses
structural damage for
civil engineers

AGE: assists in
develdping expert
systems

- AL/Xt encodes scientific

knowledge into an
Iintelllgent data base

: Asks general-purpose

knowledge-based system

CAKES: general-purpose
system for designing

_other expert systems

EMYCIN: basic Inference
system used as the
architecture for other
expert systems (e.q.,
MYCIN, PUFF)

... Nowman, Inc. -

institution

Bolt, Beranek, and

Bolt, Beranek, and
Newman, Inc.

Bell Laboratories

‘Onera-Cert, Toulouse,
France

Stanford-Un&verslty
University of Tokyo

Stanford University

Intelligent Terminals,

- Ltd,

California Institute
of Technology,
Pasadena

Teknowledge, Inc.

Stanford University
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-~ Instltutlion

]

- T

—BURISKO: general-p rposc )
inference system ca ble ‘
of generating its
heuristics; has beod used
In computer clrcult design

!
EXPERT: ' basic lnfgéq ce
system used In the
petroleum and medical’
flelds; has been used’
to diagnose thyrold
. d} seases i

HEARSAY: tool for
bul lding expert systems:
1

ICLXs

!
!

gonoral-purposb
- expert system

- KASs creates rule - !
networks for expert \

systems

KEPE: general-purpose
knowledge representation
system

KM=13 general -purpose
knowledge management system

LOOPS: general-purposé’
knowledge representation
system used -in KBVLS!

'MERLIN: conducts ‘and
analyzes experiments In
artificlal intelligence

MLSEs assists ‘In
designing knowledge-based
systems

MRSt ganeral-purpose
knowledge representation
system

0PS:° basic Inference
system used In other
expert systems

<
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‘Intel1Genetics, Ltd.

‘Xerox Corpporation

Stanford:ﬁnlverslty

Rutg&b University

Carnegle~-Mellon
University

Systems, Stratcgy
Centre, ICl, Stevonige
Englaftd

SR! !nternatlonal

4

Sysiem Dovelopmunt:
Corporation

Carnegie-Mellon
University

University of Tokyo

Stanford 0nlverslty,
/

Carnegle~-Mel lon
University -
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Law

Manufacturing
and industry

Prggram[besgrlgtiﬁn.

RABBIT: assists in
formulating queries
for.a data base

ROSIE:s general-purpose .
inference. system :

ROSS: conducts decision-
making simulations

SAGE: - general~-purpose
inference system

SPEX:s aﬁalyzcs human
speech through the
use of spectrograms

TEIRESIASs asslists In
building knowledge bases
for expert systems

. UNITSs general-purpose -

knowledge representation
system g

ELIs consultation system
for welfare rights workers

LDS:s assists lawyers and
claims adjusters

. CALLISTOs schedules and

monitors large projects

FRUMP: summarizes wire-
service news storles

i$183 conducts job
schedul ing

KBCS: contrbls

- manufacturing in

electronics plants

K$-300s provides

industrial diagnosis
and advice

TAXADVISOR:s provides
advice for federal
tax planning

41

)nstltutlon

Xerox Corporation

Rand Corporation

Rand Corporation

' SR! international

-

Verbex Corporation

Stanford University

-

Stanford University

Open University,
Milton Keynes, England

Rand Corporstion
Carnegie=-Mellon
University

United Press
lnfz;hatlonal
Carhegie=Mellon
University |
Mitsubishl ~
Electric Corporation,
Japan :

Teknowledge, Inc.

University of
Nebraska \
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Hqthenutlcs

- Medicine

_ of rheumatism

‘38

Program/Description

TAXMAN: asslists In

- corporate tax planning

7009; assists mechanics’
in repairing electro-
mechanical equipment

MACYSMA: mufhomntlclan‘s
assistant for solving

~ algebraic  expressions

ABELs diagnoses medical
disorders

CADUCEUS: performs
dlq?noses in Internal
dicine

CASNET: recommends
treatments for glaucoms

CENTAUR: dlagnoses
Jung disorders

MECS-Alt provides
dlagnostic assistance

MICRORHEUM: assists |
dlagnosis and treatmen

"

MYCINs dlagnoses bl
infections

ONCOCIN: menages
cancer chemotherapy

PUFF: dlagnoses lung
disorders

RECONSIRQER: provides
medical dlagnoses

VM: monitors patients .
in Intensive care}

recommends respliratory [l

therapy

institution

Rutgers ‘niversity

SR! International

Massa\husatts
institute of

Massachusetts

Institute of -
Technology

‘University of

Pittsburgh

‘Rutgers Univarslty

-

xgrcr Corporatlon
Unlﬁarslty of Tbkyo

Unlve(slty of Missourl

Staﬁ?ord Universlity
Stanford University
Stanford University

University of
California Medica!
Center, $an Franclsco

Stanford University




Oomaln
Military

 Program/Description
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b
ACTS:s teaches decision-
making skills In

Resource
Exploration

AIRPLANS manages air
traffic around aircraft
carriers

- A18s selects and

presents messages in
tactical mllitary
settings '

- GRAC1Es translates and

correct telegraphic
messages AN

HASPIQIAP: uses sonar
signals to track ships

KNOBS: assists in
planning Air Force
missions

TATR: provides advice-

~on air combat tactics

DIPMETER ADVISOR:
analyzes information
from oll well logs

DRILLING ADVISOR:

‘diagnoses ol well

drilling problems

HYDRO: assists tn
solving water resource

"~ problems

LITHO: performs
geological analyses,

~ PROSPECTOR: evaluates

sites for potential
minaral deposit

WAVES: providds advice
on seismic dat
exploration

military anvironments . _

t " Hughes Alrcraft

.
\\SYQtems Control -

, University

" Mitre Corporation -~

Institution
quceptronlcs, Inc.

Carnéglqrﬁellon
University

Perceptronics, Inc.

il e

E

Company . L "

Technology, inc.
and Stanford :

L3

Rend Corporation -

Schlumberger=Dol | LR
Research ) C

Teknowledge, Inc., and
Elf-Aquitaine

SR! International

Schlumberger=Doi |
Research

SR International

-

Teknowledge, Inc.




