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A

SOURCES OF VARIABILITY IN EARLY SPEECH DEVELOPMENT*

Michael Studdert-Kennedyt

’
Fd

V“?ne present paper . considers the origins of differences among children,
and within a child from time to’time, in the early development of speech The
bias of the paper is toward viewing these differences as special cases of gen-
eral’ variability in animal behavior and its development. Some variability
among children is surely genetic in origin (Lieberman, this volume); this is
the stuff of natural selection. Other variability is precisely what we expect
in a system growing from an open genetic prograh (Mayr, 1974) that depends on
loosely invariant propertles of the environmept to specify the course of
development (for elaboration, see below, and for an excellent brief disdus-
sion, see Lenneberg, 1967, chap. 1). .Finally, variability within a child is a
precondition of the adaptive biological process that we term "learning"
(cf. Fowler & Turvey, 1978). However, I will come to all these matters only
in the last section of the paper. -

.

My first concern, and the topic of the early parts of the bape}, is ap-
parent differences between capacities of infants and older children, Ferguson
(this volume) notes two main areas of research in child phonology: speech
perception in infants, and the und systems of individual children aged 2-4
years, as shown by their speeegggqupctions. The relation between these two

bodies of work is, indeed, "problématic," as Ferguson remarks. For, on the
one hand, we have an infant ‘appargntly capable not only of discriminating-

g‘virtually every -adult segmental contrast with which it is presented, but also

ad

of discrlminatlng speech sound categories across speakers and perhaps even
across. intrinsic allophonic variants (for a comprehensive review, see Aslin,

Pisoni; & Jusczyk, 1983). On the other hand, we have an older child producing
a_ bewildering variety of sounds in its attempts to geproduce a particular
adult word. The discrepancy is not simply betweeq perception and production.,

For we also find the older child, even up to the age of .5 or 6 years, making
substantial numbers of perceptual errors on consonant contrasts (voicing,
nasality, place of articulation) that would, seemingly, have caused no diffi-
culty at all when it was  an infant (see Barton, 1980, for a review), of
course, {these are cross- sectional comparisons, But the data are well estab-
lished, lnd would usually be taken to reflect the child's course of develop-
ment rather than sampling error‘

-

- ,

L4

*To apﬁeir in J. S. Perkell & D. H. Klatt ‘(Eds.), Invariance and variabillty
9£ speech processes. Hillsdale, NJ: Erlbaum, in press.

tAlso Queens College and Graduate Center, City University of New York. _
Acknowledgment. My thanks to Bjdrn Lindblom and Peter MacNeilage for conver-

sations, to Charles Ferguson and Lise Menn for their papers, to John Locke

for his book, and my apologies to all of them for any misconstruals. Prepa-
ration of the paper was supported in part by NICHD Grant No:. HD-0199% to Has-
kins Laboratories, ,
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Studdert-Kennedy: Sources of Variability in Early Speech Developmgnt

How then are we 'to resolve the paradox? The first step is to acknowledge
that different tasks place differtnt demands on infant and older child: to
detect the difference between two patterns of sound (discrimination) is not
necessarily to recognize each pattern as an instance of a category (identifi-
cation) (Barton, 1980, p. 10b). Moreover, even when the tasks assigned to in-
fant and older child are the same (i.e., discrimination), different behavioral
measures may give different results: recovery from habituation to a nonsense
syllable upon presentation of a new syllable, as measured by high amplitude
sucking or by heart rate, may not i«draw on the same ‘capacities as choosing
which of +two nonsense words refers to a particular wooden block- (Garnica,
1971). If we assume, as seems reasonable, that the older child has not lost
capacities for discriminating between sounds of” the surrounding langﬂage that
it possessed as an infant, we must conclude that those’ capacities are not
sufficient for more explicitly communicative tasks (cf. Oller & Eilers, 1983;
Oller & MacNeilage, 1983).

Yet the origin of the paradox is more than methodological. It also
arises because infant speech research has "...generally taken for granted a
phonological unit corresponding to the 'segment' [or, we may add, feature] of
contemporary phonological. thedries, even though researchers have somet {mes
been familiar with the problems of relating such abstract units to the proces-
ses of speech perception..." (Ferguson, this volume). Ferguson himself has a
different and, I believe, more fruitful approach. For rather than viewing the
child as "acquiring" its phonology from the adult, Ferguson sees the adult's
phonology as growing out of the child's (cf. Locke, 1983; Menyuk & Menn,
1979). Moreover, like Moskowitz (1973), and in accard with sound biological
principle (e.g., Waddington, 1966), Ferguson sees this growth as a process of
differentiating smaller structures from larger. The child .does not build
words with phonemes: phonemes emerge from words. In short, Ferguson shuns
the preformationist view (long banished from embryology, but still thriving in
psychology) that attributes adult properties to the child he seeks rather to
trace the epigenetic course from child to adult.

In the next few.sections I will sketch a view of -infant speech develop-
ment over roughly the first year’ of 1life that attempts to resolve the
"problematic" reldtion between the apparent capacities of infant and older
child. Broadly, my view is that two wrong turns have led into the impasse.
First, a too narrow  notion of development has encouraged undue concentration
on'the infant's "initial state.”" For the biologist, development begins with

_the first division of the.fertilized'egg'anﬂ ends with geath, At each moment,

the organism is sufficient for adaptive response to current internal and-
external conditions. Birth is certainly an occasion of abrupt discontinuity
and of radical changes in conditions, but prenatal and postnatal development
do not differ in principle: the infant's state at birth is simply. the first
state that psychologists can conﬁgglgptly study. i .

Of course, we may treat the whole process teleologically, seeing the. end
in thesbeginning. That,_in my yiew, is the second wrong turn. For the habit
of describing infants' presumed percepts (and articulations) in linguistic
terms has diverted attention from the central problem of early speech develop-
ment, namely, imitation. We have been easily diverted because it seems natur-
al (as, indeed, it is) that, if an adult speaks a word or grasps the air with
her hand, a young child can repeat the word or imitate -the hand movement s,
But how, in fact, dogs the child d6 this? What information in the acoustic or
optic array Specifigs the executed movements? How is the information trans-

2 9 ) )
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. duced into muscular controls? W& are far from even imagining an answer to the
last question. But we may galn leverage on the former (the very question to
which the infant, learning to speak, must dtself find an answer) if we couch
our descriptions in auditory and métoric, “rather than in linguisLic terms
We begin then with a brief summary of what is known about speech perceptuomo-
tor processes in'adults.

Cerebral Asymmeghy for Language in Adults

Brain lateralization. offers a chink through which we may view the ‘early
stages of imitative processes essentuﬂ.éx>language development. €To justify
- this claim my first as3umption is that the association between lateralizations
for language and manual praxis in more than 9Q%-of the human population (Levy,
197%) is not mere coincidence. Second, I assume that lateralization of hand
{ control evolved in higher primates to facilitate bimanual .coordination by
assigning unilateral control to a bilaterally innervated system (MacNeilage,
Studdert-Kennedy, & Lindblom, 1984). Third I assume that speech and language
exploited the already existing neural organization of the left hemisphere to
‘develop a4 characteristic structure, analogous in certain key respects to the
structure of coordinated hand moveménts. - >
_ J
I have no ;gpace to develop the analogy here (for elaboration, see T N
MacNeilage, 1983; MacNeilage, Sﬁuddert—Kennedy, & Lindblom, in press). 1In
any case, for present purposes, the needed assumption is simply that language
evolved in the left Hemisphere for reasons of motor control. The assumption
- is consistent with studies of aphasics (Milner, 1974), of split-brain patients
’ (Zaidel, 1978) and of the effects of sodium amytal injection (Borchgrevink,
1983; Milner, Branch & Rasmussen, 1964), showing.that in most right-handed
individuals the right hemisphere 1is essentially mute: the ~bilaterally
innervated speech apparatus is controlled from the left side.
4
My final assumption is that a capacity to perceive speech--more exactly,
to break its patterns into components matehed to the motor cOmponents of arti-
culation--evolved alongside the motor system in the left hemisphere. The
# -assumption is consistent with numerbus studies of dichotic listening (e 8.,
Kimura, 1961, 1967; Studdert-Kennedy & Shankweiler, 1970), and has .drawn
further support from studies of split-brain patients. Levy (1974) showed that
only the left hemisphere of these patients can carry out the phonological
.analysis needed to recognize written rhymes; Zaidel (1976, 1978) showed that,
while the right hemisphere may have a sizeable auditory and visual lexicon,
only the left hemisphere can carry out the auditory-phonetic analysis neces-
sary ‘to identify synthetic nonsense syllables, or the phonological analysis
necessary to read new words. 4

In short, the stated assumptions and their supporting evidence justify.

the -claim that the speech perceptuomotor system is vested in the left hemi-

}:pher‘e of most normal right-handed individuals, Let us turn now to the
development of this system over the first year of life.

-

Cerebral Asymmetry for Speech in Infants

’

Perception, A number of perception studies has demonstrated dissociation
of the left and right sides of the brain for perceiving speech 'and non-speech
sounds at, or very shortly after, birth.. For example, Mokfese, Freeman and
Palermo (1975) measured auditory evoked responses, over left agd right tempo-

: 3 / | /
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Studdert-Kennedy: Sources of Variability in Early Speech Development

ral "lobes, of 10 infants, ranging in age from one week to 10 months. Their
stimuli were four naturally spoken mondsyllables, a C-major piano chord and a
250-4000 Hz burst of noise. Each stimulus lasted 500 ms and was presented
about 100 times, at randomly varying intervals. Median amplitude of response
was higher over the left hemisphere for all four. syllables in nine out of ten
infants, higher over the right hemisphere for the chord and the noise in all
ten infants; the one child who responded to speech with higher right hemt-
sphere amplitude had a left-handed mother. Molfese (1977) has reported simi-
lar asymmetries for syllables and pure tones in neonates.

Segalowitz and Chapman (1980) studied 153- premature infants with a mean
gestational age at tesfing of 36 weeks. They measured reduction of 1limb tre-
mor over a 24-hour period, at the end of a daily regimen_ of expqsure to
S5-minute spells of speech (the mother reading nursery Thymes) or music
(Brahms' "Lullaby"), presented six times a day at 2-hour intervals. Tremor in
the right arm (but not in the right leg, nor in the left arm or leg) was sig-
nificantly more reduced by speech than by music or by silence (control group).
The mechanism of the effect is not understood, nor whether it-is due to corti-
cal or subcortical asymmetries.

and 4-honth old infants fjpr ear differences in a memory-based dichotic task.
They used a cardiac orien¥ing response to measure recovery from habituation to
synthetic stop-vowel syllables and to Minimoog simulations of concert A (440
Hz) played on different instruments. In the speech task, a single dichotic
habituation pair (either /ba-da/ or /pa-ta/) was presented nine times, at ran-
domly varying intervals. On the 10th presentation, one ear again received its
habituation syllable, while the other received a test syllable (either /ga/ or
/ka/’), differing in place of articulation from both habituation syllables. An
analogous procedure was followed in the musigal note task. '

F nally,.ﬁest, Hoffzgn, and Glanville (1982) tested forty-eight 2-, 3-

The results showed significantly greater recovery of cardiac response for
right ear test syllables in the 3- and 4-month-olds, and for left ear musical
notes in all age groups. The authors suggest that right-hemisphere memory for
musical sounds develops before left-hemisphere memory for speech sounds, and
that the latter begins to develop between the second and third months of life.

Neithér these nor any of the several other studies with similar findings
(3ee Best et al., 1982, for a brief review) indicate what properties of the
signal mark it as speech. We may note, however, that those properties are
evidently present in 1solatedosyllables, natural or synthetic, and do not de-
pend on the melody or rhythm of fluent speech. Moreover, the results of Best
et al. (1982) invite the inference that infant speech sound d1scr1m1nat10n
attested by numerous studies, engages left-hemisphere -mechanisms no. less than
does adult speech sound discrimination.
CL o
- Production. {Evidence for early development of the production side of the
perceptuomotor link is tenuous, but suggestive. Kuhl and Meltzoff (1982)
showed that 4~ .to S—-month~old infants 1looked longer at the video-displayed
face of a woman articulating the vowel they were hearing (either [i] or [a])
than at the same face articulating the other vowel§Q3 synchrony. The prefer-
ence disappeared when the signals were pure tones\matched in amplitude and
duration to the vowels, so that infant preference waswfvidently for a match
between mouth ghape and spectral structure. Similarly, MacKain, Studdert-Ken-
nedy, Spieker, and Stern (1983) showed that 5- to 6-month-old infants pre-

S
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ferred to look at the face of a woman repeating the disyllable they were hear-
ing (e.g., [zuzi]) than at the synchronized face of the same woman repvatinb
another disyllable (e.g. {vaval]). In both these studies infant preferences
were for natural® structural correspondences between acoustic and optic infor-

mation. Since these two sources of fnformation have a common origin in the

articulations of the speaker, we may reasonably infer that the infant is sen-

sitive to information that specifies articulation. (For related work on adult

"lip-reading," see¢ Campbell & Dodd,” 19MN9; Crowder, 1983; McGurk & MacDonald,
1976; Summerfield, 1979). ' -

Two more {tems complete the circle. First, Meltzoff and Moore (1977)
showed that 12~ to 21-day- old infants could imitate both arbitrary mouth move-
ments, such as tongue protrus1on and mouth dpening, and (of interest for the
development of ASL) arbitrary hand movements such as opening and closing the
hand by serially moving the fingers. Here mouth opening was elicited without
vocalization; but had vocalization occurred, its structure would necessarily
have reflected the shape of the mouth. Kuhl and Meltzoff (1982) do, in fact,
report as an incidental finding of their study that 10 of their §L 1niants

"...produced sounds that resembled the adult female's vowels. They seemed to

be imitating the female talker, 'taking turns' by alternating their vocaliza-

tions with hers" (p. 1140). Of course, we have no indication that this
incipient capacity, demonstrated under conditions of controlled attention in
the laboratory, is actively used by 5-month-old infants in the more variable
conditions of daily life.

\ \

The second item of evidence is a curious aspect of the study by MacKain

. et al. (1983), cited earlier: infant preferences for a match between the fa-
- cial movements they were watching and the speech sounds they were hearing were

statlstically sjgnificant ornly when they were looking to their right sides.
Fourteen of the eighteen infants in the study preferred more matches oh their.
right sides than on their left. Moreover, in -a folldw-up investigation of
familial handedness, MacKain and her colleagues learned “vthat six of “the
infants had left-handed first- or second order relatives. Of these six, four
. were the infants who displayed more left-side than right-side matches.

: \

These results can be interpreted in the light of work by Kinsbourne and
his colleagues (e.g., Kinsbourne, 1972; Lempert & Kinsbourne, 1982). This
work suggests that attention to one side of the boédy may facilitate processes
for which the contralateral hemisphere is specjalized. If this is so, we may
infer that infants with a preference for matches on tneir right slde were
revealing a left hemisphere sensitivity to articulations specified by acoustic
and optic {information. Thus, we have preliminary evidence that 5- to
6-month-old infants, close to the onset of babbling, - already display the
beginnings of a speech perceptuomotor link in the left hemisphere

Here we should strike a note of caution. The evidence reviewed up ‘to
this point 'does not demonstrate that specialized phonetic processes are occur-
ring in the infant. In fact, whatever mechanisms for imitating articulation
may be deVeloping in these early months seem to be no different, in principle,
than corresponding specialized, mechanisms for imitating movements of hand
face, and body. What distinguishes the speech perc¢eptuomotor link, at this
stage of development, is, first, its locus in the brain, and second, its

modality, The capacity to imttate vocalizations seems to be peculiar to cer--

tain birds, certain marine mammals, and man. .

’
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Sbeech Perception lﬂllnfants

»

. 0-6 mo;Zhs.‘ As we have already remarked, and as is well known, infants
- in the first six months of life discPiminate almost any adult segmental con-
trast on which,they are tested. Particularly sStriking, in the early years of
this work, initiated by Eimas and his colleagues (Eimas, Siqueland, Jusczyk, &
vigorito, 1971), was 1= and 4-month-old infants' discrimjnation of synthetic
syllables along a stop consonant voice-onset time continuum. Discrimination
was measured by recovery (or no recovery¥ of high-amplitude sucking on a
non-nutritive nipple, in response to a change in sound (or no change for a
control group), after habituation to repeated presentation of ‘another sound.
Like adults, infants readily Qiscriminated between acoustically different
items belonging to different (English) phonetic categories, but not between-
acoustically different items belonging to the same category. This finding,
fortified by similar results on continua of, for example, stop consonant place
of articulation (Eimas, 1974), consonant manner (Eimas & Miller, 1980a,
1980b), and the [r]-[1] distinction (Eimas, 1975), encouraged the hypothesis
that "...these early categories serve as the basis for future phonetic cate-
gories" (Eimas, 1982, p. 342). .

However, there is a confusion here between two different types of cate-
gory. On the one hand, we have categories comprisijng more-or-less random
variations in the precise acoustic properties of a single syllable, spoken re-
peatedly with identical stress and at an identical rate by the same speaker:
these are the patterns mimicked by a synthetic series, varied along a single
acoustic dimension. On the other hand, we have the categorigs of natural
speech, comprising intrinsic allophonic variants, formed by the execution of a
part&cular phoneme in a range of phonetic contexg;, spoken with varying
stress, at different rates and by different speakers. The latter are presum-
ably the "future phonetic categories" to which Eimas refers, while the former
are auditory categories to which infants, chinchillas (for VOT: Kuhl & Mill-
er, 1978) and macaques (for place of articulation: Kuhl & Padden, 1983) have
been shown to be sensitive in synthetic speech studies (see also Kuhl, 1981).
The proper interpretation of these studies would seem then to be that infants
(and an open set of other animals) can discriminate the several contrasts
tested, if they ang presented in an invariant acoustic context.

Evidence for "phonetic" categories from studies of contrasts across vary-
ing acoustic contexts ffers depending on the nature of the variation, Talk-
er variations, at least on the few contrasts that have been tested, seem to
cause little difficulty for infant (e.g., Hillenbrand, 1983; Kuhl, 1979) dog
(Baru, 1975), cat ‘(Dewson, 1964) or chinchilla (Burdick & Miller, 1975).
Cross-talker categories, then, seem to be auditory rather than phonetic. (We
may note, in passing, that such findings present a puzzle for accounts of
speaker normalization that rest on the listener's presumed knowledge of the
speaker's phonetic space [e.g., Gerstman, 1968; Ladefoged & Broadbent,

1957]1.)

Studies of contrasts across variations in phonetic context have given
less consistent results, Warfield, Ruben, and Glackin (1966) trained cats to
discriminate between the words cat and bat, but found no transfer of training
to other minimal pairs, beginning with the same segments. Holmperg, Morgan
and Kuhl (1977) studied fricative perception in 6-month-old iAfants. They
used an operant head-turning paradiéh, in which the infant was conditioned to

turn its head for visual reinforcement when repeating sounds from one category
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were changed to repeating sounds from another. They found that infants
discriminated [f]/[8] and [s8]/[f] across ‘variations in vowel context (e.g.,
[fa], [fi], [fu)) and syllable position (e.g., [fal, [af]). Kuhl (1980) re-
ports similar results for an {nfant, trained to discriminate [d]/[g].

Katz and Jusczyk (1980), cited in Jusczyk (1982), reasoned that a more
stringent "test of infant phonetic categorization would be to show that infants
more readily learn to discriminate between (that is, to generalize within)
phonetically-based groupings ?\an arbitrary groupings of the same syllables.

» In a head-turning study of 6-month-old infanis, they-found that most infants
learned to discriminate between sets of syllables, paired for consonant onset,
but differing in vowel (e.g., [bi] and [be] vs. [di] and [de]), but not be-
tween sets, arbitrarily pajred, differing in both consonant and vowel (e.g.,
[be] and ’[di] vs. [bi] and [de]). However, none of the infants learned to
discriminate either phonetic or arbitrary groupings of [b] and [d] followed by

- 5 four vowels ([i, €, o, #]). Jusczyk (1982) interprets the results as provid-
ing some ¢'...weak support for...perceptual constancy for stop consonant seg-
3 ments occurring in different contexts" (p. 378).

Before commenting on this study, .let us compare its results with those of

Miller and Eimas (1979), who used a similar set of stimulus materials, to ask
a different experimental question: Are infants sensitive to the structure of
) syllables? That is to say, *do infants perceive syllables holistically, as
N T seamless, undifferentiated patterns, or do they perceive the structure of
gz _ssyllables, analyzing them into their component segments (consonants and vow-
s ~ "els)? Miller and Eimas used a high-amplitude sucking paradigm to test 2-, 3-,
R and 4-month-old infants. One group of imfants successfully discriminated be-
e tween sets of syllables, paired far consonant onsets, but differing in vowel
R ([ba] and [bae] vs. [da] and [da]), as did the infants of Katz and Jusczyk.
However,”™Mother group- also discriminated between®sets arbitrarily paired,
differing in both consgnant and vowel ([bal and [dae] vs. [bae] and [da]), as
the infants of Katz and Jusczyk did not. Miller and Eimas interpreted their
positive outcome as evidence that infants are sensitive to the segmental

structure of syllables, : '

A similar conflict in results emerges at a "feature" level when we
compare a study by Hillenbramd (1983) with the second and third experiments of
Miller and Eimds (1979). Hillenbrand used a head-turning paradigm to test the
capacity of b-month-old infants to discriminate between sets of syllables
differing on a single feature (oral-nasal, as in [ba] and [da] vs. [mal] and
[na]) and sets of syllables differing on aybitrary combinations of two fea-
tures (oral-nasal and place of articulation,' as in [ba] and [ga] vs. [na] and
[gal). He found that infants were significantly better at discriminating the
single‘feature "phonetic" groups than the arbitrary doubd e fé%ture groups. He
concluded that infants were sensitive to the auditory correlates of consonan-
tal features. Miller and Eimas (1979), on the other hand, in two further
experiments of their study, tested 2- , 3- and 4-month-old infants, with a
high amplitude sucking procedure, on single-feature phonetic groups analogous
to those of Hillenbrand. (voicing. vs. place of articulation, oral-nasal
vs. place of articulation), and on the corresponding double feature sets Where -.
the two "features" were arbitrarily combined. Pooling data from the two
experiments, they found that infants assigned to experimental conditions dis-
played significantly more recovery from habituation than control infants, and
that there was no significant difference in recovery for the two types of
syllable set. Miller and Eimas (1979) concluded from the lack of reduction in
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performance across set types that infants were sensitive to the structure of
consonantal segments, that is, to their particular comblﬁétions_of "features.™

* We have then a~ conflict ¢ data from the three studies: 2- to
4-month-old infants, tested with h amplitude sucking, discriminate between
arbitrary sound classes that are indiscriminable for 6-month-old _ infants,
tested with operant head-turning. If the results are valid, and not mere sam-
pling error, we have a paradox similar to that for infants and older children
with which we began. We may -resolve the paradox on the same two fronts.
Methodologically, we must acknowledge a commonplace of psychophysical testing
for mamy years (e.g., Woodworth, 1938, chap. 17): different behavioral meas-
ures may give different results, even in the same individual, at roughly the
same time. Moreover, since demonstrating a capacity takes precedence over
demonstrating its absence, and since 6-month-old infants are unlikely to have
lost capacities :for discriminating among the sounds of the surrounding lan-
guage that they possessed at 3 months, we must conclude that ﬁigh-amplitude
sucking is a more sensitive measure of infant discriminative capacity- than
operant head-turning. Thus, the two head-turning studies failed to reveal in-
fant conditioning to arbitrary groupings of syllables because task difficulty
and behavioral measure interacted-—a possibility raised by Jusczyk (1982, p.
379).% The attempt to develop a more stringent test of infant consonant
categorization across vowel contexts than that used by Holmberg et al. (1977)
for fricatives was therefgre not successful. .7

Beyond the methodological issue 1lies the matter of. interpretation.
Consider, first, the conclusion from Miller and Eimas (1979) that infants are
sensitive to the segmental structure of syllables and the featural structure
of segments. Unfortunately, the conclusion is not forced by the data, since,
as Aslin et al. (1983) point :out, an infant discriminating, say [bal and [na]
from [da] and [ma], has simply to detect that one (or both) of the syllables
in the second set is different from either of the syllables in the first set.
In other words, the infant can discriminate the patterns holistically without
analysis. Miller and Eimas (1979) recognize this fact ("...we know of no way
to make this distinction [holistic/analytic] experimentally with infant sub-
Jects"), but justify their preference for the analytic interpretation, because
"There is...rather extensive behavioral as well as neurophysiological evidence
for an analysis ‘into components or features in human and non-human pattern
perception" (both quotations from p. 355, .footnote 2). I do not doubt this
evidence, but it does not Jjustify our attributing analytic capacities-to the
3-month-old--particularly when, by doing so, wWe sS®t up a paradoxical discrep-
ancy between the capacities of infant and older child.

Consider, next, the evidence that infants can form "phonetic" categories
across a varjety of acoustic contexts. Here again the data are overinterpret-
ed. For, in fact, since every phonetic contrast is marked by an acoustic con-
trast (if it were not, how would the infant learn to talk?), phonetic and au-
ditory perception cannot be dissociated in the infant (though they can be in
the adult: Best, Morrongiello, & Robson, 1981; Best & Studdert-Kennedy,
1983; Liberman, Isenberg, & Rakerd, 1981; Mann & Liberman, 1983; Schwab,
1981). This fact is recognized by Miller and Eimas (1979, p. 365), and by As-
lin et al. (1983, passim). What we are left with then 1is evidence that
infants, in their first six months of life, can detect auditory similarities
across certain adult phonetic categories. Incidentally, apart from the study
of cats mentioned above (Warfield et al., 1966), we have no evidenge, so far
as I know, that other animals cannot do the same. = Of course, provifig the null
hypothesis on animals is a thankless task,
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., Finally, we may ask what role categories, whether auditory or phonetic,
are/presumed to play in the infgnt's learning Lo speak. Eimas (1982) argues,
that ."...the acquisition of the complex rule systems of linguistics requires
that the young child treat all instantiations of a phonetic category as mem-
bers of a _Single equivalence class" (p. I3u6).. He adds in a footnote: ",..if .
the child treats each possible member of the two voicing categories of English
as separate entities and not as perceptually identdical events or at least as
members of the same equivalence class, then acquisition of the rule for plur-
alization will necessarily be painfully .slow, if ever learped" (p. 346,
footnote 5). Eimas goes on to justify the searCh for perceptual constancy in
infants on grounds of parsimony, because "...it would effeqgtively eliminate
explanations based on receptive experience" (p 3“6)

There are several things wrong here. First is the implication that a
process of development relying on experience to direct its cthse is somehow
unparsimonious, pegrhaps even not "biological." In fact, just the reverse is
true. Precisely because full genetic specification is costly, even the lowli-
est behaviors of non-human animals may depend on broadly invariant external
conditions to guiade development., (see Immelmann’, Barlow, Petrinovich, & Main,
1981, passim; Lenneberg, 1967, chap. 1; Mayr, 1974, and the brief discussion
below). . Second, the notion of. rule is prescriptive, as though speakers ap-

plied rulés much as they do in a game of chess., In fact, a.phonological rule

is simply a-*description of regularities in.speech; the processes by which

-these regularities arise are completely” unknown (for -excellent discussions,

development (the formation of phonological structures |that control ddult
speaking) is posited to he already in place at a time wken development has
scarcely begun, I do not doubt that infants can form auditory categories, but
there i3 no evidence that this capacjty is either needed for or brought to
bear on early speaking.® If it were, we would be hard put to explain the
word-by-word development of adult phones that Ferguson (this ' volume)
describes, or the relatively slow accumulation of the first fifty (or so)
words. We may indeed suspect that the emergence of auditory-motoric categor-
ies, around the beginning of the third year, is a factor in triggering®the
explosive growth of the child's vocabulary (at an average.rate of perhaps 5-10

see Menn, 1980; Menyuk & Menn, 1979). Finally, once agiin, the outcome of’

words a day) over the next four or five years (Miller, 1977, pp. 150 ff.).

“

In short, we can resolve the paradoxical discrepancy between the
capacities of infants and older children, if we refrain from regarding precur-
sors of a behavior as instances of the behavior itself. No ‘doubt, infant
kicking and stepping (when held erect) are precursors of walking and, with
normal growth in an appropriate environment, will develop into walking
(Thelen, 1983). But infant kicks and steps are not strides,

7-12 months. None of the foregoing should be interpreted ds ‘claiming
that phonetically relevant development of the infant's perceptual system is
not going forward during the first six months of life, However, the first
(and still sparse) behavioral evidence of such development comes from older
infants.

Eimas (1975) Showed that U4- .to 6-month-old English infants discriminated
between English [r] and [1]. On the assumption that Japanesé infants would
have done the same, and given the well-known fact that nafi?g'ﬂapanese speak-
ers, who know no English do not make this .discrimination (Miyawaki et al;,
1975), Eimas suggested that -learning the Sound system of a language'may entail
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1oss of the capacity to discriminate eontrasts not used in the language. Sim-
ilar suggestions have been made by Aslin and Pisoni (1980), Locke (1983), and
others, ' ) : - -

-
-

Werker and her colleagues (1984) have traced the onset of perceptual loss

' to the second six.momths of life, a periQd when the infant is perhaps first
~attending to individual words and the situatidnsg jn which they occur (cf. Jus-

czyk, 1982; MacKain, 1982). Their initial finding was that seven-month-old
Canadian English ‘infants, tested in a head-turning ‘paradigm, could
discriminate between naturally spoken contrasts in Hin®_as English-speaking
adults could not. Werker (1982) followed this up by tracking the decline of
discriminative capacity in cross-sectional and longitudinal studies. She used
‘a conditioned - head-turning paradigm to test three groups of infants on two
non-English sound contrasts: Hindi voiceless, unaspirated retroflex vs. den-
tal stops (cf. Locke, 1983, pp. 90-92), and Thompson (Interior Salish,’ an
Americ¢can Indian language) voiced, "glottalized velar vs. uvular stops. On the
Hindi contrast, the number of infants successfully discriminating were: 11/12
at 6-8 months, 8/12 at 8-10 months, 2/10 at 10-12 monthg; for the Thompson
contrast the results were essentially the same. (An infant was classified as
having failed t6 discriminate only if it had successfully discriminated an En-
glish contrast both before and after failure on a non-English contrast). Fi-
nally, Werker (1982) reports longitudinal data for six Canadian English
infants on the same two non-English contrasts, All six discriminated both

[l

N\

contrasts at 6-8 months, but at 10-12 months none of them made the discrimina--

tion. By contrast, the one Thompson and two Hindi infants so far tested at
10-12 months could all make the called for discrimination in their own lan-
aguage. | ’ .

' Perceptual 1loss 1is not permanent, since capacity can be recovered by
adults learning a new language (e.g., MacKain, Best, & Strange, 1981). Nor
can the effect be general, since sufficiently salient foreign contrasts can
presumably be discemiminated even by adults. We may suspect then that loss is
focused on relatively fine auditory contrasts, specifying slight differences
in the space-time coordinates of a single articulator's movements, and that it
arises as a side-effect (lateral 1inhibition!) of the infant's developing
"attention" to closely related contrasts in its own'language. This is not to
suggest that the younger infant is not "attending" to speech during its early
months, Rather, its search for meaning and communicative function
(Trevarthen, 1979) may initially be guided by the rhythm and melody of speech
(e.g., Mehler, Barridre, & Jasik-Gerschenfeld, 1976). Only when these larger
patterns have begun to take form#(Menn, 1978a), are the infant's capacities
for segmental discrimination, readily demonstrated in the laboratory; brought
to bear on the speech it hears at home.

Speech Production in the Infant

The infant, by definition, does not speak (Latin: infans, not speaking).
But there 1s now ample evidence that the discontinuity between babble and
speech, posited by Jakobson (1968), 1is not real. Oller (1980) provides a
taxonomy of the emerging stages from phonation (0-1 month) to variegated bab-
bling (11-12 months).  Oller, Wieman, Doyle, and Ross (1975) describe
similarities between patterns of babbling and early speech (cf. MacNeilage,
Hutchinson, & Lasater, 1981). Vihman, Macken, Miller, Simmons, and Miller (in
press) demonstrate parallels in the distribution and organization of sounds in
speech and babble during the period (roughly 9-15 months) when they owverlap.

,- - 10 1y
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What is the orlgin of this continuity°£The first possibillty is-that the
sound gibstributions of babble and early speech are simjilar because the infant
begins to learn the sounds of the language around it and to practice them dur-
ing its second six months of life." Locke (1983, chap. 1) has marshalled evi-
dence against phis view. First, he has'collated‘data on’ the babbling of 9- to
¥2-month-old Eﬂfants growing up 1in 14 different language environments,
di%trlbuted across some half dozen language families (Lockes 1983 Table %.3,

p. 10). These infants were certainly old enough to have begun to discover the-

reviewed above have any generality, perceptual \discovery had already begun.
Yet of the 143 consonantal sounds entered in l.ock table over 85%-correspond
to one of the twelve most frequent sounds in the babbling of Engiish childrén:

sound patterns of their languages and, indeed, {f the data on perceptual loss
\d

a strikingly homogeneous digstribution, Second, Locke has reviewed some dozen
studies that have looked for drift in the sounds of infant babbling, during'

the second six months of life, toward the sounds of the surroundlng language.
Most of the studies either found no evidence of drift or were inconclusive.
Finally, Locke has reviewed available studies on the babbling of deaf and
Down's syndrome infants. Despite the common belief that deaf babbling fades
before the end of the first year, several studies agree that it may continue
well into early chiX&hood (5-6 jkars) But what is remarkable-is that the
developmental course of babbling. up.to 12 months is similar in deaf and hear-
ing infants, and, incidentally, in Down's syndrome infants. For example, the
relative proportions of labial, alveolar and velar consonants follow essen-
tially the same course: only after the 12th month does the expected
preponderance of labial movements in deaf ghildren begin., The three strands
of evidence converge on a process of articulatory development, independent of
the surrounding language and common to all human infants.

L
-

We are left, then, with the second possible account of the continuity be-
tween babble and speech, namely - that, as Locke proposes, the phonetic
proclivities of adults and infants are similar. Both" are largely determined
by anatomical and physiological constraints on the signaling apparatus. What
these constraints may be has only recently comg under scrutiny (e.g., Kent,

n»

Of course, this hypothesis raises immediately the question of language
change: if all adult speakers develop from a common infant base, why do
languages differ? The question is too large, and my competence tooosmall, for
adequate treatment here, However, I note several points., First, as Locke
(1983) has shown, many infant biases (e.g., for open rataer than closed syll-
ables, for stops over fricatives, for singleton consonants over clusters, and
S0 on) are. indeed preserved by many groups of adult speakers (i.e.,
languages), and it is this fact that the continuity of babble and speech re-
flects. At the same time, infant preferences are not rigid, because, as Dar-rs

. Win taught, no -animal structure specifies a unique function: A structure

(e.g., the vocal apparatus) permits an unspecifiable though presumably limit-
ed, range of functions, and the natural variability of behavior offers this
range for selection. Second, infant articulatory capacities are a subset of
the capacities of mature speakers, As skill develops, the range of response,
available for selection by a variety of sociocultural forces, widens. Cer-
tainly, the exact course of historical change will never be fully specified
for language, any more than for, say, clothing, cuisine, or social organiza-
tion. Nonetheless, there would seem to be no reason, in principle, why we
should not develop a cultural-evolutionary‘ account of language diversity
(Lindblom, 1984), compatible with relatively fixed infant articulatory
proclivities.

4 11
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The conclusion 1 wanl to draw, then, I8 that percegltual  and motor
development of speech over the first year of life, as manifested in infant be-
havior, may justly be seenrsas parallel, independent procesges., No doubt,

physiological changes in the perceptual and motor centers of the left hemi-
sphere  are taki place to prepare for the ultimate linkage belween the two
systems. Thesengiocpssu may be analogous to those in songbirds, such as theg
marsh wren, in whith the perceptual template of its species' song is laid down

many months before it begins to sing (Kroodsma, 1981). But behavioral eviz
dence of the perceptuomotor link appears only with that song, Just as behavs

. foral evidence oﬂ the link appears in the infant only thQ its first imitation

of an adult sound- . Lo . v

-~

-
i

The transition from'babbling to speech is a murky period. Atathis stage
we - see the first clear evidence of a pérceptuomotor 1ljink, but know little.
about what the child perceives. Even when the perceptual data come in, it
will be a delicate task to determine their relevance. For as we have noted, a
capacity demonstrated in the laboratory does rnot tell us how, or even if, that
capacity is put to use in learning to speak. Consequently, we may have to
place as much weight on shaky inference from the child's productions as on
firm evidence from perceptual -studies.

A further difficulty at this stage is that we find it inc easingly diffi-

transcriptions. Of course, we do not want to refrain: Aranscription is our
readiest mod¢ of description, because children have vpcal traéts"very like
adults' and make sounds like adults' sounds. Yet tnanscription is a. dou-
ble~edged blade. For it is precisely in order to und tand the apparently
segmented structure of speech (and the resulting adult capaqdity to transcribe) -
that we are studying its ontogeny. As is well known, phohgtic segments are
not readily specified either in articulation or in the signal, so that their
functional reality has had to be inferred, in the first instance; from adult
behaviors, such as errors of perception (e.g., Browman, 1978) and production
(®.g., Shattuck-Hufnagel, 1983), backward talking (Cowan, Leavitt, Massaro, &

,Kent, 1982), aphasic deficits (e.g., Blumstein, 1981) and, not least, use of

the alphabet, By relying on a descriptive apparatus that derives from
characteristics of mature speakers, we put ourselves in danger of attributing
to the child properties it does not yet possess.

\

Déspite these difficulties headway has been made, and a view of the child
as something other than a preformed adult is beginning to emerge (see espe-
cially Menn, 1978a, 1978b, 1980, 1983; Meéxyuk & Menn, 1979). A striking as-
pect of this view, though not, I think, shrprising one, is the lavish varia-
bility of the child's productions. In these last few paragraphs, I will
briefly consider how we might approach this vadxiability.

Variability within a child. Ferguson (this volume) presents compelling
arguments for regarding the word as the unit of contrast in early speech; he
defines a word as "...any apparently conventionalized sound-meaning pair."
The definition is important, because it draws atfention to the fact that a
word is not simply a pattern of sound, but a pattern of sound appropriate to a
particular situation (Menyuk & Menn, 1979). To discriminate one word from an-
other, to recognize a word and to wuse it correctly, therefore entail
discriminating and recognizing various non-linguistic properties of a situa-
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tion. This, a child's failure to discriminate or recognize a word in a-
perceptuall test may reflect non-linguistic as much as linguistic factors.

Moreover,) map& of the child's spoken variations may reflect variability in the

situatighs in which the child has heard the word and in the varying salience

pf itsiphonetic” properties in those situations: the same adult word day then

be a different word to the child in di{fferent situations. '

Nonethéless, highly variable productions of a given word do occur within
essentially the same situation. Ferguson (this volume; Ferguson -& Farwell,
1975, p. 423, footnote 8) lists ten different attempts by a child (K at
approximately 1 year, 3 months) to say pen within one half-hour session.
Ferguson comments: "She seemed to be trying to sort out features of npasality,
bilabial closure, alveolar <c¢losure, and voicgﬁ\ssness.". Waterson (1971)
describes numerous such instances for her child, P, in similar phonetic termé,
noting as a common occurrence that "features" lose their order and become
recombined into patterns quite unlike the adult model. Qﬁrhaps, hbwever,ﬂwe
would do well to avoid featural terminology. We might attempt a more direct
articulatory description as do Menyuk and Menn (1979), describing protowords
of one of Menn's (1978a) subjects, Jacob: "...Jacob was varying the timing of
front-back articulations against the timing 'of lowering and raising the
tongue" (p. 61). Of course, this is little more than a gloss on phonetic
transcriptions. Yet, in the absence of cineradiographic or even acoustic re-
cords, the gloss may "...help us see more clearly what it is the child needs
to learn and to look at it in a way less coloured by our knowledge of mature
linguistic behavior" (Menyuk & Menn, 1979, p. 61; cf. Kent, in press). For
we then see the speaking of a word not as a bundling of -features into
concatenated segments, but as a distribution of interleaved movements of
articulators over time (Browman & Goldstein, ms.). In the adult, repeated co-
ordination-of particular movements in recurrent patterns has crystallized into
structures that form the phonological elements of the language. For the child
the movements have yet to be organized. )

Here three points deserve emphasis. First, despite the variability of a
child's productions, they also display surpgising accdracy. The phone classes
of- Ferguson and Farwell (1975) show much variability 1in voicing and
manner--due perhaps to unskilled timing of closure and release--yet remarkable
homogeneity in place of articulation. Also, K's attempts at pen did not in-
clude, for example, [gak]: Almost every attempt included some recognizable
property of the adult word. This means that the acoustic structure of adult
words specifies for the child at least some rough pattern of configurations of
the vocal tract--necessarily the product of a specialized perceptuomotor link.
Yet, second, the link is not precisely predetermined: it must develop. Not
only the movements, but their relative timing and sequencing must develop.
These are complex processes that almost certainly require active movement for
their neural control structures to take form. Perhaps, indeed, it is the nor-
mal function of babbling to promote growth of these gtructures in the left he-
misphere, In any event, we are now led to see, and this is my third point,
that genetically programmed variability is a condition of the child's learning
to speak. In general, the longer the life span of an animal, the longer the
period of parental care, and the more complex ‘the mature behavior, the more
likely is the behavior to develop through an open genetic program (Mayr, 1974)
(though, for an exception, see below). Such a program relies on experience to
select anﬁ, if. necessary, shape the needed behavior from a reservoir of vari-
able responses (cf. Fowler & Turvey, 1978)..
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Variability among children. As earlfer noted, some individual:-differ- |
ences in the course of development are genetic or congenital in origin. Mac-
Kain (in press) describes several extreme cases of children born without a
tongue who approach a surprisingly normal phonetic repertoire by an

idiosyncratmi path of development. Yet other differences arise from the

plasticity &f an open system, sensitive to environmental contingencies and
equipped with a variable repertoire of responses. Adaptive response to some
particular, short-term aspect of the environment may lead an individual down
an idiosyncratic path, because the precise order in which the parts of the .
. system 'assemble themselves 1is not preordained. Here we may draw a useful
’ analogy with the self-stabilizing proggsses in embryological Qevelopment
termed "canalization" ‘(Waddington, 1966, p. 48). Waddington describes how
various regions of an embryo differentiate into eyes, arms, legg, and so on.
Each region has many possible paths to the same end. The exact path is deter-
mined, in part, by chance factors in the embryonkc environment; equifinality
is assured by fixed constraints .inside and outside the developing region
Similarly, we may suppose, no single path is prescribed for the developme
a phonological system. Many paths, determined by partially fixed, partia
variable perceptual, motoric, and social conditioné_ lead to the same end ~—
(cf. Lindblom, MacNeilage, & Studdert-Kennedy, 1983). ) -

Certainly, there may be a "normal" path, the product of articulatory
proclivity (or "ease") (Locke, 1983) and perceptual salience. But a childﬁan
readily be. diverted from the path by accidents of the speech it hears or of
its physical structure and growth. For example, if final fricatives become
salient for a particular child, due.to chances of adult lexicon in some recur-
rent situation, the child may try them and be successful, Yet' be unable
(through lack of consonant harmfony in the target word ar other "output con-
straints" [Menn, 1978b]) to execute the initial consonants of the words.. A
vowel-fricative routine is then established that the child can bring to bear
on words that most children would attempt with the standard stop-vowel se-
quence, followed by a "deleted" fricative (e.g., Waterson, 1971, p. 185). Yet
the deviant child will ult)‘gtely come upon thé same phonological system as
its peers. .

Here we should note that even quite simple behaviors in non-human animals
may develop through an open genetic program. The filial and sexual imprinting
of mallard ducklings or domestic chicks on slow-moving objects (such as a
walking human, or even a red plastic cube revolving on the arm of a rotary mo-
tor [Vidal, 1976]) is well known. The effect is possible because genetic
"instructions" are loose: -they do not specify the form and color of the moth-
er bird, but only her typical rate of movement, Evolution can afford such
imprecision because the normal environment provides the duckling with-only one
slow-moving object, its mother. If the combination of gross genetic "instruc-
tions" and a more or less invariant environment permits essential functions
(here, protection from predators and species identification) to develop, there
will be no selective pressure for more exact genetic specification.

For the imprinting of precocial birds, the behavior 1§ roughly fixed,
while eliciting conditions are only loosely specified. For the development of
lan%hage, both the behavior and the eliciting conditions are loosely speci-
fied.* Presumably, the infant has certain minimal, perhaps quite general,

v capaclties (its "initial state"), including sensitivity to the contingencies
g : of its own behavior, the basis perhaps of social responsiveness (Watson, 1972,
1981), while the social environment normally offers the infant certain

.
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more-or-less invariant invitations to interact. So, within weeks of birth we
find the infant- watching intently its mother's eyes, face and hands, as she
talks. and plays, and we detect certain inchoate communication patterns in
postures of the infant's head, face, and limbs, and in "pre-<speech" movements
of tongue and lips (Trevarthen, 1979).f But at this stage, not even the

modality of languagg is fixed. For if the infant is born deaf, it will learn)

to sign no less readily than its hearing peer learns to speak. Thus, the
neural substrate is also shaped by environmental contingencies; and the left
hemisphere, despite its predisposition for speech, is then usurped by sign
(cf. Neville, 1980; Neville, Kutas, & Schmidt, 1982; Studdert-Kennedy, 1983,
pp. 175 rf. and pp. 219 ff.). In fact, recent studies of "aphasia" in native
American Sign Language signers show remarkable parallels in forns of breakdown
between signers and speakers with similar left hemisphere lesions (Bellugi
Poizner, & Klima, 1983).

The différenpes between deaf anid hearing individuals are certainly gross.
Yet every child grows in its pecguliar .piche with its peculiar anatomical and
physiological biases, and must therefbre discover its own "strategy" for

fulfilling the human communicative function. (The term "Strategy" should be

stripped of ifs cognitive, not to say military, connotations in this context,
as it is in standard ethological usage.) Indeed,- language, as a 3ociobiologi-
cal system, exploits tHe potential for diverse strategies to mark social
groups -by channeling ,Speakers into distinctive linguistic styles and
dialects--to which, of course, children are highly sensitive  (e.g., Local,
1983). Thus, individual differences and individual adaptive response make
language a force for social cohesion and differentiation. (For examples-of
stable «diversity within species of bee, treefrog, anemonefish, ruff, and other
animals, see Krebs and Davies, 1981, chap. 8). .

Finally, individual differences offér an opening for research. Presum-
ably, there are limits on possible strategles But what these limits may be
we .do not know. As data from longitudinal studies of indi\idual children
accumulate, strategies may cluster, until it is possible to skelch their lim-
its. Such work may lead toward clearer notions of "perceptual salience" and
"ease of articulation." Thus, we come back to the constraints on individuals
by which phonological elements emerge and phonological systems organize them-
sglves (Liridblom et al., 1983).
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Footnotés

'The periods used here are not fixed "stages" of development. They are
simply convenient headings that correspond roughly to a period before babbling
(0-6 months) on which most of the infant perceptual research has focussed, and
a period of babbling (7-12 months) on which there has been very little
perceptual research. . :

This interpretation assumes that arbitrary groups were, in' fact, more
difficult to discriminate than "phonetic" groups. Perhaps it is easier to de-
tect a difference between groups, if all members of one group differ from all
members .of another group on the same dimension ("phonetic") than if each mem-
ber of one group differs from each member of another on a different dimension
(arbitrary). The difference in task difficulty might then be great enough to
show up, if the criterial response is itself relatively difficult (head urn-
ing), but not if the response is relatively easy (high amplitude sucking).

3Jusczyk (1982) makes the same point, proposing the "...possibili-
ty...that...recognition of phonetic identities is not achieved until the child
is engaged in learning how to read" (p. 365, footnote 3). If "recognition"
here means "metalinguistic awareness,'" Jusczyk may be right, But functional
categories surely predate the alphabet, both ontogenetically and historically.
The alphabet (like dance notation) can only succeed because its units corre-
spond to functional units of perceptuomotor control. The task for the child,
learning to read, is to discover these units in its own behavior.

*I am not proposing that language can take any arbitrary form. On the
contrary, its general form, that is, its two-leveled hierarchical structure of
phonology and syntax, emerges necessarily from its function. Innumerable de-
tails of form within these levels must result from more-or-less invariant
perceptuomotor, cognitive and pragmatic constraints, of whi¢h we know, at pre-
sent, very little, ‘
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INVARIANCE: FUNCTIONAL OR DESCRIPTIVE?*

A comment on C, A. Ferguson's "Discovering sound units and constructing sound
systems: It's child's play" = : -

Michael Studdert-Kennedyt

The variability discussed by Ferguson is, of course, quite different from
the variability that has been the focus of much -speech 'research since its
inception, and especially of research by Ken Stevens. For this focus has been
on what we might call lawful variability: the goal has been to discover the,
invariants presumed to underlie regular variations in the articulatory and
acoustic structure of phonetic elements as a function of stress, rate, and

-context, Fergudon'd concern, on the other hand, is with the seemingly unlaw-
ful (certainly unpredictable and therefore, in effect, random) variability of
early child speech, both within and across children. Moreover, Ferguson's
work is mainly concerned with production, while Stevens' interests (at least
as they bear on child phonology) have largely been in the problem that acous-
tic variability poses for perception. Finally, even the:unit of variation
that occupies Ferguson, namely the word, differs from the familiar units of
concern in speech research. ' In spjite (or because) of. these differences, I be-
lieve that the work Ferguson discusses may carry the seeds of a new and fruit-
ful approach to the notorious puzzles of segmentation and invariance.

My purpose/here is to trace some implications of what Ferguson describes,
as he follows the emergence of .the child's-first words over roughly the third
half-year of life. The unit of contrast at this stage, Ferguson tells us, is
the word defined as "...any apparently conventionalized sound-meaning pair."
The emphasis on function is important. The word fs a unit of contrast because
it is a unit of meaning, offered by the surrounding language and commensurate
with the child's cognitive grasp. This does not imply that other structures
are not already being put to contrastive use; for they certainly are, as
Menn's (1978) study of early intonation, for example, has shown us. However,
it is Ferguson's hypothesis that the word is the simplest’non2*prosodic unit
with which a child can‘begin'to accomplish some part of its communicative in-
tent. : :

An impgrtant implication of the claim that the word is’ the unit of con-

trast is that smaller units, that is, phone-sized segments. and features, are
not. This does not:mean that acoustic correlates of phones and features can=-

#To appear in J. S. Perkell & D. H. Klatt (Eds.), Invariance and variabfMity .
of speech processes. Hillsdale, NJ: Erlbaum, in press. *

tk1so Queens College and Graduate Center, City University of New York /
Acknowledgment. Preparation of this comment was supported in part by NICHD
Grant HD-01994 to Haskins Laboratories. '
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not be described in the dJdtterances of a child. Nor (as we shall see shortly)
does it mean that words are perceived by the child as unanalyzed integers.
All that it means is that these smaller units. have not yet taken on, for the

child, the systemic function of contrast that they serve in the adult.

To elaborate thes%dnotions somewhat, let us speculate briefly on how the
child perceives and produces - ds. Most early words are open monosyllables,
or reduplicated syllables, formed by the child's closing and then opening its
mouth, usually while its vocal cords vibrate. What must the child do, if it
is to close and open its mouth in such a way that the acoustic consequences
will count as .a word? (Here I disregard so-called "proto-words," recurrent
phonetic structures that cannot be traced to ap adult model.) First, of
course, the child must execute the act 1in some appropriate set of circum-
stances--a remarkable cognitive achievement that we will set aside. Second,
from 'a phonetic point of view, the child must find, in the acoustic structure
of an adult word, information that will specify its own articulators' move-
ments (cf. Browman & Goldstein, ms.). Third, the child must -execute those
movements.

' At the risk of laboring the obvious, let us roughly spell the process

out. Suppose, for example, that a child utters [mel, while reaching for a
cup, and that an' observing adult happily recognizes an .attempt at [mIlk].

Evidently, the acoustic structure of the adult word specified at least the

following gestures in a more or less precise temporal arrangement: (1) set
larynx into vibration, (2) raise jaw and close lips, (3) lower jaw and open
lips, (4) raise velum, (5) raise tongue. Thus, the perceptual representation
that controls the child's movements must already have been "segmented" to the
extent that it specified the actions of distinct and partially independent
articulators,

We may view these actions and their acoustic specifications as precursors
of systematic phonetic features, if we wish. But we should not be misled
thereby into assuming that the child classifies speech sounds perceptually
according to invariant properties shared across contexts, Indeed, evidence
for this capacity in infants is quite equivocal (for discussion, see Stud-
dert-Kennedy, this volume). .

Consider, here, the .ideal case of a child's first word, or, perhaps,
first imitation of an adult segmental sound pattern. If the event follows the
model sketched above for [me], the child has no need to have "recognized" that
components of the acoustic information belong to classes .of components whose
members occur in other contexts. All that is required is that the acoustic
Information specify a pattern of articulator action -in this word. Thus, for
the child, its first word (and indeed every word in its early repertoire) is
phonetically unlike every other word in almost every respect., This is the
implication, it seems to me, of the claim that the word is the unit of con-
trast.

To elaborate, let us take the syllables [dae] and [dil], treating them,
for present purposes, as items in a child's repertoire. The first syllable of
the adult models may have had flat or falling, the second rising second and

‘third formant transitions, a frequently cited example of a lack of invariance.

However, on the present view, we need not suppose that the perceptual
representations controlling the syllable onsetg, when the child combines them
to utter [daedi] are identical. Rather,-if the child is tracking the ges-
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tures in the speech it hears, it will find a slightly retracted alveolar con-
tact followed by backward movement of the tongue, in the first syllable and a
slightly fronted contact, followed by forward movement of the tongue, in the
second, and so will prodhuce just the so-called "coarticulated" pattern it has
heard. As the range ofcontexts in.which a child hears and produces alveolar
closure and release widens, an auditory-articulatory class may be formed.
However, the class qua ¢lass initially has no function. Any particular
instance of alveolar closure and release -is perceived or produced as an
idiosyncratic articulatory routine contributing to formation of the particular
word to which it belongs.

I will not speculate further on the processes by which recurrent articu-
latory routines or gestures may crystallize into classes of control struc-
tures, or phonemes, contrasting systematically in terms of their defining fea-
tures, These are matters<Yor the child phonologist. But I have two brief
disclaimers. -

First, the notions sketched above in no way cast doubt on possible func-
tions of features and phonemes in later language. The function of the
phoneme, for example, as a control structure in speaking, 1s demonstrated by
the fact that most normal children tan learn to consult their own productions
and to write'alphabetically (sometimes even before they can read). A system
of behavioral notation (as in the alphabet, music, and dance) could only serve
as a set of instructions to behave, if the instructions matched already exist-
ing control structures. Just as the bicycle was a technological discovery of
new behaviors implicit in the cyclical mode of human locomotion, so the alpha-
bet musb have been a discovery of new behaviors, reading and writing, implicit
in the motor control of human speech,

My second disclaimer is that the view taken here has any bearing on
‘whether we may or may not be able to arrive at satisfdctory descriptions of
invariant classes in the articulatory and acoustic structures of speech. My
intent is merely to raise the pbssibility that such invariadts would be simply
descriptive, an outcome rather than a condition of development. Invariants,
as. invariants, may have no necessary function for the child learning to Speak.

P
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BRIEF COMMENTS ON INVARIANCE IN PHONETIC PERCEPTION*

- ]

A. M. Libermant

~

According to the instructions of my hosts, I have ten minutes to tell how
I see the matter ©f invariance. So, getting right to the point, I should say
that my concern is with invariance only in -the conversion from sound to
phonetic structure, then move immediately to the facts that such invariance
ought, in my view, to take into account.

Because of the way we speak, the acoustic .information for a
phonetic segment commonly comprises a large number and wide variety
of cues, most of them dynamic in form. These cues span a consider-
able stretch of sound, grossly overlap the cues for other segments,
and are subject to a considerable amount of context-conditioned
variation.

The phonetic perceiving system is sensitive--one might say
exquisitely sensitive--to” all the acoustic cues. None of them is
truly necessary; all are normally used; and their relative impor-
tance bears little relation to their salience as it might be
reckoned on a purely auditory basis.

Perception of phonetic structure is immediate in the sense that
there is no conscious mediation by, or translation from, an auditory
base. This is to say, most generally, that listeners are only aware
of the coherent phonetic structure that the cues convey, not of the
quite different auditory appearances the cues might be expected to
have, given their overlap, rcontext-conditioned variation, number,
diversity, and dynamic nature. Thus, taking stop consonants and
their dynamic formant-transition cues as a particular example, I
note that listeners are not awdre of the transitions as pitch glides
(or chirps) and also as. (support for) a stop consonant; listerers
are only aware of the stop. Yet these same formant transitions are
perceived as pitch glides (or chirps) when--on the nonspeech side of
a duplex percept, for example--they do not figure in perception of a
phonetic segment. +
- A Y

These facts have two implications relevant to our concern. Ore is that
the invariance between sound and phonetic structure*should be sought in a gen-
eral relation between the two that is systematic but special, not in particu-

-

*Also to appear in J. S. Perkell & D. H. Klatt (Eds.), Invariance and varia-
bility of speech procegses. Hillsdale, NJ: _Erlbaum, in press,

tAlso Yale University and University . of Connecticut.
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lar connections that are occasional and discrete. The relation we seek can be
seen to be systematic to the extent [t 1s governed by lawful dependencies
among articulatory movements, vocal-tract shapes, and sounds, dependencies
that hold for all phonetically relevant behavior, not just for specific and
fixed sets of elements. The relation has got to be specialg¢because the vocal
tract and i{ts organs are special structures that behave, most obviously in
coarticulation, in special ways. A second implication is that the special re-
lation between sound and phonetic structure is acted on in perception by a
system that 1s appropriately specialized for the purpose.

If the foregoing assumptions are correct, then the invariance in speech
is not unique. Rather it resembles, at least grossly, the kinds of special
invariances that are found in many perceptual domains. Accordingly, the sys-
tem that is specialized for phonetic perceptlon can be seen as one of a class
of similarly specialized biological devices. All take advantage of a
systematic but special invariance between the "proximal" stimuli and some
property of the "distal" obgect. The result is immediate perception of that
which it is most important”to perceive--namely, the properties that make it
possible to identify the invariant distal object.

Consider, as an example, visual perception of depth as determined by the
proximal cue of binocujar disparity. There is a general and systematic, yet
special, relation between the distal property (relative distance of points: in
space) and the proximal stimulus (disparity). The relation is general and
systematic in that it is governed by the laws of optical geometry and holds
for all points (within its range) and for all objects, not just for some., The
relation 1is special because it depends on the special circumstances that we
have two eyes, that they are so positioned (and controlled) as to be able to
see the same object, and that they are separated by a particular distance,

" Neurobiological investigation has revealed an anatomically and physiologically
coherent system--a biological "module," if you will--that is specialized to
process the proximal disparity and relaffe it to the distal depth. Given that
specialization, perception of depth is automatic and immediate: there is no
conscious mediation by, or translation from, the double images we would see
if, in fact we were perceliving the proximal disparity as well as the distal
‘property it specifies.

‘ 3]

Other perceptual phenompena have the same general ‘characteristics. Audi-
tory localization and the various constancies come immediately to mind, and,
if we put aside questions about phénomenal "immediacy," so too do such proces-
ses as those that underlie echolocation in bats and song in birds. These are
surely specializations if only because each such process, or module, is as
different from every other as 1is the Iinvariant relation it serves. The

~ phonetic module differs from many of the others in at least twb ways.

=

To make one of the differences clear 1 would turn again to binocular
disparity and depth perception as representative of a large class. In this
case the distal object.is "out there," a physical thing in the narrow sense of
physical, and the invariant relation between its properties and those of the
proximal stimulus is determined, as already indicated, by optical geometry and
the separation of the eyes. In speech, however, the 'distal object-—-a phonetic
structure--is a physiological thing, a neural process in the talker's brain,
and the invariant relation between its properties and those of the proximal
sound is determined in large part by neuromuscular processes internal, to the -
talker  but available also to the listener. Thus, the specialized phonettic
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module might be expected to incorporate a biologically based link betlween
production and perception. Such a link is not part of the disparity module or
of the other perceiving modules it exemplifies, though it may very well char-
acterize the "song center" module of certain birds.

A second important difference in the nature of the invariance (and its
module) has to do with the question: What turns the module on? In the case
of binocular disparity, the answer is a quite specific characteristic of the
proximal stimulus--namely, disparity. Notice, however, that disparity has no
other utility for the perceiver but to provide information about the distal
property, depth. There are, accordingly, no circumstances in which the
perceiver could use the proximal disparity as a specification of, or signal
for, some other property. This 1is to say that disparity and the depth it
conveys do not compete with other aspects_ of visual perception such as hue,
form, etc., but rather complement them. Not so in phonetic perception, There
is, first of all, the fact that the speech frequencies overlap those of non-
speech. More to the point, the fprmant transitions that we don't want to‘per-
ceive as chirps when we are listening to speech are very similar to stimuli
that we do want to perceive as«chirps when we are listening to birds. Thus,
almost any single aspect of the proximal stimuli can be used for perception of
radically different distal objects: phonetic structures in a talker's head or
acoustic events and objeets in the outside world. What follows is that the
mo{Ele can hardly be turned on by some specific (acoustic) property of the
proximal stimulus. Not surprisingly, then, -we find in research on speech
perception that the module is, in fact, not turned on that way, but rather by
some more global property of the sound. Thus, just as in the perception of
phonetic segments all cues are responded to but none is necessary, S0 too in
identifying sound as speech

How, then, 1is the module turned on? What invariant property of the sound
causes the listener to perceive that 'the distal. object is a phonetic structure
and not some nonlinguistic object or event? I offer a suggestion. Suppose
that auditory stimuli go everywhere in the nervous system that auditory stimu-
1i can go, including, of course, the language center. Suppose, further, that
the ‘language center applies the principle: if the shoe fits, wear it. What
is decided, then, by the language center is the answer to the question: could
these sounds, taken quite abstractly, have been produced by linguistically
significant articulatory maneuvers, also taken quite abstractly? If the an-
swer is yes, then the module takes over the purely phonetic aspects of the
percept, and the auditory appearances are inhibited. (Auditory aspects that
;gpe irrelevant to the phonetic, such as loudness or hoarseness, are perceived,

f course, as attributes of the same distal object.) If the answer is no,
then the phonetic module shuts down and the ordinary auditory appearances of
the stimuli are perceived. Hence the common experience of those who work with
synthetic speech that when the sound jncludes configurations that the articu-
latory organs cannot produce, as well as those it can, the percept breaks,
correspondingly, into nonspeech and speech. Phenomenally, the nonspeech
stands entirely apart from, and bears no apparent relation to, the speech,
even though the acoustic bases for these wholly distinct percepts were
perfectly continuous. The same arrangement for turning the module on (or off)
might account for the fact that certain kinds of acoustic patterns--for exam-
ple, sine waves in place of formants--can be perceived as speech or as non-
speech ‘depending on circumstances that in no way alter the acoustic.structure
of the stimulus. It also helps to explain how, as in the unnatural procedures
of duplex perception, we can disable the methanism that forces the choice be-

*
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tween speech and nonspeech, and so create a situation in which exactly the
same proximal formant transition is simultaneously perceived (in the same con-
text and by the same brain) as critical support for a stop consonant and also
.as a nonspeech chirp. At all events, there is a kind of competition between -
phonetic perception and other ways of perceiving sound. A consequence'ﬁs that
the phonetic module,produceﬁ a more or less distinct mode of perception in a
way that modules like depth perception do not. This phonetic mode
accommodates a class of distal objects that are distinguished, not only by
their role in language, but also by the special nature.of the invariant rela-
~tion by which they are connected to sound.

-
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PHONETIC CATEGORY BOUNDARIES. ARE FLEXIBLE*

Bruno ‘H. Repp and Alvin M. Libermant .

&

. Introduction
) .

In the grammatical domains of language we find no gradients, only cate-
gories. Thus, gradations of, for example, tense (present - past), .form class
(noun - verb), or even word (night - day) are everywhere absent. Indeed, they
are impossible, for syntactic, morphologic, and phonologic -devices do not per-
mit of continuous variation. At the surface of language, however, the situa-
tion, is different.  There, In the relation between phonetic structure and
sound, the role of the segments is categorical--a segment is, for example, [d]
or {g], not something in between--but the sound can vary continuously. That
being so, at least in synthetic speech, we.can ask whether the phonetic seg-
ments are categorical, not only in their linguistic function, but also in the
way they are perceived. The, answer is a qualified "yes."™ Other things equal,
stimuli belonging to the same phonetic category are more difficult to’
discriminate than stimuli on opposite sides of a phonetic boundary. This phe-

nomenon has long been known as. "categorical perception" (Studdert-Kennedy,

Liberman, Harris,. & Cooper, 1970).- The research it has generated, which was
recently reviewed by one of us (Repp, 1984), is' largely concerned with the
ability of 1listeners to detect stimulus differences within the categor-
ies-~-that 1is, with the degree to which perception is perfectly categori-
cal--and with the conditions under which that ability can bJ ‘made to vary.
Our concern in this chapter is rather with the conditions under which the lo-
cations of the categories on a continuum can be shown to vary, and with the

implications of that variation for a theory about the nature of. the categor-

ies. More particularly, we will be concerned with the boundaries between the
categories (and with their movement), so before considering the relevance to
theory, we should justify our concern with the boundaries,

We take thefboundary to be the point along the appropriate (acoustic)
stimulus continuum at which subjects classify stimuli into alternative cate-

‘gories with equal probability. In the typical case of two (adjacent) categor-

ies, this is simply the point corresponding to the 50-percent cross-over of
the response function. If ‘more than one stimulus dimension is varied, cate-
gory boundaries may be represented by contours in a multidimensional space
(see, e.g., Oden & Massaro, 1978). The standard method of obtaining category -
boundaries is to present a set of stimuli repeatedly (and in random order) for

identification as_mempens.or one class or another., Several alternative meth-

. Grant HD-01994. -

#In Steven N, Harnad (Ed.), Categorical perception. New York: - Cambridge
University Press, in press., ' -
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ods--for example, a method of adjustment--have been used but all yield simi-
lar boundaries (Ganong & Zatorre,. 1980); ' :

Why do we take account: only of the boundaries? After all, it is the cat-
egories’ themselves, rather than the boundaries between them, that play the im-
portant role in speech communication. Wwhy not, then, deal with some appropri-
ate exemplar-~the prob6type, as it were--of the category? A sufficient reason
is “that, until recently, no one had used methods designed to identify the
prototypes. Worse yet, the application of such methods has so far not yielded
entirely satisfactory results (Samuel, 1979, 1982). The measurement of bound-
aries, on the other hand, has long been common in research on speechr, so the
data are plentiful. Moreover the boundaries do inform us about the categor-
ies and, under some specifiable conditions, about their positions on the ap-
propriate acoustic. continua. And, finally, as we will say below, it is the
‘boundaries, not the prototypes, that.are central to the assumptions underlying
at least one of the important theories about the categories. .

Still, it is important to keep in mind that the location of a category
boundary is determined, not only by the listeners' internal representations -
(the prototypes) af-the categaries, but also by the criterion they adopt for
~declding between two competing categories, which makes the boundarMy vulnerable
to- biasing influences of various kinds. In principle, at least, a change 1n
the location of a boundary may result either from a change in one or the other
(or both) of the category prototypes, or frém a criterion shift,

. It is important to know whether and under what conditions, the bound-
aries between phonetic categories are flekible because the question bears on
two very different hypotheses about the processes that underlie the categori-
zation. . According to one hypothesis, the perceived categories result ' from
psychophysical discontinuities that directly reflect ‘the characteristics of
the auditory system. Thus, given an acoustic stimulus continuum appropriate
for some phonetic¢ distinction, a category boundary is assumed to fall natural- .
ly at a point on-‘the continuum where, owing to the way. the ear works,
differential sensitivity undergoes a sudden change. Perhaps the most general
implication of this- hypothesis is” that auditory categories are the stuff of
which phonetic categories are made. Put another way, the implication is that
articulatory gestures are 80 governed as to produce sounds that fit within the
categories that the auditory system happens to provide. Accordingly, we will
. refer to this as the "auditory" hypothesis. By any name, it is the hypothe-
sis, referred to earlier, that deals directly with the boundaries of the cate-
gories‘%ather than their ideal exemplars or prototypes. As for movement of
category boundaries, that is allowed urtder this hypothesis, but only as a re-
sult of psychoacoustic factors that apply to auditory perception in general,
and only to the extent that such factdors can actually modify the patterns of
differential sensitivity on which the auditory boundaries rest. -

The other hypothesis is that the boundaries are. determined by category
prototypes that reflect typical .productions of the relevant speech segments.
Accordingly, the prototypes and the boundaries between them need not conform
to discontinuities in the auditory system, but are, instead, free to be
precisely as flexible as the acoustic consequences of the articulatory ges-
tures require. ‘In fact, considerable flexibility may be demanded. The effi-
~«ciency of phanetic communication depends crucially on the ability of the, sev~
eral articulators to produce successive phonetic segments at .the same time (or
with considerable overlap), and also to accommodate in other ways to changes
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in phonetic context and rate. These maneuvers can produce systematic changes
In the way a particular phonetic segment is represented in the sound. If the
percelving apparatus were not flexibly responsive to those changes, communica-
tion would break down, or so it seems. Moreover, the inventory of phones will
itself change as language changes, and \this, too, requires flexibility in the
prototypes. Our hypothesis is that a link between perception and production
(In most general terms) enables the category prototypes %o respond appropri-
ately tg?articulatory or co- articulatory adgustments, and so to minror the
talker'sNphonetic intent, Needing a convenient name to refer to this hypothe-
sis, and wishing to distinguish it from the "auditory™ hypothesis we described
first, we will call it "phonetic "t .

Our aim in this chapter is to bring together the many data that
demonstrate flexibility of a kind the phonetic hypotheéislleads us to expect.
These pertain to the influences on perceived phonetic boundaries of such fac-
tors as phonetic context, speaking rate, the mix of acoustic ‘cues, and
linguistic experience. But there are other effects.on the perceived bound-
arie bout which the auditory and phonetic theories are neutral. These in-
cludzﬁihe consequences of varying the range, frequency, and order of the sti-
muli, as well as such phenomena as contrast and adaptation. Since effects of
that kind need to be distinguished from those that are more directly relevant
to the auditory and phonet theories, we will consider them first. We will
note, however, that even these "simple" effects sometimes follow patterns that
seem difficult to reconcile with a purely auditory theory, and that suggest
that speech-specific perceptual criteria may play a role in certain situa-
tions. Our review will be selective and focus especially on these instances.

Stimulus Sequence Effects
o Vad

Under this heading we consider influences on the perception of speech
stimuli exerted by other, similar stimuli preceding or following them in a se-
quence, These effects need to be distinguished from the "stimulus structure
effects" discussed later, which concern perceptual dependencies within a sin-
gle coherent speeéﬁ“stimulus or 1nf1uences entirely due to factons within the’
listener.?

It 1is generally agreed that vowel ‘identification--of 1isolated
steady-state vowels, at least--is highly susceptible to all sorts of stimulus
sequence effects. On the other hand, the identification of consonants, and of
stop consonants in particular, is more stable and less sensitive to stimulus
context. This difference parallels the well-known difference between these
two stimulus classes in the extent of "categorical perception"; indeed, the-
criterion of "absoluteness" (i.e., 1independence of surrounding stimuli)

~constituted part of the classical definition:of categorical perception (Stud-
dert-Kennedy et al.,, 1970). "Context sensitivity" in a sequence may be dis-
tinguished on lbgical grounds, however, from the extent of the subject's reli-
ance on_ category labels in discriminating between stimuli (Lane, 1965; Repp,
Healy, & Crowder, 1979), -and these two aspects,of categorical perception can,
to some extent, be dissociated experimentally (Healy & Repp, 1982). '

Local Sequential Effects

?

Local sequential effects--typically, influences of a preceding stimulus
-on the identification of a following stimulus--may occur in any random test
~sequence. These effects. are pervasive in absolute identification, magnitude
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estimation,r and other psychophysical tasks involving nonspeech stimuli.
Surprisingly, there have been very few attempts to determine the extent of
sequential effects in standard speech identification tests, whepe stimuli are
presented in random order. Of course, there is an indirect test in the shape
of the labeling function, since it can be steep only if sequential effects are
relatively small.

# In several studies of speech-sound'identification, however, the stimuli
have been presented in balanced arrangements specifically designed for the
assessment of sequential context effects. In one of the earliest of these
studies, Eimas (1963) called for identification of stimuli presented in ABX
triads of the sort often used in discrimination tasks, and found large contextJl
effects for isolated vowels (see also Fry, Abramson, Eimas, & Liberman, 1962)
and smaller, but by’ no means  negligible, effects for both the voicing and
place .dimensions of stop consonants. All effects were contrastive--~that is, a
stimulus tended to be classified into a category different from that of the
stimulus it was paired with--and the magnitude of .the effect increased with
the acoustic distance between adjacent stimuli. Comparable results have been
obtained more recently by, among others, Healy and Repp (1982). ' ¥

Although sequential effects are generally’ considered .to be common to
speech and nonspeech stimuli, there are some. intriguing differences. For
example, it has.been found in several studies that the magnitude of the con-
trast effect 1is greater for continua of isolated vowels than for nonspeech
continua such as pitch qr duration (Eimas, 1963; Fujisaki & Shigeno, 1979;
Healy & Repp, 1982;. Shigeno & Fujisaki, 1980). While it is possible that the
difference is to be accounted for by the more complex acoustie (and auditory)
nature of the voqpls (and there are also problems with comparing the magni-
tudes of contrast effects across different stimulus continua), it may, with
equal plagsibility, be taken to reflect a flexibility of categorization pecu-
liar to the class of vowel sounds, a class that happens to carry the major
burden of dialectal variation and language change.

If two or more stimuli in a sequence must be held in memory before a re-
sponse is permitted, as in the procedure of Eimas (1963) described above, the

" @ffects of the stimuli on each other are retroactive as welld as proactive.

Interestingly, retroactive effects tend to be larger than proactive effects
for isolated vowels, while the opposite tends to be the case for all other

types of stimuli- examined, whether speech or nonspeech (Diehl, Elman, &--

McCusker, 1978; Healy & Repp, 1982; Shigeno & Fujisaki, 1980). This find-
ing, like the one having to do with the magnitude of contrast, may be explica-
ble by acoustic stimulus properties alone, or it may reflect a specific tend-
ency, derived perhaps from experience with fluent speech, to revise tentative
. decisions about vowel categories in the light of later information. :

One reason we consider ‘that even simple sequential effects may exhibit
spee¢h-specific patterns is that. these effects almost certainly take place in
two quite distinct ways, one reflecting a sensory erfect the other a judgmen-
tal effect (see Simon & Studdert=-Kennedy, 1978). .That is, there may be an ef-
fect of a preceding stimulus on the sensory representation of a following
stimulus (as well as the reverse, if both are held in a precategorical memory
store),, but the . judgment of a stimulus may also be affected by the response
that was assigned. to the preceding or following stimulus, usually in a
contrastive fashion. Whereas the purely sensory effects are presumably shared
by speech and nonspeech stimull and are sensitive to factors such as spectral
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similarity and temporal proximity (Crowder, 1981, 1982), the special structure
and function of phonetic categofies may produce criterion shifts in the re-
sponse domain that are specific to speech. Although a clear separation of
stimulus and response’ effects has rarely been achieved in speech experiments,
separate studlies” provide evidence for each type. Thus, Crowder (1982) has
shown that proactive contrast effects for isolated vowels decrease with tempo- .
ral separation ever about 3 s,in a manner that parallels the decay of auditory
sensory storage in other paradigms. On the other hand, Sawusch and Jusgzyk
(1981) found that sequential contrast depended more on the penceived category
. of the preceding stimulus than on its acoustic¢ structure. Judgmental effects

s Mmay depend in part on whether or not a response to the contextual Stimulus is
required: A comparison- of Crowder's (1982) data with those of Repp et
al. (1979) for isolated vowels Suggests that proactive contrast effects are
reduced when only the second stimulus in a pair requires a response. (It goes
almost without saying that retroactive contrast effects would be reduced or
eliminated if only the first stimulus in a pair were responded to.)

The distinction between sensory and judgmental components of sequential
effects is also familiar in nonspeech psychophysics (e.g., Petzold, 1981) and
- is’compatible with Braida and Durlach's (1972) two~factor theory of perceptual
coding (see Maomillan's chaﬁter, this volume). Thus, Petzold (1981) has found
that preceding stimuli.- exert a contrastive effect while preceding response§*&
exert an assimilative effect. On the other hand, Shigeno and Fujisaki (19803
have proposed a two-factor -model for sequential effects ineggpeech and non-
speech that predicts precisely the opposite. The limited data available sug-
gest, on the contrary, that for speech both components of sequential effects
are contrastive in nature. N

. Global Sequential (Range-Frequéncy) Effects -

Shifts in phonetic category boundaries may occur as a consequence of )

. variations. in ‘the overall composition of a stimulus sequence--that is, the : e
range of stimuli employed and the frequency of occurrence of the individual '
stimuli. In general, if the stimuylus range is shifted or expanded in a cd-
tain direction, the boundary will shift in the same direction; and if one
stimulus (typically one of the endpoints, the "anchor") occurs more frequently
than other stimuli, the boundary will shift toward it. In other words, the
effects are contrastive in nature, and, in the case of speech séunds, they ex-
hibit variations in magnitude similar to those observed for simple sequential - - R
effects: For stop consonants varying in place or voicing, the effects are '
small (Brady & Darwin, 1978; Rosen,’ 1979),s while for isolated vowels (Sawusch
& Nusbaum, 1979), certain other consonantal contrasts (Repp, 1980), and even
for stop consonants in Polish’YKeating,.Mikos & Ganong. 1981), they may be
quite large. . . . s :

An 1nteresting asymmetry has been observed in the anchoring paradigm for.
isolated vowels (Sawusch, Nusbaum, & Schwab, 1980): An‘analysis of anchoring
effects on an /i/-/1/ continuum suggested that the effect of the /i/ anchor
was: due to sensory adaptation while that,  of the /I/ anchor represented a
change in response criterion. 1In a recent and similar study; in which the an-
chor always came first in a stimulus pair and only the' second stimulus re-
quired a respbnse, Crowder and Repp (1984) found an effect of /i/ but _not of

¢ /I/.  The explanation for this asymmétry may be found in the acoustics of the

stimuli; alternatively, it may be owing to the special status of /i/ as one
of the corners of the” vowel Space.

-
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We should note, perjilf, that although range-frequency effects are usual-
ly .considered to deriv rom sStimulus context beyond the immediate 1local
environment, they are often confounded with sequential probabilities: If a
given endpoint stimulus (the- anchor) occurs more offén than other stimuli, the
probability that a given stimulus is immediately preceded by the anchor will

"be increased relative to an equal-frequency (or a different anchoring): condi-
tion. Similarly, if the stlmulus range is shifted-or gxpanded in one direc-

tion, the likelihood that certain‘’ critical stimuli are preceded by other sti-
muli from that part of the continuum is increased. Therefore, range-frequency
effects may in many cases be just' local sequential effects in disguise. The
extent to which nonlocal stimulus context makes any additional contribution
has, to our knowledge, not been ascertained experimentally for speech stimuli,

Jt is possible, however, that the frequent occurrence of a single stimulus has

an additional adapting influence not evident in regular balanced stimulus se-
quences, In that sense, the anchoring paradigm approximates the selective
adaptation paradigm, to be discussed next.

. Selective Adaptation

In selective adaptation experiments, an adapting stimulus (frequently one
or the ather endpoint stimulus of a speech continuum) is presented repeatedly
many times before responses to a few test stimuli are collected. The original
motivation for using this paradigm in speech research was the assumption that
theceffects of the. adapting stimulus might reveal the existence and nature of
"phonetic feature detectors" (Eimas & Corbit, 1973; see Remez's ‘chapter, this
volume). Apart from the difficulty of conceiving that phonetic features
(e.g., place, manner,‘voicing) could possibly be perceived by detectors that
respond to such simple-features as the auditory analogs of edges and angles in
vision (see, e.g., Diehl, 1981; Studdert-Kennedy, 1981; Remez, this volume),
a large number of experiments suggest that the effect of selective adaptation
take place primarily at the auditory, not the phonetic (Judgmental) level,
(Hdwever, see Elman, 1979 )

- The most striking demonstrations of the auditory (as opposed to the
phonetic) nature of selective adaptation were provided in two recent studies.
In one of these, Roberts and Summerfield (1981). presented audiovisual adapting
stimuli that, due to the overriding influence of a confllicting wisual display,

.were never classified inta the category normally associated with the auditory

stimulus. Nevertheless, the audiovisual adaptors had exactly the same influ-
ence on the identification of auditory test. stimuli as did purely additory
adaptors, Thus, the phonetic category assigned to the adaptors seemed to play
no role in selective adaptation. A similar result was obtained by Sawusch and

‘Jusczyk (1981), who used adaptors of the form /spa/, in which the stop conso-

nant was phonetically classified as "p" but acoustically identical with the
initial "b" in /ba/. The adapting effects of /spa/ and /ba/ did not differ.?®

" These studies, together with several earlier attempts to dissociate acoustic

and phonetic stimulus properties (Blumstein, Stevens, & Nigro, 1977; Sawusch
& Pisoni, 1976), suggest that selective Jadaptation with speech is an
exclusively auditory phenomenon, Even though studies of interaural transfer
of adaptation effects suggest more than one site at which adaptation takes

place (Ganong, 1978; Sawusch, 1977), both of these sites appear to be audi- s

tory (i.e., nonphonetic) in nature.
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There are two types of evidence, however, that do indicate some involve-
ment of phonetic processing in selective adaptatiom.. One has to do with the
influence of the listeners' native language. The relevant finding is that
selective adaptation effects on the same stimulus continuum are different for
American and for Thai listeners, as independently demonstrated by Donald
(1976) and Foreit (1977). The continuum was one of Stop consonants varying in
voice onset time (VOT), ranging from prevoiced (voicing lead) to devoiced (0

'msTVOT) " to "aspirated (voicing lag).  For American listeners, who do not

distinguish prevoiced and devoiced stops, a =60 ms VOT and a 0 ms VOT adaptor
had the. same effect on the category boundary. For Thai listeners, on the oth-
er hand, who have three separate categories on the,continuum, only the 0 ms
adaptor affected the devoiced-~aspirated boundary while the -60 ms a aptor was
ineffective. This finding agrees with earlier results of Cooper (19%4) Show-
ing that, 'on a place-of-articulation continuum divided into three c tegories,

adapting stimuli affected only the adjacent but not the remote categ ry bound-
ary. , N

EN
-

The other piece of evidence for a role of phonetio categorizefion in
Sselective adgptation comes from studies that have revealed differences in the
effectiveness of adaptors. as a function of their distance from the category
boundary. ‘In general, the effectiveness of an adaptor increases with its dis-
tance from the boundary (Ainsworth, 1977; Cole & Cooper, 1977; - Miller,
1977a), unless it crosses another phonetic boundary (Cooper, 1974; Donald,
1976; Foreit, 1977). ‘Of course, this may be Jjust another instance of the
well-confirmed fact .that the spectral similarity of adaptor and test stimuli
is the major determinant of the size -of the adaptation et‘t‘ecﬁ In other
words, the distance effect may have a purely auditory explanati¥h. In a re-
cent study, however, Miller et al. (1983) demonstrated that, even if no other
phonetic boundary intervenes, the adaptation effect does not increase
indefinitely as the adaptor moves away from the boundary, but instead reaches
a maximum and then declines (or, for some subjects, remains on a plateau)
The adaptor that prodf#ces the maximum effect has characteristics that may rea-
sonably be assumed to be optimal for its category, which led Miller et al, to
conjecture that the size of the adaptation effect is related to the adaptor's
distance from the listener's internal category prototype. Preliminary support
for this hypothesis was obtained by Miller et al.”in a condition in which the_
category boundary on a /ba/-/wa/ continuum, and with it the presumable loca-
tion of the /wa/ prototype (cf. Miller & Baer, 1983), was made to shift by
reducing the duration of the syllables. The peak in the function relating the
size of the adaptation effect to the location of the adaptor on the continuum
shifted accordingly, as predicted

. Even stronger support for a role of "category goodness" in selective
adaptation comes from a study by Samuel (1982). He first asked his subjects
to locate the optimal /ga/ on a /ga/=/ka/ VOT continuum, The subjects were

then divided into two groups--those with short-VOT and those with long-VOT
1 prototypes. Two adapting stimuli matching the two average prototypes were

then selected. For each group of subJects,_the adaptor matching the group's
prototype produced the larger boundary shift. Since exactly the same adaptors
were used for both groups, the listeners' internal category prototype seemed
to be responsible for the magnitude of the adaptation obtained.

These recent results lead to the tentative conclusion that selective
adaptation takes place at an auditory level that is phonetically relevant,
Perhaps this should not come as .a surprise. The adapting stimuli, after all,
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are apeech and therefore are phonetically relevant auditory patterns,
Conversely, the internal standards or categoty prototypes against which
listeners presumably compare stimuli in the process of categorization must en-
tail detailed auditory spec¢ifications; otherwise, in tHe absence of a common
metric, the comparison would be impossible. Selective adaptation may then bé
viewed as a temporary modification of the prototype itself--a weakening of the
criterial specifications that is proportional to the degree to which the audi-
tory input meets those .specifications. With this interpretation, the results
reviewed above can be reconciled with the numerous earlier demonstrations of
"purely auditory" effects in seleotive adaptation, . \

From this vantage p*c‘)int,& the various "low-level” gff‘ects'r‘eviewed S0
far--sequential contrast, " range-frequency effects, and selective adapta-
tion--are relevant to the topic of our paper, the flexibility of phohetic
boundaries. In essence, the data seem to show that not even ‘a psychophysical
procedure like selective adaptation has its effects exclusively at a "general
auditory level" of processing; rather, as long as the adapting stimuli are
speech, their effects reflect the extent to which they engage the speech proc=
essing apparatus. Since speech stimuli ordinarily engage the mechanisms of
phonetic categorization (even in the absence of an overt or covert response),
selective adaptation with speech is properly viewed as a speech-specific phe-
nomenon--a modification of the frame of reference within which speech stimuli
are interpreted. The same is true for range-frequency and sequential contrast
effects, except that overt responses to contextual stimuli may have additional
effects at a judgmental level. In other words, although Speech must pass
through the auditory nerve, there may be no "general auditory" level of
representation beyond the peripheral transduction. Speech perception takes
place within a pre-established frame of reference, and the auditory represen-

tatiQn of -speech cannot be separated from the (equally "auditory") internal
strdgbqggié due to cumulative experience in conjunction with biological -
predisp tions, through which the incoming information is filtered.

-

Stimulus Structure Effects

Under this heading we consider perceptual dependencies that arise among
different components of a single coherent speech stimulus. That stimulus may
be as short as a single syllable or as long as a-'whole sentence. Stimulus
structure effects, even though they are most easily revealed in the laborato-
ry, are closer to the real life situation than the stimulus sequence effects
discussed in the preceding section, which represent or exploit artifacts of
test sequence construction. Although the experimental induction of selective
adaptation or sequential contrast may be useful for the purpose of probing
perceptual mechmnisms, there is no reason to believe that these phenomena (a3
distinect from the mechanisms they reveal) play any significant role in the
perception of coherent_ speech. The various effects discussed in the present
section, -on the other hand, have more direct implications for normal speech
perception, as they reflect the perceptual functions of integration and
normalization that make Speech perception so effortless and efficient.®

Cue Integration Effects

It 1s “well known that distinctions among phonetic segments rest on a
multiplicity of acoustic cues in the speech signal. Typically, these many
cues are acoustically diverse, relatively widely distributed in time, and
overlapped with cues for other segments. Yet the percelver gomehow integrates

4
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these dlverse and, distributed aspects of the speech signal to recover the
phonetic structure of the message (Liberman & Studdert-Kennedy, 1978; Repp,
Liberman, Eccardt, & Pesetsky, 1978). Exactly how the individual acoustic
cues are characterized depends to some extent on the methods of analysis and
experimental manipulation and on the descriptive framework chosen by the
Investigator.  From a purely acoustic point of view, however, they seem in
most cases to be incoherent., From an articulatory point of view, on the other
hanq, they make sense--that is, they reflect a unitary event in the domain of
articulatory planning.?

The statement that there are multiple cues for each phonetic contrast
must be qualified by the fact that some cues are more important than others.
That is, some cues are easily overridden by others. Listeners' sensitivity to
the weaker cues can be demonstrated in the :laboratory by eliminating the
stronger ones or by setting them at ambiguous values. From the existing evi-
dence it can indeed be concluded that, given the opportunity, listeners will
make use of any cue for a given phonetic distinction (Bailey & Summerfield,
1980). ‘This general observation suggests that, as Bailey and Summerfield
(1980) have pointed out, the concept of cue has limited theoretical relevance.
As a practical matter it is useful, even essential, in dealing with the acous-
tic basis of speech perception. But the sensitivity-to the many and various
cues for a phonetic segment suggests, as we have already implied, that
listeners are perceiving just what all the cues have in common--viz., some
economical representation of the coherent process underlying the peripheral
articulation.

The relevance of cue integration to the topic of our chapter is evident
when we consider that a phonetic category boundary is usually determined on a
continuum of stimuli varying in only one important cue dimension. The flexi-
bility of that phonetic boundary may then be assessed by introducing other,
usually less important, cues that favor either one or the other response al-
.ternative. _That boundaries are indeed flexible in this particular sense has
been demonstrated in numerous studies. (For a recent review, see Repp, 1982.)
By definition, phonetic boundaries are 1located at the point of maximal
ambiguity, where weaker cues have their strongest effect. The perceptual cue
integration, or phonetic "trading relation," revealed by the boundary shift
generally takes place without the listener's awareness. Perception tends to
remain categorical even in the presence of multiple acoustic differences among
stimuli (see, e.g., Fitch, Halwes, Erickson, & Liberman, 1980.) B

The ubiquity of trading relations among acoustically diverse cues pro-
vides one of the strongest arguments against theories that predict fixed
boundary locations on any acoustic speech contfhuum. In many cases, cues are
8o disparate as to be extremely unlikely to engage in any direct psychoacous-
tic interaction., Rather, what seems to unite them is that they are common
consequences of the articulatory gestures that differentiate‘phonetic seg-
ments;  at the. same time, they are members of the set of structural acoustic

" differences that characterize a particular phonetic contrast. To cite only

one specific example: The primamfhpue for the /s/-/f/ distinction is the
spectrum of the fricative nofse, but a secondary cue is provided by the voiced .
formant transitions following the noise. The phonetic boundary on an /s/~/f/

. continuum, obtained by varying the spectral properties of the fricative noise,

1s at different locations depending on whether the formant transitions are ap-

. propriate .for /s/ or for /f/ {(Mann & Repp, 1980). Considering that the

fricative noise 1s of relatively long duration, produced by a different
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source, and of a spectral composition quite different from that of the follow-
ing signal, there is little reason to expect any direct effect of the formant
transitions on- the auditory nrepresentation of the fricative noise. Indeed,
when listeners are led to focus on the "pitch"™ of the fricative noise (rather
than on the -phonetic fricative category), there seems to be no inﬁluence of
the following formant transitions on their judgments {Repp, 1981). Thus, the
perceptual integration of the cues provided by fricative noise spectrum and
formant transitions seems to be phonetically motivated and related to the ‘fact
that different values of both cues are consistently correlated with different.
places of friocative production. Similar arguments may be applied to other
phonetic trading relations, even including those that could, in ‘principle, re-
sult from some psychoacoustic interaction,

Feature Integration Effects

g

The -trading relations discussed in the preceding sectiqnvfénd reviewed by:
Repp, 1982) take place among cues to a single phonetic feature--e.g., voicing
or place of articulation. This 'is a consequence of the fact that the phonetic
categories constituting the endpoints of a speech: continuum nearly always dif-
fer only in a single feature, Here we consider a related class of effects
that reveals perceptual dependencies among cues to. different features of the
same phonetic segment. The main-~“reason for considering these effects
separately  isqthat they give the theorist an additional degree of . freedom:
Feature interattions may be.hypothesized to occur after a process of "feature
~extraction" but before,aSSembly of the features into a phonetic segment (see, .
e.g., Miller, 197}b“ Sawusch & Pisoni 19741 For theorists who instead
postulate either direct psychoacoustic interactions among the cues or refer-
ence to phorieme- .or syllable-sized prototypes, the effects considered here are
further "instances of cue integration (cf. Oden & Massaro, 1978).

P v

The 1literature on genuine feature integration effects is rather .small,
for it is difficult to vary cues for different features in’ a strictly orthogo-
nal fashion. A well-known finding is that the voicing boundary on a VOT con-
tinuum is at increasingly larger voicing lags for labial, alveolar, and velar
stop consonants (Lisker & Abramson, 1970). In ‘most -studies, however, the
duration of the first-formant transition, which itself coristitutes a voicing
cue (as well .as a weak cue for place of articulation) covaried wlth place of
articulation, so that the boundary shifts may be considered as being due to a
simple trading relation among voicing cues. In one experiment, however, the
F1 transition was held constant (with only the F2 .and.F3 transitidns varying
to cue differences -in place of articulation), and a small but reliable voicing
boundary shift as a function of place of articulation was obtained (Miller,
1977b). (See, however, Massaro & Oden, 1980, for a failure to replicate this
result,) Subsequently, Miller. (1977b) showed that the boundary.on a.labial-al-
veolar place of articulation continuum shifted depending on whether the stop
consonants were synthesized as nasal, voiced, or voiceless, She interpreted
these results as revealing processlnh dependencies among phonetic features.
ap alternative interpretation has been proposed in a model that builds feature

ependencies  into prespecified criterial feature values and 'so avoids  any
processing interactions after the feature extraction stage (Massaro & Oden,
1980; Oden & Massaro, 1978). Because of the built-in dependencies, however,
the model rests on the assumption of phoneme~ or syllable-siz€é prototypes and
merely pays lip service to phonetic¢ features. '
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Feature interactions of the kind observed by Miller {1977b) presumably
reflect the 1inherent nonorthogonality of articulatory features and their
acoustic correlates. Clearly, the binary feature matrix devised by phonolo-
gists is inadequate from a phonetic viewpoint. Initial velar stops, for exam-
ple, because of their longer VOTs, simply are relatively "more voiceless™ than
labial stops. The possibility of psychoacoustic interactions among signal

.components must be considered, but there is no well-supported psychoacoustic

explanation for~the observed feature interactions,

One case in which a psychoacoustic interaction between feature dimensions -
can definitely be ruled out is the finding (Carden, Levitt, Jusczyk, & Walley,
1981) that, given a single continuum of formant transitions, listeners place
‘the phonetic bounaary at different locations depending on whether they are
instructed to hear the stimuli as stops ([bal, [dal) or as fricatives ([fal,
Leal). This 'can only be accounted for as an adjustment--and apparently a
perfectly automatic one--for the fact that the places of production are some-
what different for the two stops from what they are for the fricatives.
Hence, it becomes yet another example of the rule that phonetic categorization
is .guided by internal criteria that reflect the prototyngg; acoustic and

AN

Segmental Context Effects

A third class of perceptual interactions taking place within a single
utterance concerns perceptual dependencies among cues for different phonetic
segments. While the conceptual distinction, from.the two classes discussed

~earlier (integration of cues to the same feature, or to different features of

the same segment) is straightforward, practlcal distinctions are somewhat
fuzzy because acoustic cues generally cannot be\ apportioned exclusively to one
or the other phonetic segment. However, an-experimental dissociation is usu=-
ally possible between those signal aspects that provide weak (coarticulatory)
cues to one segment and those that are strong and sufficient cues Por a dif-

tferent segment, even when both very nearly coincide in time.

For example, take the effect of a following vowel on fricative percep-
tion, investigated--among others--by Mann and Repp (1980). The periodic sig-
nal.portion following a fricative noise necessarily has-formant transitions
‘characteristic of the fricative's place of production, which contribute to the
fricative percept, particularly when the fricative noise spectrum carries lit-
tle distinctive information (Carden et al., 1981; Mann & Repp, 1980). There-
fore, this effect belongs under the heading of cue integration., The identity
of the vowel itself, however, 1is quite independent of the preceding fricative
and therefore gannot provide any direct cues to fricative place of production,
- Nevertheless, as Mann and Repp (1980) and others (Kunisaki & Fujisaki, 1977;
Whalen, 1981) have shown, the vowel also exerts an influence on fricative
perception: When the fricative noise 1is ambiguous between /s/ and /J/,
listeners report more instances of /s/ when the foilowing vowel is rounded
(/u/) than when it is not (/a/), resulting in a quite substantial boundary
~shift on an /s/ /57 fricative noise continuum.

A number of other effects of this kind have been found in recent re-
search, For example, a preceding fricative noise (/s/ versus /f/) affects the
perception of a following stop consonant (/t/ versus /k/): The /t/-/k/ bound-
ary shifts iA favor of /k/ when the precursor is /s/ (Mann & Repp, 1981). The
effect 1s independent of coarticulatory cues to stop place of articulation in
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the fricative noise, and it occurg also when the fricative appears to belong

Y to a preceding syllable (Repp & Mann, 1981). Yet another effect operating
across a syllable boundary has been obtained by Mann (1980): The boundary on
a /da/-/ga/ continuum shifts in favor of /g/ when the preceding syllable is
/al/ rather than /ar/.

How are such segmental context effects to be accounted for? Psychoagous-
tic interactions between adjacent signal portions, while not impossible, be-~
come rathggbizydausible. For example, there is little reason to expect that a
fricative e would "sound" different before different vowels, Indeed, when
listeners are rgquired to Jjudge the "pitch" of the noise rather than the
phonetic category of the fricative, effects of the following vowel disappear
(Repp, 1981). The most plausible hypothesis is that segmental context effects
represent a perceptual compensation for coarticulatory interactions in speech 7
produgtion, It is well known, for example, that anticipatory 1lip rounding for
rounded vowels affects the noise spectrum of preceding fricatives (Fujisaki &
Kunisaki, 1978; Mann & Repp, 1980), and there are indications that the for-
mant transitions of stop consonants shift with the place of articulation of
preceding fricatives (Repp & Mann, 1982) and liquids (Mann, 1980). The abili-
ty q,'f‘ listegers to compensate for these coarticulatory effects implies an
internal representation of these dependencies, which may be conceptualized in
dynamic or static terms.

! Segmental context effects have been. demonstrated even among nonadjacent
segments. Thus, shifts in the place of articulation boundaries for initial
stop consonants have been found to occur as a function of the place of articu-
lation of the final stop consonant in the same syllable (Alfonso, 1981).
Perceptual interdependencies between two vowels separated by a consonant have
also been reported (Kanamori, Kasuya, Arai, & Kido, 1971). These effects may
reflect perceptual compensation for coarticulatory dependencies operating over
wider time spans (cf. Martin & Bunnell, 1981, 1982; Ohman, 1966). :

Speaking Rate Effects

_ The perception of phonetic distinctions that rest on temporal cues may be
. . affected by the temporal structure of surrounding signal portions. Since .
. these effects have been thoroughly reviewed by Miller (1981), we can be brief
“here. .

It 1is wuseful to distinguish between experimental manipulations of the
duration of selected (steady-state) acoustic segments and of time-varying
spectral changes connected with actual (or simulated) changes in articulatory
rate, Both temporal and spectro-tempordl manipulations have been shown to af-
fect the perception of certain temporal cues, but it is:not clear whether
their effects take place at the same level.

Some experiments on effects of "speaking rate" concern trading relations
among cues for the same phonetic segment. When two temporal cues contribute -
to the same distinction, .a change in one will necessarily reQuire a compensa-
tory change in the other’to maintain perceptual constancy. An example of such

v a trading relation is that between (preceding) silence duration and fricative
B noise duration as Jjoint cues.to the fricative-affricate distinction (Repp et
al,, 1978). Affricate percepts are favored by both long silences and sHort

noises; so an increa n silence duration can be compensated for, within lim= ' -
.1ts, by an increase 'in nwise duration. But when this trading relation was ex-
N 3
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amined in the context of a true rate manipulation--the critical cues were
embedded in sentence frames produced at a fast or at a slow rate--relatively
more silence was needed in the fast sentence frame to maintain the same level
of affricate respanses. One possible interpretation of this reliable effect
(cf. Dorman, Raphael, & Liberman, 1979) is that, in the.rapidly articulated
context, the (constant) fricative noise sounded relatively longer and hence
more fricative-like, so that a longer silence was required to restore the same
level of affricate responses. This assumes that the perception of the silence
cue was less affected by the rate manipulation. Why this should be so is not
clear at present. We should also remark that the speaking rate effect was
probably mediated primarily by the immediately adjacent signal portions=--the -
durations of the vocalic segments preceding the silence and following the
fricative noise. If so, the speaking rate effects observed may have been a
special instance of a segmental context effect or even a trading relation.

A good example of another "speaking rate effect" that could be put, as
well, in the preceding section on segmental context effects 1is the influence
of the duration of a following vowel on the perception of the /b/-/w/ distinc-
tion (Miller & Liberman, 1979): The longer the vowel, th& longer the formant
transition duration at the /b/-/w/ boundary. This finding was interpreted as
a speaking rate effect, and it is indeed consistent with observed changes in
/w/ transition duration at different speeds of articulation (Miller & Baer,
1983). However, the effect has also been obtained with infants (Eimas & Mill-
er, 1980) and with nonspeech stimuli (Pisoni, Carrgdl, & Gans, 1983), which
suggests a possible psychoacoustic origin--i.e., a tehiporal normaliZation ear-
ly in the perceptual process. It is indeed questionable whether changes in
the duration of a (steady-state) synthetic vowel are sufficient to convey any-
thing like "speaking rate.” Within the context of cue trading relations, both
Fitch (1981) and Soli (1982) have been able to separate perceptual effects of
vowel duration from effects due to vowel "structure," i.e., more complex spec-
tral changes taking place over time. It is the latter that are more properly
viewed as the carriers of information about rate of articulation.

The examples given above illustrate that true "speaking rate effects" are
not easy to digtinguish from simpler temporal trading relations and local con--
text effectgs oreover, if speaking rate i3 varied, those changes that occur
closest to the rget segment will affect its perception most (Summerfield,
1981). In additiom, Miller, Aibel, and Green (1984) have recently demonstrat-
overt Jjudgments of speaking rate do not predict the
perceptual effects of rate manipulations. On the other hand, considering the
extensive speech knowledge that listeners must possess, it seems reasonable to
assume that they also have intrinsic knowledge of the acoustic changes that
accompany changes in speaking rate and that they "know" how to apply this
knowledge in perception. An example of this was alsd provided by Miller and
Liberman (1979) in their study of the /b/-/w/ distinction. When the following
vowel was exterided by a nonstationary portion .containing transitions appropri-
ate for a syllable-final /d/, .the effect on the /b/=/w/ boundary was equiva-
lent to that of shortening the steady-state vowel. This paradoxical finding
presumably reflects an increase in the perceived rate of articulation due to

the additional phonetic segment in the syllable.
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épeakgr Normalization Effects

Phonetic boundaries along a spectral cue dimension may shift in
accordance with the size of the vocal tract that is perceived to be the source
of the utterance--that is the hypothesis, at least., As with speaking rate ef-
fects, genuine speaker normalization effects are not easy to distinguish from
local context effects and spectral trading relations. Moreover, a demonstra-
tion of true speaker normalization requires that the test utterance be per-
ceived as coming from a single source (speaker), which is possible only with
target segments that ane relatively ambiguous as to their source. For these
reasons, there are few convincing demonstrations of speaker normalization ef-
fects in the literature. :

One of the earliest demonstrations was provided by Ladefoged and Broad-
bent’ (1957), who showed that synthetic vowel targets were perceived different-
ly in sentence carriers simulating ‘different speakers. This result was
replicated with natural speech by Dechovitz (1977). More recently, May (1976)
with synthetic speech and Mann and Repp (1980) with natural speech found a
shift in the /f/-/s8/ boundary when the same fricative noises occurred in the
context of vowels produced by different-sized vocal tracts. More experiments
along these lines are needed to establish firmly listeners' sensitivity to the
static aspects of the perceived speech source.

Semantic and Syntactic Effects

It is a commonplace observation that listeners tend to hear what they ex-
pect to hear. Effects of semantic-context are ubiquitous in speech perception-
(Bagley, 1900-1901; Cole & Rudnicky, 1983). Howevér, these effects arg gen-
erally obtained only when some acoustic information is missing and needs to be
"filled in." Apparently, semantic factors can also influence the phonetic
boundary on an acoustic continuum characterized by ambiguous (rather than
missing) cues. ’

That such factors can influence the category boundary on a VOT continuum
was demonstrated by Ganong (1980). He found that the boundary shifted in fa-
vor of word respenses when one of the alternatives was a word and the other a
nonword, even though the phonetic distinction was in the initial consonant,
The pattern of the data suggested that the effect was not merely a response
bias; rather, lexical status seemed -to influence phonetic categorization
directly. But this kind of direct interaction between "top-down" and "bot-
tom-up® processes is a controversial notion (see, e.g., Swinney, 1982), and we
do not wish to enter into a discussion of the matter here. Suffice it to
point out that phonetic boundaries may be shifted by semantic biases. Such
biases can be manipulated not only by changing the lexical status of the tar-
get word but also by inducing expectations through preceding sentence context
(Garnes ‘& Bond, 1977; Miller, Green, & Schermer, 1982). However, the phonet-
ic boundary shift obtained in that case may be eliminated by selective atten--
tion to the target word (Miller et al., 1982), suggesting that semantic proc-
essing can be consciously avoided in certain conditions (e.g., when the same
materials are repeated over and over). Interestingly, the same sStudy by Mill-
er et al. (1982) also revealed that effects on segmental perception due to
the speaking rate of a carrier sentence could not be voluntarily disengaged.

\
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Effects of syntactic boundaries on certain phonetic distinctions have al-
S0 been reported (Dechovitz, 1979; Price & Levitt, 1983): If the critical
cue for the distinction is silence duration (as in the fricative-affricate
contrast), more silence 1is needed if a syntactic boundary is made to coincide
with the silence. Although claims have been advanced that this effect can be

produced by syntactic structure per se (Dechovitz, 1979), no convincing evi- =~ =

dence for such "pure syntax" effects exists so far. Rather, gthe effects of
syntactic boundaries seem to be mediated by the prosodic changes that accompa-
ny them. The fricative-affricate boundary may shift depending on whether the
preceding word does or does not have clause-final intonation and lengthening
(Price & Levitt, 1983; see also Rakerd, Dechovitz, & Verbrugge, 1982).. To
what extent these effects should be consideréd merely local context effects or
temporal trading relations remains to be seen. In either case, they seenm
genuinely phonetic rather than psychoacoustic.

Cross-Language Effects

For the purpose of ruling out psychoacoustic factors and establishing
that the location 6f a phonetic boundary is largely determined by factors
internal to the 1listener, cross-language comparisons are most instructive.
Languages do differ in their articulatory-acoustic patterns, frequently even
for phonetic categories that seem phonemically identical (see Ladefoged,
1983). To the extent that these cross-linguistic differences are captured by
a single acoustic speech continuum (and this is not always the case), we
should want to know if, in fact, the phonetic boundaries differ for speakers
of different languages.

Unfortunately, cross-linguistic studies using the same stimuli and proce-
dures are not very nunerous. Among those that do exist, most have dealt with
the voicing dimension, .as cued by VOT, taking advantage of the fact that
languages such as English, French, -and Thai make their voicing contrasts in
phonetically different: ways. While English- distinguishes voiced (either
prevoiced or voiceless unaspirated) and voiceless aspirated stops, French,
Spanish, and Polish contrast prevoiced with voiceless unaspirated stops, and
Thai makes both distinctions. The single voicing boundary for English
listeners is located in the short-lag values of VOT, between roughly 20 and 40
ms, depending on place of articulation (Lisker & Abramson, 1970). The single
“boundary for French, Spanish, and Polish listeners, on the other hand, is gen-
erally located at shorter lag times, close to zero, and is considerably more
variable (Caramazza, Yeni-Komshian, Zurif, & Carbone, 1973; Keating et al.,

1981; Williams, 1977)." Thai.listeners have two boundaries, one in the voic- - .

ing lead region (where none of the other -languages mentioned exhibits "any
boundary), and the other at voicing lags somewhat longer than in English
(Foreit, y977; Lisker & Abramson, 1970). Thus, native language does seem to
.influence the location of comparable phonetic Mdoundaries on a VOT continuum,
and it certainly determines whether or not a boundary exists at all.

- 4

There 1is amplé evidence that discrimination performance is best in the
vicinity of a phonetic boundary. Thus, discrimination peaks shift with the
phonetic boundaries across languages. .Speakers of a language such as. Thai
have a discrimination peak in the voicing lead region where English listeners'
ability to detect differences is extremely poor (Abramson & Lisker, 1970).
Another well=-known example of sugh a cross~language difference is provided by
the /r/-/1/ contrast, which is easily discriminated by Englidh listeners but
nearly indistinguishable for speakers of Japanese, a language that does not

. [
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contain these phonetic segments (Miyawaki et al., 1975). For a review of
these and related data, see Strange and Jenkins (1978) and Repp (71984).

In view of the flexibility of phonetic boundaries, demonstrations of a
coincidence of category boundaries obtained for chinchillas or . monkeys with

~those of English-speaking humans lose some of their. impact.....To-the-extent

that these animal boundaries are stable at all (see Waters & Wilson, 1976, for
a demonstration of large range effects), they may reveal certain psychoacous-
tic sensitivities that, ,however, seem to exert only a weak constraint on the

possible locations of human boundaries.

It is likely, of course, that' the locations of phonetic boundaries in the
languages of the world are not totally arbitrary. The structure of the speech

-production apparatus imposes universal constraints on articulation that may be

reflected in a limited number of preferred boundary locations. The hypothesis
that human infants may possess JSome innate sensitivity to these universal
potential phonetic boundaries (See Aslin & Pisoni, 1980) has recently gained
momentum through the remarkable findings of Werker (1982), who showed that
prelinguistic American infants are capable of distinguishing phonetic categor-
ies for?ign to English, but lose that ability around ten months of age. It
has not 'been conclusively established, however, that these prelinguistic cate-
gory distinctions are truly phonetic, rather than psychoacoustic, in nature.
Exposure to the phonetic distinctions of the native language may merely induce
a "speech mode" of listening in the one-year-old infant and thereby lead it to
ignore 1irrelevant acoustic detail. Similarly, several demonstrations of
adults' ability to discriminate foreign phonetic categories in certain labora-
tory situations (MacKain, Best, & Strange, 1981; Pisoni, Aslin, Perey, & Hen-
nessy, 1982) may, at least in part, reflett skills of .deploying a nonphonetic
mode of processing, and not the acquisition of a new phonetic distinction that

can be generalized beyond the laboratory. On the other hand, mastery of a new

language does 1imply the establishment of new phonetic' categories, and it 1is
primarily a matter of implementing all the necessary controls to permit the
conclusion that this is indeed what has happened in any given laboratory
experiment, Rigorous investigations of the process of phonetic learning,
which may be a good deal slower than the time span of the typical speech

experiment, are Just beginning (e.g., Flege & Port, 1981).

. : Conclusion .

Evidence from a variety of experiments on speech perception establishes
that phonetic category boundaries are flexible in response to each of two
quite different sets of conditions, One set is commonly created by the way
utterances are arranged in experiments that require the presentation of se-
quences of test stimuli. Most of the effects of such conditions are found
with nonspdech sounds as well, though, r reasons that are not yet clear,
some may be peculiar to speech. The othel conditions are the more interest-
ing, at least for our purposes, because tHey seem to be integral parts of the
processes by which utterances are perceived in any test sequence and so,
presumably, in the real-life situation. Thelir effects are of several superfi-
oially different kinds, but, common to all, there is a (more or less) apparent
correspondente between the shift in the perceived category boundary and the
acoustic effects of an articulatory or coarticulatory maneuver, Thus, these

boundary shifts imply a link between speech perception and speech production, -

much as if perception were constrained by tacit "kﬁowledge" of what a vocal
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tract does when it makes linguistiéally significant gestures. Considerations
of this kind, roughly similar to those that led originally to the (so- calleq)
"motor theory of speech perception” (Liberman, Delattre, & Cooper, 1952), lead
us to. suppose that such boundary shifts as these are peculiar to speech“

o References
Abramson, A. S., &, Lisker, L. (1970). Discriminability along the voicing
. continuum: Cross-language tests. Proceedings of the Sixth International
Congress of Phonetic Sciences (pp. 569-573). Prague: Academia.
Ainsworth, W, A. (1977). Mechanismg of selective feature adaptation.,
Perception & Psychophysics, 21, 365-370.

" Alfonso, P, (1981). Context effects on the perception of place of articula-

tion, Journal of the Ac0ust1ca1 Society of America, 69 (Supplement
No. 1), S93. (Abstract)

Aslin, R. N., & Pisoni D. B. (1980). Some developmental processes in speech
perception, In G. H. Yeni-Komshian, J. F., Kavanagh, & C. A. Ferguson
(Eds.), Child phonology (Vol. 2, pp. 67-96). New York: Academic Press.

Bagley, W. C. (1900-1901). The apperception of the spoken sentence: A study
in the psychology of language. American Journal of Psychology, 12,
80-130. -

Bailey, P. J., & Summerfield, Q. (1980). Ipformation in speech: Observa-
tions on the perception of [s]-stop clusters, Journal of Experimental
Psychology: Human Perception and Performance, 6, 536-563.

Blumstein, S. E., Stevens, K. N., & Nigro, G. N. (1977). Property detectors
for bursts and transitions in speech perception. Journal of the Acousti-
cal Society of America, 61, 1301-1313.

Brady, S. A., & Darwin, C. J. (1978). Range effect in the perception of
voicing. Journal of -the Acoustical Society of America, 63, 1556-1558.
Braida, L. D., & Durlach, N. 1. (1972). Intensity resolution:. II. Resolu-
, tion 1in one-interval paradigms. Journal of the Acoustical Society of
" America, 51, 483-502.

Cardmazza, A., Yeni-Komshian, G. H., Zurif, E. B., & Carbone, E. (1973). The

acquisition of a new phonological contrast: The case of stop consonants
in French-English bilinguals. Journal of the Acoustical Society of
America, 5S4, 421-428.

Carden, G., Levitt, A., Jusczyk, P. W., & Walley, A. (1981).. Evidence for

phonetic processing of cues to place of articulation: Perceived manner
affects perceived place. Perception & Psychophysics, 29, 26-36.

Cole, R, A,, & Cooper, W. E. (1977) Properties of friction analyzers forh

/3/. Journal of the Acoustical’ Society of America, 62, 177-182. _
Cole, R. A,, & Rudnicky, A. T. (1983). What's new in speech perception? The
research and ideas of William Chandler Bagley, 1874-1946. Psychological
.Review, 90, 94-101.
COOper W. E. (1974). Adaptation of phonetic feature analyzers for place of
articulation. Journal of the Acoustical Society of America, 56, 617627,

Crowder, R. G. (1981). The role of auditory memory in speech perception and.

discrimination., In T. Meyers, J. Laver, & J. Anderson (Eds.), The cogni-

tive representation of speech. Amsterdam North-Holland Publishing Co.
Crowder, R. G. (1982). Decay of auditory - memory in vowel discrimination.
» Journal of Experimental Psychology: Learning, Memory, and Cognition, 8,

153-162. (/'
Crowder, R. G., & Repp, B. 'H' (1984). Sing}e formant contras{ in vowel
' identification, ﬁPerception & Psychophysics, 35. 372~ 378

47




“ Repp & Liberman: Phonetic Category Boundanﬁes Are Flexible

A

Dechovitz, D. (1977). Information conveyed by vowels: A confirmation. Has-
kins Laboratories Status Report on Speech Research, SR-51/52, 213~ 219,

Dechovitz, D. (1979). Effects of syntax on the perceptual "“integration of
segmental features. In J, J. Wolf & D. H. Klatt (Eds.), Speech communi-
cation papers presented at the 97th Meeting of the Acoustical Society of
America (pp. 319-322). New York: Acoustical Sooiety of America.

Diehl, R. L. (1981). Feature detectors for speechi A oritical reappraisal.

. Psychological Bulletin, §9, 1-18. :

Diehl, /R. L., Elman, J. L., & McCusker S. B. (1978). Contrast effects on

stop consonant identification., Journal of Experimental Psychology: Hu-

an Perception and Performance, 4, 599-609. “\\\
Donald, L. (1976). The effects of selective adaptation‘on voicing in Thail
nd English. Haskins Laboratories® Status' Report on Speech Research,

' SR-U7, 129-136,

Dorman, n, M. F., Raphael, L. J., & Liberman A. M. (1979). Some experiments on
the sound  of silence in phonetic perception. Journal of .the Acoustical

! Society of America, 65, 1518-1532.

~E1mas, P. D. (1963). The relation between identification and-discrimination
along speech and non~speech continua, Language and Speech, 6, 206-217.

Eimas, P, D., & Corbit, J. D. (1973). Selective adaptation of linguistic

' feature detectors? Cognitive Psychology, 4, 99-109.

Eimas, P, D., & Miller, J. L. (1980). Contextual effects in infant speech

 perception. Science, 209, 1140-1141,

Elman, J. L. (1979). Perceptual ondgins of the phoneme boundary effect and
selective adaptation of speech: A signal - detection theory analysis.
Journal of the Acoustical Society of America, 65, 190-207.

Fitch, H. L. (1981). Distinguishing temporal information for speaking rate
from temporal information for. intervocalic stop consonant voicing. Has-
kins Laboratories Status Report on Speech Research, SR-65, 1-32.

Fitch, H. L., Halwes, T., Erickson, D. M., & Liberman, A, M, (1980).
Perceptual equivalence of two acoustic cues for stop consonant manner.
Perception & Psychophysics, 27, 343-350.

Flege, J. E., & Port, R. (1981). Cross-language phonetic interference: Ara-'

bic to English. Language and Speech, 24, 125-146.

Foreit, K. G. (1977). Linguistic relativism and selective adaptation for
speech: - A comparative study of English and Thai. Perception &
Psychophysies, 21,. 347-351. ' '

Fry,.D. B.,  Abramson, A. S., Eimas, P, D., & Liberman, A. M. (1962). The
identification and discrimination of synthetic vowels. Language and
Speech, 5, 171-189. '

P Fujisaki, H., & Kunisaki, O. .(1978). Analysis, recognition, and perception
of ‘voiceless ‘fricative consonants in Japanese. IEEE Transactions (ASSP),
26, 21-27. :

Fujisaki, “H., & Shigeno, S. (1979)." Context effects in the categorization of

- speech and non-speech stimuli.- In J. J. Wolf & D. H. Klatt (Eds.),
Speech‘communication papers (pp 5-8). New York: Acoustical Society‘of

J America)
Ganong, W. F III. (1978). The selective adaptation effects of burst-cued
stops. erception & Psychophysics, 24, M-83.

.Ganong, W. F.<§;I (1980). ' Phonetic categorization in ‘auditory word peﬁbep-

tion.  Journal of Experimental Psychology. ‘Human Perception and Pgrform-

ance, 6, 110- io5. » L * , .
Ganong, W. F, III., & Zatorre, R. J. (1980). Measuring -phoneme boundaries

four ways. Journal of the Acoustical Society of America, 68, u431-u39. -

. Garnes, S., & Bond, Z. S. (1977). The iypfluence of semantics on speech -
perception. Journal of the Acoustical Society of America, 61 (Supplement~

48

No. 1), 865. (Abstraot)u




™

Repp & Libermans Phonetie Category Boundaries Are Flexible

Healy, A. F., & Repp, B. H. (1982)., Context sensitivity and phonetic media-
tion in categorical perception.: Journal.of Experimental Psychology: Hu-
man Perception and Performance, 8, 63-80. '—-

Kanamori, Y., Kasuya, H., Arai, S., & Kido, K. (1971). Effect of context on
vowel perception, Proceedings of the Seventh International Congress on

e Acoustics (pp.. . 37=40)...OBudapest.

Keating,, P. A., Mikos, M. J., & Ganong, W. F. III. (1981). A-cross-language
study of range of volce onset time in the perception of initial stop
voicing. Journal of the Acoustical Society of America, 70, 1261-1271,

Kewley-Port, D. (1983). Time- varying -features as correlates of place of ar-
ticulation in stop consonants. Journal of the Acoustical Society of
America, 73, 322-335. " , .

Kunisaki, O., & Fujisaki, H. (1977). On the influence of context upon
perception of voiceless fricative conscnants, Annual Bulletin (Research
Institute of Logopedics and-Phoniatricg, University of Tokyo), 11, 85-91.

i !

Ladefoged, P. (1983). Cross-nguistic s es of speech production. In
P. F. MacNeilage (Ed.), The productiof of speech (pp. 177-188). ' New
York: Springer-Verlag. :

Ladefoged, P., & Broadbent, -D. E. (1957). Information conveyed by ‘yowels,
Journal of the Acoustical Society of America, 29, 98-10u4.

Lahirf, A,, Gewirth, L., & Blumstein, S. E. (198’3 A reconsideration of
acoustic invariance for place of articulation in stop consonants: Evi-

dence from a cross- 1anguage study. Journal of the Acoustical Society,, of

America, 76. . .
Lane, H. (1965). ‘Motor theory of speech perception: A critical review.
. Psychological Review, 72, 275-309.

Liberman, A, M,, Delattre, P. C., & Cooper, F. S, (1952). The role of
selected{stimulus-variables in the perception of the unvoiced stop conso-
nants. American Journal of Psychology, 65, 497-516. «

Liberman, A, M., & Studdert-Kennedy, M.  (1978). . Phonetic perception. In
R. Held, H. W. Leibowitz, & H.-L. Teuber (Eds.), Handbook of sensory

physiology, Vol, VIII: Perception - (pp. 143-178). New = York:

Springer-Verlag. .
Lisker, L., & Abramson, A. S. '(1970). The ng dimension: Some experi-
ments 1in comparative phonetics. Proceedings of. the 6th International
. Congress of .Phonetic Sciences.. Prague: Academia.
MacKain, K. S., | Best, C. T., & Strange, W. (1981). Categorical perception of
English /r/ and /1/ by Japanese bflinguaLs. Appllied Psycholinguistics,
2, 369-390. v LY

Mann, V. A. (1980). Influence of preceding 11qu1d on stop consonant per‘cep-

tion. = Perception & Psychophysics, 28, - 407-412.

Mam, V. A., & Repp, B. H. (1980)..  Influence of vocalic context on percep-
tion of the [[f]-[s] distinction Percegtion & Psychophysics; 28,

v 213-228. ' :

AMann, V. K., & Repp, B. H. (1981). Influence of preceding fricative on stop
cogsonant perception. Journal of the Acoustical Society of America, 69,
548-558. ' )

Martin, J. G., & Bunnell, H, T. (1981). Perception of anticipatory coarticu-
lation effects. Journal of Yhe Acoustical Society of America, 69,
559-567. : )

Martin, J. G., & Bunnell, H. T. (1982). Perception of anticipatory coarticu-
latjon effects in vowel-@top consonant-vowel .sequences. Journal of
Experimental Psychology: Humah Perception and Performance, 8, 473-488.

T

1

R 1




3

et | R
» , w
.

Repp & Liberman: Phonetic Category Boundaries Are Flexible

May, J. (1976). Vocal tract normalization for /s/ and /8/., Haskins Labora-
tories -Status Report on Speech Research, SR-48, 67-73.

Massaro, D. W., & Oden, G. C. (1980). ﬁ“aluation and integration of acoustic
features 1in speech perception. Journal of the Acoustical Society of
America, .

Miller, J. L. (1977a). Nonindependence of feature processing in initial con-
sonants. Journal of Speech and Hearing Research, 20, 519-528,

Miller, J. L. (1977b). Properties of feature detectors for VOT: The voice-
less channel of analysis Journal of the Acoustical Society of America,

62, 641-648. ) ’

Miller J. L. (1981). The effect of speaking rate-on segmental distinctions:
Acoustic variation and perceptual compensation. In P, D, Eimas &
J. L. Miller (Eds.), Perspectives on the study of speech., Hillsdale, NJ:
Erlbaum. ’ "'

Miller, J. L., Aibel, I. L., & Green, K. (1984). On the nature of rate-de-

pendent processing during phonetic ;pérception. Perception &

Psychophysics, 35, 5-15.
Miller, J. L., & Baer, T. (1983). Some effects of speaking rate on the

production of /b/ and /w/. Journal of the Acoustical Society of America,

73, 1751-1755. _

Miller, J. L., Connine, C. M., Schermer, T. M., & Kluender, K. R. (1983). A
possible auditory basis for interpal structure of phonetic categories,
Journal of the Acoustical Society of America, 73, 212u4-2133.

Miller, J. L., Green, K., & Schermer, T. (1982). On the distinction between
prosodic and semantic factors in word identification. Journal of the

Acoustical Society of America, 71 (Supplement No. 1), S95. (Abstract)

Miller, J. L., & Liberman, A. M. ({1979). Some effects of later-occurring
information on the perception of stop consonant and semivowel. Percep-
tion & Psychophysics, 25, 457-465. _

Miyawaki, K., Strange, W., Verbrugge, R., Liberman, A. M., Jénkins, J. J., &
Fujimura, 0. (1975). An effect of linguistic experience: The discrimi-
nation of [r] and [1] by native speakers of Japanese and English.
Perception & Psychophysiecs, 18, 331-340.

Oden, /G. C., & Massaro, D. W. (1978). Integration of featurial information in
speech perception. Psychological Review, §§, 172-191.

Ohman, S. E. G. (1966).., Coarticulation in VCV utterances:. Spectrographic

-measurements. Journal of.the Acoustical Society of America, 39, 151- -168.

Petzold, P. (1981).  Distance effects on sequential dependencies in categori-

cal Jjudgment. Journal of Experimental Psychology: Human Perception and

Performance, 7, ‘1371 -1385. -
Pisoni, D, B., Aslin, R. N., Perey, A. J., & Hennessy, B. L. (1982). Some
effects of laboratory training on identifigation and discrimination of
voicing contrasts in stop ants. Journal of Experimental Psycholo-
gy: Human Pepception an Perfo ance, 8, 297-314. _
Pisoni, D. B., Carrell, T. D., & Gans| S. J. (1983). Perception of the dura-
-tion of rapid spectrum changes. }stpeech and nonspeech signals., Percep-
tion & Psychophysics, .34, 3t14- 322.
Price, P. J., & Levitt, A. ‘G. (1983). Prosody and the /s/-/¢/ distinction.
Unpublished manuscript. N - E
Rakerd, B., Dechovitz, D. R., & Verbrugge, R. R. (1982). An effect of sen-
tence finality on the phonetic significance of silence., Language and

S eech 25, 267-282..

Repp, ﬁ. (1980). A range~rrequency effect on perception of silence in
speech. Haskins Laboratories Status Report on Speech Research, SR-61,
151-166. )

-




et
i

. Repp & Liberman: Phonetic Category Boundaries Are Flexible
o4

Repp, B. H. (1981). Two strategies in fricativqﬁiiscriminatIon. Peroegtion
& Psychophysics, 30, 217-227.

Repp, "B, H. (1982). Phonetic trading relations and context effects: New ev-
idence for- a phonetic mode of perception. Psychological Bulletin, 92,
81-110, : : :

Repp, B. H. (1984). Categorical perception: Issues, methods, findings.  1In
N. J. Lass (Ed.), Speech and language: Advances in basic research and

ractice, Vol. 10. New York: Academic Press.

Repp, B. H., Healy, A. F., & Crowder, R. G. (1979). Categories and context

in the perception of isolated steady-state vowels. Journal of Experimen- -

tal Psychology: Human Perception and Performance, 5, 129-145,

Repp, B. H., Liberman, A, M., Eccardt, T., & Pesetsky, D. (1978). Perceptual
integration of acoustic¢ cues for stop, fricative and affricate manner.
Journal of Experimental Psychology: Human Perception and Performance, A4,
- 621-637. ' -7

Repp, B. H., & Mann, V. A, (1981). Perceptual assessment of fricative-stop
coarticulation, Journal of the Acoustical Society of America, 69,
1154-1163. T ~ . o

Repp, B. H., & Mann, V. A. (1982). Fricative=-stop coar@iculation: Acoustic
and perceptual evidence. Journal of the Acoustical Society of America,
71, 1562-1567. T T

Rosen, S. M. (1979). Range and frequency effects in consonant categoriza—
tion. Journal or Phonetics, 7, 393~ 4o2, A

Roberts, M., & Summerfield Q. (1981) Audiovisual presentation demonstrates
that selective adaptation 1in -speech perception 1s “purely auditory.
Perception & sPsychophysics, 30, 309-314. '

Samuel, A. G. (1979). Speech lg specialized, not special. Unpublished doc-
toral dissertation, University of California at San Diego.

Samuel, A. G. (1982). Phonetic prototypes. Perception & Psychophysics, 31,
307314, " '

Sawusch, J. R. (1977). Peripheral and central "processing in speech percep-
tion. Journal of the Acoustical Society of America, 62, 738-750.

Sawusch, J. R., & Jusczyk, P. (1981). Adaptation and contrast in the percep-
tion of voicing. Journal of Experimental Psychology: Human Perception
and Performance, 7, 408-421. .

Sawusch, J. R., & Nusbaum, H. C. (1979). - Contextual effects in vowel percep-
tion 1I: Anchor-induced contrast effects. Perception & Psychophysics,
25, 292-302.

Sawusch, J. R., Nusbaum, H. C., & Schwab, E. C. (1980). Contextual effects
in vowel perception 1I: Evidence for two processing mechanisms., Percep-

. tion & Psychophysies, 27, u21-u3u -

Sawusch, J. R., & Pisoni, D. B. - (1974). 'On 'the identification of place and
voicing features in synthetic stop consonants. Journal of Phonetics, 2,
181-194, .

Sawusc¢h, J. R., & Pisoni, D B. (1976). Response organization and selective
~adaptation to speech sounds. Perception & Psychophysics, 20, 413-418,
Shigeno, S.,. & Fujisaki, H. (1980). Context effects in phonetic and

non-phonetic vowel judgments. . Annual Bulletin of the Research Institute

for Logopedics and Phoniatrics (University of Tokyo), 14, 217-224,

Simon, H. J., & Studdert-Kennedy, M. (1978). Selective anchoring and adapta-
tion of phonetic. and nonphonetic continua. Journal of the Acoustical So-
ciety of America, 6", 1338~1357.

Soli, (1982). ~ Structure and duration of vowels together specify
fricative voicing. dournal of the Acdoustical Society of America, 72,
366-378.

51,56

|
]
i



RRIREN 1 s - Ul SAGI LT Al G T S R Sk R ST B B S AR S h L S S A i N 6 SRR AR R A T
e ! ' : . . T LEN

g : Repp & Liberman: Phonetic Category Boundaries Are Flexible

Stevens, K. N., & Blumstein, S, E. (1978). Invariant cues for place of arti-
culation in stop consonants. Journal of the Acoustical Society of Ameri-
ca, 64, 1358-1368. - ""'

Strange, W., & Jenkins, J. J. (1978). Role of linguiStic experience in the
perception of speech. In R. D. Walk & H. L. Pick, Jr. (Eds.), eroegtion
and experience (pp. 125-169). New York: Plenum Press.

Studdert-Kennedy, M. (1981). Perceiving phonetic segments. In T. Myers,
J. Laver, & J. Anderson (Eds.), The cognitive representation of speech.
Amsterdam: North Holland. s

Studdert-Kennedy, M., Liberman, A. M., Harris, K. S., & Cooper, F. S. (1970).
Motor theory of speech perception: A reply to Lane's critical review.
Psychological Review, 77, 234-249,

Summerfield, Q. (1981). Articulatory rate and perceptual constancy in
phonetic perception. Journal of Experimental Psychology: Human Percep-
tion and Performance, 7, 1074-1095. '

Swinney, D. A. (1982). The structure and time-course of information interac-
tion during:® speech comprehension, 1lexical segmentation, access, and
interpretation. In J. Mehler, E. C. T. Walker, & M. Garrett (Eds.), Per-
spectives on mental representation (pp. 151-167). Hillsdale, NJ: Erl-
baum.

Waters, R. S., & Wilson, W. A.; Jr. (1976). Speech perception by rhesus mnor-
keys: The voicing distinction in synthesized labial and velar stop con-

> sonants. Perception & Psychophysics, 19, 285-289.

h Werker, J. F. (1982). The development of cross-language speech perception:
The effect of age, experience, and context on perceptual organjgation.
Unpublished’ ‘doctoral dissertation, University of British Columbia,
‘Vancouver, B.C. ' _ .

Whalen, D. H. (1981). Effects of vocalic formant transitions and vowel
quality on the English [s]-[3] boundary. Journal of the Acoustical Soci-
ety of America, 69, 275-282.

Williams, L. (1977) The perception of stop consonant voicing by Spanish-
English bilinguals. Perception & Psychophysics, 21, 289-297.

Footnotes

lWe are uncertain where to place in the present framework another impor-
tant class of hypotheses, that of acoustic invariance” (Kewley-Port, 1983;
Lahiri, Gewirth, & Blumstein, 1984; Stevens & Blumstein, 1978). Sometimes
invariant properties are ddscribed in terms that suggest a boundary-oriented
approach—=e.g., whén Aa spectral shape is considered to be either rising or
fglling. On the other, hand, the use of optimal "templates" (Stevens & Blum-
stein, 1978) suggests a prototype-oriented approach. Since the invariance hy-
pothesis postulates invariant acoustic correlates for lingyistic distinctive
features, it would seem to permit little flexibility in category boundaries,
particularly if the boundaries themselves are taken to be the invariant
correlates. '

2Not all the studies we will cite actually examined boundary shifts,
Some studies showed only that the perception of a single ambiguous stimulus
could be influenced in one or’ the other direction. It is safe to infer, how-
ever, that, had that stimulus been part of an acoustic continuum, the category
boundary on that continuum would have shifted in precisely the same direction.
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In the same study, however, sequential contrast was found to be contin-
gent on the perceived phonetic category; i.e., the effect of /spa/ differed
from that of /ba/ (Sawusch & Jusczyk, 1981). It is worth noting that, in the
selective adaptation paradigm, the adaptors are typically presented at a fast
rate that may discourage even covert categorization, Phonetic (judgmental)
effects may be contingent upon overt or covert labeling of contextual stimuli,

“We call them perceptual functions, rather than perceptual processes, be-
cause we believe that these accomplishments of the perceptual system should
not be viewed in process terms. In any case, whatever neural or cognitive
processes may underly these functions is totally unknown at present,

*Although there have been persistent attempts to conceptualize single
"invariant" acoustic properties for distinctive features in speech (e.g., Kew-
ley-Port, 1983; Lahiri et al.,, 1984; Stevens & Blumstein, 1978) these prop-

erties never fully capture the phonetically distinctive information, It seems

to be a fact to be accepted that what may be a unitary event at the levels of
linguistic structure or articulatory planning emerges in a fractionated form
at the level of acoustic description.
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ON CATEGORIZING APHASIC SPEECH ERRORSH*

Betty Tuller+

Abstract. Acoustic studies of voice-onset-time in aphasics' speech
Suggest that errors of fluent aphasics are misselected phonemic tar-
gets, whereas nonfluent aphasics' errors are of articulatory origin.
However, we must be cautious when extrapolating a theory from only
one measure of articulation. In this experiment, I examined utter-
ances produced by five fluent aphasics, five nonfluent aphasics, and
two controls. In the first part of the experiment, I replicated
previous voice-onset-time studies. Second, I examined the duration
of vowels preceding word-final stop consonants as an index of the
consonant's voicing category. The pattern of voice-onset-times pro-
duced did not predict the pattern of vowel durations, Thus,
voice-onset-time cannot be used to characterize more geperally the
output of the speaker.

Traditional clinical descriptions *of aphasia consider the errors in
speech produced by posterior, fluent aphasics to originate at the phonemic or .
phonological planning levels, whereas phonetic or articulatory errors are
thought to be more typical of anterior, nonfluent aphasics (Alajouanine,
Ombredane, & Durand, 1939; Luria, 1966; Shankweiler & Harris, 1966). Though
it is often difficult to disambiguate so-called planning and execution defi-
cits (or phonemic and phonetic deficits), a fine-grained acoustic analysis has
great potential for describing the nature of the underlying speech disorder.

Segmental analyses of aphasic speech have typically proceeded by examin-
ing one parameter of the acoustic complex that signals a shift in one phonetic
dimension. A commonly used measure is voice-onset-time (VOT), a parameter
that distinguishes voiced from voiceless stop consonants in syllable-initial
position (e.g., Blumstein, Cooper, Goodglass, Statlender, & Gottlieb, 1980;
Blumstein, Cooper, Zurif, & Caramazza, 1977; Freeman, Sands, & Harris, 1978;
Hoit-Dalgaard, Murry, & Kopp, 1980; Itoh et al. 1980; but see Shinn & Blum-
stein, 1983, for an analysis of place of articulation errors). VOT is the

- v

*Also Neuropsychologia, in press., A preliminary version of this paper was
presented at The Academy of Aphasia, Minneapolis, MN, October 23-25, 1983.
+Also Cornell University Medical College.
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acoustic representation of the time between the burst at release of supraglot-
tal occlusion and the onset of glottal pulsing. For voiced stop consonants in
syllable-initial position, glottal pulsing might begin before the release
burst, or lag as much as 25 ms after release. In voiceless stop consanants,
the onset of glottal pulsing might lag behind supraglottal release by approxi-
mately 35-80 ms (Lisker & Abramson, 1964, 1967). In normal English speakers,
the actual VOT values vary somewhat as a function of, for example, place of
articulation, speaking rate, and phonetic context. Nevertheless, the
distribution of VOT values for voiced and voiceless word-initial cognates 1is
bimodal and more or less nonoverlapping, particularly when the words are pro-
duced in list form.

In contrast to normal speakers, nonfluent aphasics are repérted to pro-
duce voiced and voiceless stop consonant cognates having: about the same VOT
values (Freeman et al., 1978), so that the resulting distribution of VOT is
unimodal. These data have been interpreted as indicating that the underlying
phonological categories have merged. However, the data are also compatible
with the view that these speakers select the correct phonemic target3 for
production, but the articulation itself is so distorted that the difference
between cognates is not maintained (at least on the VOT dimension). Blumstein
et al. (1980) attempted to examine this question directly. They operationally
defined a production error as an error in selecting the phonemic target when
the VOT value of the utterance fell within the range of the opposite voice
category, as when a required [b] was produced with a VOT value longer than 35

.-ms. A production error was considered to be of phonetic origin when its VOT

value fell between the normal distributions for the voiced and voiceless cate-
gories, as when a required [b] was produced with a VOT value between 15 ms and
35 ms. In accord with previous work, Blumstein et al. found a large overlap
of VOT values for voiced and voiceless productionrs by nonfluent (Broca's)
aphasics, ‘suggesting a pervasive deficit in the timing of articulatory move-
ments. They noted, however, that nonfluent aphasics produced some apparent
phonemic errors as well, particularly on voiceless stop consonants. In con-
trast, errors produced by fluent (Wernicke) aphasics tended to fall within the
VOT- range of the opposite voice category, suggesting that their errors were
primarily errors in selecting the appropriate phonemic target, although some
apparent phonetic errors were also noted. ) '

~  This description 1is intuitively satisfying in that it agrees with
subjective clinical impressions. However, as Blumstein et al. recognize, we
must be cautious when hypothesizing differences in the mechanisms for produc-
tion errors from only one measure of articulation. For example, even. when
restricting discussion to the voicing feature, we find at least sixteen cues
that potentially influence perception (Lisker, 1978). If the pattern of er-
rors on the VOT dimension is truly indicative of" a more general speech disord-
er, then some predictions should hold true. Specifically, a speaker producing
apparent phonemic errors as reflected in VOT values might be expected to pro-
duce a similar distribution of errors when the same_ phonemic target appears in
different positions in a syllable, even though the phonetic realization of the
phoneme may be quite different. For example, in English, one strong cue to
stop consonant voicing in syllable-final position 1is the sduration of the

. preceding vowel, which tends to be longer before voiced than before voiceless
“consonants for both adults (House, 1961; House & Fairbanks, 1953; Klatt,
1973; Peterson & ‘Lehiste, - 1960; Raphael, 1975) and children (Raphael, Dor-

man, & Geffner, 1980). Thus, if the errors are truly of. .phonemic selectioh
and have nd phonetic component, aphasic speakers who ‘produce voicing errors
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that fall within the range of VOT values for the opposite voice category in
syllable-initial position should show voicing errors in syllable-final posi-
tion characterized by preceding vowel durations that fall within the range of
vowel durations occurring for the opposite voice category (i.e., a. bimodal
distribution of vowel durations). ¢

The predictions regarding apparent phonetic errors are much less clear.
Basically, the number of errors produced should be a function of the difficul-
ty of articulation, which might be affected by a segment's position-within a
word, Unfortunately, it is as yet impossible to quantify the complegxity of
articulation involved in proQucing quite different acoustic results. 1If, how-
ever, the articulations involved in producing changes in VOT and vowel dura-
tion are of the same order of difficulty, nonfluent speakers should’show the
same distribution pattern for voicing errors in syllable-initial and syll-
able-final position. If voicing production in initial position is more diffi-
cult than in final position (as one might pérhaps expect from the difficulty
aphasics often have initiating speech), we would expect a greater number of
phonetic errors in initial position than in final position. Another possibil-
ity is that "articulatory complexity" differs across speakers. If this is so,
‘individual speakers -might show a coherent pattern of phonetic errors across
syllable positions that is not evidénced by the clinical group.

The study reported here is an attempt to determine whether the pattern of
production erprors indexed by VOT can be used to characterize more generall
the output of the aphasic speaker as cgﬁtaining primarily "phonetic" d%/
"phonemic" errors. To this end, the VOT findings of Blumstein et al. (1980)
and Itoh et al. (1980) are first replicated. Next, for the same speakers, the
duration of the vowel :preceding a final stop consonant is examined. Both
acoustic dimensions are inherpreted with regard to "apparent phonemic" and
"apparent phonetic" errors. 'In this study, errors are operationally defined
as "apparent phonemic" errors when categories are misplaced along some acous-
tic dimension, though contrast is maintained. "Apparent phonetic" errors are
operationally defined as those instances of production that fall between cate-
gories.

Method

ects. The subjects in’ this study included five fluent (Wernicke)
aphasics \(referred to hereafter as F1 through F5), five nonfluent (Broca's)
aphasics {referred to as NF1 through NF5), and two normal controls. The flu-
ent aphasics weére articulatorily agile and used phrases of normal length,
However, their speech often made no sense. All of the nonfluent aphasics
~spoke hesitantly, with long pauses between words, that is, in an "effortful"
manner. Three of the nonfluent aphasics would be characterized as agrammatic
(NF1, -NF2, and NF5) and three were apractic (NF3, NF4, and NF5). The diagnos-
tic category of each patient was determined by performance on the Boston
Diagnostic Aphasia Examination (Goodglass & Kaplan, 1972) and other neurologi-
cal and neuropsychological tests. A list of 35 monosyllabic and polysyllabic
words and sentences (selected from a larger list provided by Darley, Aronson,
& Brown, -1975) was used to assess the presence of speech apraxia. A speaker
was diﬁgnosed as "apractic" if production of the list contained numerous but
inconsistent phonetic errors' of various types, as well as atvempts at
self-correction. The errors were judged by a linguist who had no information
oconcerning the individual patients. In all cases, etiology was vascular and
involved only the 1left hemisphere {see Table 1 for additional information).
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No tumor or trauma cases were included. All of the subjects were right-handed
premorbidly. e

Table 1

N
Descriptive data for aphasic subjects
, Years of  Year ‘of Additorya
Speaker Type Age Sex Schooling Onset Comprehension Hemiplegia
Fluent |
F1 5T F 16 1972 +.7 No
F2 ' 67 F 16 1969 -.3 . No
F3 - 49 M - 16 . 1977 +.06 No
F4 5. M 10 1976 -, 12 No
F5 1 43 M 14 1972 -.6 No
Nonfluent
NF1P 61 F 16 1979 +.2 No
‘NF2P 66 M 12 1980 .0 Yes
NF3¢ . 67 M 4 1979 +.7 Yes
Nfug 69 - M 20 1980 +1,0 Yes
NF5°C. 52 M 8 1974 +1.0 Yes

®Mean of the four auditory oomprehénsion subtests of the Boston Diagnostic
Aphasia Examination (Goodglass & Kaplan, 1972); ~Agrammatism; _?Speech
apraxia

Stimuli. The stimuli were thirty prepausal stressed consonant-vowel-con-
sonant words whose vowel was always [ae]; however, slight vowel quality
changes across words did occur for some speakers. The test words included
minimal pairs differing on the voicing of either the initial or final conso-
nant (e.g., bat vs. pat and bat vs. bad). Each word (preceded by the word
"THE") was printed in large capital-letters on an index.card and presented to
the subject in random order. )

Procedure. Subjects were tested individually in a sound-insulated room.
On presentation of the stimulus card, subjects were required to read the
phrase aloud at least twice. If the subject was unable to read the card easi-
ly, the experimenter would pronounce the phrase for the subject to repeat.
The}r@ndomized 1ist of phrases was presented a minimum of eight times so that
each subject attempted to produce at least sixteen tokens of each stimulus
word. Subject responses were recorded onto a high-quality tape recorder for
later analysis, ~ -
Data analysis. Broad phonemic transcriptions of all utterances were made
by a trained linguist. Target segments transcribed with a different manner
(e.g., [m] instead of [bl) or place of articulation (e.g., [d] instead q{ {(b])
are excluded from further. report. Substitutions of, for example, [b"] for
{b] were included in the analyses. VOT and vowel.duration of the remaining
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utterances were measured using an interactive computer program that displays
the acoustic waveform. VOT was defined as the time from the energy burst
representing initial stop consonant release to the onset of acoustic
periodicity representing vocal fold vibration. Vowel duration was defined as
the interval from the onset of acoustic periodicity (excluding any initial
aspiration) to the first acoustic evidence of closure for the final stop con-
sonant (the time when the high frequency components of the periodic wave dis-
appear). Spectrograms were also used when VOT or vowel duration could not be
measured from the acoustic waveform.

Results

Voice Omset Time

The frequency distribution of the VOT values was plotted individually for
each subject. Figure 1 shows examples of the distribution of VOT values for a
normal control, a fluent aphasic (subject F3), and two nonfluent aphasics
(subjects NF2 and NF4). Data from these particular aphasics are shown because
F3 and NF2 produced the expected patterns of VOT distribution but NF4 did not.
The distributions were analyzed in two ways. First, apparent phonetic and ap-
parent phonemic errors were catalogued using the procedure described by Blum-

8tein et al, (1980). Briefly, if at least two instances of crossover of VOT

values between the voiced and voiceless distributions occurred, then all VOT
values within this middle range were counted as apparent phonetic errors. The
boundaries for this milee range were taken from earlier studies of VOT values

in normal speakers (Lisker & Abramson, 1964, 1967) and were +15 to +35 ms VOT.

for bilabial stops, +20 to +40 ms for alveolar stops, and +25 to +45 ms for
velar stops. For a production to be counted as an apparent mistargeting er-
ror, its VOT value had to fall in the range appropriate for its voicing cog-
nate.

The results of this analysis are shown in Table 2 and are in fairly good
agreement with other reports (Blumstein et al., 1980; Freeman et al., 1978;

Hoit-Dalgaard et al., 1983; Itoh et al., 1980). A two-way ANOVA resulted in
no significant main effects of group, F(1,8) = 0,31, p > .1, or error type, .

F(1,8) = 0.05, p > .1, but a significant groups by error type interaction,
£(1 8) = 5.69, p < .05. As can be seen from the totals column in Table 2,
this interaction occurred because the nonfluent aphasics as a group produced

more apparent phonetic than phonemic errors, whereas ‘the fluent aphasics as a’

group produced more apparent phonemic than phonetic errors. The columns
representing the different target sounds indicate that this differential pat-
tern of errors occurred for nonfluent aphasics on all of the six target sounds
but on only four of the six target sounds for fluent aphasic speakers. Moreo-
ver, the tendency for nonfluent speakers to produce more apparent phonemic¢ er-
rors on voiceless than voiced stops was not replicated. The two control sub-

.Jects produded no errors of any s rt »

Table 3\shows the erro tterns for individual speakers, Four of the
five fluent aphasics showed mostly bimodal distributions of VOT with the
majority of errors falling within the, range of the other voice category (ap-
parent phonemig errors). For one fluent aphasic (Fl4), the voiced and voice-
less categories were overlapped considerably, with many errors produced in
both the apparent phonemic and apparent phonetic ranges. It is not clear from
results of the diagnostic battery why this subject differed so markedly from
the other fluent aphasics.
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Table 2

Apparent "phonemic" and appérent "phonetic" errors expressed as a percent -of
total productions for each target consonant, across speakers

-

Target Consonant

Error Type p b t d K. g Total
"Phonemic™"
Fluent 22.7 24.6 9.7 8.4 12.5 2 .
Nonfluent 12.0 15.9 3.2 15.8 2.1 19.6 11.4
"Phonetic” )
Fluent 8,3 8.2  13.7 .7 3.8 5.5 6.7
Nonfluent 22.9 29.9 13.8 1.8 22.8 23.9 22.3

T D AP P AP NS W VD W AP AP - - P 4 U U YD T U AP W W " W D A TP P B AP W P WD AP U TP U e T T e A B P W
~

-

Table 3 v

"Phonetic" and "phonemic" errors expressed as a percent of each speaker's
total production of each consonant (Criteria: Lisker & Abramson, 1964, 1967)

N Target Consonant
Error Type p _ b t d k g Total
"Phonemic" : _
F1 - 0 0 0 0. 0 27.8 4.8
F2 9.1 8.0 21.7 0 . 0 12.5 8.5
F3 52.8 56.8 5.3 0. 20.0 -59.1 32.3
F4 20.8 25.6 0 .22 0 68.9 26.0
F5 30.8 32.4 20.9 0 41.4 42.6 28.0
NF1 - 3.0 14.3 2.8 23.3 0 38.2 13.4
NF2 13.3 27.8 5.6 40.9 0 47.6 22.5
NF3 33.3 1.8 ~ 2.8 6.1 0 5.1 T 7.9
NFY4 0 27 .1 4.8 8.0 2.4 5.1 7.9
NF5 10.2 8.5 0 0 8.1 2.0 4.8
"Phonetic" ' : a o
F1 0 0 0 0 -0 0 0-
F2 0 0 0 0 0 0 0
F3 0o 0 0 0 8.3 0 . 1.3
Fy 37.5 41.0 18.6 50.0 9.3 26.7 30.5
F5 4.2 0 0 3.4 0 0 1.3 .
NF1 0 0 0 0 0 0 0° '
NF2 42,2 37.0 22.2 54,5 33.0 38.1 37.8
NF3 , 15.4 23,2 5.6  18.2 0 0 10.3
NFY 26.5 63.8 6.0 T4 20.2 41.3 27.3
NF5 28.2 25.1 33.2 29.1 60.7 ho.2 36.1
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Although all five nonfluent aphasics produced some VOT values that fell
well within the range of the target's voice cognate .(apparent phonemic er-
rors), four of the five produced proportionally more errors having intermedi-
ate VOT values (apparent phonetic errors). In contrast, one nonfluent speaker
(NF1) produced no VOT errors that could be characterized as apparently of
phonetic origin. .

One shortcoming of this analysis {s that {t does not accurately reflect a
situation in which VOTs of the two voice categories are shortened or length-
ened relative to normal, whether or not they overlap. For this reason the VOT
data were reexamined to determine simply whether the distribution for a given
place of articulatiop, was unimodal or bimodal. If the distribution was uni-
modal, no delineation of apparent phonetic and phonemic errors could be drawn.
If the distribution was bimodal, we determined whether an interval of at least
15 ms without a token separated the two concentrations of data., If so, then
all tokens that fell in the opposite voice distribution were termed apparent
phonemic errors. If the distribution was strongly bimodal but two or three
tokens occurred within Phe interval between modes, 30 ms of overlap midway be-
tween the two modes was ignored when counting apparent phonemic errors. The
results of this analysis are shown in Table i.

Notice first that, as a group, the fluent aphasics still seem to produce
more apparent phonemic errors than the nonfluent group (15.0% vs. 4.3%). How-
ever, this analysis changes one's conclusions concerning the actual number of
targeting errors that occur. - For example, in the fourth plot in Figure 1
(subject NF4), the VOT values for volced and voiceless stop consonants are
longer than thaose measured for normal speakers, so that the aphasic category
boundaries, do not fall at the -normal category boundaries. This does not
necessarilffy mean, however, that the categories have merged. Thus, errors in
producing word-initial [p] that appeared in our first analysis to be of

phonetic orig{n appear, with this less stringent criyerion, as phonemic er-

rors.

In both analyses of VOT, no errors were produced by the control subjects.
Interestingly, the one nonfluent speaker who produced only apparent phonemic
errors 1is severely agram@atic, but would not be characterized as having speech
apraxia.

o\.
Vowel Duration ‘

The duration of the vowel preceding voiced and voiceless final stop con-
sonants was measured to determine whether the resulting pattern of errors is
similar to the pattern of VOT erraors. Figure 2 shows examples of the
distribution of vowel durations measured for the same normal control, fluent

. aphasic (F3) and one of the nonfluent aphasics (NF2) shown in-Figure 1.  How-

ever with vowel duration, unlike VOT, one does not have a predetermined
cut-off value for accepting a token as correct or in error. Rather than
arbitrarily defining a range of durations as apparent phonetic errors, it was
determined only whether for 8 given place of articulation, the distribution of
vowel durations was unimodal or bimodal, As in the second analysis. of VOT,

when bimodal distributions were separated by at least 15 ms, apparent phonemic
targeting errors were counted. When seemingly bimodal distributions were not
separated by at least 15 ms, the 30 ms between the two distributions were 1g-
nored. If the VOT results are indicative of a "phbnemic" speeth disorder,

then those aphasics who produced bimodal distributions of- VOI values (primari-
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errors on the basis of vowel duration..
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. Q
ly apparent phonemic errors) should show bimodal distributions of vowel dura-
tions. : '

-

-

Table 5 shows the results of - this analysis, Notice first that, as a
group, the fluent aphadics produced more bimodal -‘distributions of vowel
duration ‘(irrespective of number of errors) than did the nonfluent group,
although many individual differences within groups are apparent, It is also
obvious from comparison of Tables 4 and 5 that the distribution of apparent
phonemic errors produced by both fluent and nonfluent speakers 1is not
equivalent for word-initial and word-final positions. - Subject F1 produced
bimodal distributions of both VOT and vowel duration. Although she produced
noeapparent phonemic errors on [tj and [d] in word-initial position, in
word-final position, 8.6% of her productions in which [t] was the required
target, and 11% of productions in which [d] was the required target were
apparent phonemic errors. F2 also produced bimodal distributions of ‘both VOT
and vowel duration, with the t/d distinction producing the most apparent
phonemic errors on both measures. However, in word-imitial position the
voiced alveolar was substituted for the .voiceless, whereas in word-final
position the voiceless alveolar substituted for the voiced. Interestingly,
this reversal is the consequence of an inappropriate ‘shortening of both VOT
-and vqwel duration. F3 produced bimodal VOT distributions for all three
places of articulation, but a bimodal distribution of vawel duration only for
the alveolar stops (the category with fewest errors, on VOT). F4 produced only
unimodal distributions of VOT but bimodal distributions of. vowel duration for
the velar and alveolar stops. .Moreover, the errors in word-initial, position
greatly outnumbered errors in word-final position. F5 produced many apparent
phonemic - errors at all - places- of articulation, as 1indexed by VOT. 1In
contrast, vowWel duration measures indicated apparent phonemic errors only for
the velar stops.

. [ ]
o

With regard to the nonfluent aphasics, one agrammatic speaker (NF1) pro-
duced bimodal distributioms of VOT values for all places of artilulation, but
she produced only unimodal distributions of vowel duration. The two other
agrammatic -Bpeakers (NF2 and NF5) showed the opposite pattern, with unimodal
distributions of VOT and bimodal distributions of vowel duration. NF3 pro-
duced a unipgdal distribution ¢f-vowel duration for all, places of articyla-
tion, but a unimodal distrjibution of VOT only for bildﬁ?&A stops. NF4 pro-
duced bimodal distributtons of VOT and vowel duration valqﬁi for bilabial, al-
veolar, and velar stops. However, errors in word-final position occurred pre-
* dominantly on voiced consonants, a pattern not reflected in word-initial er-
rors.™ Again, for many of these errors the measured acoustic duration was
inappropriately short. As expected, the two normal 3speakers produced er-
ror-free bimodal distributions of vowel duration in these word lists..

In summary, those patients (fluent ‘and nonfluent) who produced apparent
phonemic errorsﬁin'wordﬂinitial position did not necessarily produce thoge er-
rors in word-final position. The result sheds doubt on the conclusion that a
production whose value on one acoustic dimension is approprismte to its cognate
is indicative of a-genergl impairment -in phonemic targeting. :

$

, The .regularity of ‘apparent phonetic errors can also be questioned given
the data in Tables 3, 4, and 5. As previously mentioned, it is possible to
demarcate only an arbitrary region of vowel .durations, within which produc-
tions are categorized as apparent phonetic errors. Thus, a unimodal distribu-~
tion of measured vowel durations was considered to have "many" apparent

-
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N

phonetic errors, a bimodal distribution to have "none," and a primarily bimod-
al distribution with scattered intermediate data points to contain "few" ap-
parent phonetic errors. By these rather loose criteria, no consistency was
apparent either within or across speakers. Two of the five fluent aphasics
(F1 and F2) produced no ‘apparent phonetic errors on word-initial or word-final
stop consonants., Speaker F3 produced only a few apparent phonetic errors on
voiceless velar stops in initial position but many apparent phonetic errors on
final bilabial and velar stops. Speaker F4 produced many apparent phonetic

. errors on word-initial stop congonants at all three places of articulation,

but only on word-final bilabial stops. F5 produced many apparent phonetic er-
rors only on alveolar stops in word-final position. Of the five nonfluent
speakers, two (NF1 and NF3) produced more apparent phonetic errors on final
than initial stops. This occurred at all places of articulation for NF1, but
only for alveolars and velars for NF3. In contrast, NF2 and NF5 produced many
apparent phonetic errors on word-initial stops but none on word-final stops.

Discussion
|
The results of the first part of this study&ponvenge with previous re-
ports of voice-onset-time production by aphasic speakers (Blumstein et al.,

. 1980; Freeman et al., 1978; Hoit-Dalgaard et al., 1983; Itoh et al., 1980).

Using the VOT boundaries established by Lisker and Abramson (1964, 1967) it
was determined thal nonfluent aphasics as a group produced more apparent
phonetic than apparent ﬁhonemic errors, whereas fluent aphasics as a group
produced more apparent phonemic than phonetic errors. It does not necessarily
follow, however, that those speakers who produce primarily apparent phonetic
errors have merged the voicing categories. When VOT values were examined to
determine simply whether the resulting distribution was unimodal or bimodal
(ignoring the absolute VOT value), four of the five fluent aphasics and three.
of the five nonfluent aphasics showed evidence of bimodal patterns. Thus it

appears that for these speakers separate voicing categories were preserved.

The major result of this study is that each speaker's pattern of errors
on word-initial stop consonants (as measured by VOT values) is not a good
predictor of the-error pattern on word-final stops (as indexed by vowel dura-
tion). For each subject, the number of apparent phonemic erpors differed rad-
ically Aacross positions. In order to attribute the bulk ol the errors pro-
duced by fluent aphasics to incorrect selection of phonemic targets, one would
have to ‘syppose that the selection of phonemic targets is sensitive to the
phoneme's position within a word. There are, inh fact, theories that consider
a word's representation in the mental lexicon to be<phonoldgically ordered in
a left-to-right manner (e.g., Cutler & Fay,” 1982; Fay & Cutler, 1977). How=
ever, this accounts neither for the unimodal distributions of VOT and “vowel
duration produced by fluent aphasics nor for the lack of consistency across
subjects as to whether more apparent phonemic errors were produced on
word-initial or word-final stops. ' ‘

With regard to apparent phonetic errors, I hadthoped_to find some con-
sistentapattern, at least for the nonfluent speakers, indicating that adequate
control of the interval between release of supraglottal occlusion and the on-
set of glottal pulsing was more difficult than c¢ontrol of the duration of
voicing, or vice versa. However, the pattern and number of . errors on initial
stop consonant production was unrelated to the pattern and number of errors on
final stop production. This may be because 1) the apparent phonetic errors
are independent of articulatory complexity, 2) these speakers are brain-dam-

¢ ?
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%
aged so that our (admittedly weak) "metric of articulatory complexity" for
normal speakers is not appropriate, or 3) articulatory complexity varies among
speakers. Furthermore, the nonfluent speakers did not group on the basis of
presence or absence of speech apraxia or agrammatism.

In conclusion, it appears that (at least for this small sample of aphasic
speakers) the pattern of errors on the voice-onset-time dimension cannot be
used to characterize the total output of the speaker. These data also indi-

" cate that the traditional alignment of fluent aphasics with phonemic errors

and nonfluent aphaslcs with phonetic errors is inadequate as a description of
aphasic speech production. , More generally, we should recognize that phonetic
and phonemic aspects of speech are not necessarily independent. Clearly much
more acoustic and physiological information 1is needed before we can ascribe
the constellation of fluent and nonfluent aphasic errors to primarily phonetic
or phonemic origins. :
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UNIVERSAL AND LANGUAGE PARTICULAR ASPECTS OF VOWEL-TO-VOWEL COARTICULATION
{ . ‘ ’ i

Sharon Y. Manuelt and Rena A. Krakowt

v

Abstract. The present study represents a test of our hypothesis
¢ that degree of vowel-to-vowel ocoarticulation is related to the num-
ber and distribution of contrastive 'vowels in a language. Compari-
son of vowel-to-vowel coarticulation occurring in Swahili, English,
and Shona indicates that there are indeed cross-language differencés
In the magnitude of coarticulation. Swahili and Shona, which have
five-vowel systems, exhibit more coarticulation on vowels than En-
glish, which has a considerably larger vowel inventory. The rela-
tionship between number of vowels and coarticulation suggests that
coarticulation is not simply a by=-product of the demands of fluent °
speech on motor planning and execution. Motor systems, while .yield~
ing to the demands of fluent speech, appear to be constrained by the
necessity of maintaining distinctiveness, which for each language is
defined in the phonology. " -

L

Recently, we have been working on a model of coarpiculatfon that focuses
on constraints on variability in the acoustic space. In this model we consid-

points. Coarticulation effects are viewed as a by-product of moving from area

- to area, rather than deviation from canonical,poihts. It follows from this

view that the magnitude of coarticulation should depend upon the size of the
target areas. ' .

We hypothesize that: there are certain universal principles-that tend to
constrain the size of target areas, and therefore the magnitude of coarticula-
tion. One obvious candidate for restricting the size of target areas is the
need to maintain distinctiveness. We would predict then, that in general,
languages with fewer vowels can allocate more spag€é tb each vowel area than
languages with larger vowel inventories, This” hypothesis is based on the
premise that the division of the vowel space into distinctive areas is entire-
ly determined by the number of vowels in a particular system. However, while
the number of vowels is a major factor in predicting vowel distribution; there
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are arbitrary, 1anguage—§hrticular aspects of vowel distribution.that cannot
be predicted from any universal principles. Therefore, while we expect that,
fqr‘example, seven-vowel systems allocdte a smaller. area to each vowel than

_three~vowel systems do, this expectation must be qualified by the fact that

not all seven-v0we1 languages use the total vowel-space equally or in the same
ways. Within ‘a ‘given language, particular vgQwels ‘may have more aréa, and’

'cohsequently more coarticulatory .freedom, in s¢me dimensjons than in others.

For example, in. English there i3 a binary distinction in the front/back dimen-
sion, but séveral contrastive levels of height. We therefore might expect
coarticulation to be freer in the front/back dimension than in the up/down di-
mension. Keeping in mind all of the language-particular constraints that are
not predictable by general principles of distribution, we ‘would still expect
the number of vowels in a’'system to have great predictive. power for the size

of individual‘vowel areas. We predict that, in general, languages with small-

er vowel inventories can allocate more space to each vowel area than languages
with ‘large "vowel inventories. If this is the case, ‘and if the size of areas

itself determines magnitude of, coarticulation, then languages with fewer vow-

-

of three languages:. Swahili ' Shona,' and English.

els ought to generally .exhibit larger vowel-to-vowel coarticulation effects
than languages with more vowels. Essentialyy, this suggests that coarticula-
tion refleets not only universal motor constraints, -but language-particular
organization as well. .
. N S

We have begun to test the specific hypothesis that languages with fewer
vowels show more vowel-to-vowgl coarticulation, than languages with larger
vowel inventoriea. 1In this paper we present preliminary results from studies

\ .

Swahili is & five-vowel Bantu language spoken in Southeastern Africa,

Tpr‘incipally in Kenya and Tanzania. Because Swahili has a smaller vowel 1nven~

tory than English, we expect Swahili vowels to be more affected by coarticula-
tion than those of English Based on Ohman's (1966) data, vowel-to-vowel in-
fluences appear to be restricted to VC and CV transitions in English and Swed-
ish, If coartinulatory effects are less constrained in Swahili, then we might
expect to ﬁind that vowel-to-vewel influences extend into the steady state
portions of the Swahili vowels. - N :

Swahili has a typical five—vowel system, /i,e,a,o,u/. A male Swahili
speaker produced five repetitions each of all possible vowel combinations in
VpV and VtV disyllables in a carrier phrase "Nili.pata VCV jana" (I recelved
VCV yesterday). In Swahili, the penultimate syllable of a word is stressed,
and therefore all VCVs in this experiment were stressed on the first vowel,

Formant trajectories for the vowels were obtained by means of LPC analy-
sis. The values of F1 and F2 in the center of the longest stretch of minimal-
ly varying F1 and F2 values were recorded. Figure 1 is a plot of 4&dll 100 to-
kens of eadh vowel in F1/F2 space, showing a large amount of variability for
each vowel. In order to determine how much of this variability is attribut-
able to context, we performed separate four-way analyses of varlance on F1 and
F2. In each analysis there were four "between" factors: target vowels,
flanking vowels, consonants, and positions (first versus second vowel).
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Given our hypothesis, we expected that vowels would strongly influence

"one another across the intervening consonant. Vowels preceded or followed by

/1/, for example, should be higher (lower Fi values) and more forward (higher
F2 values) than vowels preceded or followed by /a/. In fact, we did find a.
highly significant and systematic effect of vocalic environment, F(4,400) =
12.73, p < .001 for F1 and F(4,400) = 12.97, p < .0001, for F2.
S uﬁ\

The effects of each of thg contextual vowels are shown in Figure 2, in
which the means of all vowels for each flanking vowel context are plotted.
For example, the symbol "i" is the mean of all vowels when /i/ 1s flanking,
and it shows the effects that /i/ exerts on target vowels. As you can see, F1
and F2 shift in the generally expected directions, so that this figure resem-
bles the Swahili vowel space depicted in Figure 1.

Before we 1ook more closely at how individual target vowels reflect vo-
calic context, we will examine some other contextual influences on vowels,
The effects of intervocalic /p/ versus intervocalic /t/ are shown in Figure 3,
in which all target vowels with a particular flanking vowel and a particular

‘intervocalic consonant are plotted. Vowels have a significantly higher F2 in
. the context of /t/, F(1,400) = 223, P € .0001. This may reflect forward

lingual articulation associated with the /t/ and/or a lowering of F2 in the
context of labial /p/. However, if the effect was due to labialization in the
/p/ contexts, we would expect F1 as well as F2 to bé lowered, but there is no
significant effect of consonant on F1, F(1,400) = 2.27, p > .1. This suggests
that the consonant effect is probably due to the lingual movements associated
with /t/. Apparent in this figur® is the fact that even /t/, which itself in-
volves a tongue gesture, does not\block vowel-to-vowel coarticulation.

The amount and type of vowel*po—vowel coarticulation is affected by posi-
tion. This 1is shown in Figure #. The area marked carryover represents the
effects of particular first'vowels on the meah of all second vowels. The
lowercase letters indicate the flanking first vowels and the ways in which
they influence the average of all second vowels. The area marked anticipation
represents the effects of second vowels on the mean of all first vowels.
Anticipatory effects afe large, as the figure indicates, and they are statist-
ically significant, in both the F1 and F2 dimensions. On the other hand,
carryover coarticulation is significant only for the F2 dimension. (For F1,
there was a significant interaction of pusition by flanking vowel, F(4,400) =
12.47, p< .0001. Separate ANOVAS for each position revealed a highly signif-
lcant effect of second vowels on first vowels, F(4,200) = 27.63, p < .0001.

.However, vowels in second position were not significantly affected by fjrst

vowels, F(4,200) < 1.0. For F2, there was no interaction of position with
flanking ~ vowel.) Overall, anticipatory coarticulation exceeds: carryover
coarticulation. This is particularly striking since the first vowel was al-
ways the stressed vowel. We will return to this point when we present the da-
ta from English. ' ' '
" ,
We will now consider how individual vowels are affected by vocalic con-
text. We will examine the effects of second vowels on first vowels across the
medial consonant /p/ in order to simplify the comparison of Swahili with En-
glish and Shona, as our data set is limited to VpVs in the latter two
languages. i ' ’

-

Figure 5 shows the effects of anticipatory coarticulation on each of the

~_ five vowels. Within each'loop we show the effects of each of the five second

vowels on each of the firdt five vowels. The small letters represent the

: ?2 '763
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Figure 3. Overall effects of contextual vowels across medial /p/ and medial
/t/ on the mean F1/F2 values of vowels in Swahili. '
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_ /
flanking second vowels. AnalyBsis indicates that the target by flanking vowel
interaction is significant for F1, F(16,400) = 2,25, p < .01 and for F2,
F(16,400) = 4.50, p < .0001. Simple main effects for individual vowels show
that /e/, /o/, /a/, and /u/ are significantly affected in both F1 and F2 di-
mensions, (p < .05 1in all cases), while /i/ shows significant influence of
flanking vowels only in the F2 dimension (p < .05). Clearly, anticipatory.

vowel-to-vowel coarticulation in Swahili is free enough to extend into the
steady state portion of each of the vowels. ' '

We now turn to some of the details of vowel-to-vowel effects for other
target vowels. The vowel /a/, for example, i3 affected by the F2 and F1 di-
mensions of flanking vowels, It appears that the front vowels, /i/ and /e/,
pull /a/ forward, with /i/ also raising /a/'s articulation. The back vowels,
/o/ and /u/, pull /a/ back and up.

The. patterns for the mid vowels are depicted in Figure 6, which is a
magnified plot of the effects of flanking vowels on /e/ and /o/. These look
almost 1like mirror images. Clearly the anticipated flanking vowels exert a
Systematic effect along the height dimension of both mid vowels. The second
formant is not affected as we might expect 1if both backness and rounding are
anticipated. Of course, from the acoustics alone it is not generally possible
to tease apart the relative contributions of lingual, jaw, and labial ges-
tures. :

) _

We have begun to model these coarticulatory effects on an artichlatory
synthesizer. Preliminary work suggests that much of the acoustic patterning
for these vowels can be accounted for by moving the tongue backwards or for-
wards in anticipation of the upcoming vowel and- by moving the jaw in the
- anticipated direction (which, of course, automatically raises or lowerg the
tongue along with it). Based on the acoustic data and the articulatory model-
ing, it appears that these vowels do not reflect the roundedness of the
following vowel. It may well be that rounding per se is not contragtive in

ahili. 'In any case, these data suggest that not all of the configurations
of individual articulators are anticipated in the steddy state portion of the
previous vowel. Nevertheless, the overall vocal tract shape, as reflected in
the acoustic data, does show erfeots of coarticulation,

As predicted, the. amount of ‘vowel-to-vowel coarticulation observed for
this ‘speaker of Swahili is greater than that reported by Ohman for speakers of
English and Swedish. However, Ohman's study of vowel-to-vowel coarticulation
was based on spectrographic measures, whereas we used LPC analysis. Although
our Swahili data show more extensive coarticulation than ®hman féund ‘in. En-
glish, this could be due to the difference in LPC versus spectrographic analy—
sis.-procedures. Therefore, we examined English VPV disyllables, using Linear
Predictive Coding (LPC) analysis and measuring the most steady state portion
of the vowels, As in the case of Swahili, the English VCVs were stressed on
the first vowel and embedded in a carrier phrase. The vowels.we have analyzed
for a single speaker of English are /i, e, a, o/, and the contextual vowels
are /i, e, a, o, u/. There were some difficulties in extending .our analysis
to English since the diphthongal nature of its vowels ‘makes identification of
steady state portions somewhat more difficult., Nevertheless, we are confident
in the reliability of our measures. '
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Using LPC techniques, we did find some coarticulatory effects in the por-
tions of English vowels that we had identified as most steady state. However,
these effects were not as large as those found in Swahili, -and were restricted
to F2, F(4,160) = 14.76, p < .0001 (for F1, F < 1.00). As discussed earlier,
Swahili vowels were significantly affected in both F1 and F2 dimensions.
Additionally, anticipatory coarticulation exceeded carryover coarticulation in
Swahili., However, in English, carryover effects of coarticulation were sig-
nificantly greater than anticipatory effects. (There was a significant posi-
tion by flanking vowel interaction for F2, F(4,160) =/6.14, p < .001. Sepa-
rate ANOVAS for each position showed that while for’gosition one, there was a
significant effect of the flanking vowel, F(4,80) = 5.08, p < .005, the effect
in second position was much larger, F(u 80) = 15.54, p < .000]. It may be
that directionality of vowel~to-vowel coarticulation is a language-particular
phenomenon.

The relative magnitude of coarticulationjin Swahili and English can be

seen by comparing Figures 5 and 7. In Figure 7 we have plotted the effects of -
carryover coarticulation in English, As shown in the figure, the effects are

small except for the target vowel /o/. The effects are also less regular than
in §wahili. In fact, the main effect of flanking vowels on the F2 of target
vowels in English may be inflated as a result of the coarticulatory effects
exhibited by the target vowel /o/. (There is a significant target by flanking
interaction for F2, F(12,160) = 5.23, p < .0001. Comparing this figure with
Figure 5, which shows the anticipatory effects of coarticulation in Swahili,

it can be seen that the effects for Swahili are mich greater and also seem to

be more regular.

We have done the same type of analysis on VPV disyllables in Shona; an-
other five-vowel Bantu language. The magnitude of codrticulatory effects is
fairly large in Shona, as shown in Figure 8, in which we have plotted the
anticipatory effects of coarticulation. Shona in fact, patterns like Swahili
with respect to magnitude of coarticulation. That is, F1 and F2 both show
significant effects of coarticulation, F(4,160) = 3.32, p < .05 for F1, and
F(4,160) = 3.57, p < .01 for F2. Additionally, anticipatory effects esxceed
carryover effects as we had observed in Swahili. '

In summary, comparative analysis of vowel-to-vowel coarticulation in Swa- -

hili, Shona, and English supports the hypothesis that, in general, languages
with fewer vowels vary more .as a function of vocalic context than languages
with larger vowel inventories. The number of vowels in a system to a great
extent predicts facts about distribution of vowels in the system. However, it
is the distribution itself that crucially restricts variation, and there are
language=-particular determinants of distribution that are not predictable
solely by the number of vowels. Thus, for example, in English, which has a
relatively large vowel inventory, movement is minimally restricted in the F2
dimension ‘since relatively few vowels occupy the same horizontal plane. We
suggest that motor systems, while yielding to the demands of fluent speech,

are constrained by the necessity of maintaining distinctiveness. This is a
universal principle .that results in cross-language variability in coarticula-
tion because distinctiveness is defined for each language in its phonology.

The diéa presented here provide preliminary support for this hypothesis.
We recognize the limitatiens of generalizing from a single speaker of each of
three languages. Clearly, it is necessary to extend this type of analysis to
additional speakers and languages. Additionally, it is impértant to support
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A

the acoustic data with more direct measures of articulatory movement. We have
begun to gather additional acoustic data along with articulatory data from

several more speakers.
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.« FUNCTIONALLY SPECIFIC ARTICULATORY COOPERATION FOLLOWING JAW PERTURBATIONS
DURING SPEECH: EVIDENCE FOR COORDINATIVE STRUCTURES*
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e Abstract. Speech is surely a complex coordinated activity, but the
. processes underlying sUch'coordination are not well understood, We
- show here that art ulatory patterns in response to prolonged (1.
s) and short (50 ms) duration jaw perturbations are not fixed, but
are highly specific to the utterance that the speaker produces. In
'two experiments, an unexpectedfconstant- force load (5.88 Newtons)
applied during upward. jaw motfon for final /b/ closure in +vbaeb/
revealed near-immediate compensation in upper and lower lips, but ’ g\
not the tongue. The Same perturbation applied during the utterance
. /baez/ evokéd rapid and increadsed tongue muscle activity for /z/
. frication, but no active lip compensation. Although jaw perturba- -
- tion represented acthreat Qf both utterances, no perceptible distor- :
tion of speech occurred. hat a challenge to one member of a-group c Cf
of “potentially independent articulators is met—-on the very first e
perturbation experience--by ‘remotely linked members of the group
supports the hypothesis that speech is‘coordinated through function-
al synergies (coordinative structures). A third experiment con-
verged on this’ interpretation .by varying the phasé of the jaw

<
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perturbation during the production of bilabial consonants. Remote
reactions in the upper lip were ‘observed only when the jaw was per-
turbed during the closing phase of motion, that is, when the reac-
tions were necessary to effect bilabial closure. Thus, coordinative—
structures are not rigid forms of neuromuscular cooperation; rath-
- er, they are flexib}y assembled to perform specific functions., ' (
The bewildering .complexity of human speech is readily apparent when one
attempts to track ‘the spatiotemporal activities of the many anatomical struc-
tures involved. One needs 1little persuasion that talking constitutes an
extraordinary feat of motor control,, particularly if each degree of freedom
-were to be individually controlled. A notion that has gained some limited
recognition in neuroscience (e.g., Evarts, 1982; Nashner, Woolacott, & Tuma,
1979; Soechting & Lacquaniti, 1981) and behavior (e.g., Bernstein, 1967;
Fowler, Rubin, Remez, & Turvey, 1980; Kelso,,Southard, & Goodman, 1979; Tur-
vey, 1977) is that the degrees of freedom of any articulator system (however .
one counts them) are not individually regulated during purposive activity. e
*Rather, in many actions ranging, for example, from locomotion to handwriting,
" ensembles of mus®les and joints exhibit a unitary structuring--a preservation
of internal relations among muscles and kinematic components that is stable
across scalar changes in such parameters as rate and force (see Grillner,
1982, and Kelso, 1981, for reviews). It appears, then (Bernstein, 1967;
Boylls, 1975; Gelfand, Gurfinkel, Tsetlin, & Shik, 1971; Greene, 1972, 1982; - -
Turvey, 1977), that the sgignificant  units of control and coordination are
functional groupings of muscles and joints (referred to as functional syner-
gies ‘or coordinative structures) that act as a unit to accompliSh a task.
Therefore, insights into the COOperatIve behavior among articulators during
speech lie in the identification and analysis of coordinative® structurea. o A
: A window 1into the behavior of complex systems possessing active,
‘interacting components and large numbers of degrees of freedom can be gained
by perturbing them dynamically during an activity and examining how the free
variables reconfigure themselves. Thus, ‘a group of potentially independent
muscles could be said %o comprise a single fungtional unit if it were shown
¢ that a challenge experienced by one (or more) members of the group was
responded to by other members of the group ‘at a site remote from the
challenge. For the concept of coordinative structure, the response of - the
articulatory ensemble would not be -stereotypic; rather it d—be-— ed
quickly  and precisely to accomplish the task. In the.gase of speech,
components of the neuromuscular appanatus would cooperate in such a way
preserve the linguistic intent of the speaker.

" . L)
5

-
Ll

Although the speech literature contains 3 number of observat¥ons that

- ' .suggest a coordipative "structure mode of articulatory organizafion, few
experiments have employed dynamic perturbation analysis. By and large the .
"perturbationsg" introduced to" the system have been of a "statlc".-mnature.

“ o Thus, patterns of  cooperation have been observed in various articuLators

following the fixing ‘of the jaw (as in .bite-block experiments, e.g., Fowler &
. Turvey,- 1980; Kelso & Tuller, 1983;" LindbLom & Sundberg, 1971), restrictions
on lip movements (e.g., Riordan, 1977; Tuller & Fitah, 1980), surgical remov-
.+ al of the alveolar plate or reconstruction of the mandible (e.g., Zimmermann,
° Kelso, & Lander, 1980); the insertion of palatal prostheses (e.ga@-Hamlet & .
Stone, 1978), and so on. - Generally, the ability of the 8peech system to
~ compensate for these disturbaises is quite remarkable. However, in many of* .,
these studies, various kinds o greadjustments could have occurred-before the
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test utterances were actually produced., Thus, a more illuminating method may
. be to perturb the articulators during the speech act and then observe conse-
Y quentnmovement patterns, if any, and the speed with which they are achieved,

@ccasianally loading the jaw during the closure movement for the initial /p/
in the utterance "a /ha paep/ again." Lip closure was attained in all c§ses,
apparentIy by exaggerated displacements arld velocities of the lip closing ges-
tures, particularly by the upper 1lip.! Similarly, Folkins and Zimmermann
(1982) used electrical stimulation to produce unexpected deﬁression of the
lower 1lip prjor to and during bilabial closure. Compensatory changes in Jaw
and upper lip movements were observed to effect the bilabial gesture. Al-
though these findings are consistent with the coordinative structure concept,
it is not clear from eéxisting data whether, in fact, the patterns of articula-
tor coupling following jaw pertyrbations .are in any sense standardized (as one
.might predict if they were completely preprogrammed or a result of fixed in-
put-output loops) or whether they are "functional," i.e., direcfed to the sta-
ble production of the intended utterance. If the former, the pattern of re-
sponse to a given jaw perturbation should be the same regardless of utterance.

If the latter, different patterns ,of articulator CQOperation (coordinative
structures) should occur, tailored to the particular phonetic requlrements 2

A ploneering experiment by FOlkins and Abbs (1975) did precisely thée by

«"In the first .two experiments reported here, we examined the effects of
v . Jaw perturbation on production:s of two phonetic segments, /b/ and /z/. For
/b/, the primary vocal tract constriction is created normally by bilabial clo-
sure. For /z/, the main constriction is produced by positioning the tongue in
close approximation to the palate or teeth.,  Note that from a low vowel
environment jaw and 1lips cooperate for productjon of /b/, whereas Jaw - and
tongue cooperate in the raising gesture for /z/. Thds if the jaw is perturbed
during the transition into the final /b/ in /baeb/, then the primary response
should occur in the 1lips, rather than, say, the tongue. In contrast, if the
same perturbation is applied during the jaw raising for -the final /z/ in
/baez/, the primary response should occur in the tongue, not the lips.-
Experiment :1 presents an initial exploration of this idea. Experiment 2 pro-
vides more’ detailed electromyographic and kinematic evidence for task- specific.
articulator cooperation, A third._experiment attempts to converge on the
interpretation of the first two expertments by examining remote reactions to
Jaw perturbation as a function of the Bhase of jaw motion at which loads are :
applied. For example, upper 11p responses should only be observed when the . .
Jaw is perturbed during the closing gestures for bilabial consonant progduc--
tion, that is, when the- upper lip contributes to vocal tract occlusion.

\

Experiment 1

Subject, Materials, and Procedures

One adult male (one of the authors) participated in the first two experi-

ments reported here.® The -speech sample contained two utterance

@ /baeb/ again" and "a /fbaez/ again." In the first part of the exp€riment, 30

. trials of each utterance were performed in a single bloeck. On 20%)of the tri-

°. - als (6 randomly selected triag® out of 30 for each utterancp) a load perturba-
. 7 tion was applied to the jaw during the closing geSture for the second conso-

. nant, /b/ or 7z/. The perturbation was ‘triggered during /b&b/ and /baez/
.when the jaw reached the same predetermined point éppro;imately midﬁ%y through

its upward trajectory. The experiment was performed with a corstant forces

éaf;' : | L T
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load of 1.5 s duration, Exdctly the same procedure was repeated in the second
part of the experiment, but with a 50 ms load. It is important to note that

. the subject did not know on which trials he would be perturbed. Moreover, un-
til the. first perturbed trial, the subject was unaware of the specific locus
of the perturbation during the raising trajectory and the magnitude of the ap-
plied 13ad. .

)

Agparatqg and Data Recording

Figure 1 illustrates the experimental set-up. The subject sat in a den-
.tal chair with his head fixed in a specially desjigned cephalostat (basically a
plaster cast mold constructed for'the subject's head and a clamp that fitted
onto the bridge of the subject's nose--all enclosed in a wooden box, Fjigures
1A and 1B). A custom-made titanium dental prosthesis fitted onto the sub-
Ject's lower teeth (Figure 1C). Two small rods of the prosthesis protruded
from the sides of the mouth and were coupled by a thin wire to a Brushless DC
+ torque motor that was situated perpendicular to, the subject's chin. A load -
’ cell/placed in series with the coupling wire monitareq applied torque.. This
enabled .us to control the torque motor under force feedback and made it possi-
ble to couple the motor-to the jaw with a very small tracking load of approxi-
mately 30 g. Jaw movements were monitored by a rotary yoltage displacement
transducer pladed at the axis of rotation of the sector arm (See Figure 1B).
The existence of the tracking force had ho perceptible .effects on the sub-~
Ject's speech, nor on observed movement and EMG activity. ‘The experiments
were completely controlled by a programmable microcomputer that specified on
which trials the load was to be added and the magnitude of the load. In each
experiment the load was the same (5.88 Newtons). and the rise-time to peak
load was small, on the order of 2-3 ms. _ - ¥

: : Infrared light-emitting diodgs were attached at the vermilion border of
the subject's upper and lower lip§ at the midline, and sensed by an optical

' tracking system (a modified SELSPOT\system). The displacement$ of the articu-
' lators and the acoustic speech s)gnal ‘wére stored on - FM tape for 1later -
computer analysis., A set of softwark® routines was used to differentiate the
movement signals and display the audfﬁ;cutput along with movement information
in 'a time-synchronized format. The acbustic recordings were inspected to de-
termine the first evidence -of bilabial ciosure for the .final /b/ in /baeb/
-trials (defined here as the point when the high frequency components of the .
periodic wave-disappear) and of frication onset for /z/ in the /baez/ trials
(defined as the onset of high frequency, low amplitude noise)

* Results and Discussion

L)

In this experiment, we evaluated the effect of the jaw perturbation on
upper and lower 1lip moveément, and whether the effect was cohtgxt-sensitive.
We first established that the 1.5 s load prevented the jaw from reaching its
usual position, by measuring Jaw height at the earliest 'acoustic evidence of s
lip closure.dr frication. The results are presented in Table 1, which shows
the mean articulator positions for the jaw, lower lip plus jaw, and upper‘lip,
obtaingd from an arbitrary reference’ point. For both phonetic contexts, the
, $aw was significantly lower during 1.5 s ioad trials than for the immediately
preceding unloaded trials, t(10) = 26.99, p < .001 and t(10) = 3 18, p' .05,
for /baeb/ and /baez/ respectively. _ '
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. .firmly in the mouth of the subject (see Footnote 3).
. B ‘
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Table 1

2

Mean Articulator Position (and sd) in mm‘

At Onset of Closure \ At Onset of Frication

/baeb/ /basz/
Load: _ ~ '
1.5 8 Control Load - Control Load .
y e \ ————
Jaw .y (L41) + 35,4 (.35)%* 42.3 (.01) 34.6 (.01)%
Lower 1ip 23.3 (.01 23.0 (.46) 23.3 (.01) 22.8 (.46)*
Upper 1lip 2.3 (.39) 1.6 (.47)* 6.1 (.24) 5.8 (.41).
. _ 2 B -~
Jaw §1.2-(.41) 40.5 (.81) - 2.2 (.01) 41.9 (.42)
Loger lip 23.1 (.23) 23.0 (.23) 23.3 °(.23) 23.3 (.01)
Uppbr 1ip 2.6. (.18) 2.1 (.36)* 5.5 (L44) 5.6 (.39) ¥
*p < .05 g <::,///"\\QQE§2
*#p < .o0f | '

!Measured from s
‘given articulator,

bitrary reference paosition. The lower the number for a
the lower is its spatial position.
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The coordinative  structure concept predicts ‘one consequence of this

difference in jaw height, namely, that upper lip displacement downward should -
increase when producing /b/, but not /z/, when the jaw load i$ applied. The j’,:
displacement of the upper lip downward in eagh trial was meas&red at the time o
of acoustic onset of final /b/ closure or final /z/ frication. As predicted,
the position of the upper lip at final /b/ closure was lower for the perturbed
trials than for the immediately preceding unperturbed trials, t(10) = 2.64, P e
< .05, In contrast, theye was no difference in upper 1lip. position for /z/
with and without a load, t(10) =-1.44, p > .J. In addition, 'the position of - ©
the lower 1lip in space at the pofnt of closure for /b/ was unaffected.by the
1.5 8 load, 1ndicat1ng a considerable adjustment for the ibuer Jaw position, )
t(10) = 1.65, p> .1. Similarly, for /z/ although the lower: 1ip is lower in )
space, t(10) = 2.68, p-< .05, the dibference is small compared ‘to  the much

- lower jaw position. These lower lip reactions will be considered in more de-

~ tail in the following experiment

When the applied load was of 50 ms duration, no effect of perturbation

was apparent on jaw pogsition by the time closure or frication was achieved,

@(10) = 2,02 and 1.57 for /bab/ and /baez/, respectively, ps > .05, Lower S
lip position also showed no effect of the 50 ms load, t(IOT » 1,05 for /baeb/

: . and- .42 for /baez/, ps > .1. Although upper 1ip pqpition fon /z/ was similar~-

P B 1ly? unaffect@d 'by this short-duration load, t(10) = 0.26, p > e upper lip-

' ' in /v/ did_increase its downward deflection in loaded trials lative to un-

'\"  loaded® trials,y t(10) = 2.96, p < .05. The change in upper lip displacement, .
but not lower lip, is most probably a function of .an 1ncrease in compression .
+ of the.upper lip. S : . N -
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To summarize, these preliminary observations suggest that a disruption in
movement of one articulator (the Jjaw) 1is responded to by another, remote
articulator (the upper 1lip), when the phonetic context is one for which that
reaction 1s functionally appropriate, However, the experiment has three
shortcomings. First, although we have provided evidence of a coordinative
sgructure during /b/ production, we have not provided direct evidence for its
presence in /z/ production. Second, in order to understand the articulatory
system's response to perturbation, both detailed kinematic and electromyo-
graphic information are desirable. Third, and relatedly, in order to evaluate
the reliability of the effects described in Experiment 1, a greater number of
trials 1is warranted. For example, in Experiment 1 it may be that the 50 ms
load had a slight effect on articulatory movements (as suggested by the in-

‘crease in upper lip displacement for /b/), but six loaded trials are insuffi-

cient to comprise a sensitive enough test. For these reasons, we performed.a
second experiment, similar in many respects to Experiment 1. In Experiment 2,
the total number of trials was increased and, in addition to monitoring jaw
and lip movements, electromyographic (EMG) potentials from tongue and lip mus-
cles were obtained. We were especially interested *in evaluating tongue myscle
activity during /z/ production. ' o o

Experiment 2

Subject, Materials, and Procedures

"~ The same subject who participated in Eiperiﬂ@nt 1 took part 1Q this
study. The speech sdmple contained the same two utterance types as in Experi-
ment 1, "a baeb again" and "a baez again." In each part of the experiment, 40
trials of each utterance were performed in two 20-trial blocks. At least 5 s
separated individual trials. On 25% of the trials (10 randomly selected tri-
als out of 40 for each utterance) a load (5.88 Newtons) was applied to the Jjaw
during the closing gesture for the second consonant, /b/ or /z/. e .load was
t_zggered during /baeb/ and. /baez/ when the jaw reached the same pr‘edet@rmined
point approximately midway through its upward trajectory. Once again, the

.sybject, knew that some of the trials would be perturbed but not which ones.

Nor did the subject experience any form of loading (except the tracking load)

-until the experiment proper. The first part of the experiment was performed

with a constant force load of 1.5 s duratian, the second part with a 50 ms
load. The utterarice order was counterbalanceqﬁacross loading conditions.

Appardtus and Data Recording

3 >

Thé jaw loading device and the methads of tracking movements of the jaw,
upper lip;-andwlowér lip were identical to the'previous experiment, In addi-
tion to these kinematic measures, BMG' potentials from a muscle in the upper
lip (orbicularis oris superior, 00SYy and a muscle in the lower. lip (orbicular-

is oris inferior, O00I) were obtained using paint-on electrodes, while EMG

potentials from a tongue muscle (the pdsterior portion of genioglossus, GG)

were obtained using bipolar hooked-wire electrodes inserted by our resident

12

laryngolQgist, Dr. Kiyoshi Honda. The genioglossus recordings. were used as an .

index of tongue activitx during /z/ production. The displacements of the

'lgrticulators, EMG from tongue and, 1ip muscles, and the acoustic speech signal

were stored on FM tape for later .computer analysis. Software routines were
usdd to differentiate the movemed® signals, emsemble average the rectified EMG
signals, and display the audio output -synchronized with moveément and E£MG
1hf0?mgtion. -

\ -
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Resul ¥ and Discussion .

1n.EMG activity with an avera

First we established once more that the upward jaw trajectory differed in
loaded and ynloaded trials. The position of the ‘jaw in each trial was mea-
sured at the earliest acoustic evidence of final /b/ closure or /z/ frication.
Position of the jaw in loaded trials was then compared to normal conditions
and was significantly lower for both /bab/, t(18) = 10.20, p < .001 and
/baez/, t(18) = 22.45, p < .001. In Figure 2, a sample of the jaw velocities
is shown for the first eight perturbed trials of both /bab/ and /baz/ utter-
ances for one subject.- The effect of the load perturbation was to alter the
direction of’ jaw movement almost immediately in a very consistent manner.
That 'is, .the jaw velocity became sharply negative just after torque onset.
Loaded trials show very small trfal-to-trial variability in the Jjaw velocity
profiles for both utterances

The displacements and velocities of the upper lip, the lower lip (with
the contribution of jaw subtracted out), and the jaw itself are shown for per-
turbed and unperturbed ("control") trials in Figures 3 and 4. Each trace re-
presents the average of 10-tokens, with the dotted trace indicating the con-
trol utterances and the solid trace the perturbed utterances.: The vertical
line in each window of the figures marks the onset of torque to the jaw. Even
though the torque prevented normal 'upward jaw motion, lip closure for /b/ and
frication for /z/ were attained on all trials. 1In /bab/;,” for example, peak
lower and upper lip displacement occurred on the average 5 ms before and 5 ms
after acoustic closure,* respectively, on control trials, and ™M ms and 7 ms
on the average after acoustic closure on perturbed trials. Thus, "the timing
differences among articulators were small between perturbed and unperturbed
utterances, and we were not able to hear any obvious differences in the utter-
ances between the two Condition@. s

Examination ef the kinematics in Figures 3 and 4 and corresponding recti-
fied and averaged EMG,6in Figure'5 reveals interesting adjustments in response
to Jjaw perturbation Figure 3A shows that the downward displacement of the
upper lip in /baeb/ is greater than its unperturbed control. Measured at the
acoustgyc onset. of final /b/ closure, this difference is highly significant,
two-tailed ¢t(r8) = 3.19, E < .01, In contrast, for /baez/ (Figure 3B) the
upper 1lip shows no displacement differences betwe€n perturbed and control
conditions, t(18) = .001, E > .1, when measured at the onset of /z/ frication.

. One anomalous “result is thaﬁ 00S. (Figure 5 top).shows an active increase
tency of 20 ms in response to the added load

for both /baeb/ agnd /baez/ (SD = 18. ms). Thus, even though there are
differential movement effect®n /baeb/ and /baz/ as a function of perturba-
tion, the EMG response, at ledst in terms of its timing, is similar in both
utterances. | Although puzzling, several, perhaps related, interpretations of
this result are possible. Oqf is* that although 1in" /baez/ there-was little
the subject was observed to protrude the lips

sllgﬂbly, a maneuver that could be reveeled by measuring horizontal displace-
meﬁt The present study, however, doeés not. allow us to evaluate this possi-
billty‘S Relatedly, there are some. suggestive '‘hints in the ddta shown in Fig-
and 5 that the jaw and upper lip may be functionally coupled in /baez/

well ds /baeb/.. The increase in EMG that is time-locked to jaw perturba-

1 n, combingd with a small increase in upper 1lip downward velocity (Figure
4B), render this’ interpretation viable, Alternatively, the EMG response to
perturbation in both /baeb/ and /baez/ may_ only reflect a general stiffening
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The consistent reaction of the jaw to.a constant force load (5.88

Newtons, 1.5 s) applied during closure for ‘the final consonant in
/baeb/ and /b@z/. Velocity changes directlon abruptly in response
to torque, The trages are raw data and represent the first eight
of a set of ten perturbation trials pre7ented randomly in a se-
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A /baeb/ B, /baszs
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DISPLACEMENT

Figure 3. A and B. Upper 1lip, lower™ lip (with Jjaw movement contribution
subtracted out) and jaw displagement for the utterances /baeb/ and
" /baez/. Each trace represents the average of 10 tokens for per-
turbed (solid- line) and <control (dotted line) conditions. The
vertical line in each window marks the onset of torque to the jaw. g
For illustration purposes, the two conditions have been overlaid by
temporally sliding the control condition, which does not have a
. torque line-up point, relative to the perturbed condition, which
: does, taking the jaw as a reference point.
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- v - - in Figure 3 with the same plotting conventions.
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‘Figure 5. A and B. Average rectified electromyographic activity of upper lip.
(00S), lower lip (00I), and tongue (GG) muscles for perturbed (sol-
id trace) and control (dotted line) conditions.
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in the upper lip rather than active traJéctory control,
needed to evaluate these posstbilities.

Further research is
? N

\ ‘ In contrast to the upper lip kinematics, the lower lip exhibits compensa-
tory movement behavior in both /bae¥/ and /baez/.utterances (Figures 3 and 4).
Examination of displacement and velocity profiles reveals a rapid increase in

 1ip kinematic values when the jaw is: perturbed. The near-immediate and highly
consistent response of the lower lip to perturbation ts shown for individual
.tokens in Figure 6. The onset delay of the increase in lower lip veloci-
ty--seen as an inflection point in the closing gesture for /baeb/ and as a
sharp velocity spike in /baz/--is ‘on the ‘order of ‘5 to 10 ms. As an 'y
interesting aside,. the trajectory difference between.the lower lip in /bab/
and /baez/ before perturbation suggests that the lower ‘lip is not involved
ordinarily in producing /z/ but is 'involved in-¥b/' production (see also aver-
aged data in Figures 3 and 4). ' C '

.. The almost immediate response of the lower lip to jaw loading and the
fact that there are no significant increases in 001 activity (Figure 5, middle _ o
-row) for either utterance indicate that the lower lip perfurbation response-is AN
a passive mechanical effect that arises when jaw motion is abruptly halted. ' '
In addition, the highly stereotypic lower lip reaction to jaw perturbatipn '

- contrasts with other perturbation stUdieq in speech that show considerable o
trial-to-trial variability in articulator movements. .For example, in response, . ‘*'L_ﬁ
«» to a brief perturbation appliéd to.the lower 1ip, Abb8 and Gracco (1983; in !
presas) find bebiprooalrﬁrade*oqrs in amplitude Qetween upper and lower 1lip ' 5
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movements as well as in associated muscle activity. In so-called "active
compensation," different (but systematic) magnitudes of movement d EMG
activity in coupled articulators appear to be the rule (see also Huy 3 &
Abbs, 1976). The stereotypy evident in the present lower lip data, however,
is more indicative of a passive shearing of the lower lip from the jaw, aris—
ing as a consequence of the momentum created by halting jaw motion,

'

One important. feature of the lip closure response to perturbation should
not be overlooked, namely, that the lips do not meet at the same point in
space as they do in control conditions. 1In Figure 3A for example, the ampli~
fied response of the lower lip alone (solid line) does not mean that the lower
lip is more elevated in perturbed than control conditions. In fact, the oppo-
site is true because the increase in lower lip displacement is smaller than
the decrease in jaw height created by loading. Thus, not only is the upper
lip lower in space in perturbed relative to control conditions, but the lower
lip is also, t(18) = 3.20, p < .01. What seems important here 1is that clo-
sure, not some spatial target, is achieved, (cf. MacNeilage, 1970, 1980, for a
discussion of the status of target theories in speech). . B

" The passive reaction of the lower lip contrasts with the active compensa-
tion to jaw loading evident in tongue muscle activity for /baez/. When EMG
responses from genioglossus are al\gned and averaged with respect to' the onset
of /z/ frication, the increased amplitude in perturbed trials relative to con-
trol trials is highly significant, t(18) = 7.76, p < .001. Again, 1like the
lips in /baeb/, the EMG response in /baz/ is time~locked to the application
of torque (see Figure 5B) and occurs remarkably quickly (range 20-30 ms). No
such differences 1in ' tongue muscle activity occur for /baeb/, t(18) = .88
p> .10.°% ' -

The pattern of reactions to perturbations of the same magnitude but -of
much’ shorter duration (50 ms) was similar in some respects to- those discussed
abova but with some marked differences, Figures 7 and 8 display the kinematiow®
variables of displacement and ‘velocity for each articulator and Figure 9 shows
corresponding EMG data. One difference that is®immediately apparent is that
the articulators fom both /bab/ and /baz/ quickly return to their normal
trajectories following the offset of the perturbation (compare Figures 3 and 4
with Figures 7 and 8). 1In. fact by the time closure is achieved, there .,are no
significant displacement dirferences between perturbed and control conditions®
in the wupper. lip for. /baeb/, t(18{ = 0.1, p'.1. Differences in the ampli-
tude of muscle activity in the tongue for /baez/ come close to, but miss, sig-
niricance, t(18) = 1.84, p } .05, . .

This homeorhetic property of the articulatory traJectories (i e., a tend-

v ency to return to a "preferred" trajectory) has been observed before in stud-

ies of human finger (e.g., Kelso & .Holt, 1980) and monkey arm movements

(cf. Bizzi, Chapple, & Hogan, 1982) and has‘led to the proposal that trajecto-

’;-‘\ ry is an actively controlléd variable (Bizzi et al., 1982). However, the pre-
: sent data display lightly damped spring-like behavior; the return to a normal

Jaw trajectory, for example, is preceded ‘by an overshoot response, Thus,

homeorhesis may arise as @' consequence of the behavior of a dynamic system and

need not require the assumption of active. trajectory control ‘

" In summary, though -the present findings . are pnreliminary they are
nevertheless consistent with coordinative structure theéry, particularly when
recent work on speech and other motor activities is also considered. For

- ' { . i '
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- Figure 7. A and B. U;;per lip, 1lower 1ip (with jaw movement contribution
. subtracted out) and jaw displacement for the utterances /basb/ and
/baez /. Each ‘trace_represents the average of 10 tokens for per-.
turbed (solid line) and control (dotted line) conditions. The
) vertical line in each window marks the onset of torque to the jaw.
In this case a torque of 5.88 N. 1is applied for only 50 ms.
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Figure 9. EMG profiles corresponding to kinematic data’ for briefly perturbed
. (solid lines) and control trials, Each trace is the average of 10
tokens.
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example, the highly flexible character aof the EMG and kinematic patterns ob-
served in Experiments ] and 2 share a‘' likeness to recent studies of cat
v locomotion in which adaptive reactions are also evident (cf. Forssberg, 1982,
for' review). For instance, when light touch or a weak electrical shock is ap-
plied to the paw during the flexion phase of the cycle, an aprupt withdrawal
responsé occurs as if the cat ‘were trying to lift its leg over an obstacle.
When the same stimulus is applied during the stance phase of the cycle, the
flexion response” (which would make the animal fall over) is inhibited, and the
cat responds with added extension. (¢f. Forssberg, Grillner, & Rossignol,
1975). The so-called "stumble corrective reaction" is present in intact and
spinal animals and,'l;ke the forms of interarticular cooperation we have ob-
served, -occurs remarkably quickly. The earliest flexor burst in response to a.:
tactile stimulus applied during the swing phase, for example, occurs with a
lasency of 10 ms. Jugt as these reactions are non-stereotypic and functional-
ly suited- to the requirements of locomotion, so the patterns obtained in our
N experiments appear to be flexibly tailored to meet phonetic requirements,

» . In a final experimenty, we attempt to converge on the task-specific nature

of coordinative structures by asking, in a manner akin to qpe research dis-
cussed above,. whether the cooperative behavior among articulators is sensitive
to -the. phase of motion during which an unexpected perturbation is applied.
For example, does perturbing the jaw during the opening phase of the utterance

. /baeb/, induce ‘a remote reaction in the upper 1ip? Since the upper lip is
+ minimally (if ‘at all) involved in the opening; vowel-producing phase, we would
"not expect 1x) see a remote responge, in that phase unless the system were
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, .
rigidly coupled. However, in the closing phase *(i.e.,, the transition out of
the vowel into the final consonant) - where the upper lip is actively involved
in.the closing gesture, the _upper 1lip should respond to a sudden lowering of
the jaw and lower lip. In addition to the question® of remote reactions, we
wanted to examine possible phase dependent responses in the structures local
.to the ptrturbation, namely, the lower lip and the jaw itsglf.

<

Experiment 3 _ -

Subject, Materials, and Procedures

~ One subject, "an adult male who was not one of the authors, and who had
never participated in a perturbation study, took part in this experiment (see
footnote 3). The speech sample contained two utterance types "/bab/ again"
and "/vep/ again." [Eighty trials of each utterance were performed in a sin-
gle block, for a total of 160 trials. 1In each block, 12.5%of the trials were
~perturbed during the opening phase of 'jaw motion, and 12.5% on the closing
phase. The jaw was ' perturbed at, the same predetermined position in both
phases of the mbtion. As before, a constant force load of 5.88 Newtons and
lasting 1.5 s was delivered to the jaw via a tor‘qul‘ motor. attached to a
custom~-made dental prosthesis. Between perturbations, the motor exerted a 30
g tracking force that did not perceptiply impede or alter normal articglation.

-

Once again, jaw and upper and lower lip moVements were optically tracked

. using a modifidd SELSPOT system. %In addition, EMG:potentials from 00S and 00I

were obtained from noninvasive surface (%aint~on) electrodes. It is important
to note that the subject knew neither which trials would be perturbed, nor the
phase of jaw motion that would be loaded. " An additional level of "uncertainty
was present, therefore, in this experiment. Movement and EMG data, and the
audio signal were recorded for later off-line processing. -

s

Results and Discussion

* P

The following analysis of the movement trajectories is based largely on
differences in peak articulator positions between perturbed and control trials
for opening and closing phases of the respective gestures. First we show that
the load systematically inhfluenced jaw motion as "intended. Figure 10 shows
four paiﬁb of jaw movement trajectories, corrésponding to the four conditions
examined. Each pair represents the averaged trajectories for all the per-
turbed and control trials belonging to that loading phase and phdnetic eon-
text. - During the opening phase of jaw movement, the perturbed trajectories,

.denoted by the heavier line, rapidly .diverge downward after load onset. At
the poimt of maximum obening for the vowel, they are much lower, t(14#) = 4.63
and t(17) = 4.59, ps < .001, for. /baebs/ and /baep/, respectively.® Note also
that the jaw trajectories are still lower at the point ‘of peak raising for the
final consonant, t(14) = 5.21 (/baeb/) and t(17) -= 4,26 (/baep/), ps < .01.
This is perhaps not surprising, because the load remains on for 1.5 s. When
the load is applied during the closing phase of motion, the jaw trajectories,
as expected, are not different at peak jaw lowering for either Wbaeb/, t(12) =

'-.20 or /baep/, t(18) = -1.73, ps > .10. Following load onset, however, the
trajectories again diverge, and the loaded jaw remains.much lower.at stpp clo~
sure in both phonetic contexts, t(12) = 8.69, p < .01+fpr./baeb/ and t(18) =
5.23, p < .01 for /baep/. It is clear, therefore, that load application in
.both phases of the motion had the intended effect on the»jﬁwltrajectories:

Y -
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figure 10. Four pairs of jaw movement trajectories corresponding to the four

unperturbed, control trials. Thick lines represent the mean ‘pers
turbed trajectories. o N
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In Figures 11 and 12, we show the extent to which "local" reactions occur

in the lower 1lip in response to jaw perturbation for the utterances /baeb/
(Figuré 11) and /baep/ (Figure 12). din- the figures, lowes lip position is
shown tn absolute space as it rides the jaw,(the 'LLJ traces) and with the jaw
motion subtracted out (the LL traces). The traces along the- bottom of the
“figure are averaged . but unsmoothed, signals for a° lower lip muscle (001),
which is active for bilabial closure. Stippled ‘portions. denote increased mus-
cle activity in perturbed (the thicker line) relat’ive to contror trials. L

Like the JaW. the louer lip-jaw complex - -shows a reaction to the Jaw load
during the opening phase of motion. Measured at maximum lowering, LLJ is per-
turbed downward in both /baeb/, t(1u) = 6.03 and -/baep/, t(17) = 5.96, ps <

.01. " Agadn, since the load remains on, the lower lip-jaw combination remains
lower at the point &f peak leSure on perturbed trials, t(1u) = 3.71, p < .01
(/baeb/) "and t(17y = 4.75, 'p < .01 (/baep/). NWhen the Jaw is loaded during,
the closing phase of motion, we see a difference between perturbéd and agntrol
LLJ traces only at the point of peak closure, t(12) = 6.08, p < .4 for /baeb/

" and t(18).= 5.38, p < .01, for /baep/. 'AS expected, the trajectories are not

signifteantly different at peak Jlowering, i.e., before the load is applied,
t(12) = -.47 and t(18) = -1.55, ps > .10 for /baeb/ and /Vaep/, respectively.

In Figures 11 and 12 we show also the lower 1lip alone‘(LL) responses to
pggturbation.in the opening phase. Independently of jaw lowering, the 1lip
traces diverge rapidly after load onset and are reliably lower at peak opening
for the vowel after pglaw loading in both /beeb/, t(14) = 5.55 and /baep/, t(17)
= 6.00, Es < .01, A marked Iincrease in orbicularis inferior activity
accompanies the lower 1ip response. A conservative estimate of the mean la-
tency in 00I is 20 ms, with a 15-35 ms range. Although the mean lower lip
position , (relative to control) is not as high at closure in condit}ons when
the jaw is loaded during the opening phase, the effectis highly variable and
Qonsignificant “t(14) = -1.06, , ‘R -10 for. /b&b/ and t(17) = -1.31, p > .10
for /baep/. .

On the (ight hand side of Figures 11 and 12 .is shown the average lower
lip response’to perturbations Qpplied during the closing, phase ‘of jaw motion.
The peak cjosure displacements are not different betweell perturbed and control
trials for~either /baeb/, t(12) = -1. > V10 or /baep/, t(17) = .53, p >

.10, suggesting that the Jower lip has ‘completely.compensated for the lower
Jay positign. Again, there is a noticeable 00I redction some 30 m3 on the
average after load onset, although this may in part reflect overall stiffening
of the lower lip (note the generally elevated posture of the ‘lower 1ip after
peak closure has occunred). As expected, the lip trajectories are not differ-

- ent prior to load onset, that is, at peax.lower lip depression, t(T2) & -=.79,

p > .10 for /baeb/ and t(18) = .86, p> .10 for /baep/

-
rd LS

'‘Local movement and' EMG reactions occur in. response to Jaw perturbations
that are intrdoduced in both-opening and closing phases of the gestures. . The
very pronounced 00l actiwity when the load occurs during the opening phase of
jaw motion may be indigative of the. upcoming requirement of 1lip closure,
Since the mean lower 1;£Sposition (independent of jaw movement), is lower as a
result of . the perturbdtion, - it must move further and more rapidly to
contribute to-bilabial closure, Hence an increase in muscle activity is' not
surprising. The active changes ‘in lower “1ip muscle activity in this subject
contrast with the passive’ "shearing" effects exhibited by a different subject

-in Experiment 2 (and possibly in Experiment 1 as well). Note that the fdrm of ,
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tories for the utteramce /baeb/ under perturbe (thick line) and
contr@l conditions,. 001 1is, the rectified a4 verage but Y
unsmoothed electromyographic response-of a lower lip raising mus-
cle, orbicularis oris inferior, The thicker line denotes péer- -

.Figure 11. Average lower lip plus jaw (LLJ) and lower lipki::j:r(LL) tra3ec~

' turbed responses .
' | ' /baep! ,
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Figure 12. Averags lower lip plus jaw (LLJ) and lower 1lip anne"(LL).traJeé;
o tories’ for the utterance /baep/ undep perturbed (thick .line) and
. control conditions.. 001 is the rectified and averaged, but
unamoothed electromyographic response of a lower lip raising mus- . . ‘_ _
cle, orbicularis oris lnferior. The thicker_line denotes per- - '
turbed responses, 97 R . '
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Eigure 13. iverage upper lip (UL) and lower lip plus jaw (LLJ) trajectories
: . the utterance /bab/ under perturbed (thick line) and control

conditions, 00S is the rectified and aweraged, but.unsmootned,'
EMG response ii'an upper 1ip lowering muscle; orbicularis superi- .

or. The thick line denotes perturbed responses. {
lﬁaep/ . .
\ ' . . ' ’ ‘
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Figure 14, Average upper 1lip (UL) and ¥%er 1lip plus  jaw (LLJ) trajectories
for the utterance /baep/ under perturbed (thick line) ‘and control
conditions., '00S- is the rectified and averaged, but unsmoothed,

- EMG reSponsJ of ‘an upper lip lowering muscle, orbicularis superi-

or, The thicker line denotes perturbed responses,
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the jaw trajectories in’ the same phonetic context (/bab/) is alse dramdtical-
ly dlfteren; between subjects. For the rirst subject the jaw was espentially
halted by a load applied during the raising erJectory (see Figure 3).7 For
the subject in this experlment the load had more of a resistive effect on the
oJaH,trajectory These between-sub ject differenoes in jaw trajectory in reac-,
tion to a load may influence the exlent to which a ‘structure linked to the jaw
. (#he lower 1lip) actively participages A sudden halting of the _jaw may cause
a“shearing response in the lower 1i whereassa reduction in the magnitude of
the load or a stronger jaw reagtion to the lpad may be associated with a more
active neuromuscular respohse¢n locally lfnked‘anyiculators. A systematic
" manipulation of load magnitude could help nesolve this question.

Although we do not expect the paLterns of cooperation among articulators
to be identical among subjects, ‘we do predlct (proeided anatomical limitations
have not been viglated) that the integrity-of the phonetic act will be pre-
served. What then of phase-dependent remote effects? In Figures 13 and Tu we
dispday the upper lip movement and EMG traces for perturbed and control trials
of /bab/ (Figure 13) and /baep/ (Figure 1ti). To aid comparis8n, the lower
lip plus jaw trajectories are also.shown. When the perturbation was applied
during the. opening phase, the upper .lip trajectories were variab}e and no dif-
ferent from control when measured at, the peak raising point, t(1h) =-1.45, p >
.10 for /baeb/ and t(17) = 1.70, p > .10 for /baep/. However, in opening.
‘phase perturbation trials, the upper lip does lower further on perturbed as

- compared to: control trials when lip position i3 measured at peak clostre,
t(u) 7 3.65, p < .01 -(/baeb/) and t(17) = 8.51, p < .Oﬁ. ‘Presumably thlS oc-
curs to accommodate the reduction in lower lip- jaw heights -

- When the load .was applied during closure there was again a significant
upper 1lip lowering response for both /baeb/, 3_(12) = 2.77, p < .01 and /baep/,
t(18) = 2.68, p < .02, but no differences earlier in the trajectory at the
point of the peak‘rais;ng movemerit, t(12) = 1.22 and t(18) = -1.32, ps >/ .10
for /baeb/ and /baeb/, respectively. .

’

In general, though the upper 1lip muscle recordings are good, clear
differences between perturbed and contrqQl trials were not readily discernible\
in either timing or magnitude. For this subject, at least, 0QS. muscle actfva-
tion may be safficient to generate upper lip motion until a collision with the
lower 1lip occurs. ™ shoﬁt there may be no neceS8sary requirement for a fine-
ly modulated EMG respense in upper 1lip since bilabial consonants are charac-
terized by fixed boundary conditiyis. » :

-

.
-

~General Discussion

v N L3
. Even simple speech gestures involve cooperation among very many degrees
of freedom “operating at respiratory,'larynggal, and supiralaryngeal levels,

~ Bernstein (1967) hypothesized that rather- than: controlling. each degree of

. freedom seggrately, the : central” nervous system rollects multiple degrees .of
freedom together into functlonal synergies or coordinative stfuctures that
then Bbehave, from the perspecp}ve of control, as a single unit. The present
research addresses Bernstein's hypothesis -.in an effort to identify anYl analyze
coordinq&ive structures in sgpeech, In this regard, it contrasts with much
"other work on motor control whose 'focus is restrictéd .to actions of a single

- joint (see Stein, 1982, for many examples). _

" o - ) _ ' K
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The hallmark of a coordinative structure as we define it (see also .

Boylls, 1975;. Fowlerlﬁ/t977 Kelso & Holt, 198Q; Kelgo~d’ Saltzdan,, 1p82;
Kelso et al., 1979 ugler, Kelso . & Turvey,- 1980; Nashner et al., 1979;°

Turvey, 1977) 1is the temparary mdrshalling of many degrees of freedom into:a-
task-specific, fungtional unit. This definition should not be confused with

the traditional, reflex-pased usage of synergy elaborated for example, Dby.

Easton (1972). As Szentagothai~ and Arbib (1974) have pointed out, such use of
the term "...1s too resgrictive to capture théyxoncepts" (p._165) Partly in
response to these authors' request for "...a redefinition,of synergies to
revitalize motor systems research" (Szentagothai & Arbib,” 1974, p. 165) we
have provided a recent elaboragion coordinatjve 3structures in terms-of
their neurophysiological and behavioral "manifestations, (Kelso, Tuller, &
Harris, 1981/1983; Kelsb & Tuller, 1983/1984). AN

supported in the present experiments. For both /Q/ and /z/, rapid and highly
distinctive patterns of the upper lip, lower lip, and tongue occurred in re-
sponse to unexpected jaw loadings so that the desired sound was produced.: In
all cases, the adjustments, though varied# were such as to preserve fthe
“Nntegrity of the phonetic act. For example, for /z/ frication in Experiments
1 and 2, there was no detectable upper ‘lip movement, But, #ince the Jaw was

. much lower than usupl, highly amplified tongue muscle activity, necessary to

obtain an appropriate alveolar position for fricative product iom was observed.
Like the lips in /baeb/, the tongue in /baz/ responded remarkably ,quickly or
the very first perturbation trial and again with no slurring or distortioa

_perceptible to a listener. As in recent studies of bite-block speech (akin to
speaking with a pipe in one's mouth), in which sensory information was drasti-
cally reduced by anesthetization of oral structures combined with auditory
masking, we found no evidence of any short-term "learning" (cf. Kelso & Tull-
“er, 1983). Articulatory "compensation" was achieved, therefore,’ with little
or no practice. _ : - \ -~

The coordfnative structure account applies equally well to disruptions
that are static and anticipated (like the bite-block experiments) and those
that are time-varying and unanticipated Adjusthnt to either L{ype of pertur-
bation is a predictable outcome of an ensemble whose constituent muscles func-
tion cooperatively as a single.unit. If.,the operation of certain variables is
fixed,oas in the bite-block case, or unexpectedly disturbed as a result of
on-ling perturbation, functionally linked variables will (preserve the
synerg}stic constraint. As we have émphasized before (Kelso ﬁller 1983;
see alpo Abbs & Gracco, 1983) so=-called "compensation" is charagé#teristic of
the sp eech system's normal mode of operation. For example, 1 "a study of
respiratory function during speech Hixon, Mead, and Goldman (1976) found that
the relhtive contributions of thorax and abdomen movements adjust in order to
e~subglotta]l pressure level across large postural changes (e.g., lying

versus standing). Similarly, Sussman, MacNeilage, and, Hanson (1973) in a-

“study of lip and Jaw movements ig->a variety- of vowel- consonant vowel (VELV)

triads observed .that jaw elevation at consonant closure wasg directly propor-
.¥ional to the height of the following vowel. Thus, in order "to occlude the
vocal tract for /p/ in /aepae/ versus /aepi/ <the lips must "compensate"
differentially to- accommodate different jaw positions. Both of these studies
suggest task-Specific\cooperation in naturally occurring situations,‘
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*One account of multimovement. adjustments to unanticipated ‘disruptions
posits a closed- loop peripheral feedbaok meqhanism (cf. Abbs, 1979; Folkins &

£ Abbs, 1975). As we haVe. p01ntéd out, howaver (Fowler & Turvey, 1978, 1980;
‘ . . Kelso, 1981, Kelso % fuller, 1983), a closed-loop system, though capdble .in
. theory of detecting and torrecting "errors" in the perturbed structure, has no
o mechanism for producing gdaptive mBvements in remote and non-bjomechanically
linked articulators. Because of this limitation, Abbs and ¥racco (1983) have

recently proposed an "open-loop adjustment process" to account ‘for upper lip

.Cchanges to lower lip perturbations "...based upon a prqrestablisfed sensorimo-

tor translation between, lower;lip afferent signals ang‘ upper ‘lip motor ac-

tiong." This notion is similar to the predictive, feegdforward processes hy-

. pothesized by-Ito (1975) for vestibular-ocular interaglions during eye-head
movement, and elaborated more recgntly by Houk and. Rymer (1981). . Viable

though feedforward may be, it is nevemtheless difficult to envisage how--with-

4 _ out the concept of coordinative Structure--all the computation could be

/Q§e~established’in such a way that the lips, jaw, and tongue (not to mention

’

olher possible articulators not observed In these experiments) perform
precisely those movements ,that meet the speaken's\objective. The problem is
exacerbated when unexpected challenges are introduted whose dimenié:?s,(e.g.,
maghitude, duration, site) are potentially manifold. However, a ough “the

. : particular neural processes fnvolveéd await clarification, a central conclusion.

of -Abbs and—eoldeagUes' work, that the M. ..nervous system prioritizes acousti-
Cally and aerodynamically significant multiaction gestures over individual
movements and muscle actions.." and'that "...these sensorimotor capabilities
" relieve the nerwous system of, ha¥ing to prespecify the motor details" (Abbs,
in press), has, much in common with the, poncept of coordinative structure”

t , advocated here and €lsewhere. -

. s , . ¢ .
.- The -results of the third experiment provide further evidence for a
task-specific coordinative structure style of motor control. Remqte responses
in upper 1lip were found tosbe phase-dependent; that is, ‘the'y occurred only

. when they were fupctionally ,appropriate. +Similar task-dependent forms of

> articulator cooperation have been observed in recent studies of posture in hu-
: mans (e.g., Cordo & Nashner, 1982; Marsden, Merton, & Morton, 1981, 1983).
- ’ "For example, Marsden et al. (1983) applied a small perturbation to the thumb
i of a standing subject as he was performing a t humb tracking task, and observed
Y . reactions in muscles femote from the prime mover (e.g., in pectoralis major;
in the triceps of the oppqsite limb when it gripped 2 table top; 1in.the oppo-
site 'thumb when it served to stabilize motion, etc.). These distapt reactions
were very rapid (e.g., 40 ms in pectoralis), sometimes faster than theslocal
autogenetic response in the Structure perturbed. Though exquisitely sensitive
they are not caused by lepgth changes in the postural muscles themselves.
Perturbatiens of only 7.5 g to the thumb or wrjist, often not even detected by
the subject, were associated with' brisk, distant, reactions. Finally and im-
portantly, distant reactions occurred only when th performed a useful func-
~tion and they Were flexibly tuned to that functio Postural responses in
triceps disappeared if the hand was ot exerting a firm grip on the object
If, ingtead of hol ing a table top, tk¢ non-tracking hand held a cup of tea,
the responses in trigeps reversed, which ‘is exactly what they have to do to
’ prevent the. tea from pilling. Marsden et al, (1983) conclude that these rap-_

1d, remote effects "...constitute a distinct and apparently new, class of mo- *

tor reaction" (p. 45) that *has. caused them to abandén an account based on
stretch reflexes.. As the previoys discussion indiCates, however, similar-
phenomena have ‘been ‘present (although perhaps not sufficiertly recognized un-
til recently) in trje speech li%erature as well.
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. To summarize, though the speed of the gdaptive reactions observed in our

experiments could be described as reflexi e, their mutability speaks against
any fixed reflex gconnections or rigidly- onstructed servomechanismsa Thus,
the system we are dealing with appears to bé rspftly”. assembled and ‘flexible
in function; not machine-like and rigid (Iberall, 1978; "see also ‘Abbs &
Gracco, 1983). "Similarly, it is'extremely doubtful that the articulatory pat-
terns observed here-in respgonse to jaw loading at different phases of motion
and in different phonetic contexts are programmed completely in advance.

‘The present data, preliminary though they are, suggest'nevertheless-that
the mode of operation of the speech -system gis intringically task-oriepted, and
that both rapid local and remote articul tory ~rcontributions are involved in
the. implementation of cooperative action. .But most importantly, the adjust-

ments appear to reflect a synergistic organization among articulators that is
tailored to the requirements of the spoken act. As Bernstein (1967, p. 69)

intimated o 7o
I . ° -
Movements: react to one single detail with changes in a whole series
of others that are sometimes very far/from the former both in space
and time ... In this way movements are not chains of details but s
structures-which are differeqtiated into details el .

BN 'y
Or considerd%ewey 's (1896: cited(in Fearing, 1930) remarks that the relations

between sensory stimuli and motqr>gonsequedces do not constitute a "fixed ex-,

istence" but a "flexible function". 7 Herein lie kefnel themes for a research
program on coordinative structures that differs radically from approaches that,
focus on control around a sihgle Joint The present work represents only a
modest, but we think promising, beginning., «
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Footnotes ' .

-

'Initially Folkins and Abbs (1975, p..218) interpreted their data as sup-
port for online feedback processing, that is, "a lip control system that 1is

adjusted on the basis of feedback information about the relative position of ]

the lips and jaw." A more recent interpretation, or perhaps a redescription
by Abbs and Cole (1982, p. 171) 1is that the data support "a feedforward,
open-loop control process..." in which "...information is fed forward for mak-
ing adjustments in motor commands to structures having parallel involvements."
Suprabulbar pathways are hypothesized to play a mediqting role.

2Anecdotal evidence for such tailoring is reported by Abbs and Gracco.
(1983), who noticed that, upper lip compensation to a lower lip perturbation
occurs in the utterance®aba/ but not in /afa/. Neither data nor reference
citation to this finding is presented, however. Similarly, Folkins and Zim-

mermann (1982, p. 1232) conclude their paper on electrical stimulation of the’

lower lip with the suggestion that "...it may be that interactions bhetween the
lips and Jjaw may be different for bilabial closing, bilabial opening,
labiodental closing, and lip rounding gestures." (italics ours). Again, a di-
rect test of this hypothesis, which we conduct here, has not been made. In
fact, all the dynamic perturbation studies conducted thus far have involved
bilabial gestures. .

3Some explanation is necessary about the small number of subjects and the
chronological aspects of the research. -Since these experiments started in
late 1978 we have tried to prepare a total of four subjects for participation.
In each case special dental casts were made of the upper and lower th, pri-
or to constructing a titanium prosthegjs for the.lower jaw. Only with two
subjects, however, ~was it possible to proceed according to plan for the

foldowing reasons, .Fipst, in order to seat. the prosthesis in the mouth firmly

=
*
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so that it did not come Qut or reverberate when a load was applied, it was
necessary to have a subject who had at least one (preferably several) of the -
rear molars missing (see Figure 1C). Second, and relatedly, it was crucial to
have sufficient clearance at the sides of the subject's mouth so that the
protruding rods to the torque motor did not interfere in -any way with €he sub-
ject's speech. Two subjects met these criteria, though the second subject did
not become available until early 1983. We tried to test him in the larger
version of Experiment 1, but he was unable to withstand the ‘insertion of fine
wire elecdtrodes into the tonguexand hence could not be used to study_fricative
production. Because of these di¥ficulties we tan report only our efforts to
provide a within-subject replication of the experiment (Experiment 2). The

~.second subject, however, participated in Experiment 3, which did not require

invasive procedures. We did not run subject 1 in th& latter study because we
were concerned about possible experiential factors influencing the results,

-

“Peak lip'displacement can occur after closure is attained because of the
\Dlast;c nature of the lips. Once the upper and lower lips touch, achieving
closure, they can and usually do compress further as closure proceeds,

®*The large burst.of genioglossus éctivity evident in /baeb/ and also the
second peak in /baez/ 1is related to production of the /g/ in the carrier
phrase "again." Examination of the acoustics revealed that the torque oc-
curred closer to the onset of /b/ closure than tg /z/ frication. This 1is
reflected in .the proximity of genioglossus activity to torque onset in /baeb/
relative to /baez/.

®In the following analyses, there are always ten control trials to
compare with the petrturbed trajectories. However, because of technical
difficulties (e.g., the subject making non-speech jaw movements that triggered
the perturbation), there are not always. ten perturbed trials. We present
therefore the pooled degrees of freedom (N-2) for statistical tests, although
we have performed all the tests using the adjustetd degrees of freedom (after
Scheffé) as well. Pooled and adjusted results are very similar; however,
where they diverge we will report both.

Fearing's (1930) book is a most schelarly treatment of the reflex con-
cept in psychology and physiology. Given recent findings (see General Discus-
sion) the book has a prophetic tone., For example, Dewey's remarks made in

'1593, offer a stark contrast with Sherrington's in 1906. Sherrington on the

one hand admitted that the reflex was a "likely if not probable fiction," buf,
on the other referred to it as having "a machine-like fatality" (cited in
Fearing, 1930, Chapter 16). Fearing's conclusion (pp. 313-315), in which he
advocates an experimental approach that does not focus on isolable fragments
of an action, but rather examines the relations among .concomitant events 1in
the integrated nervous system, is anticipatory of some, but by no méans all,

current work on motor control.
0
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FORMANT INTEGRATION AND THE PERCEPTION OF NASAL VOWEL HEE IGHT*
- /

Patri‘ce Speeter Beddor e ‘ .

\

Abstract. Research on oral vowels has shown that vowel perception
involves integration of adjacent spectral components such that per-
ceived height correlates with the center of the first. region of
spectral prominehce or "center of gravity". This study investigated
the center-of-gravity effect in nasal vowels and asked whether for-
mant integration in vowel perception extends to the first oral for-
mant, F1, and the first nasal formant, FN. Five nasal vowels, [1 &
& a 8], were synthesized. For each nasal vowel, a continuum of
synthetic oral vowels was generated by manipulating the frequency of
Fi. Five vowel sets were constructed by pairing the nasal vowel
standard with each member of the correspondlng oral vowel continuum;
listerters selected the "best-match" pair for each set. Listeners
chose the oral-nasal pairs with the same F1 frequency in vowel set i
only. For e, &, a, and o, listeners' matches depended on the rela-
tive position of F1 and FN in the nasal vowel: when FN frequency
was less than F1, as in [®] and [a], the best oral match had a rela-
tively low Fr frequency; when FN’ frequency exceeded F1, 4s ih (3]
and [®8], the oral match had a high F1. These perceptual data indi-
cate spectral averaging of adjacent oral and nasal vowel formants,
thereby demonstrating the center-of-gravity effect in the perception
of nasal vowels.

This paper reports the results of a study of the acoustic features deter-
mining perceived height in nasal vowels. Most. previous research of the
perception of vowel height has dealt with oral vowels. Phoneticians generally
acknowlédge that the perceptual dimension of height in.oral vowels is inverse-
ly eorrelated with the frequency of the first formant, such that height
perceptually lowers as first formant frequency increases (Fant, 1960; Joos,
1948; Ladefoged, 1982; Peterson & Barney, 1952). But despite this correla-
tion, the frequency of the.first formant is not the sole determinant of per-
ceived vowel height.

*A shorter version of this paper was presented at the Annual Meeting of the

Linguistic Society of America in Mihneapolis on December 30, 1983.
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Experimental evidence findicates that vge first formant does _not
acouqtbFally specify height in oral vowels when thé frequencies of the st
two vowel formants are relatively clpse together, as in back vowels. Stugies
with syathetic vowels have shown that perceived height in back vowels 1is
determined not only by theg first formant (F1), but also by the second formant
(F2). In experiments where one formant vopwel approximations were perceptually
matched 'to two-formant back vowel stimuli’, the frequency df'the'gingle formant
was not matched to F1 or F2 of the ‘two-formant stimulus, but was instead
located between. F1 and F2 (Bedrov, Chistovich, & Sheikin, 1978). Similarlf,
Delattre, Liberman, Cooper, and Gerstman (1952) found that reduction in F1

"amplitude perceptually lowered back (but not front) vowels, while reduction in
F2 amplitude perceptually raised back vowels, leading to the sppculatioﬁ‘l at
"the ear effectively averages two vowel formants which are close togetq;r"
(1952, p. 203). - i -

] ™
! 14

Perceptual averaging of vowel spectrum cbmponents that are relatively

close in frequency is not restricted to F1 and F2, but also occurs for F2 and,

F3 (Bladon & Fant, 1978; <Carlson, Fant, & Granstrbm, 1975; Carlson,
Granstrdm, & Fant, 1970 ,Miller, 1953) as well as for the first harmonic and
F1 (Carlson, Fant & Granstrdm, 1975; Fujisaki & Kawashima, 1968;
TraunmQller, 1981). A substantial body of data therefore indicates that
perception of vowel quality involves calculation of a weighted me of
adjacent spectral prominences rather than merely extraction of ,the frequencies
of the spectral peaks. That _is§j when two spectral prominences fall within
some critical frequency range, vowel qualify_is determined by the "center of
gravity" of the region of prominence (Chistovigh & Lublinskaya, 1979;
Chistovich, Sheikin, & Lublinskaya, 1979). The center-of-gravity effect
disappears when the distance between spectral peaks exceeds 3.0 tb 3.5 Bark
(Chistovich & Lublinskaya, 1979; Syrdal & Gopal, 198%9.‘

This study ‘extends investigation of the center of gravity‘effect td nasal,a

vowels, * The acoustic theory of vowel nasalization predicts; that
velopharyngeal coupling of the nasal tract to the main vocal tract adds
pole-zero pairs and shifts formant frequencies of the transfer function of the
coupled system (i.e., nasal vowél)’*elative to the transfer function of the
uncoupled (non-nasal) system. Especially important to this study rasal
~vowel height is that the main acoustic effect of nasal c¢oupling is in the
region of F1, where F1 of the non-nasal vowel is replaced in the nasal vowel
by two poles and a zero (Fant, 1960; Fujimura & Lindqvist, 1971; Hamada,
1983; Stevené, Fant, & Hawkins, in press). The two poles are the first nasal
formant and the -first oral formant, the -latter typically being shifted in
frequency, with a wider bandwidth and lowér amplitude than the first formant
of the non-nasal vowel (Delattre, 1954; House & .Stevens, 1956; Mrayati,
1975). ° Thus the low-frequency region of nasal vowel spectra is characterized
by a relatively flat, wide didtribution of acoustic energy (see Maeda, 1982).
Some of these spectral properties of nasal vowels are illustrated in Figure 1
by the spectrum .of a Hindi speaker's nasal [®8] (solid curve), superimposed on
the spectrum of Hindi oral [e] (dashed curve). Note _that the low-frequency

gpectral energy’ of [@] 1is spread across two broad spectral prominences while

te] has a single narrow low-frequency spectral peak.

L -

The present sludy asks if formant averaging in vowel perception
generalizes to adjacent oral and nasal vowel formants. Our plurpose was to
determine whether the. perception of:height in nasal vowels involves spectral
integratidn of the first oral formant, F1, ‘and.the first nasal formant’, FN.

_. ‘: " 108_ 112 . |
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Figure 1. LPC égectra of .nasal [@] %§olid curve) and oral [e] (dashed curve) _
produved by a Hindi speaker. The nasal vowel sSpectrum has two

) broad spectral prominences in the low-frequency region while the \\\;

; oral vowel spectrum has a single narrow low-frequency spectral

peak. ' : - ‘ . )

The oral vowel studies reviewed above might lead us to expect F1-FN averaging

Since the distance between F1 and FN in many nasal vowels is less than 3.5

Bark, i.e., less than the critical distance found for Spectral ihtegration of

oral vowel components. (For example, the distance between the first two spec-

tral peaks of nasal T®] in Figure 1 is roughly 2.8 Bark.) Previous nasal vowel
research also points toward possible F1-FN integration. Joos (1948) suggested

that French /E/ sounded like [8] because the average frequency of F1 and FN in

nasal /E/ corresponds to F1 in oral /&/. Similarly, Fant (1960) and Wright -
(1980) speculated that shifts in perceived vowel height accompanying nasal '
cogg%ing might be due to the additional low—ffequency nasal resonance. '

- - ) ' Method

Stimulus Materials

The stimulus materials were fiyé sets of nasal and oral vowels generated -
on the Haskins sérial software formant synthesizer. Each 360-ms stimulus
consisted of steady-state vowel formants, with fundamental frequengy and am-
plitude decreasing over the final 120 ms.

- T A

. The fiye nasal vowel stimuli [1 8 3 3 8], were synthesized by adding a

. pole-zero pair in the vicinity of the first pole to the five-pole transfer
function for an.gral vowel. The spectral characteristics of the synthetic na-
sal vowels were based on .FFT and LPC analyses of natural vowel tokens from
several languages (Beddor, 1983) Autoregressive LPC spectra of the synthe-
sized nasal vowels afe shown in Figure 2, along with the measured frequencies
of the first two spectral peaks. The labels -assigned to these peaks are to be
interpreted with caution, since identifying the "first oral formant" and, the
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- except for the low central vowels, for which the upper limit was e
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extra "naSal formant" of nasal vowels 1is a .terminological problem (see // _
Stevens, Fant, & Hawkins, in press). The convention adopted here'is to label

3s "F1"-the first peak in the high and mid nasal vowelg, [1], [&), and [8],

and the second peak in the low nasal vowels, [®] and [3] (these "F1" values
being‘close .to typical F1 frequencies for the oral vowels [i], [e], [o], [=],

and [al). . That is, F1. frequency was less than FN frequency in high and mid
vowels andgreater than FN frequency in low vowels, which is consistent with
the acoustic theory qf Vvowel nasalization (Fant, 1960; Fujimura and Lind-
qvist, 1971) as well as previous analyses of natural nasal vowel tokens {e.g.,
Fujimura, 1961; Wright, 198Q). The added zero was set between the first oral

. pole and the additional polé for all nasaf yowels except ;Aigh [1], where the o

zero separated the additional pole and the second oral pole (see FuJimura, v
1961, Maeda. 1982). . - : ‘
. ‘ . -
For each nasal vowel, a continuum of oral vowels was constructed by omit-
ting the extra pole-zero pair.- Within each oral continuum, stimuli were
identical to _-each other except for the frequency of F1, which was syst*mati~
cally varied as shown in Table 1. F1 step-size in each continuum was approxi-
mately 10% of the average F1 freqyency for that vowel set: ‘({Thus step sizes
were larger for lower vowels, e.g., F1 step-size was 32 H for i, 45 Hz for e,
and 60 Hz for ®.) The F1 range of each oral continuum’fncluded two vaqwels of
spetial interest. One of these oral vowels was ‘an "F1 match": the frequency
of its firdt formant was the same as the F1 frequency of the corresponﬂing na- (

'sal vowel, (This can be seen by comparing the oral vowel F1° values designated
by * in Table 1 with the nasal vbwel F1 values in Figure 2.%) A .second oral

vowel from each of the five series was a. "centroid match" (** in Table 1);?®

this stimulus patched the corresponding vowel dn a’ specific measure of center

of ‘gravity. . oy :
The -centroid of a vowel is.,a,measure of theé center of gravity calculated

from ﬁhawgPC speetrum of that vowel. The centroid (CEN) function computes the s

mean frqu ey of the area under ¢ ?ﬁe spectral® curve within specified frequency

and magnitUde ranges according tothe formula -
\ S }2} X .
. s X . - izl ( iYi) ) * -~ &
‘ - : CEN Eﬁ = -
' - =1 (1)

where X = frequency (Hz) and Y = log magnitude (dB). Figure 3 demonstrates ‘

the operation of the centroid function for nasal [é]é The 1left and right 1

vertical bars delimit. the frequency range of 100-1100 Hz and the connecting - .

horizontal bar sets the lower magnitude limit. The spectral curve forms the

upper magnitude limit. The center frequency or centroid of this area, 526 Hz,

is shown by the "dashed vertical line. The freguency ang magnitude ranges

select®ll in this study were based on ahalyses of ower 800 natural-speech to-

kens of oral and nasal vowels (see Beddor, 1983, for discussion of these

ranges). ' The frequency range of 100-1100 Hz was used for all vowel stimuli
'éénded to !

1400 Hz.* The lower magnitude  limit was determined separately for each stimu-

1lus and was set just below the lowest point in the 100-1100 (or 1400) ‘Hz por-

tion of the spectral curve. *The area 'measured by the centroid function

included F1 in -all vowels, but.also FN in the nasal vowels and F2 in the

non-front (oral and nasal) vowels. .

b _ ‘ - 11%1;1:3 . | .\
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f ’ : Table 1
4 - N :
_ . F1 values (in Hz) for the oral vowel sets.
Stimulus Number .
[ *. . . oo ’
1 2- 3 4 2 6 1 8 S 0
: . » . - J »
1 2637 295*% 327 359 > 391** L23 :
e 275 320 365 . 410 455 . 500, ~ 5u5%* 590 635. 680
® 390 1450 570 630  690* 750 810
a 420 490 16{80 700  T70%* 840 910
o 300 340  %20% 460 - 500** 540 , 580
) *¥ =Centroid match
- e
1]
©
-’
‘.
o
©
-
=
=
o
S
=
. - J .
-y 10 I centroid - | .
.o, ! =526 Hz o
0 1 * . 1 1 1
"0 1000 - 2000 . 3000, - 4000 5000
Frequency (Hz)
. Figure 3. Illustration of the centroid function using the mid front nasal
' : vowel stimulus; [®]. The figure indicates the.regign of the spec-
trum analyzed by the centroid function: the vertical bars delimit
the 100-1100 Hz frequency range, the horizontal bar sets the lower
//// : magnitude' limit, and the spectral curve forms the upper magnitude
" . 1limit. The dashed line marks the center frequency or centroid of
' this region. : ‘ \‘

0 . 112 116 7 ..-.' ’
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Figurg 4 compares the stimuli designéted "F1 match" and "centroid match"
from vowel set ®&. In the,upper panel, t F1 match, we see that the frequency
of the first peak in the oral vowel spettrum (dashed curve) and the frequency
of the second peak in ‘the nasal vowel spectrum (Solid curve) are the same.. In
contrast, in the centroid match in the lower panel \(he first peak in the.oral
vowel straddles the two low-frequency "peaks of the nasal vowel; while these
. two spectra share no peak frequency in the first’ region of gspectral
prominence, the center frequency’ of ‘this region is the same in the two spec-
tra, . . © e ' .
-Figure 4 also. shows. that, in vowel set ®, the oral. vowel offthé cen-
troid-matched pair has a lower F1 frequency than.the oral vowel' of the
F1-matched pair. This 1is also true 'of the low vowel set a, as indicated by
the values in Table 1. In contrast in the npn- low vowel sets, i, e,,and o,
the centroid match has a higher’ frequency than the F1 match. This is due
to the location of the first n ~formant relative to the first oral form
in the nasal vowels (see Figure 2 when FN frequency is lesd$ than F1 f
, duency, as8 in low nasal vowels, FN pulls down the center of gravity; when FN
"is greater than F1, as in high and mid nasal vowels, FN pulls up the center of

3\ .
-gravity. : . ‘

-
v

Subjects
. ¢ . o

Twenty paid student volunteers participated in the experiment, All were
native speakers of American English with no known hearing loss and no exper=-
tise in phonetics. . Although several of .the subjects had studied a language in
which the oral-nasal contrast in vowels is distinctive (e.g., French, Polish)
this background had no apparent effect on their results.

Y

’

+ -

"Procedure

Test sequences for the five vowel sets congisted of pairs of oral and
corresponding nasal.vowels. For each set, two types of ordered sequences were
‘made: ascending sequences (i.e., each oral stimulus from 1 through n pajred
‘with the nasal standard) and descending sequences (i.e., oral=-nasal pairs from
n through 1). A pilot study in which listeners selected the "best-match"

oral-nasal pair from these sequences showed that matches tended to fall in the .

middle of the vowel set. To eliminate clustering of responses in the center
of each vowél set’, three truncated ordered sequences for each vowel set wére
constructed from the full ascending and descending sequences. The truncated
sequences contained the following oral stimuLi (paired with the corresponding

nasal vowel): 1:_ 1-5 (twice), -6; e: 1-8, 2-9, 3-10; EE 1-7 (twice),
2-8; a: 1-6, 2-7, 3-8; o: 1-6, 7, 3-8. The three truncated versions of
each of the five vowel sets wer ranged in random order, for a total of 15

trials. The inter-stimulus interval between members of af oral-nasal pair was

1

.5 s and the interval between pairs in the ordered sequences was 1 s; sub-

Jects controlled intervals across sequences and trials. '

_ Before testing, subjects were given a. brief description of* the kinds of

vowel stimuli to be presented. Subjects were told that "they would hear 15
sets of vowels, each set consisting of deveral vowel pairs. They were in-
fortmed that the first member of each pair varied across the series while the
second member stayed the same and that these pair members were "oral vowels"
and "nasal vowels," respectively. It was explained that nasal vowels usually

. ) 1%1;1'? ‘ .
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) \\\E“SEects were tested individually in a soynd-attenuated bocth. Stimuli -
were presented binaurally over TDH- 39 earphones with an inxeractive computer
program. At the onset, of eachfof the. 15 trials, the.program presented the
ascendinfg and descenging truncated sequences <£or that- vowe'l set. " (Thesrela-
tive order of ascending and descending sequences was counter~b@1anced aodrossT

A triats.) The subject could then request repetitions of -either of the sequences
- or of individual oral-nasal, pairs from the sequence. For ‘each trial a sub~ -
e . Jecf/was instructed to seleet that pair in whith the oral vowel was the most
similar to the .nasal standard; tﬁfég"best-match" pair was circled on a print=
ed score- sheet. JA éubject was e uraged to listen to the Sequences and to
individual pairs as many times as needed®to feel confident about the
best-match decig{?n. Average testing time was approximately 45 minutes, »
[ . Y i
./ v ' 3 Res ultlt&\;_,/ ’ o
The histograms .{n Figure 5 ‘show subjects' responses to the five vowel
sets, i, e, &, a, and o. As there was no apparent effect of truncation, re-

, sponses to thq. three truncated versions of each vowel set were pooled. The

data therefore present 60 responses (20 subjects X3 truncations) per vowel
set.” Oral vowel stf%ulus nuhber is on the ordinate and percent best-match re-
sponses on the abscissa. The F1 match in each vowel set is indigated by * and

‘ the centroid match by **, . “ - S
> Figure 5 shows’ihat subjects' bese-match responses to each vowel set are
spread over sSeveral stimulug pairs. Of special interest here are the F1- and
centroid-matched pairs. ., wags hypothesized that if perceived nasal vowel
height were detemmined by cenﬂé; of gravity, theq the: perceptually most simi-
lar oral-nasal pair in each vowel set would be the centroid-matched pair. If,

) however, perceptwal dntegratién of F1 and FN did not occur, then the most sim-

ilar pair might be expepted to be the Fl-matched pair.

£ 3 . ¢ -
As seen in - Figure 5, the Fi1-matched oral-nasal pair in vowel set i
. accoun&ed for over 70%> 8f subjects' responses. But in the remaining four

vowel sets, subjects perceived the Flematched, pair as the most similar ‘pair
only 2% to 12% of the tim For each of the five vowel sets, a t-test of the
differénce betweensthe sti ulus number of the F1 match and the mean stimulus ,
value of each subject's responses showed that responses differed significantly
from tHe Fl-matched vowel pair, i, t(19) = 2.68, < .05; e, £(19) = 11.87,.p "
< .01 ®, t(19) = 15.88, p < .01; a, t(19) = 14,05, p < .01, and o, t(19) =
10.97, p < .01. These findings.are cofSistent with the data or Wright (1980),
which showed that perceptual effects of nasalization on vowel height were not
always a function of acoustic effects of nasalization on first formant fre-
., quency.

Although listeners generally did not match oral and nasal vOwels on the
basis of fjirst formant frequency, they also tended not to choose the cen-
troid-matcﬁéd pairs as perceptually similar. In ‘the mid and low vowel sets,
the most frequently-chosen oral-nasal pair fell between the F1 and centroid
pairs. Th¥s modal best-match response was closer to the centroid for mid
front e, but closer to F1 for the low vowels @ and a. However, due to the
centroid skew of the ®, a, anrd o distributions, subjects' mean response (given
in Figure 5) was closer hevcentroid than to F1 for all four nop-high vowel

+  sets, A t-test for eac owel set "compared the difrerenbe between th
‘lus number OFf the centroid match and each subject' mean respons
difference between the F1 match and mean responses. analyses\shbwed that

1151; 19
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perceptually~similar pairs of oral and nasal vowels were significantly closer
to the centroid-matched pair than to the Fi-matched pair in the four non-high
vowel series, e, &, o, t(19) = 3.27, 3.41, 4.87, respectively, p < .01; and
a, t(19) = 2. 2y, P < .05, Only in the high vowel set 1 were listeners' re-
sponses significantly closer to th; vowel pair matched for F1 frequency, t(19)
= 18.15, p < .01, .

Discussion ., , .

The purpose of this experiment was to deternfine whether spectral integra-
tion of the first oral and nasal formants occurs in the perception of nasal
vowels such that perceived nasal vowel height, correlates with the center of
the first region of gpectral prominence rather than with the frequency of the
first formant. The method used to elicit height judgments fyrom phonetigal-~
ly-naive subjects required listeners to select from a continuum of oral vowels
the vowel that was perceptually most similar to a nasal vowel standard. Since
the oral stimuli differed from the nasal standard only in low-frequency. spec-
tral characteristics, the selected oral match was taken as an indication of
the perceived height of the nasal vowel. The results suggest that perception
of nasal vowel height, as measured by this paradigm, involves integration of
low-frequency spectral prominences. Perceived nasal vowel height was not de-
termined solely by the first formant: with the exception of high [1], Fi
accoynted for very few of the listenérs' responses. Rather, listeners' re-
sSponses showed very consistent deviations from F1: when the frequency of FN
was- less than the frequendy of F1, as in low [3] and [3], the closest oral
match had a relatively low F1 frequency; when FN' frequency- was greater than
F1 frequency, as in mid [2] and [®], the selected oral match had a relatively
high F1. In all four of these vowel sets, the selected F1 frequency of the
oral vowel was intermediate relative to the F1 and FN frequencies of the nasal
~vokel,Even for-high [11, over 80% of the non-F1 responses were pulled in the
.direction of the nasal formant. Thus our data provide empirical support for
previous speculations that the relative positions of the first oral and nasal
formants might influence' perceived nasal vowel height (Fant, 1960; Joos,
1948; Wright, 1980). '

The finding that perceived nasal vowel height was not determined by the
frequency of a single low-frequency spectral peak but rather involved apparent .
integration of. low-frequency spectral components demonstrates ‘the cen-
ter-of-gravity effeot in the perception of nasal vowel height. The high front
nasal vowel, however, did not show strong evidence of perceptual integration
of F1 and FN: the majority of 1listeners' responses to [1] points toward F1
frequency as determining perceived height. A possible explanation for "this
difference between the high and non high vowels lies in-°the distance between
F1 and FN frequencies in [1] versus (2], [#], [a], and [®]. 4As noted above,
Chistovich and Lublinskaya (1979) and Syrdal and Gopal (1983) .report that for-
mant integratidn does not occur in oral vowels (i.e., the center-of-gravity
effect disappears) when formant distance exceeds 3.5 Bark. In our stimuli,
the separation between F1 and FN' in the mid and low nasal vowels was 2.5 and
3.4 Bark, respectively, while the separation for the high nasal vowel was 4.5
.Bark. F1-FN 1integration in the mid and low, but not the high, nasal vowels is
therefore congsistent with previous oral vowel fihdings. '

... . e T .. L
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Whilé*the_cehter—6f~gbavity effect is apparent in the mid and low vowel-
data, it is algo clear that perceived nagal vowel height did not correspond
exactly with our measure of cefnter of gravity, the centroid, Although ob-
tained matches between oral and na§a1 vowelgs were significantl} closer to the
centroid-matched pa}rs‘than to the F1-matched pairs, 38% to 75% of the re-
sponses to the non-high vowel sets fell between the F1- and gentroid-matcied
pairs. This bias towards F1,in listeners' judgments indicates that, for the
. centroid to reflect ‘perceived vowel h@ight, F1 should be given more:¥eiéht
than in the current measure.® Note, however,'that such a revision is.gi sim-
r

piy_a.mattér of increasing the weight of the lowest-freguency spect peak,
since in low [2]*and [3J, F1 was the second, rather than the first, ectral

prominence. Although identifPration of the spectral proﬁinence'correspdnding
"to F1 is problematic in nasal ‘vowels, this problem does not change our finding
‘that subjects'- responses were higher than the .centroid for.low'nasal vowels
but lower than the centroid for non-low nasal vowels, Furthermore, the F1
bias cannot be. accounted for.”By increasing the weight=bf the higher-magnitude .
spectral Seak, since the magnitude of the second peak.was greater than the
magnitude of F1 in mid [3]. It appears, then, ‘that no simple weighting of
spectral components in terms of their frequency and magnitude will account for
perceived center of gravity in nasal vowels. Whether oral vowels show a simir
lar discrepancy between :perceived center of gravity and the centrold is
currently undﬁr investigation. . .

In summaryh)although_our measurevoq center of gravity needs to be re-
vised, the results clearly evidence the center~of-gravity effect in the
perception of nasal vowel height. Previous studies with oral vowels hgye
shown that vowel formants are integrated over frequency intervals which are
broader than a critical band (Bladon, 1983{ Chistovfch & Lublinskaya, 1979;
Syrdal & Gopal, 1983). Our findings with the first oral ahd nasal formants of
nasal vowels show that nasal vowel formant energy is also integrated over rel-
atively wide frequency intervals. Whether the critical distance for formant
averaging is the same in nasal vowels as in oral vowels needs further study.
The data presented here, however, are consistent with the critical distance of
3.5 Bark previously reported for oral vowels. ~
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A

. o 5 . Footnotes ‘
'The Bark scale divides the audible frequency- range into units of criti-
cal bands, where 1 Bark equals one critical band. The rellationship of Hertz
to Bark is expressed in the following equation from Schroeder, Atal, and Hall ,
. (1979) ;
f = 650 sinh(x/7)
] l \
where f is frequency in Hz and x is frequency in Bark.

2Since there is a problem in identifying the first orll versus the first
nasal formant of nasal vowels, we might ask: whether the F1 match indeed
matches first oral formant frequencies of the oral and nasal vowels or yhether
,it might be a F1-FN match in some vowel sets. One way‘ﬁo avoid this issue . !
. would be to extend the F1 range covered by each oral vow¢l continuum to in-
clude. the frequéncies of both F1 and FN of tHe correspgnding nasal vowel.
However, a pilot study with such extended continua indigated that pairs in
which F1 frequency of the oral yowel matched what we have labeled "FN" fre-
#” quengy of the nasal vowel were very poor perceptual matches. Inasmuch as
these extended series were unngcessarily long, the "FN* epd of the series was
omitted in the actual experiment.

- ~ "’For all vowel sets, matches between oral. and nasal vowels in F1 and cen-
troide values were based on measurements of LPC spectra of these vowelss In
th€ \LPC analysis, .14 predictor coefficients were calculated for each oral
vowel and 18 for each nasal vowel, To verify the LPC measures, F1 and cen-
troid values were also obtained from FFT spectra of the vowel tokens. These
frequencies were within 15 Hz of the LPC measures. :

“For a single frequency range to be applied in each vowel set, a rather
broad frequency range was necessitated by the variation in F1 frequency in the ‘
oral continua (the F1 frequencies of the endpoint stimuli in a continuum were
up to U490 Hz apart). This broad range, however, is not meant to imply that
perceivers average- spectral information over a 1000 Hz range. A more accurate
interpretation Is that these frequencies might be relevant to perception of
v_ow:&height; additional research is of course necessary to determine the
— limits“of the relevant frequency range.

5Similarly, éarlson, Fant, and Granstrdm (1975) reported that efforts to
calculate F2' as a linearly weighted mean frequency of F2, F3, and Fi were. %
unsuccessful. Their revised formula gave greater weight to F2 when F2 was ¢
‘close to F3 but greater weight to F3 and F4 when F2 %Bg F3 were far apart. '

.




RELATIVE POWER OF CUES: FO SHIFT VS. VOICE TIMING*

Arthur S. Abramsont and Leigh Liskertt

Background
! . b
The acoustic features that bear information on the identity of phonetic
segments are commonly ocalled cues to speech perception. These cues do not
typicdlly have .one~to-one relationships with phonetic distinctions. Indeed,
research usually shows more than one cue to be pertinent to a distinction, al-
though all such cues may. not be equally important. Thus, if. two ¢ues, x and
1, are relevant for a d&stinction. it may turn out that for any value X, a
variation of y will effect a significant sQ}ft in 1listeners' phonetic Judg-
ments, but that there will be some values of y for which varying x will have
negligible effect on phonetic Judgments. We say then that y is the more
powerful cue. -
A good deal of evidence now exists to show that the timing of the valvu-~
lar action of the larynx relative to supraglottal articulation is widely used
in languages to distinguish homorganic consonants. The detailed properties of
the distinctions thus produced depend on glottal shape and concomitant laryn-
.geal impedance or stoppage of airflow, as well as on the phonatory state of-
. the vocal folds. Such acoustic consequences as the presence or absence of
audible glottal pulsing during cdbnsonant closures. or constrictions, the
turbulence called aspiration between consonant release and onset or resumption
of pulsing, and damping of energy in the region of .the first formant, have all
been subsumed by\hs (Lisker & Abramson, 1964, 1971) under a general mechanism
of voiee timing. ‘In utterance-initial position, the phonetic environment in
which consonantal distinctions based on differences in the relative timing of
laryngeal and supraglottal action have been most often studied, this phonetic
dimeq;lon has commonly been referred to as voice onset time or VOT.

. Although the acoustic features Just mentioned, and perhaps some others,
~ may be said to vary under the control of the single "mechanism" of voice tim-
N\ ing, it is of course possible, by means of speech synthesis, to vary them one
at a time to learn which of them are perceptually more important. We must not
forget, however, that such experimentation involves pitting against one anoth-
er acoustic features that are not sindependently controlled by the human speak=
er.

9

-

-

¥Also to ‘éppear in V. Fromkin (Ed.), Phonetic 1linguistics. New York:
Academic Press. '
tAlso University of Connecticut. | ) o,
ttAlso University of Rennsylvania. ' ' ' -
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Abramson & Lisker: Relative Power of Cues: FO Shift vs. Voic¢e Timing

A relevant feature not so far mentioned is the fundamental frequency (FO)-
of the voice. If we assume a certain FO contour as shaped by the intonation
or tone of the moment, there is a good correlation between the voicing state
of an initial consonant and the F0 height and movement at the beginning of
that, contour (House & Fairbanks, 1953; but see also 0'Shaughnessy, 1979, for
complications). After a voiced stop, FO is likely fo'be lower and shift up-
ward, while after a voiceless stop it will be higher and shift downward
(Lehiste & Peterson, 1961). Although the phenomenon has not been fully ex-
plained, it is at least apparent that it is a function of physiological and
aerodynamic factors associated with the voicing difference.

The data derived from the acoustic analysis of natural speech can be
matched by experiments with synthetic speech that demonstrate that FO shifts
can influence listeners' judgments of consonant voicing (Fujimura, 1971; Hag-
gard, Ambler, & Callow, 1970; Haggard, Summerfield, & Roberts, 1981). Of
further interest in this connection is the claim that phonemic tones have dé-
veloped th certain language families through inereased awareness of these
voicing-induced FO shifts and their consequent promotion to distingtive pitch
features under. independent control in production (Hombert, Ohala, & Ewan,
1979; Maspero, 1911).

A Y

Our motivation for the present study was to put FO into proper perspec- .
tive ag one of a set of potential cues to.cqQnsonant voicing coordinatediby la-
ryngeal timlng After all, our own earlier synthesis (Abramson ‘& Lisker,
1965; Lisker & Abramson, 1970) yielded quite satisfactory voicing distinc-
tions without FO as a variable. In addition, Haggard et al. (1970) may have
exaggerated its importance in the perception of natural speech by their use of °
a frequency range of 163 Hz, one very much greater than, for éxample, the
range of less than 40 Hz found for English stop productions by Hombert (1975).
We set out to test the hypothesis that the separate perceptual effect of FO is
small and dependent upon voice timing, while the dependence.of the voice tim-
ing effect on FO is virtually nil. We used'native speakers of English as test
subjects. !

Procedure

Making use of the Haskins Labgkatories formant sinthesizer, we prepared a
pattern appropriate to an initial labial stop followed by a vowel [al. Vari-
ants of this pattern were then synthesized with VOT values of 5, 20, 35, and
50 ms after the simulated stop release. These values were chosen because of
earlier work (Figure 1) that determined Edkllsh voicing judgments for a VOT
continuum ranging from 150 ms before release to 150 ms after release. This
range of VOT values was sampled at 10 ms intervals, except for ‘the Span from
10 ms before release to 50 ms after release, which was sampled at 5 ms
intervals. Those stimuli for which voice onset followed release, i.e.; to the
right of 0 ms on the abscissa, had noise-excited upper formants during the in-
terval between the burst at VOT = 0 and the onset of voice. In the labial da-
ta at the top of the figure the perceptual crossover point between /b/ and /p/
falls just after 20 ms of voicing lag. Thus we expected that the extreme val-
ues of our more limited range would be heard as unambiguous /b/ and /p/, - given
an unchanging FO, while the category boundary, lying somewhere between, might
be shifted one way or the other as the FO was varied. 1In addition to a set of
VOT variants having an FO fixed at 114 Hz, we imposed onset frequencies of 98,
108, 120, and 130 Hz, values commensurate with ranges reported for natural
speech (Hombert, 1975; House & Fairbanks, 1953; Lea, 1973; Lehiste & Peter-
N . L - .
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. Abramson & Lisker: Relative Power of @ues: FO-Shift vs. Voice Timing
. L
soﬂ! 1961). That is, the Folat voicing onset for each variant began at one of
those frequencies and shifted upward or downward to a level of 114 Hz where it
stayed for the rest of the syllable. These FO shifts were of three dwrations,
50, 100, and 150 ms. These fit with our own cursory observations and bracket
the: value of 100 ms found J% Hombert. (1975). We recorded the .resulting 52
stimuli--two tokens of each--in three randomizations and played the tapes to
11 native speakers of English for labeling as /b/ or /p/. The subjects, three
\ women and eight men, represented a wide variety of regional dialects, ten in
\ the United States and one in Britain.
Jeoy . .
\ L@ | Results
The overall results are shown in Figyre 2. The three panels are for the
durations of FO shift. The abscissa of each panel shows the four VOT values,
while the ordinate gives the percentage identified as /p/ for “each VOT, The
coded line standing for the variants with a flat FO of 114 Hz is, of course, a
plot of the same data in all three p nels, The 50% percepfual crossgver point
‘for the flat FO falls at about 25 of VOT. This is consistent with the re-
sults for the more finely graded series of stimuli in Figure 1. Indeed, for
all conditions in Figure 2, it is VOT that is the.main causative factor, re-
gardless of FO, with perceptual crossovers’in the region of the VOT of 20 ms.
With hindsight we can say that additional stimuli with VOTs of 15 and .25 ms
» would have given more precision. At the same time, we do note effects of the
fundamental frequency $hifts In each panel there is much spread of data
points for 35 ms, and none for 50 ms,

In Figure 3 we focus on the.results for the stimuli with a VOT of 20 ms,
the one that -shows the major effect of FO shifts. For each of the four FO
onsets we see the percentage of /p/ responses. The coded lines stand for the
three durations of FO shift. A rather general upward trend in /p/ responses
is evident as FO onset pises. A two-way analysis of variance yielded a sig-
nificant main effect for FO onset, F(3 30) = 36.45, p <.0.001, and a strong
interaction - between shift- duration and FO onsét for each duration,
§(6 60) = 6.00, p < 0.01. P

g

*Figure 4 focuses on the FO onset of 130 Hz, the one that had the highest
number. of /p/ identifications. Thg /p/ responses for this FO onset at all
four VOT values are shown. Coded ljnes stand for the three shift durations;
the flat FO plot, marked "no shift," is repeated from Figure 2. It is once
agajn obvious that the major effect is at the VOT of 20 ms, with the deviation
» from "no shift“ increasing with greater shift duration. o

The spread of points at the VOT of 5 ms in Figure h, although much small-
er than that at 20 ms, made us look for significant effects in individual
cells of the confusion matrix underlying all our plots. That is, wherever we
found apparent effects of fundamental frequency at VOT values other than 20,
the locus of the main effect, we did a one-tailed t-test for significant
deviations from 100%. All such suSpicious clustera of responses were at VOT

* values-of 5 ms and 30 ms; for the former, we expected 100%, /b(\identifica-
tions and for the latter, 1091 /p/ identirications. We found three sulh sig~"
nificant deviations; all, of them at the VOT of 5 ms: (1) 120 Hz onset and 50
ms duration, - t(10) = 2. 7 p < 0.01, (2)-130 Hz 0nset and 100 ms duration,
£{(10) = -2.51, p < 0.025, 3) 130 Hz onset and 150 ms duration, t(10) = 2. 799,
p ¢ 0.01. No such signiricant deviations yere found at the VOT values of 35

' ms and 50 ms, : N
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»

Conclusion .

We conclude that there is.a modest effect of fundamental frequency shifts
on Jjudgments of consonant voicing even within more™~watural ranges of FOQ
perturbation! than those in Haggard et al. (1970). This is much like the re-
sults obtained in the investigation of Thai in an attempt at determining the
plausibility of arguments on the rise of distinctive tones (Ahramson, 1975;
Abramson & Erickson, 1978). :

Although they too used a more natural FO range, Haggard et al. (1981)
used an experimental design and stimuli that were somewhat different from
ours; their aims were also rather different. To the extent that their data
and ours are comparable, they support each other. .

' ¢

If, for the sake of considering the question of relative power of aco&s—
tic cues in the perception of a phonetic distinction, we separate -fundamen-
tal-frequency shifts from the other cues linked to the dimension of voice tim-
ing, voice onset time is clearly the dominant cue. ©Only VOT values that are
ambiguous with.a flat FO are l}kely to be pushed into one labeling category or
the other by FO shifts in a forced-choice test. Finally, there are values of
VOT that are firmly categorical; they cannot be affected by FQ. There are,
however, no values of fundamentgl frequency that cannot be affgcted by voice
onset time. S .

-
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LARYNGEAL MANAGEMENT AT UTTERANCE'INTERNAL WORD BOUNDARY IN AMERICAN ENGLISH*

\ >

Leigh Liskert and Thqmas Baer

-
b |

Abstract, Much attentich ha$ been given to the acoustic and physio~

logical means by which the /bdg/-/ptk/ distinction in English is
signaled. The most important articulatory difference‘haa been found

g to involve the nature and timing of laryngeal action assoclated with
the stop articulation. For the labial stops /b/ and /p/, at leas

three, and possibly fourg phonetic classes must be recognized, bqg

we cannot assume that these make up the complete inventory of the -,

ways in which American English speakers coordinate lip and larynx . //<7,,w—*~—“

maneuvers. in producing these phonemes. Acoustic and physiological

data obtained from one' American English speaker who produced utter- .\

ances containing /b/ and /p/ in a variety of contejts showed at

least five patterns of 1lip-larynx coordination, that ig, a degree of

phonetic yersatility usually encountered in studies omparing dif-+ *x . e

ferent speakers across different languages. «

. « Introduction

For many years a good deal of attention has been given to the acoustic
and physiological aspects of phonetic distinctions represented by such English
word pairs as PILL-BILL, RAPID-RABID, and RIP-RIB. Although the phonetic
differences are not precisely the same from pair to pair, we can suppose that .
they largely reflect differences in the nature and timing of laryngeal adjust-
ments made in association with the closing and opening of the lips. A common »
effect of these differences is that the first word of each pair is manifested
as an acoustic event having a shorter interval of voicing than the ‘seqond.

_ Since standard phonological analysis and orthography ascribe *this voicing
difference to one between a phoneme /p/ and a phoneme /b/, it 1s these pho-
‘nemes that are characterized as voiceless and voiced, respectively., But while
it 18 enough to posif just twg such phonemes in order to provide distinct
phonemic spellings of M1 phonetically different items in the English lexicon
that have labial stops, at least three, and possibly “four, types of labial
stop are generally identified: the phoneme /b/ includes a type with voiced
closure and one with voiceless closure, and /p/ has both an aspirated and
unaspirateg variety of voiceless stops (Gimson, 1962; Trager & Smith, 1951). -
Moreover, these three or four types may not make up a complete inventory of
the . ways 1in which English speakers coordinate laryngeal and supraglottal
manuevers when producing utterances that include %labial stops; they are at
best adequate only for virtually all one-word utterances of the language.

e - o

- *Also Languagg,aﬁd Speech, in press. This paper was presented at the 10th
A International Congress of Phonetic, Selences, 1-6 August 1983, Utrecht,
L tAlso University of Pennsylvania.
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% Lisker & Baer: Laryngeal Management

As commonly formulated, the rules that relate phonemit spellings and
pronunciation are applicable to single phonological elements, and they have as
their domain these entities in certain specified contexts within single words.
. Thus the phoxnologist's account of the English labial stops is a set of

_ instructions for pronouncing the letters /p/ and /b/ in hés spellings of "En-
glish words. But these rules do not provide clear guidance to the pronuncia-
tion of /p/ and /b/ in every context in which they are used. In particular,
they are silentf\about lip-larynx management in the case of utterances for
which the output of lip and larynx actions is represented by two letters:rath-
er than one. Consequently the nature of the difference between the events
represented as /b/ + /h/ in ABHOR and RUB HERE and /p/ in APPEAR is not infer-
able from most accounts of English phonology. Nor can we determine from this
literature whether lip-larynx behavior for the forms APPEAR, "UPHOLD and STOP

HERE are essentially identical or significantly different. If we do not

uncritically accept the phonologist's narrow view of phonetic specification as

rules for the performance of the letters of héswrepresentation, i.e., if we
\\\szecline to believe that a phonological spelling cum derivation rules is

necessarily the same as a phonetic description, then we may find that the En-

.g8lish speakers display a range of systematic variation in lip-larynx coordina-
tion conSiderably greater than is implied by commonly accepted descriptions of
the English stop consonants. It may turn out, upon an examination of the kind
we describe below, that there is a physical basis, in addition to the
well-recognized phonological one, for considering lip and larynx activity in
ABHOR, RUB HERE, UPHOLD, and STOP HERE to be gestures for two phonemes in se-
quence, while in APPEAR those gestures are associated with a single element,.

\
Procedure

In order to gather data giving a more complete pibture of lip-larynx re-
lations we made up a list of suitizle sentences, as follows:

Let's tape each piece/;ggz}ately.
‘Let's play pilnochle.
Let's just tape hit pieces.
Let Abe hit it hard.
Did Deb hear what he said?
- A*flip-pistol figured in the heist. ) /
Who is Jeb Hi11? :
I don't play billiards.
I couldn't help hearing that.
I gan't tell Pete anything.

—
OWVWoOITOoOUN W N =
L]

—
—
L]

I'think there's a drip here.

12. This is called a drip-pit.

13. Don't trip Bill up.

14, Don't keep pills in your desk. '
15. Don't keep bi11% in your desk.

16. Don't keep hymn books in your desk.
17. Why keep earrings like these?

18. Why keep hearing the same old songs?
19. Why keep peering at your watch?

20. Why keep beer cans in the sink?

21. .Is this place light-tight?
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* 22. Is this the right height?
23. 1Is this side higher? o
.24, There's a mint here for somebody. .
25. Let's have some mint ted with dinner. ' /
26. Let Herb pay the bill.
27. A glib political essay is easy.
_28." We'll keep busy till April.
"/ 29. They pay plenty for lip service.
30. There's some tape print-through.
31. Let's stay put for a bit,
32. Shooting clay pigeons is great fun.
33. Whef did the Trib hit the street?

One of us, a gpeaker of Greater New York City English, read it aloud ten
times as the following information was recorded: acoustic waveforms, glotttal
aperture as per transillumination (TI), intraoral air pressure, anterior con-
tact, and electromyographic signals from the interarytenoid (INT) and posteri-
or cricoarytenoid (PCA) muscles. We ‘attempted, but failed, to obtain
satisfactory signals from the lateral cricoarytenoid. The recorded signals
were computer averaged after the ten tokens of each sentence were aligne
the releases of the stops being examined. No other normalizations were im-
posed. . Q

Results .. | v ).

ings of the sentences I DON'T PLAY BILLIARDS and LET'S PLAY PINOCHLE. The
vertical lines at the midpoints in each panel mark the onsets of the~“ release
bursts of the /b{ and /p/ of the words BILLIARDS and PINOCHLE. The curves
are, for the most part, just what we should expect: the solid ones for /b/
indicate no change, in INT or PCA aetivity accompanying lip contact, nor 1is
there any sign of glottal opening. The dotted /p/ curves show INT relaxation,
PCA contraction, and an opening and closing of the glottis. There are the
expected differences in air pressure profiles for /b/ and /p/, as well as
differences 1in the durations of voicelessness or aspiration indicated by the
audio envelope curves. More noteworthy is the close similarity of the articu-

Figure 1 shows average curves for 500 ms segments - excerpted froml}recordt

latory contact patterns, which indicates that there is no difference in clo-

. Sure durations.

Figure 2 shows averaged data for three sentences (#17,18 19), the rele-
vant phrases being KEEP EARRINGS, KEEP PEERING, and KEEP HEARING. The
word-final /p/ before the vowel in KEEP EARRINGS was produced with no apparent
glottal opening -during the interval of labial contact and elevated air pres-
sure, although there was INT slackening and some PCA contraction. ~(For some
tokens of this sentence, the word-initial vowel was glottalized at onset.) The
picture for KEEP PEERING is very like the one for the /p/ of PINOCHLE shown in
Figure 1. The similarity amounts to identity in the transillumination pro-
files, although the PCA and pressure signals are high for a 1longer time in
KEEP PEERING, Note that although INT and PCA adjustments begin in time with
‘the onset of the long closure of KEEP PEERING, the peak of glottal opening 1is
as closely synchronized with the release as in the case of the simple aspirat-
ed /p/ of PINOCHLE.

. 13;3,5n
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In KEEP HEARING (the dgtted curves of Figure 2) the beginning and peak of
glottal opening are abou&lo ms later than in KEEP PEERING (the dashed
curves), and this is presumably to be cdnnected with the difference in the au-
dio signal profiles, which suggests that voicing resumes later in KEEP HEAR-
ING. This greater lag in the resumption of voicing is clearly not to be ex-
plained by a gieater glottal opening at the time of release, or by a greater

magnitude of'ﬁbgk opening. . .

*

The finding that the word-initial aspirated /p/ is released when.glottal

~aperture 1is maximum, as in PINOCHLE (Figure 1) and KEEP PEERING (Figure 2)

turns out, upon further examination of our data, not to hold generally for
this stop type. In Figure 3 the solid curves represent transillumination data
for. the sentences LET'S PLAY PINOCHLE, THIS IS CALLED A DRIP-PIT, and I DON'T
PLAY BILLIARDS. The aspirated /p/s following LET'S, DRIP, and DON'T were all
released after the point of maximum glottal aperture was past. The glottal
aperture of LET'S PLAY is no doubt as much associated with the /s/ as with the
/p/, which may explain why it is early. relative to the release. Perhaps in
all three sentences there is something about their prosodies that is a factor
in advancing the time of glottal opening and closing, but it is nevertheless

. puzzling . that the /p/ of LET'S PLAY is well aspirated though the glottis at

release- is already two-thirds the way to closure. This result is especially

puzziing in the light of other published data on /s-k/ sequences (Yoshioka,

L8fqvist, & Hirose, 1981) and /s-t/ sequences (P&tursson, 1978) with interven-

" ing erd boundaries that show a second peak of glottal opening centered at the

rélease of the stops.

When we compare sentences said to involve /b/+/h/ and /p/+/h/ sequences,
as per Figure U4, we find 1little difference 1in contact. patterps, in
transillumination profiles, or in the time at which the audio signals return

to full amplitude after the stop releases. The only difference in glottal -

aperture patterns is the voicing ripple for the sequence with 7b/ in contrast
to the smooth curve for /p/; the temporal curses and magnitudes of opening
are precisely the same. The INT and PCA pattekns are also very much alike for
the two sequences. We note, of course, the exp

sure, v

cted differences in oral pres-

Y

Summary o N

Our data appear to bear ‘out the truth of the supposition motivating the

~ experiment just reported--namely, that a descrjiption of* lip-larynx coqordina-

tion patterns limited to the /p/~/b/ contrast in such word pairs as PILL-BILL,
RAPID-RABID, and RIP-RIB fails 'to account for all the patterns to be found -in
English. In all, at least so far, as many as five may be enumerated: 1)
Intervocalic /b/ is produced with no change in the settings of the INT and PCA
muscles or in the glottal aperture appropriate to the neighboring vowels. 2)
The unaspirated /p/ in intervocalic position is accomplished with no discerni-

ble opening of the glottis, although there is some PCA contraction and INT
" relaxation. 3) Sequences. of word-final voiceless obstruent and .aspirated /p/
.are produced with the PCA and INT adjustments that serve to open the glottis,

the peak of this opening béing variable and ranging from as early as 100 ms to
Jjust slightly before release. 4) An aspirated /p/ following a vowel, but not
in word-final position, is produced with a glottal opening that peaks in close
synchrony with the stop r%}ease. 5) . Signal intervals interpreted as a labial
stop followed by the phqgg@e /h/ show glottal openings that peak well after
the release (VOT++50 ms), with the salient difference between /b/+/h/ and
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/p/+/h/ a matter of voicing over the combined intervals of oral closure and
glottal opening, despite the absence of any observqble difference in INT and
PCA behavior. .

. Concluding Comment * _ _

The observed differences in glottal aperture profiles in Yelation to
“gupraglottal “eventscannot beé "éntirely understood on the basis of our EMG da-
ta, a fact that is not surprising in view of the limitations of this study.’
It is generally agreed that while the PCA may be the only abductory muscle,
the lateral cricoarytenoid (LCA) and thyroarytenoid (TA) museles 3s well -as
the INT muscle play a role ¢n vodal fold adduction, and hen®e in determining
the extent to which PCA contraction 1is effective in opening the glottis
(Sawashima & Hirose, 1983). We may therefore reasonably suppose that, had we
managed to tap one or more additiondl muscles of the larynx we would be bet-
ter able to explain the apparent anomalies in the data on:the type 2, 3, and 5
patterns. Thus we might account for the finding that the unaspirated /p/ is
produced without glottal opening although INT and PCA signals favor it. This
finding is in agreement with Dixit's (1975):description of the Hindi voiceless
unaspirated stops, and at variance with the results reported by Benguerel and
Bhatia (1980). English speakers show considerable variability in the frequen-.
¢y and degree to which such stops are "glottalized" (as judged auditorily) and
accompanied by separation of the arytenoid cartilages (Sawashima, 1970), and
it is possible that Hindi speakers are as free with this feature as English
Speakers., EMG data“reported both by Hirose, Lisker, and Abramson’ £1977) and
Dixit (1975) indicate that data on the .LCA and TA muscles would resolve the
apparently contradictory findings. Such information, in addition,; would
possibly tell us how the voicing difference between /p/+/h/ and /b/+/h/ (Fig-
ure 4) is managed without any apparent difference in PCA and INT activity.

As was said earlier, the greater duration of aspiratién for /p/+/h/ than
for aspirated /p/ cannot be explained,”as per Kim (1970), by a greater magni-
tude of glottal aperture at release, but rather by the longer delay of the la-
ryngeal gesture relative to the labial release. At release the aspirated /p/
has the greater aperture, but the glottis begins to close at that time;  the
glottis is less open at the release of /p/ before /h/, but it is still
increasing in aperture. This may explain not only the difference in the dura-
tion of aspiration, but also our auditory impression, one consistent with a
difference in their waveforms, that the release burst and the aspiration for’
/p/+/h/ are both of weaker intensity. .
Finally, it may be of some phonological interest that the degree of over-
*lap in lip-larynx activity is greater for the voiceless stop plus aspiration
~that is interpreted as a single element than for those represented phonologi-
cally as /p/+/h/ and /b/+/h/, It ig tempting to infer from this that the
phonologist's decision as to whether one or two elements are involved is
phonetically based, but' a comparison of our data with those reported for Hindi
.by Dixit and by Benguerel and Bhatia forces us to recognize that the decision
is primarily dictated by morphosyntactic considerations, It is true that En-
glish /p/+/h/ and Hindi /ph/, which may well be produced with equal delays in
voice onset, differ 'in that peak glottal opening is later for the English
two-phoneme sequence; English /b/+/h/ and Hindi /bh/, however, show no simi-
. lar difference tg?fustify a claim that their different phonological status de-
rives from.- a phonetic difference. The basis for denying that English
_ possesses voiced aspirated stops and voiceless stops of two degrees of aspira-
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tion is hot phonetic at all. At the same time it can be said that phonetic

data of the kind presented above provide ancillary support for the phonologi-’

cal distinction made between aspiration as one of the features of /p/ and as
an independent phonological element /h/ that freely occurs after a large num-
ber of other elements, including /p/ and /b/. :
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CLOSURE DURATION AND RELEASE BURST AMPLITUDE CUES TO STOP CONSONANT MANNER AND
PLACE OF ARTICULATION‘ v,

Bruno H. Repp

-

L i - R U U, -

Abstract. The perception of stop consonants was studied in a con-
stant neutral [s-1] context. Truncated natural [p], [t], and [k]
release bursts at two intensities were preceded by variable silent -
closure intervals. The bursts, though spectrally distinet, conveyed
little specific place information but contributed to the perception
,of stop manner by reducing the amount of silence required to per-
ceive a stop (relative to a burstless stimulus). Burst amplitude .
was a cue for both stop manner and place; higher amplitudes favored
L, lower amplitudes favored'g responses. The silent closure inter-
val, a major stop manner cue, emerged as the primary place cue in
this situation: Short intervals led to t, long ones to p responses,
All these perceptual effects probably reflect listeners! tacit
knowledge of systematic acoustic differences in natural speech.
‘Bllent clgﬁure duration is an important cue to the perception of ' stop
consonant manner--that is, of phonetic distinctions that rest on the perceived

‘presence versus absence of a qtop consonant (e.g., Bailey & Summerfield, 1980;

Dorman, Raphael, & Liberman, 1979; Repp, 1984). The question of principal
interest in the present .study was whether different amounts of closure silence
are needed to perceive stop consonants having different places of articula-
tion. Specifically, it was hypothesized that, because labial stops generally
have longer closure durations than alveolar and velar stops in natural speech
(e.g., Bailey & Summerfield, .1980; Menon, Jensen, & Dew, .1969; Stathopoulos
& Weismer, 1983; Suen & Beddoes,.197u), longer intervals might be needed for
their perception, too. : ' -

This hypothesls makes two semi-independent predictions: (1) Given
unambiguous dues to stop consonant place of articulation, more-silence will be
needed to percéive p than t or k; that is, perception of stop manner, as cued
by closure duration, may depend on perceived place of articulation. (2) Given
ambiguous place cues and sufficient silence to perceive a stop consonant,
short = closure silences will lead to t or k responses while long slleMces will
lead to p responses, that-is, closure duration is a direct cue to place of
articulation. . The first of these predictions is difficult to test because the -
different’ acoustlc configurations needed to specify place of articulation
unambiguously may have psychoacoustic effects on perception of the c’losur'e

g -

\

*31so Language and Speegth,. in press.
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Repp: Closure Duration and Release Burst Amplitude Cues
) {,

silence, which are difficult to dissociate from phonetic effects due to per-
ceived place of articulation The second predic¢tion, howeveP, dan be tested
easily by varying silence duration in a constant acoustic environment.

In a previous study' addressing these 1issues, Bailey and Summerfield
(1980) used synthetic speech stimuli consisting of an initial [s] noise fol-
lowed by a Mariable. silent interval and by a' vocalic portion with or without
initial formant transitions. Two findings are relevant here. When either the
segond formant of a Steady-state vowel or the vocalic formant transitions were
‘varied so as to cue the.perception of p, t, or k unambiguously, the, amount of

silence required to perceive the stop consonant  did not vary - significantly -

withw, place of articulation, except that it was reduced for k cued by formant
transitions., Bailey and Summerfield astributed this latter effect to auditory
"energy summation caused by the proximity of the second and third formants at
vowel -onset; that. is, they assumed a psychoacoustio rather - than phonetic
basis for the effect. The other finding was that, when:the place-of-articula-
tion cues in the vgQcallc portion were ambiguous, so that (given sufficient
silence) the same acoustie pattern eljicited more than one type of stop re-
. sponse,’ P responses were clearly preferred at longer closure durations, while
t ork responses predominated at short closures. The first, negative finding
suggests that stop mannér- perception is largely 1ndependent oP/perceived place
of ayticulation. The second finding, however, suggests that the listeners'
internal perceptual criteria for place of artieulation do include closure
duration as an important acoustic-dimension.

The principal aim of the present 3tudy was to replicate Bailey and
Summerfield's findings, using natural-speech stimull that, instead of variable
formant frequencies or transitions, included release bursts appropriate for
each place of articulation. ‘A second aim was to examine the specific
contribution of the, release burst itself to stop manner perception, As a

rule, alveolar and velar stops following [s], in contrast to labial stops, .do

not need any closure silence to be perceived as long as an intact natural re-
lease burst’ is present (Repp, 1984). This difference in silence req@irements
might be due to the higher amplitude and longer duration of alveolar and velar
bursts (Zue, 1976), and it might disappear when ‘the overall amplitudes of
these bursts are reduced to resemble those of labial bursts, In addition to
examining this. question the present experiment also investigated to what ex-
tent burst amplitude affects perception of stop manner and place, following
Ohde and Stevens (1983) and Repp (1984). ‘

Two methodological decisions require justification. First, to exclude
cues to stop place of articulation in the signal portions surrounding the
critical cues of closure duration and release burst, these cues were embedded
in a constant [s-1] context, Preliminary observations suggested ‘that [1]
resonances contain only weak (if any) farmant transition cues to preceding
stop consonants, so thid segment seemed ideally suited for the purpose. How-
ever, this resulted in some consonant clusters ([stl] and [skl]) that are un-

- familiar to English speakers and listeners. It was assumed, . however, that
these clusters would not be difficult to produce or perceive, and the results
tend to justify this assumption. Second, in order to make closure duration a
salient cue to stop manner at all three places of articulation, it was neces-
sary to reduce the natural release bursts, since full alveolar and velar re-
lease bursts are generally sufficient cues for perception of a Stop consonant,
This was done by waveform truncation and resulted in residual bursts that were
'spectrally distinet but, as it turned out, conveyed surprisingly little place
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information, The present study-thus pnima#i?&;addresses the question of the

-role of closure duration as a cue when other place-of-articulation cues are_

highly ambfguoua.
Met hod
Stimuli

A number of repetitions of the utterances slat, splat, stlat, and sclat
were recorded by a male speaker of American English, low-pass filtered at 4 t 4.8
kHz, and digitized at 10 kHz. One good ‘token of each utterance was selected
and manipulated further by computer waveform editing procedures. .The release

* bursts (i.e., the aperiodic signal portion preceding the first glottal pulse)

of splat, stlat, and sclat (originally 17, 43, and 43 ms in duration,
respectively) were excerpted and trimmed to 10 ms duration. This was done by
eliminating the final low-amplitude portions of the labial and alveolar
bursts. ' The velar burst, on the other hand Mwad several amplitude peaks, the
last and most pronounced of which happened to occupy -the last 10 ms; there-
fore, this final portion was taken as the truncated burst, Two versions of
each truncated burst were created by changing their amplitudes by 10 dB: The
labial burst was amplified by that amount while the alveolar and velar bursts
were attenuatedy This was done because the labial burst had less high-fre-
quency ;energy than the other two bursts (see below). Each of these six bursts
was spliced onto, the lat portion (365 ms long) derived from slat; thus, the

" voiced portion immediately following each burst was constant and contained no

distinctive cues to place of stop articulatidn. A seventh, burstless stimulus
was ihcluded as a baseline. All seven stimuli were preceded.by a constant
[s]-néise (226 ms long) derived from slat, and by a variable closure interval.
Closure intervals were varied from 0 to 100 ms in 20~-ms steps, for a total of
35 stimuli that were recorded in 5 different random orders.

Subjects and Procedure

~

Ten subjects (nine pald student volunteers and the author) listened to
the stimulus tape over TDH-39 earphones at a comfortable intensity (approxi-
mately 76 dB SPL for vowel peaks) and identified the stimuli in writing as
beginning with sl, spl, stl, or scl. Instructions alerted subjects to the un-
familiar consonant clusters. o

Results and Discussion

Figure 1 compares the labeling function (percent stop résponses, regard-
less of place of articulation, as a function of closure duration) for burst-
less stimugi with the average labeling function for the siX types of stimuli
with bursts. As indicated in the figure by the horizontal bar at the 50-per-
cent point, ‘the average phonetic boundaries for the six burst conditions vadr-
ied over a 1Q~ms range, from 34.5 to 44.5 ms of closure silence. The boundary
for the burstless stimuli was clearly longer--at a nominal 50.5 ms of silence
(i.e., measur@d to the onset of the noriexisting burst), or at an actual 6Q.5
ms of silencei(as indicated by the arrows in.the figure). This difference was
exhibited by dl11 subjects and was significant in a one-way analysis of .%ari-
ance on the total percentage of stop responses, after applying a«correction

- for the conversion to nominal closure duration and after omitting the data for

the author who showed the largest difference, F(1,8) = 16.6, p < .01. Thus,,
the truncated release bursts made a significant contribution to stop manner
perceptioﬁ (cf. Repp, 1984); that is, the boundary was shortened by more than
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the 10 ms expected if the presence of a burst merely had prolonged the effect-
ive closure duration. .

Figure 2 shows the effects of burst category (intended place of articula-
tion) and amplitude on the stop manner boundary, still combining all kinds of
stop responses, Burst amplitude clearly had an effect: Amplification of the
labial burst increased. stop responses (i.e., shortened ‘the boundary) while
attenuation of the alveolar and velar bursts decreased stop responses, Thus,
‘' burst amplitude could be traded against closure silence in stop manner percep-
tion (cf. Repp, 1984). The effect of burst amplitude was significant in an
analysis of variancg, F(1,9) = 8.4, p < .05. The main effect of burst cate- .
gory was nonsignif{cant, and so was the interaction. -

. A comparison across the three burst categories is difffcult because am-

plitude differences are confounded with spectral differences. Overall rms am-

plitudes were determined after redigitizing the stimuli without preemphasis.
Unexpectedly, the amplitude of the labial burst turned out to be 3 dB higher

than that of the alveolar and velar bursts, which were equal and 6 dB below

the amplitude of the [1] onset (the first 10 ms). This was apparently due to -

a strong low-frequency component in the labial burst waveform. It is likely,

however that the amplitude of higher frequency components is more important

for stop manner- perception, as has also been hypothesized by Ohde and Stevens £
(1983) with regard to place of articulation perception, Figure 3 compares the ,
spectra of the three truncated bursts at their original amplitudes. As_ i/ .
expected, the labial burst had less energy than the alveolar and velar bursts 7 .
in the high-frequency regions above 2 kHz; the average difference is about 10 // :

dB. Thus, gmplification of the labial burst by 10 dB resulted in approximate- /

ly equal 1levels of high-frequency energy across the three burst categories, / .
which is consistént with the very similar stop manner boundaries bbtained (See /
~ Figure 2). , . , /

/

So far, stop responses have been treated as a single category. We t
now to an analysis of stop responses by place of articulation. Figure U4 shows
conditional percentages of p, t, and k (i.e., scl) responses in sepdrate
panels as a function of closure duration (from 40 ms up) ‘and of burst/cate-
gory, combining the two burst amplitudes, The - no-burst condition As also
plotted at the actual. closure durations. It is evident that closure’duration
provided the most important cue to stop place of articulation: At short .clo-

-qsureé,e.n _responses predominated (notwithstanding -a possible bias against
reportingwstl clusters) while, at long closure durations, the response was
overwhelmingly P These trends held almost regardless of the nature of the-
burst; [p] and [t] bursts, in particular, yielded highly’ similar results.
The results for [k] bursts resembled those for burstless stimuli, perhaps be-
cause this late component of the burst did not preserve specific place of ar-
ticulation information. (Cf. the absence of a pronounced mid-frequengy peak
in the spectrum--see Figure 3--which characterizes velar onset spectra,

. according to Stevens and Blumstein, 1978.)

. The similar perceptual results for [p] and [t] bursts, whose spectra did
exhibit the general spectral properties c¢haracteristic of these places & ar-
ticulation (see Figure 3 and Stevens .and Blumstein, 1978; note that the pre-
sent spectra are not pre-emphasized), may have been due td their short dura-

*  tion. According to Stevens and Blumstein (1978), the most salient place cue
is the onset spectrum computed over a window approximately 25 ms lzﬁg. if so,

N

the 10-ms bursts weére presumably integrated with the constant F1] onset
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\ following them and thus lost much of their distinctiveness. The present re-
sults show very clearly, however, that more than the onset spectrum is in-
volved in place perception: When spectral cues are ambiguous, closure dura-
tion takes over as the salient place cue, as also observed by Bailey and
Summerfield (1980).

The reason for the effectiveness of the closure duration cue presumably
lies in the well-known fact that [p] closyres tend to be longer in natural
speech than [t] and [k] closures (ajthough little is known about [stl] and
[sk1] clusters).1 An alternative, psychoacoustic explanation might be pro-

- posed, however: that the preceding [s]-noise, with its strong high-frequency.
components, left a trace in sensory memory that was integrated with the onset
spectrum following a short closure. ' Such integration might explain the bias
toward t responses at short closures, assuming that the predominating response
after removal of the preceding [s]-noise would be p (or, rather, b). Even
though research on adaptation in the auditory nerve (e.g., Delgutte & Kiang,
1984) predicts spectral contrast rather than integration, a brief additional
test was conducted to address this question., Ten randomized repetitions of
the seven stimuli (six with bursts and one without) without the initial
[s]-noise were presented for identification as lat, blat, dlat, or glat to a
new group of mine subjects plus the author. The re¢fults were mixed. Two sub-
Jects respéﬁded randomly. Four subjects identified the burstless stimulus as
lat but labeled all others predominantly blat. The remaining four subjects
(including the author) distributed their responses more evenly, although accu-
racy was poor (45 percent correct for stimuli with bursts; 100 percent for
lat): " These results show, first, that the relative ineffectiveness of, the
bursts as place cues in the present experiment was not due to.the preceding
[s]-noise and closure. Second, although some subjects showed a strong bias
toward b responses, this bias was not so universal as to lend convincing sup-
port to the hypothesis that the striking change from t to p responses with
increasing closure duration in the main experiment was due to spectral
integration, More likely, the effect of closure duration has a phonetic ori-
gin. That is, listeners expect labial stops to have longer closures on the
basis of their knowledge of natural speech patterns

.. g e .

Finally, Figure 5 provides a different breakdown of tHe data, which
reveals effects of burst amplitude o6n perceived place of articulation. The
conditional percentage of responses in each stop _category, averaged over clo-
sure durations from 40 to 100 ms, is shown for each of the six burst cate-
gory/ampldtude conditions. "Correct" responses (i.e., responses reflecting-
the place of articulation that .the *burst was intended for) are indicated by
the cross-hatched bars., It is evident that' correct responses in each stop
category decreased as burst amplitude was modified, due to a higher percentage
of p responses for weak bursts and of nd/or'5 responses for strong bursts.
This result replicates " earlier of Ohde and Stevens (1983) with
synthetic speech. Despite the. r ive | weakness of the present bursts as
specific place cues, it appears that burgt amplitude contributed to place as
well as manner perception.

v ' . \?gé;olusione . »

€ The present’ findings ‘are consistent with many other results suggesting
that listeners possess detailed tacit know}ledge of the acoustic correlates of
phonetic categories (see Repp, 1982, for a review). The perceptual criteria
derived from this knowledge apparently specify that labial stops ought to have
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; a longer closure interval than alveolar or velar stops. They also specify
that labial stops ought to have weaker release bursts; hence the effect of
/ burst amplitude on place of articulatton perception. These perceptual criter-.
ia presumably derive from experience with natural speech in its acoystic and
articulatory manifestations, and they provide the frame of reference within
which speech perception takes place.

Y
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. Footnote

.‘Tﬁe speaker of the utterances for this experiment, an experienced lin-
guist, produced five tokens each of splat, stlat, and sclat. Average closure
durations were 111, 112, and 68 ms, respectively, revealing unusually long
values for [t]. For spat, stat, scat, and for sprat, strat, scrat, produced
by the same speaker, however, closure durations ranked [p] > [k] > [t].
Clearly, more data are needed to determine whether [-1] context is an excep~-
tion to the rule that lablal closures areilongest in duration,




EFFECTS OF TEMPORAL STIMULUS PROPERTIES ON PLRCEPFION OF THE [s1]- [spl]
~DISTINCTION®* :

—

Bruno H. Repp

-

Abstract, Two studies investigated = the _ _influence of the.
independently varied durations of preceding and following signal
portions on the amount of closure silence needed to perceive splash
rather than slash. Increases (or decreases) in:the durations of the

[s] and [1] acoustic segments had opposite effects that cancelled o'

when the silent intervals were short (Exp. 1), but yielded a net ef-
fect due to [s8] duration.when the silent intervals were _long.
(Exp. 2). These findings,®which resolve a.conflict between earlier
results in the literature, are interpreted as reflecting a perceptu-
al compensation for coarticulatory shortening of [s] before stop
consonants, in conjunction with | (possibly psychoacoustic)
contrastive interactions b ween the perceived durations of adjacent
acoustic segments. The r¢sults suggest that local temporal signal
properties, as distinct from global perceived speaking rate, are an
important factor in phoneti perception. :

An ihportant perceptual cce for the distinction between the word4initial
clusters [sl] and [spl] is the absence versus presence of a silent interval
following thq [s] noise (e.g., Bastian, Eimas, & Liberman, 1961; Fitch,

' Halwes, EricMeon, & Liberman,  1980). ' Two fairly recent studies have

investigated whether the category boundary on°a continuum ranging from slit to
split, created by varying }the duration of the silent closure interval, is
affected. by reductions in total stimulus duration: Marcus'(1978) found that

field, Bailey, Seton, and Dorman .(1981) found\that less silence was needed to
perceive split in temporally compressed sti « Both studies made use. of
modified natural-speech tokens of slit;- Summerfield et al, also useéd synthet-

temporal compression left the slit-split boundary unaffected, whereas Summer-

ic stimuli, with.similar results. In an-attempt. to explain the difference in.

outcomes, Summerfield et al. pointed out that the category boundaries in the

* Marcus study were at considerably shorter silences (lesd than 30-ms) than the

boundaries in_ their own study (around 60 ms) They conjectured (as had
Marcus) that a perceptual limit, perhaps related to an articulatory limit, may

be encountered at short 8ilences, and that this may be the reason why the

boundary refused to shift to even- shorter. Yalues in the Marcus study. They

Y N ’ »
. . .

*Also Phonetioa, in press. - - '
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]

— rpreted their own findings as reflecting a perceptual adjustment to varia-

tions in contextual speech rate.

»

The principal reason for conducting thg present experiments was the au-
thor's suspicion that temporal changes in signal portions preceding . and

following the silence may not be equally relevant, Several earlier perception

Studies in which clogure silence duration was the dependent variable, albeit
for different phonetic contrasts, have found that the' duration of the preced-
ing acoustic segment has a much stronger effect than that of the follpwing
‘segment (Port & Dalby, 1982; Repp, 1979). In addition, there is another rea-

son to expect [s] duration to be important, quite regardless of perceived

speaking rate: Fricative noise duration tends to be sharter in [spl] than in
[sl] clusters (Morse, Eilers, & Gavin, 1982; Schwartz, 1969, 1970; see also
Haggard, 1973), and listeners may, have tacit knowledge of this coarticulatory

relationship, as they do of so many others (see Repp, 1982). The duration of

[1], on the other hand, does not seem to exhibit such coarticulatory variation
(Morse et al., 1982; Repp, unpublished data) and therefore may be perceptual-
ly irrelevant, To examine this hypothesis, the durations of the fricative
noise and of the lateral resonance were varied independently in the present
experiments, '

Experiment 1

‘Experiment 1 used a slash-splash continuum (from Repp, 1984: Exp. 7) for
which the average category boundahy Happened to be around 25 ms of silence,
similar to the short boundary optained by Marcus (1978). This provided an
opportunity to test further theg M¥#othesis of a lower 1limit for the perception
of silence duration in this cdntext. While the reason for the short boundary
in Marcus's stimuli is not clear, that for the present stimull was due to
inclusion of a labial reléase burst (from splash), which provided an addition-
al stop manner cue (Repp, 1984).

Unlike the eariier studies, which used only temporal compression, the
present experiment introduced both decreases and increases in acoustic segment
duration,/ Although Marcus concluded from his results that the enitical silent

interval  was invariant under changes of speaking rate, he failed to investi- -

gate the effects of decreases in simulated rate (il.e., increases in stimulus
duration). According to the -speaking-rate adjustment hypothesis, the
perceptual boundary should shift to longer values of silence in that case,
-8ince no perceptual 1imit is encountered in that direction.

N :
The question in Experiment 1 was, then, whether either "[s] duration" or
"[1] duration," or both{ihave any effect on a short-gilence [sl]-[spl] bound-
ary.- o K

Method

Stimuli. The utterances slash and splash were recorded by a female
speaker, low-pass fiigered at 9.6 kHz, and digitized at 20 kHz. To avoid
strong stop manner cue# in the [8] portion, the fricative noise of slash was
used in all experimental stimuli. The remainder was taken from splash. This
portion included an 1initial 10-ms release burst, which preceded the first
glottal pulse of the [1] segment. The-end of the [1] resonance was defined
visually by a change in waveform shape goupled with an amplitude increase, and
was confirmed by listening. The durations of the [s] noise and of the [1]

; o : __11%1.
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resonance were varied independently by either removing or duplicating a piece
of the waveform. An appropriate plece was selectﬂ? from the interior of each
acoustic segment on the basis of overall and local envelope considerations,
and all cuts were made at zero crossings. In the [s] noise (original dura-
tion: 142 ms), the piece removed or duplicated was 51 ms long and ended 36 ms

before noise offset. In the [1] portion (original duration: 57 ms, or 14 .

pitch periods), it was 21 ms (5 pitch periods) long and began 28 ms (7 pitch
periods) after [1] onset. Thus, the signal portions immediately adjacent to
the closure interval were left undisturbed, so as to avoid changing spectral
and amplitude envelope cues to. stop manner (cf. Summerfield et al., 1981:
Exp. 1). The ultimate durations were 91, 142, and 193 ms for the [s] noise,
and 36, 57, and 78 -ms for the [1] resonance. (Note that the changes are
proportional and correspond to increases or decreases of about 36 percent.)
The orthogonal combination of all [s] and [1] durations resulted in nine sti-
muli, for each of which silent closure duration was varied from O to 50 ms in
10-ms steps. The resulting 54 stimuli were recorded in 5 different randomiza-
tions with interstimulus intervals of 2 s.

Subjects and procedure, Seven paid volunté%rs and thﬁgauthor identified
the stimull as slash or splash, with stlash as an additional option. The tape
was repeated once, so that 10 responsgs per subject were obtained for each
stimulus. Presentation was over TDH-39 earphones at a comfortable intensity
in a quiet room, |

Results and Discussion

A

The results ar% shown in Table 1 in terms of category boundary locations,
determined from the average labeling functions by linear interpolation. (Only
three subjects gave any stlash responses, which were included with splash re-
sponses.) Repeated-measures analysis of variance was conducted on individual
subjects' response percentages, averaging over silence durations. Increasing
silence duration, of course, had the expected effect of increasing the
percentage of splash responses; the 1labeling functions, which are not
presented here for the sake of conciseness, were comparable in steepness to
those obtained by Marcus (1978). As can be seen in Table 1, the amount of
silence needed to hear a p (or t) increased as the duration of the [s] noise
increased, F(2,14) = 12.5, p < .001, but decreased as the duration of the [1]
resonance increased, F(2,14) = 15.8, p < .001. Both effects were highly con-
sistent across subjects, approximately 1linear, and of similar magnitude.
Their interaction was not significant, F(4,28) = 1.1. :

Since increases and decreases in acdustic °segment duration effected
boundary shifts of nearly equal magnitude, it appears that the [sl1]-[spl]
boundary was not close to a lower limit. In fact, the boundary shifted to as
little as 17 ms of silence in the "short [s], long [1]" condition, which is
considerably shorter than any of Marcus's (1978) values., This suggests that
Marcus's failure to find any boundary shifts was notudue to the relatively
short category boundary for his stimuli. Indeed, closer inspection of Table 1
reveals that Marcus's results are replicated by the present study: Due to the
opposite and equally-sized effects of ¢&hanges in [s] and [1] duration,

- simultaneouB. proportional coﬂBresaion'or expansion of both acoustic segments

had no effett on the [sl1]-[spl] boundary. (Compare values in italics along
the major diagonal in Table 1; F(2,14) = 0.1.) Thus, to the extent that the
combined [8][1] duration conveyed anything about speaking rate, there.was no

7

effect of this variable in the present study. ‘
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Table 1

Results of Experiment 1: Average category boundary values (in ms of silence)
as a funotion of [s] and [1] durations. °

;
I

(1] duration (ms) | j [s] duration (ms) .
91 142 193 Mean
36 - /20 25.5  27.6 25.7
57 _ .// 18.8 23.7 24,2 2272
78 / 17.2 17.9 23.8 19.6
Mean -t '/ . 20.0 22.4 25.2 22.5
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The observed effect /of [8] duration on stop manner perception may be
attributed to the "rate"/of the speech preceding the silence, which really
amounts to merely redescribing the results. An alternative explanation is in
terms of a perceptual ¢ompensation reflecting listeners' tacit knowledgegof
the coarticulatory shorfening of [s] frication preceding a stop closure. An
independent effect of fricative noise duration was also found by Summerfield
et ak, (1981: Exp. 1); however, they tentatively attributed it to a
psychoacoustic effect of this variable on the perceived silence duration,
This hypothesis cannot be ruled out on the basis of the present data. Howev-
er, the "coarticulation-compensation" hypothesfs proposed should perhaps be
favored ln view of many related findings (see Repp, 1982).

The reversed effect of [l] duration was totally unexpected. Since [1]

duration in natural speech does not seem to covary with the presence rsus
absence of a preceding [(p), it is unlikely that [1] duration has anngf
cue. value for sﬁop manner perception, in the way that [s] duration has. Rath-
er than affectlng stop manner perception directly,-[1].duration may have its
effect by altering the perceived relative duration of the [s] noise. (See
Repp, Liberman, Eccardt, and Pesetsky, 1978, for a rather similar argument
relating to the fricative-affricate contrast.) In other words, the [s] noise
ﬁhy "sound ,‘longer™ before a short [1], and shorter before a long [1]. This
. explanationn assumes that ~the intervening silence does not engage in such
contrastive interactions with the surrounding signal portions; this assump-
tion is Bupported by the absence of any effect of increases or decreases in
both [8] and [1] duration, : P /

; Experiment 2

‘It is not yet clear-why Summbrfield et al, (1981) did find an effect of
overall stimulus compression., One possibility is that their compression tech-
nique affected the amplitude envelopes of the signal surrounding the silence,
thus introducing additional stop manner cues that shortened the amount of
silence required to hear a o However, since their technique was similar to
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Marcus's, and in fact left about 10 ms of waveform on either side of the
silence undisturbed, this possibility seems unlikely. Another possibility is
suggested by the results of Experiment 1, however: The hypothesis just pro-
posed to explain the effect of [1] duration predicts that the relational
dependence of perceived [s] duration on the context following the silence
should . decrease with increasing temporal separation. Thus, at the longer si-
lent intervals that characterized the Summerfield et al. stimuli, the effect
of [s] duration may have been larger than the (presumably) opposite effect of
the signal duration following the silence, thus leading to a net effect in the
same - direction as that of [s] duration alone.

It is also true, of course, that Summerfield et al. varied.the duration
of the whole stimulus, and not just of [s] and [1]. It was decided, there-
fore, to replicate their study using stimuli that had the category boundary at
a comparably long silent interval (which was achieved by removing the labial
release burst from the stimuli of Experiment 1 and by shifting the range of
silent intervals employdd). The main difference was that, in Experiment 2,

the durations of [s], [1], and of the final [=f] portion were varied '.

independently, so as to determine their separate effects on the slash-splash
boundary. '

Method

Stimuli. The fO-ms release burst was removed from the stimuli of Experi-

~ment 1, Two [s] and two [1] durations were employed, corresponding to the

original and shortened versions of Experiment 1. 1In addition, the final [efl.
portion was used both in its original version (477 ms) and shd?tened by 36
percent (304 ms) Shortening was achieved by deleting two separate pieces of
waveform from the interior of the [2] vowel and one piece from the interior of
the [[] noise, " thereby reducing each of these two acoustic segments by the
same proportional amount., Careful listening indicated no obvious’ disruptions
of spectral -continuity caused by the splices. The two [s] durations, two [1]
durations, and two [=f] durations were combined to yield eight stimuli that
were presented with six different silent intervals ranging from 50 to 100 ms
in 10-ms steps. The resulting 48 stimulil were recorded in five randomizations
with interstimulus intervals of 2 s,

SubJects and Qrocedure. Ten paid volunteers listened to the tape twice,

labeling each stimulus as slash or sglas_h.l None of the subjects had'

participated in Experiment 1. The stlash response category was not included,
since these responses generally occur anly at short closure durations
(cf. Repp, - in press) Othérwise, the procedure was identical to that 1in
Experiment 1 ‘ © :

Results and Discussion

‘'The .results are displayed in Table 2. The average labeling functions
from which the boundaries were derived were less steep than in Experiment 1
but comparable to those obtained by Summerfield et al. (1981). The boundaries
were located at somewhat longer silences tharn in the Summerfield et al. study,

probably ‘owing to procedural differences. It can be seen in Table 2 that the
basic findings of Experiment 1 were replicated: The amount of silence needed

to perceive splash increased as [s] duration increased, F(1,9) = 42.3, p <
.001, and decreased as [1] duration increased, F(1,9) = 20.5, p < .002. AS in

Experiment 1, these effects were highly consistent and independent of each
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Repp: [sl]-[spl] Distinction

-

other (F = 0.0 for their interaction). In contrast to Experiment 1, howevey,
and in agreement with the predictions for Experiment 2, the effect of [$8]
duration was larger than the opposite effect of [1] duration, which‘supports
the hypothesis that the latter effect is indirect and decreasés with increas-
ing temporal separation between [s] and [1], relative to the effect ‘of [s]
duration., 1In a separate comparison of the results for the two stimuli that
differed by a uniform compression of 36 percent (values in italics in Table
2), a significant 6.5-ms boundary shift was observed, F(1,9) = 15.2, p < .004,
which is comparable to the shifts found by Summerfield et al.
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Table 2

Results of Experiment 2: Average category boundary values (in ms of silence)
as a function of [s], [1], and [=f] durations.

[1] duration . [=2f1 duration [s] duration (ms)
91 12 Mean
36 308 66.7 /5.4
477 69.6 /81.7
Mean 68.2 / 18.6 73.4
57 304 62.6 75.3
477 64.4 73.2 _
Mean 63.5 T4.3 68.9
Mean 65.9 76.5 71.2

The effect of the duration of the [=f] portion was less consistent.
There was a small but significant main effect, (1,9) = 6.2, p < .04, as well
as a significant interaction with [1] duration, F(1,9) = 10.4, p < .02, As
can -be seen in Table 2, the effect of [zf] duyétion was reversed with respect
to that of [1] duration, longer [=]] durations leading to 1longer category
boundaries, . except in the condition where both [8] and [1] were long. While
the reason for thia"ﬁhteraction is not clear, the direction of the main effect
suggests that,’ rathér than influencing perceived [s] duration, the [=f] por-
tion may have modified the perceived [1] duration, which then in turn influ-
enced the- perceived [s] duration. In other words, there may be a general
contrastive interaction between adjacent energy-carrying acoustic segments of
the speech signal with respect to their effective temporal features in phonet-
ic perception. /The effect of [=f] duration (but not that of [1] duration) is
also consiste with a "contextual speech rate" explanation, but is too small
to be of any/significance. Clearly, the dominant effect is that of [s] dura-
tion. ‘ '
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General Discussion

b

The present results eliminate the apparent contradiction between the ear- '

lier results of Marcus (1978) and Summerfield et al. (1981), and they also
.rule out some of the interpretations advanced by these authors, %hey suggest
that Marcus's failure to find a shift of the [sl]-[spl] boundary as a function
of stimulus compression was due neither to a perceptual limit, nor to any
insensitivity of the boundary to contextual influences. Rather, as Experiment
1 has shown, even boundaries at very short. silences are highly sensitive to
context and shift freely to both longer and shorter silences. (See also Repp,
1983: Exp. 4, for a shift to very short silences induced by a restricted
stimulus range.) The absence of a net effect of stimulus compression or expan-
sion when the silence duration is short seems to be due to ‘the presence of two
opposite effects, of [s] duration and [1] duration, respectively, which are
equally strong and thus cancel each other out. Another way of expressing this

result is that the [s]/[1] duration ratio remains constant at the phonetic *

boundary. On the other hand, Experiment 2 has shown that, when the silence
durations are longer (as in the study by Summerfield et al.), the [s] duration
effect 1is 1larger than the [1] duration effect, so an effect of overall
compression is obtained. This overall effect does not seem to reflect an
adjustment to perceived global speaking rate but may be due to [s] duration
alone, assuming that [s] duration is perceived relative to the context follow-
ing the silence. As the temporal separation increases, the influence of this
context on perceived [s] duration decreases in importance.

The effect of [s] duration is interpreted here as a perceptual compensa-
tion for the known reduction in fricative noise duration when it precedes a
stop consonant closure. Thus it 1is considered a purely phonetic effect,
deriving from listeners' tacit knowledge of speech patterns (Repp, 1982).
This hypothesis predicts that no such effect should be obtained in analogous
nonspeech stimuli--a prediction that, obviously should be tested. In a more
speculative vein, the reversed effect of [1] duration is attributed to some
form of perceptual contrast among temporal stimulus properties. It is not
clear at what level in perception this contrast might arise, but experiments
with nonspeech stimuli should also prove revealing-in that regard.

*While the present results disconfirm the hypothesis that the [sl]-[spl]
boundary shifts as a function of global conte&}ual speech rate, the data are
compatible with the assumption that listeners compute a variable running esti-
mate of speaking rate on the basis of local temporal properties of the speech

signal, 'In fact, this alternative hypothesis allows for contrastive interac- -

tions among adjacent segments whose relative durations deviate from the ratios
commonly encountered in natural speech. Accordingly, the effect of [s] dura-
tion may be attributed to the listener's estimate of the local speaking rate
at that time, based on [s] duration relative tod the following context. While
this account provides an alternative to the hypothesis of perceptual compensa-
tion for [s]-stop coarticulation, the latter hypothesis is to be preferred be-
cause 8speaking rate is not a quantity that varies from sggment to segment in
speech production; hence, to postulate a corresponding, continuously varying
perceptual dimension is of questionable explanatory value. Moreover, as Mill-
er, Aibel, and Green (1984) have recently shown, perceptual effects of local
temporal stimulus properties are independent of subjects' estimates of (glo-
bal) rate of articulation. The only serious alternative to the coarticula-
tion-compensation account, therefore, is a purely psychoacoustic explanation
based on auditory temporal contrast, which needs to be tested directly in fu-
ture experiments. k
153
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THE PHYSICS OF CONTROLLED COLLISIONS: A RE;A?IE ABOUT LOCOMQTION*

Peter N. Kugler,t M. T. Turvey,tt Claudia Carello,ttt and Robert Shawtttt

"No fact of behavior, it seems to me, .betrays the weakness of the
old concept of visual stimyli so much as the achieving of contact
without collision--for example, the fact that a bee can land on a
flower without blundering into 1itY. The- reason can only be that
centrifugal flow of the structure/of the bee's optic array specifies
locomotion and controls the flow/éf locomotor responses"

"But to understarid, to be able to explain and predict, entails the
knowing of laws. It is our own/fault if we do not know the laws"

(From Gibson’s autobiography in E. Reed & R. Jones (Eds.), - Reasons
for 'realism: .. Selected essays of James J. Gibson Hillsdale, NJ°
Erlbaum, 1982, pp. 14 and 15, respectively.)

Introduction

Imagine the following scenario. It is late in the afternoon and since
early morning you have been mulling over a long-term concern of Gibson's
(1950, 1960, 1961, 1966, 1979), namely, the optical structure ambient to an
animal that is generated by the layout~of surfaces and by the animal's move-
ments (both the movements of its limbs relative to its body and the movements

of its body, as a unit, relative to the surface layout). You are taken by the .

subtlety of Gibson's point that this optical structure resembles neither the
surface  layout nor the movements but it is specific to them because it is nom-
ically (lawfully) dependent on them. And you are impressed by Gibson's

insistence that these dependencies between properties of the animal-environ-

ment relation and properties of the ambient 1light are -instances of laws,
indigenous to the ecological scale (the scale of - animals and their environ-
ments), that make possible the control of activity. -

*To appear in W. H. Warren, Jr. & R. E. Shaw (Eds.), Persistence and
change: Proceedings of the First International Conference on Event
Perception. Hillsdale, NJ: Erlbaum, in press.
"tCrump \Unstitute for Me ical Engineering, Uhiversity of California, Los
Angeles ' ' '
ttAlso Uniyversity of Conneqticut. ;
tttState University of New-Tork at Binghamton, -
ttttUniversity of Connecticut. - | ’ ‘ -
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chapter. *
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.ecle's trajectory.

Kugler et al.: The Physics of Controllea Collisions

Your thoughts return repeatedly to locomotion, Gibson's favorite example,
and to his characterization of locomotion as a matter of controlled encounters
(Gibson, 1979) with the substantial surfaces that comprise the objects and
places of the animal's niche. In the course of locomoting, an amimal's
surfaces may conthct surfaces of the environment. These conbacts are
selective and they vary in intensity. There are hard contacts (as in predato-
ry attacks), medium contacts (as in diving into water), soft contacts (as in
alighting on a branch) and non-contacts (as in steering between trees). It
seems* ta you that it might prove helpful to know what happens to bodies, in
general, when they collide. And to this purpose, you direct yo reading to
the physics of collisions (sufmarized in the Appendix). 2{

,Jj’””

Your attention begins to wander. Looking out the window you see a bird
in flight (Figure 1). You admire 1its ability to adjust its flight to the
surroundings. Your thoughts meander=--~"laws," "controlled collisions," "“a
physics of the ecolokical scale.”"” You fall asleegp and dream...

The Reverie

You are a physicist investigating a type of visible particle whose iden-
tity is unknown to ydu. Particles of this type range in¢mass from .001 kg to
10,000 kg. You watch the trajectory of a token particle through a non-uni-
form, three-dimensional surround as depicted in Figure 2. 1In some regions of
the surround, matter or energy is more concentrated than in other regions.
The particle sometimes moves between the particularly dense regions and some-

‘times it contacts them. The particle's speed is not uniform. There are obvi-

ous decelerations and accelerations prior to contact, but these. are not uni-
form either. Sometimes contact is preceded by'a marked deceleration so that
the contact is gentle-=-very 1little momentum i3 exchanged. Sometimes the
deceleration prior to contact is hardly noticeable or there is an obvious
acceleration so that the contact is violent or hard--a great deal of momentum
is transferred to the contacted region. And sometimes the deceleration is in
an intermediate range, such that the contact is neither gentle nor especially
violent. ' ' )

Not all of the particularly dense regions of the surround are stationary.
Some regions move just like the particle. Other regions move, but without the
variations in accelerations that characterize the-particle, Basically, the
particle's trajectory with respect to the moving parts of the surround is not
different from its trajectory with respect to the stationary parts: there is
a steering among moving regions and contact--ranging from soft to hard--with
moving regions.

Repeated observation of the particle's behavjor with respect to the sér-
round le¢ads you to certain tentative conclusions as .to its nature.

.Conclusion 1: 1In ﬁracking the particle's behavior, you monitor the
mechanical quanﬁfty of momentum. The rate of change of momentum identifies a
force or interaction between particle and -surround. Usually momentum and its
first derivative p‘9ve sufficient for the purpose of describing a given parti-

For the -behavior of- this particle, however, it seems that
there {s another mechanical quantity that is much more relevant: the second
derivative of momentum or the rate of change of force. Characteristically, as
the particle approaches a region of the 3urround it exhibits a systematic se~

quence of accelerative changes. You wish to give this mechanical quantity a
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Figure 1. Observing controlled collisions.

Figure 2. As the particle moves through a non-uniform 8Surround, it sometimes
o steers between. dense regions (1 and 4) sometinmes contacts them
gently (2) or violently (3), and do&s not maintain a uniform speed.

: EA

b

:
Gl
g
-
)
.
I
l!
.
J £
Fi
1
a
.
/ N




»n ) A L D O e S el e S e S S e S 2 L S R I g £ U
s s DA ST A ST S : Lo ‘ R

LT AvS
AN .‘-_é

Kugler et al.: The Physics of Controlled Collisions

name, "Jitter" comes to mind; but for obvious reasons yoy are attracted to
- "control" and you make note ‘of the control quantity's Telation to the more fa-
: miliar mechanical quantities of momentum, impulse, arnd force (Table 1).
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Table 1

QUANTITY SYMBOL COMPOSITION DIMENSIONS

MOMENTUM - P | MV MLT“:
IMPULSE I AMV ' MLT ,
FORCE . &F _ . AMV/T MLT
CONTROL c "AMV/T? MLT™

-

- 4

EWhere’ﬁ = mass, V =~ velocity, T = time, A = change, L = length.]
"""""""""""" T e e e N S ot w me o~ ==~ -

The control of a collision (read in the same sense that one would read
"the °“momentum of a collision" or "the force of a collision") is, therefore,
measurable. 1t would be given by the integration of C within the spatial
and/or temporal limits of the collision, assuming that they can be reasonably
approximated. Because of the fact that the mechanical quantity of control is
a natural extension of the mechanical quantity of force, you are willing to
speculate that' there is a (scalar) quantity that relates to control in the
manner that potential (a\term referring to the concentration or distribution
of a conseiyed quantity such as energy) relates to force, Ordinary language
usage suggests the term ocoordination for this quantity. The suggestion is
fortunate: Both "potential" and "coordination" are configurational notions..
You are tantalized by- this idea that the  conceptions of contfol and coordina~
tion may be interpreted as mechanical quantities that are as principled in
their relation to one another as are force and potential.

Conclusion 2: It is'evident that while proximity to things in the sur-
round 1S a determinant of’- the forces forming the particle's trajectory, it is
neither the sole determinant nor the most significant. Conventional partigcle
trajectories are shaped by interactions with regions--usually other par’ti\-
cles--that attract or repel a particle to varying degrees depending on the
particle's distance from them. A force that is a function only of distance is .
termed "conservative.” ' The fortes affecting the trajectory of your particle - \

- seem to depend on time {the time to contact) and, perhaps,. velocity (the
velocity prior to contact). They are gégfoonservative forces. You guess that
these forces--which entall a dissipation rather than a conservation of ener- T
gy--originate in the particle rather than in the surround. There is something
special about this particle; it seems Yo have (on board) a replenishable
source of potential energy that it can deploy. :

Conclusion 3: The number of " soft, medium, hard, and non- collisions
exhibited by your particle during a period of observation is very Iarge. Giv-
en so many interactions, you think it worthwhile to adopt a statistical
mechanical orientation toward the particle's behavior. It seems particularly
promising to inquire about the distribution function 'that characterizes the
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many interactions of the particle and surround. 1In the tradition of'Boltzman,
Maxwell, aqd‘Zipf you look to the distribution function as a way Of appreciat-
ing the constraints--the quantities that must be conserved~-on the interac-
tions of particle-like entities. Relatedly, you see the usefulness of the
distribution function for classifying particles. Types of interactions will
be broadly distinguished by the quantities conserved over interactions; these
differences in conservations will show up as differenées in distribution func-

tions given that a distribution function is; completely ~ determined by the
operative conservations..

In the construction of a dfstribution function one asks, roughly, how
many particles (in any arbitrarily chosen voluyme) will possess a particular -
value of a particslar quantity. Boltzman and Maxwell focussed on gases and
the property of.velocity. Over the very many interactions of n particles of a
gas, the conservations of total mass (nmv,), momentum (nmv,) and vis viva
(nmvz, or twice the kinetic energy) determine that the particles will tend to
move at one particular speed, re or less. Collectively, the conservations
select ("prefer") a distance éggween collisions (mean free path) and’a time
between collisions (mean relaxation time). The mean and -variance (the "more
or less") of the velocity reflect the concentration of the conserved quanti-
ties. The mean and the variance of the velocity prove to be charactéristics
of a gas, and both are affected by its temperature.

. .
Thinking about your particle in comparison to a gas particle, you are of
the opinion that the contrast between the two is most sharply drawn with re-
. spect to momentum change 1n relation to vélocity. Impulses of gas'particles
are of maximal frequency when the velociﬁy of the particles is zero, that is,
at the moment of impact. At any .other moment impulse is nonexistent.
Statistically, your particle could be ,assigned a mean free path and a mean
relaxation’ time but, importantly, across thg full range of velocities that it
exhibits, impulses can be observed. Unlike the case with gas particles, there
is the velocity at which the frequency of| impulses is concentrated. ’

You imagine a distribution function defined over three coordinates: num=-
ber of particles, velocity, and number of impulses. For a typical gas and for
particles of the type you are studying, the distribution functions differ sig~

//nificantly. The peaking of impulse frequency at zero velocity that reflects
the conservations governing the gas will not be found in the distribution
function ¥f your particle type. What does the absence of a peak (the fact
that impulse is unifﬂrmly distributed over velocity) mean? The distribution
function for your type of particle must be the way it is because of the con-
servations that are operative. This is true by definition. However, the con-
servations governing yo:;/particle's behavior cannot be the typical veloci-

¥ .

5

ty-linked conservations of mass, momentum, and'energy. Governing your parti-
cle's behavior are congervations that are velocity indifferent,

¢

Conclusion 4:  Although you are unable for the present to say much about
the selectivity of the trajectory--the fact that some regions function as
attractors and some as repellers--it is clear to you that the particle's
_tréjectory minimizes the momentum transferred to the particle from the sur-
round. - To what sort of principle is the particle subject that demands no_ mo-
mentum bumps? If the particle's interior was,complex '‘and if its persistence
depended .on maintaining that interior, then keeping the level of momentum
absorption below some critical value would clearly be important--large
transfers of momentum could fracture the particle (see Appendix). At the lev-

161 ] é3

é



r . v

Kugler et al.:.The Physics of Controlled Collisiohs

el of the particle this principle reads: Move so as to conserve a smooth uni-
tary process ('smooth' meaming no sudden _energy “or momentum bumps--excessive

! energy ©or momentum exchanges--and 'unitary' meaning that the characteristic
. form and funttjion of the particle is preserved). As a physicist, however, you

might be uncomfortable with a conservation that is.(1) defined at the level of
the individual particle and (2) not identified with a quantity. The tradi-
tional conservations of mass, energy and momentum are in reference to measur-

able physjcal quantities, exhibited by the particle. Further, the invariant -:

nature of these quantities ‘is not defined at the level of the individual

particle, but minimally at the level of a pair of interacting particles. For.

example, with regard to momentum conservation the momentum of each of two
individual particles may change with/a collision but the summed momentum of
the two particles after collision equals the symmed momentum of the two parti-
cles before gollision.’

Your discomfort with the notion of a conservation of a .smooth, unitary
process might be alleviated (but not eliminated) by the observation that some

-of the so-called quantum numbers conserved in the collisions of sub-atomic

particles denote a- qualitative property--the ¢lass of the particle--that is
invariant at the level of the individual particle. ' You note how well leptons
(approximately eight particles that do not take part in "strong" interactions)
conserve their class membership; accelerating a lepton such as the pos1tron
to the point where its mass is equal to that of a proton.(a me r of the
baryon class of particles that do take part in "strong" interactions] does not

- result in a metamorphosis. Nevertheless, you would be happier with a more

traditional orientation to conservation, given the size of the particle you
are studying. You suppose :that your particle might be a membér of a class.
Is there a conserved quantity defined at the level of the class? For examplae,
over the many trajectories of the many members of this. ¢lass, perhaps-the num-
ber of members is conserved.! If a quantity such-as the latter had to remain
constant, then the minimization of momentum transfer from surround to particle
(and hence the conservation of a smooth, unitary process) would be rational-
ized. ' » Q

Conclusion 5: You recognize that avcircumstance, such as the -one you are

studying, in which forces are shaped to achieve ong trajectory and to prevent.

others, usually defines a machine. Somehow a machine conception must be
brought to bear on your understanding of the particle. Because a machine i3 a
way of harnessing mechanical forces to- "do “‘work in determinate directions, a
machine can be properly tgrmed a constraint--a restriction on the laws .of mo-

tion. - Very often a machine is constructed with hard, resistant pieces linked-
by hard, resistant chains. Is your particle a hard-molded machine like this?

What ' makes you dubious is that a hard-molded machine is not very flqxible and
the particle's trajectory ‘indicates that the shaping of force to achieve gen-
tle, medium, and violent collisions, or to avoid collisions, i3 flexible. The
rate of change in the rate of change of the particle's moméntum (i.e., the
control) varies from region to region of the surround. The unavoldable
conclusion is that the forces are harnessed by a constraint that cannot be
hard-molded. To draw the comparison, you might say that the constraint, on the
non-conservative forces centered in the particle is "soft" rather than "hard"
and .that the appropriafe machine conception 1is soft-molded rather than
hard-molded. ‘ o

\
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Conclusion é: Obliged to avoid action at a distapce you make the aséump- ’
tién that the soft constraint on the particle-based forces is a field. This
field is ambient to the particle. Is it a field associated with a force, a
quantum field? Of the four fundamental forces, only the gravitational and
electromagnetic forces apply, given the magnitude of the particle, The
electromagnetic field would seem to be a better bet than the gravitational,
but neither is particularly appealing because you are convVinced that if the
soft constraint is a field, it cannot be a field associated with a force. Tt
‘may well be caused by electromagnetic phenomena but it 1s qualltatively dif-
ferent from them.? Your conclusion follows in part from certain distinctions
drawn by Pattee (1972, 1977). Forces and constraints are not things of the
same type, even though constraints--like all other aspects of nature--are
built from the four fundamental forces.., XQ;Degin with, the forces are not em-
bodiéH in anything particular and they apply to everything within the range to
which they apply (gravity, for instance, applies everywhere). A constraint,
however, has a particular embodiment and applies’ to a particular _thing.
Further, where}?,ﬁhe important feature of a force, its magnitude, is dependent

on rate (the d rivative of a variable or variables with respect %o time), the
important featWre of a constraint, it selectivity (resulting in one directed
motion rather than others), is not dependent on rate. (\ ]
; - *
"Conclusion T:. It is a small step from the preceding conclusion to the
conclusion that {f the field in question is not a-force field, then the funda-
- mental dimensions from which its relevant variables dre constructed cannot in-
A clude mass (M). That is, the field must be kinematic--of fundamental dimen-
’ sions -length (L) and time (T)-+or geometric--of furdamental ‘dimension L, but
it cannot be kinetic--of fundamental dimensions, M, L, and T.? As you have
already noted, this field must constrain the dissipative forces focused in the
particle so as,to keep to a minimum the momentum ‘transferred to the particle
from the surround. You puzzle over this requirement, Doesn't it mean that
" the field in. quéstion must be structured by the kinetics of the surround and
the kinetics of the particle? If the field did, not faithfully reflect these
, two kinetic domains, then there would be no lawful basis for relating forces
originating in the surround to forces originating in the particle, and the
exchange of momentum could not then be regulated.” You suppose, therefore,
that the field in question has this capability and inquire what this tells you
about the gengral properties of the field.

.To bring things into focus, you assume (i) the part to be in motion
at a constant velocity in one direction and (ii) an absencw’of motion in the
surrqund. Normally you would represent this by a velocity vector originating

. In the garticle and pointing in the direction of travel. However, you find it
convenient to think of the field hydrodynamically--as a fluid flowing relative
to. the particle, 'So instead of assigning a velocity vector to the particle
(because you regard it as the origin), you assign a velocity vector .(the
negative of the particle's velocity) to each point in the field, where each
field.point can be apchored to a surround point. :

.This vector flow field viewed strictly as a kinematic field is always at

. equilibrium; subsequent to a disturbance there is no tendenc{ on the part of
the field to restore the sweucture it had prior to the disturbance.” Further, "
from thé perspective of the flow field, 'a disturbance is reversible in that
any disturbance and its ‘reverse are energetically equal., This reversible,
equilibrium character of the flow field is because the flow field is not pay-
ing the energy cost, so to speak, of its changes. That bill is being paid by

R the kinetic field--the particle~-to which the flow f;eld is coupled: Only
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changes in energy flux can give ‘rise to changes in flow, and the changes in

energy flux in this case are bound to the particle's on-board energy
reservoirs or potentials.

The reversibility of the flow field appears to be of paramount impor-
tance. If the flow. field were not reversible, if it carried potentials that
"wound-up" the trajectories, then the flow field would itself determine some
of the properties it exhibits., A reversible field, on the other hand, meets
the criteria of linearity--superposition and proportionality--and can, there-
fore, faithfully -map-the kinetics that give rise to it. You feel that there

‘may well be a very general prineiple here: The availability of a reversible

field is a prerequisite for the kind of controlled collisions that your parti-
cle e exhibits with respect to its surround.

What properties arise in the flow field caused by the particle's motion
relative to the surround? A coarse analysis reveals the following: kinematic
properties, consisting of (i) transformations defined over the entire flow
field--such as outflow from a point and inflow to a point--and (ii) the in-
verse of the rate of dilation of a topologically closed region of the field

and (iii) geometric properties, viz., singularitﬂps, such as foci of outflow
and inflow." Global transformations ((i) above) are specific to the displace-
mént of the particle as a unit relative to the surroundings (moving forward or
backward); the inverse of the rate of dilation ¢ii)~-a property you recall
reading about in the astronomer Hoyle's science-fiction novel The Black Cloud
(1957)=--1is specific to the time at which the particle will contact a region on
its path while the first derivative of this property, which is seen to be a
dimensionless quantity, is specific to the deceleration of the particle with*
respect to the approach region.® The foci of flow (iii) will be specific to
the regions, or to the gaps between them, toward which the particle is moving;

that is, the foci are specific to the direction of the particle's trajectory.

. It is obvious to you that under normal circumstances, the style and/or
rate of transformation will not be uniform throughout the entire kinematic
field; rather, there will be discontinuities caused by region boundaries that
will ideptify more predlisely the relationship between the moving particle and
a particular layout of ‘dense regions (depots of mass). For example, within
the global outflow "local" properties will be revealed, such as: (i) a gain
of structure inside a closed contour in the field specifiesyan opening in a
dense region through which the particle could travel, (ii) a loss of structure
outside a_ closed contour in the field specifies an obstacle to the particle's
current trajectory.$ -

Clearly, motion of the particle gives rige to ﬁroperties that do not
exist when the particle is immobile. The properties identified above, both

N"kinematic and geometric, are annihilated when the temporal dimension goes to

zero and the ambient kinematic field is reduced to an ambient geometric field.

For examp®, "streaming" engendered by the particle's motion condenses out
geometric, rate-independent points, the singularities, that are not identified
by a geometric field. analysis. A geometric field anakysis at any instant of
time would not contain the singularities.

Conclusion 8: You are drawn to the fact that your cursory examination of
the properties of the kinematic field (caused by the displacement of the-
particle relative to the surround) revealed a dimensionless number: The first
derivative of a kinematic field property specifying time-toxcontact. What
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intrigues you i{s the possibility of an anakpgy between the dimensionless quan-
tities of the kinematic field (assuming that there are more to be discovered)
and the dimensionless quantities tnat order a kinetic field, such as a
hydrodynamic field. :

The transition from one state to a qualitatively distinct state of a phy~-
sical system usually indexes a critical change in the relation between two
. competing processes. Your favorite example is the transition from laminar
flow to turbulence, which occurs when the processes (viscous, dissipative,
“irreversible) that resist fluid motion cannot, in their current organization,
balance the processes (inertial, conservative, reversible) that sustain fluid
motion, The dimensionless Reynolds number gives an index of the competition
between inertial (etc.) and viscous (etc.) processes. High inertial forces
favor turbulence, with the pronounced internal shearing that that implies.
High viscous forces prohibit sustained turbulence by damping motions that lead
to discontinuity (e.g., &ddies) and thus ensure laminar flow. The inertial
S are governed by Newton's law of inertia and the viscous processes
governed by the law for shear stress of a Newtonian fluid. The Reynolds
mber, therefore, might be described as indexing the relation between the two
laws. On’either side of the critical' value of the Reynolds number the two
laws are mutually dboperative, whereas at a critigal value one of the two laws
dominates the other (that is, a competition occurs).

You are aware that, as a general radé, any major dimensionless number
used in physics can be derived directly from the laws known to apply to the
phenomenon to which the number refers (Schuring, 1977). A dimensionless num-
ber. is often referred to as a Pi number (Buckingham, 1914) and when it is
derivable from one or more laws, it is termed a principal Pi number (Schuring,

o 1977). The important thing you note here 1is the linkage between physical
states of affairs that principal Pi numbers index and the facts of critical
‘values and behavioral modes (or natural categories). As you see it, the shift
in balance between two (or more) laws governing a phenomenon from situations
in which they cooperate to situations in which one law alone is responsible
can produce categorically distinct states. The transition from cooperation to
competition between governing laws is tantamount to 'a natural boundary-making
device: behavioral modes are created, critical values of one or more vari-

- ables are defined.

In sum, the critical values of dimensionless quantities in the kinetic
' cases mark off distinct physical states. It does not seem likely to you that
dimensionless quantities will play this role in the kinematic field of con-
straint because of the absence of forces~-by definition--in the kinematic
field. But ypu cannot be too sure, one way or the other. For the present,
however, it seems prudent to emphasize the specificational rather than the
physical nature of the kinematic field. This emphasis raises the question:
Do dimensionless qQuantities in the kinematic field mark off--at critical val-
ues--~distinct specificational states?

A soft collision with no momentum exchange between the particle of inter=-'
est and a nonmoving, dense region on its path requires that the particle de-
celerate. A deceleration is adequate if and only if the distance it will take
the particle to stop with that deceleration is less than or equal to the

- particle’s current distance from the region of upcoming coritact. Your calcu- °
lations show that for any particle of the type you are studying a deceleration
is adequate if and only §f
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. dt(t)
Pi(contact) = > =0.5
av » dt

where 1(t) is the time-to-contact variable of the kinematic field.’ You
State this result as follows: When less than =0.5, the dimensionless quanti-
ty, Pi (contact), specifies that the particle will experience a momentum bump
if present conditions persist; when equal to or greater than -0.5, Pi (con-
tact) specifies that the particle's contact with the upcoming region will in-
volve no momentum exchange if present conditions persist.

You are encouraged by the results of your analysis. It does seem that
critical values of dimensionless quantities in the kinematic field distinguish
between qualitatively distinct specificational states. And it seems to you
that the analogy should be pursued further. For example, you might ask: What
kinds of laws go into the construction of pi numbers applicable to the
kinematic field? " '

Conclusion 9: Because the kinematic field ambient to the particle
constrains its trajectory, you infer that the field and the particle must be
coupled. This coupling is obviously "soft" rather than "hardg' The question
to which you now turn is: What must be required of the parti®fe and of this
soft-coupling if the particle is to be constrainable in a way that makes its
collisions controllable? What must be true of the particle so that it can be
reliably constrained by the kinematic field?

It appears to you that there are two important and very general condi-
tions on the coupling. One condition is that the coupliné be linear. What
would have to be true of the particle's interior in order to guarantee a line-
ar coupling? The integior of the partic{e could be in either a reversible or
irreversible steady state. If it were reversible, the distribution of con-
served quantities would be (nearly) wuniform and the interior would be
(approximately) at equilibrium. This means that there would be.no problem of
'connectivity': A disturbance felt by any region of the interior could be
transported to any other region of the interior, however remote. On.the other
hand, if the .interior's steady state was irreversible, then there would be
marked and persistent source-sink gradients. As a consequence, a disturbance
felt in one part of the interior may not be transported to other parts. Cons-
ervations are not carried up gradients and, conventionally, it is through the
transport of conserved quantities that one part of a physical system "informs"
another pdrt about what it is doing. A 1lo0ss of connectivity among the regions
that accompanies irreversible steady states means that the overall effects of
the kinematic field on the particle's interior--however those effectS are re-
alized--could be discontinuous and equivocal. In short, it seems to you that
if the steady state of the intertor were irreversible and far from equilibri-
um, then there would not be a constant scale for laws relating properties of

. the kinematic field ta force trajectories df the particle. You are led to

assume, therefore, that a linear coupling, which would be both flexible and
precise, requires a reversible, close~to~equilibrium steaqy state,. This is
tantamqupt to assuming that the state space of the particle's force trajecto-
rigs are quasiergodic (that 1is, no strong preferences or dislikes): The
particle should not be biased in a way that undercuts\the‘specifying capabili-
ty of the kinematic figédv“ o . ' '
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The other condition on the coupling is that the criterial "smooth and
unitary process" be upheld. This condition would be met only if the coupling
involves very little energy (relative to the energy stored and dissipated by
the particle). A coupling achieved at high energy expense might take too long
(there would be steep external gradients) or it might involve a large momentum
exchange and irreversible processes (marked by stress and shock waves). You
conclude that there must be an energetically cheap translational gate effect-
ing the coupling of the particle to the ‘kinematic field.® Or, said different-
ly,” you conclude that the kinematic field is the spatio-temporal structure of
a 1low energy field. Your best hunch is-that this low energy field- is the
electromagnetic field modulated by the absorption/emission properties of the
surround. ’

Conclusion 10:- Some of your observations of the particle's trajectories
are especially puzzling. Two of them are depicted in Figures 3 and 4. 1In one
observation (Figure 3), you noted that your particle mimicked the trajectory
of another particle of like kind. The two trajectories were, for a time, cou-
pled. This coupling of trajectories did not depend on the distance between
the particles. Sometimes you witnessed the éoupling when the particles were
very close (Figure.3a). At other times you saw the couypling when the parti-

cles were separated by a substantial distance (Figure 3b).

In the other observation (Figure U4) you noted that your particle's
trajectory would follow, without contact, the border of a dense region ‘in the
surround. Here it seemed that there was another temporary coupling--between
the form of the particle's trajectory and the form of a region.

Why -do you find these observations especially puzzling? It §s because,
as a physicist, you are committed to explaining ahy,coupling (coordination or
cooperativity) of one thing with another through conservation principles,'and
it is-not immediately obvious to you what the principles are that apply to the
two couplings depicted in Figures 3 and 4. If you. had observed two, more
conventional particles coupled in interaction, then you would have said that
(1) some quantity was exchanged between the particles--at the very least mo-
mentum and energy; and (2) the coupling was an instance of coordination or
cooperativity because the exchange of guanﬁities between the particles is con-
strained *by the requirement that these guantities be conserved over the pair

of particles. You would explain the loss of degrees of freedom that marks an

Interaction between particles by an appeal to conservational invariants.

You- feel, therefore, that you have no option but to 1dentify the conser-
vations that account for the coupling phenomena depicted in Figures 3 and 4.
Because the "mimicking" phenomenon is indifferent to partigle Separation, jou
believe that the conservations in question are unlikely to be énergy or momen-
tum related. Conventionally, couplings based on energy exchan&efpepend on the
distance between the particles (i,e., the inverse square law).

After. a good deal of deliberation and hesitation you suggest the follow-
ing: One of the conservations accounting for phenomena of the type depicted
in Figures 3 and 4 must be conservation of topological form. (You believe
that this conservation is integral to these instances of coéperativity but
recognize that this conservation alone cannot account for the loss of degrées
of freedom,) Your use of topological form is intuitive rather than techni-
cal. You mean, most generally, adjacencies and successitivies--that is,
neighborhoods in space and time. And you mean, more particularly, properties

N
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Figure 3. The particle mimicks the trajectory of another at near (a) and far
(b) distances.
’ l

©

Figure 4, The particle S trajectory rollows the border of a dense region of
: the surround without contaoting it
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- terms of bodily envelopment, it is not necessary. The closure that preve
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of the kind captured 1in contrasts such as inner/outer, sooner/later,
lower/higher, closer/further, slower/faster, larger/smallér, and so on.
Further, your use of conservation is intended to mean that from one "slice" to
another, of the kinematic field that couples the particle to the surround, the
topological form 1is constant. This conservation of adjacencies and
Successivities from a location proximate to the soyrce to a location distal to
athe source is made possible by the reversible, equrlibrium, low-energy ndture
of the kinematic field. "~ Identifying the two particles in Figure 3 as kinetic
fields, it is clear .that the adjacencies and successjvities arising from one
kinetic field are perfectly conserved over the distance that separates the two
kinetic fields. The proof is in the adjacencies and suécessivities arising
from the second kinetic field (your particle)--they duplicate those arising
from the first,

_ Conclusion 11: A better stab can now be made at the machine conception
befitting the constraining of the forces that determine the particle's trajec-
tory. You have come to the undersfﬁﬁarngathat whatever the machine concep-
tion, it cannot apply just to the particle; rat er, it must apply minimally
to both the particle and to the kinematic field that is lawfully generated by
the surround and the particle's displacement relative to it. It is very obvi-
ously true that the particle and the kinematic field are distinguishable.
They clearly are different materially and, further, the particle, as a source
of forces, is a kinetic field. Given that they aré so different, you are
puzzled by the principle that relates them as a, single machine.

Now you'are set to thinking' What, after all, is a machine? Turning to
examples of hard-molded machines you are struck by the flact that they are al-
ways closed kinematic chains, where a—~chain consists of kinematic pairs of
elements, for example, shaft and bearing, bolt and nut, etc. Each element in
a pair, because of its resistant material qualities and its form, envelops and
constrains the other so that all motions except those desired in the mechanism
are prevented. There is kinematic closure. You can appreciate why a thought-
ful student? of hard-molded machines might say that a machine consists solely
of elements that correspond, pair wise, reciprocally. Kinematic <¢losure -is
the central principle governing the construction of hard-molded machines.

Two other features of hard-molded maohines capture your attention,
First, in a closed pair of elements the'roles of "fixed" and "movable" é@n be
exchanged (for example, the nut can rotate and translate relative to the
bolt or the bolt can rotate and translate relative to the fixed ng ).

show in a sketch (Figure 5). 1In both of the situations shown in your ske&tch
the separation between the nut and the head of the bolt is decrgasing. S
ond, although it is common for a pair of elements to be compleflely closed

certain motions from occurring -can be achieved without material structur
you note, for example, how vertical downward closing forces keep the wheels
a train in contact with the rails.
It occurs -to you that this ifvariant characteristic of hard-molded/ma-
chines--reciprocally constraining, kinematic pairs--may well be an invarfiant
characteristic of all machines, including the soft-molded machine you are/try-
ing to' understand. . Are the paired elements of this machine, the particle and
the field ambient to the. particle, kinematically closed? If there. is a
generalizable .principle of ki{nematic closure, as you Suppose, then the parti-
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_Figure 5. An example of a hard-molded machine. The distance between the nut
~and the head of the bolt can be decreased-either by turning the
balt«relative to the fixed nut as in (a) or turning the nut rela-

tive to the fixed bolt as in (b).

g

- Figure 6. An example of a kinematically closed soft-molded machine. The dis-
tance between the particle and the surround can be decreased either
by moving the particle relative to the fixed:surround as“in A or
moving the surround relative to the fixed particle as in B. \

. . e
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cle and the ambient field shouldfpass the inversion test: For example, fixing
the entire surround and movThg’fﬁe particle in one direction should have the
same consequence as fixing the particle and moving the entire surround ir the
opposite diyection. In Figure 6, situation A should be indistinguishable from
situation B.

Your empirical validation proceeds as follows: You note a location where
the particle frequently comes to rest. (It is natural to assume that this lo-
cation is a singularity--a stable location of minimal potential energy--in the
particle-surround system.) You then arrange matters so that on the next oc-
casion that the particle is immobile at that 1location, -the entire surround
moves relative to the particle. You observe that the particle displaces in
the same direction as the surround.!® You conclude that the vector flow field
lawfully generated by the displacement of the surround in direction +X speci-
fies a displacement of the particle from the singularity in direction -X.
Hence, the particle displaces in direction +X toward the singularity.

This kind of‘ﬁinematic closure differs from the more familiar types. The
two familiar types you have already remarked upon might "be 1labeled (1)
kinematic closure through resistant bodies and (2) kinematic closure through
forces. The kinematic closure you are now promoting is (3) kinematic closure
thqough specification. The{three types are alike in that the realization of
any particular motion requirles that a special relation hold between the paired
elements. You are convinced that if you were oﬁserving your particle on a
rectilinear trajectory towarld a given region of the surround and you intruded
on the flow field by some means so as to introduce a prolonged rotational com-
ponent into the flow field, then the rectilinear trajeetory would not be main-
., tained. To realize any given trajectory of the particle, a symmetry  must
exist’ between that trajectory and .the flow field: For the particle to move
clockwise there must be a counterclockwise flow; for the particle to move to-
ward p there must be a flow centered at p, and so on. Although it is very
clear to you that for your particle and its ambient field this symmetry always
holds, the point that you wish to underline is that in the absence of this
symmetry an "“intended" trajectory cannot be satisfied. = _"

(3

You are .absorbed .by what the foregoing reasoning implies, namely, that
there ‘'might well be a similitude for all machines, hard-molded and soft-mold-
ed. The invariant feature of machines seems to be kinematic closure achieved .
by reciprocal contexts of constraint; kinematic closygre seems to be founded
on a symmetry between the paired elements. To your fﬁ&rneyman understanding,

Athis symmetry reads: There is a transformation T such that if A and B are the
paired elements, then T(A) ---> B and T(B) ---> A. You recognize that this
transformation T 1is the mathematical notion of a duality operation and that
the elements A and B are mathematical duals. You pose the question: What 1is
the significance of the duality nature of machines? Tentatively you answer
that if the prerequisite for constraining forces to produce selective,
determinate motions 1is a duality structure, then duality must be a symmetry
property of the most basic kind.'! ‘

Conclusion 12: In controlled collisions the particle mhst produce

changes in force that are commensurate with changes in the kinematic field:

Two examples come to mind: (1) to effect a soft collision any fllictuations in

. Pi(contact) that carry this quantity below its critical value pust be coun-

. tered by fluctuations in the control quantity, C, that are of commensurate am-
plitude; (2) if the surround is caused to fluctuate, so as to ﬁroduce oscil-
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latory global outflow and inflow of the kinematic field, the particle's posi-
tion will similarly fluctuate, 180° out of phase.!? The particle's
commensurate fluctuations are the result of force changes in proportion to
flow changes. .

Your earlier conclusions. about the conditions of the coupling of particle
and field are incomplete. They do not identify a principled physical basis
for force differences that are proportional to flow differences. When consid~
ering hydrodynamic flow, you normally visualize a process‘;in which an
inhomogéneity in potential gives rise to a force that drives a flow. More
generally, differences in potential (AP) give rise to differences in force
(AF) that, in turn, give rise to differences in flow (AV): ~

- | AP ----- > AF —=--- > V.

Flows are proportional to forces, and where the Onsager condition holds,
sensible deductions can be made in many instances from the macroscopic
hydrodynamic flow to the irreversible thermodxgamics that is its basis. The
problem your particle poses is different from this conventional problem. It
reverses the causal path and asks how flows can give rise to proportionate
forces. Here, the causal vocabulary looks strained, But you are aware that’
you have felt this strain throughout your analysis. Thus you have spoken of
the kinetic fields (particle and surround) as causing the kinematic field and
the kinematic rield as sEeciryin and, cognately, constraining the kinetic
rield.

-+

\‘\E You remind yourself of some basics: Changes in motion or flow per "se
canno

t cause changes of rkwce, there can be no forces where there are no
potential differences; the trajectory of force depends on the form of the
potential. You surmise that if a flow is to affect a force it must do’'so by
modifying the potential from which the force—Ts derivqk Modulating a poten—
tial would. not necessarily cause a change of force; generally, other condi-
tions must be satisfied. This reservation is consonant with your observation
of the 1influence of the flow field on the particle: \pnly global changes in
flow lead invariably to changes in force. So, a change in force may or may
not occur given a change in flow, but what you are after is a lawful basis for

these changes whenever they do occur:

The problem has been refocused: How could a flow affect a potential?
Formally, a force F is defined as the negative of the potential inhomogeneity
or, more precisely, gradient, viz., - -

: >

F = -VP,

]

where the gradient symbolized by V is a spatial gradient. If P is identified
as the particle's on-board potential, which is taken to be nearly homogeneous
(given the arguments you made about the reversible, close-to-equilibrium
steady state of the particle--Conclusion 9), then you must look to. the
kinematic field as the source of the inhomogeneity, 'that is, as specifying a
spatial operator, V. Now, by taking the first derivative of both sides of the
above expression for F you get : '

dF/dt =~=d(VP)/dt;

1:_1274'
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that is, control (see G§on uzigh 1) is given by the rate of change of the
product of the spatial ppgrat and the potential. In the foregoing context
the first derivative of\~VP defines a temporal gradient. As with the spatial
gradient, you take the temporal gradient to be an operator defined by the

kinematic field. Assuming commutativity the preceding expression for the con-
trol quantity can be written

dF/dt = - VdP/dt = -82P/3Xidt,

where 93X. is the spatial operator and dt is the temporal operator. In sum,
the answer to the question of "how could a flow affect a potential?" seems to
require the recognition and understanding of space and time operators on
potentials, Given that the units of space and time must be in the scale of
the particle--expressed in terms of the mean free ,path ¢ and the mean relaxa-
tion time 1 of the particle's interiog--the cohtrol quantity ought to be
reducible to an expression in P, § changes and t changes.

As a further point, the ordering of potential, force, and flow that you
are suggesting here is different from that which follows from consider?tions
of hydrodynamic flow, namely

!

It would be prudent, however, to relate the two orderings. Yoﬁ go for the
most obvious relation:

\\ AP LI

"The flow field'(AV) and energy flux (AP =-=w--- > AF) are linked in Vcircu-
lar causality." You underscore that: these two "paths" _of influence are not

"the same. First, the flux to flow path is a change in layout (e. g., a flow is

produced when the particle as a unit displaces relative to the layout of the
surrounding regions) whereas the flow to flux path is through the translation-
al gate you identified in Conclusion 9. Second, comparatively speaking, the
flux to flow path is energetically expensive, whereas the flow to flux path is
energetically cheap (see Conclusion 9). (You resist identifying these paths
with the cwbernetic notions of "forward [fed" causality and "backward fed"
causality. You feel that such a move is regressive given that the notions of
feedforward and feedback imply a referent signal, a comparator and, more gen-
erally, a separate controller., The origin and functioning of each of these
would’ have to be rationalizei/by physical principles. [As a physicist you
wish to explain- the phenomenon’ of controlled collisionS without the introduc-
tion of controllers sui generis.] Moreover, you feel that the different
labeling of the pathways, as forward and backward, while well- motivated in
artifactual aituation§, is arbitrary in natural situations.)

Conclusion 13 A controlled collision is a physical event in Space time.
-It is, however, by the conventional theory of physical events, a very odd kind
of event. You struggle to formulate its heterodox quality: A controlled
collision is a space/time " evgnt in which the final conditions of a particle's
motions determine the values that the 1n1t1a1 conditions must assume. (You

173 o




had observed/ repeatedly, for example, that when the particle softly collided
-and when it yiolently collided with a region of the surround, its accelerative
change prior to collision was initiated at two different marginal values of
the time-to-contact property.) This heterodox quality suggests to you a
structure of space-time peculiar to controlled collisions, one that |is
explicitly shaped by both initial and final conditions. As a physicist you
are well aware of the need to be clear on the space-time structure of events.
Without a prescription for putting space~-time boundaries on an event, the
determination of its causal basis remains very much a guessing game. Within
what limits should you try to close the bookkeeping on the relevant summation-
al 1invariants--the conservations? You turn your attention to conventional
physical event theory to see how well it fares in this regard and to see what
modifications will be required.

In the conventional theory, "observer" refers to the measurement of the
location of an event in space-time. As a local reference system or inertial
frame, the ohserver must be perspective free. Measurements must be made
simultaneously and distributively throughout a given region of space-time.
The "observer," therefore, must be capable of existing everywhere in a speci-
fied region of space-time.  Your particle "observes" and "measures" (its
surroundings and its relation to them). However, given that it is of finite
size (rather than being infinitely small) and can exist in only one place at
any one time, it cannot be identified with the observer in orthodox physical
event theory: Your particle must have a perspective. You suspect that this
fact will be of importance in the eventual formulation of the laws of con-
trolled collisions.?!?®

- Corollary to the absence of a real or natural perspective in physical
event theory is the absence of an historical perspective. While the present
is causally constrained by the immediate past, it is not (to borrow a term
from Bertrand Russell) mnemically conditioned by the distant past. You sketch
for yourself the Minkowskii diagram (Figure 7) that illustrates the causal
light cone that is the traditional domain of physical event theory. (Figure
7b is a simplified version of Figure 7a, with x, y, z reduced to a single spa-
tial (s) axis.) With the speed . of light as the limiting boundary, only those
events within the same forward light cone can be causally connected to the
present event at the origin, t=0 (because there are no known superluminal sig-
nals, events outside the light cone cannot be connected with those inside).
The events leading up to the present are nowhere represented. The premise of
the orthodox theory is that the past is instaptiated in the present and that,
together with the laws of motion, is sufficieht to predict or explain event
outcomes. - The particle you have been studying makes you skeptical of this
premise. Somehow the final conditions must be brought in--explicitly--to
accommodate controlled collisions. '

T e

You try to close in on\what this would require by producing a series of
modifications of the MinkowsKii diagram. First, you include a past light cone
that converges at t = O--the &vent from which the forward or future light cone
: diverges. In your modified \sketch (Figure 8) you have rotated the axes so
that time flows from left tolright. Next, you depict four events in your
sketch (Figure 9). The events €,, E,, and E, are on the same world line where

E, is causally constrained by E, and E, is causally constrained by E,. ou.

take pains to note that the causal cqnstraints are not necessarily transitive
for these interactional sequences (that is, E, 18 not necessarily causally
constrained by E,). This is because E}, which is on a world line'with E,,
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a . | |
| b

(a) The causal light cone determined by time (t) and three spatial
dimensions, x, y, and z. (b) The causal light cone where x, y, and
z have been reduced to a single spatial axis (s), showing the speed

of light, ¢, as the limiting boundary.

Figure 7.

Figure 8. Kemodified Minko#skii xiagbam rotated so that time flows from left
to right. It includes a mnemic¢ (past) light cone as well as the

standard causal (future) light cone.
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might cancel (or otherwise alter) the effects of-E,. While E, transacts with
E, in the context of E,'s historical relation to E,, it does not do so in
terms of the historical context of E,. The rub, as you see it, is that be-
cause E} 1is outside the forward light cone of E, (it is effectively simultane-
ous with E;), its effegis cannot be known at E, and, therefore, E, cannot be
explained on the basis E,'s causal cone alone.

Because unobseryable events may exert an influence on ruture eventa nec-
essary paths of infJuence cannot be discovered by working forward from initial
conditions to finAl conditions. You recognize, however, _that?QGQQnminant

istories may be/discovered by working back from the final .conditions to the
nitial conditi ns. All of the influences on E, are in. Ats past or,mnemic
gone, In sum/ the causal future of. E, is only partially‘aocounted .for by its
forward cone But all of the determiners. of E, are in its mnemic qéne. There
is an asymmetfy between the information deriVed from history and the informa-
tion applicab}e to the future.

You are [nclined to believe that the only appropriate framework for con-
trolled collipions must be ocomposed of the oausal and mnemic perspecti\?es
together. Bufj i1s this framework to be gne in which these perspectives remain
asymmetric? Oy, more accurately, is there a different level of analysis that
may reveal the symmetry of the event space for controlled collisions? You

pose this quegstion. because of a major lesson learned froms orthodox physical

event theory: Putting symmetry at the\ forefront reveals the structure of
space-time and fetters the applicatioh of law. Knowing the symmetry that de-

fines a space-time event means that if “one element of an event is known, the

nature of its symmetric counterpart is also known,

You modify your sketch of the Minkowskii diagram once again, this time
creating a bounded region between the causal and mnemic cones of two succeed-
ing events (Figure 10). You are now ready to propose a symmetry postulate for
controlled collisions: If (i) E, (approach to a region) and E, (contact) are
on the same world line (where E, is in the causal cone of E, and E, is in the
mnemic cone of E,) and (ii) there aré¢ no events outside the causal cone of E,
that influence-E,, then E, and E, together define a new event--call it
E ,--for which the'y are dual perspectives. The . past:and future cones have
been merged into a higher order event space. Events outside the bounded re-
gion have nd existence for the particle; they are in neither its history nor
its future.’ Events inside the bounded reglon have relative existence. The
new event E. is a controlled collision and it will bé guaranteed whenever

“the symmetry conditions (1 and ii above) hold.

«

In a further sketch (Figure 1) you contrast dual events with non-dual
events. The events E, and E, are duals, the events E, and E, are duals, but
E, and E, are not duals because condition {({i) is violated (E2 is influenced

by E! which is in the null cone of E,). What you wish to show in this last

sketch is that tQQ specificatiop of E, will be. indeterminate when based on the
causal cone-perspective of E,. Moreover, the seleétion of. marginal values at
E, to determine an “outcome at E, is not guaranteed to be successful sincé the
basis for controlling the outcome at E, is not completely available at E,. A
controlled collision cannot be defined over E, and E, because they are not du-
als. - . . ” , .
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To restore or, more accurately, to reveal a duality, you suggest a change
in scale (Figure 12), At .the grain of a finer space-time mesh there
necessarily exists some event E,, causally proximal and dual_to‘E,, for which
a controlled collision can "be minimally defined. This change in scale merely
assumes that the particle has limited sensitivity or acuity to distant events
on its world line. (In fact, your observations of many particles of varyin
sizes reveal that there is a strong relationship . between acuity and size, Thg
spatial range is a constant proportionality of the vertical magnitude of the
particle,!*® 'Simply .put, large particles act with respect to things at a
greater absolute distance than do small particles.)

Your point is that for controlled collisions, any events antecedent to
some future event toward which the particle's current behavior is directed (1)
must lie within the particle's current causal perspective if they have signif-
icant effects on the particle's immediate future or (2) must be trivial in
their effect if they lie undetected in the particle's null cone. Because sig-
nifjicant events cannot lie'butside the bounded region of a controlled colli-
sion, an appropriate scale of analysis that satisfies this condition must
exist. You 1insist that symmetry is the guide to finding this scale: Given
either the perspective from the initial conditions or the final conditions,
the other perspective is specified. ¢

~

A Summary and an Awakening

- °® \

- You have discovered quite a ¥ot about your particle, but its identity
still eludes you. You convince yourself that you have all the information you
need to identify this type of particle and it is only some firmly entrenched
bias that prevents you from seeing it. You think that you may have given a
physical description to the behavior of an entity that is” usually considered
to be outside the domain of physics. Several of its properties are like those
of more standard particles, but you have noticed. they often include less stan-
dard twists. You review the properties you have discovered in the hope that
highlighting the "twists" might fuel an insight. “(At the very least, it will
provide a convenient way to summarize these REM episodes.)

¥

(1) Tne behavior *of your particle can be desoribed with a measurable
quantity but this quantity, is control (éMV/T’) rather than the more standard
momentum (MV).

N - . ¢
(¥ '
’ ‘

-

(2) Forces determine the trajectory of your particle, but they are dissi-
pative rathen than conservative forces and they originate not in the surround
but in the panticle. Moreover, the particle can replenish its energy supply.

(3) The distribution function that you constructed as a means of classi~'
fying your particle reveals it to. be in a.class whose behavior is not governed
by velocity dependent conservations.

(4) Your particle exhibits conservation, but it seems to be conservation
of population number, rather than the more standagd energy or momentum or
mass. To accomplish this conservation, it appears to minimize momentum
transfers that might fracture thedggrticle.l ' '

' - 1
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(5) Because your particle harnesses forces to achieve selective trajecto-
ries, you consider it to be in the class of machines. But its constraints are
soft-molded, allowing fiexibility in the strength of collisions, rather than
hard-molded. . :

(6) The soft constraint on the particle-based forces is a field, but it
cannot be assoc¢iated with a force. : o :

(7) Because the constraining field is not a force field, it cannot in-
clude dimension M and, -therefore, is not kinetic; because certain properties
that are necessary to the control of collisions are annihilated when t goes to
0, the field must include dimension T and, therefore, is not geometric.' The
soft-constraint must be a kinematic Field."

(8) Critical values of dimensionless quantities in the kinematic field
distinguish between qQualitatively distinct states, but these are specifica-
tional states rather than physical states as would be the case in a kinetic
field. - - s

- 1
(9) Because the kinematic field constrains the particle's trajectory, it
must be coupled somehow to the particfe. but the coupling must be linear (so

~that equivocalities are not introduced) and low energy (socthat it does not

involve large momentum,éxchanges_and irreversible processes).

(10) You explain the coupling through a conservation, fut it is of topo-
logical form (adjacencies and successivities) rather than of energy or momen-
tum. ) ., .

(11) The .machine conception (identified in Conclusion‘[H])-must apply
minimally to the particle and the field as duals, not. just the particle. The

- symmetry is necessary in order to realize and maintain trajectories.

(12). The flow field produces proportionate forces in the particle,
présumably by modulating a layout of potentials, Whereas the fact that forces
produce flows proportionate to the forces 1is understood, the fact that flows
produce forces proportionate to the flows is not. '

/ . - N . .
(13) Controlled collisions, which are characteristic of your particle,..

are physical events, but the structure of space-time is shaped by final condi- -

tions as well as initial conditions. Where the particle is going colors how
it gets there( o - \ ' :

What is this soft-coupled duality of particle and surround, wherein -
collisions are guided by distinet specificational states that bring-$Hinal
conditions to bear on initial conditions, and are controlled by the dissipa-
tion of the particle's reblehighable energy reservés in such a way as to

‘minimize momentum transfers that could fracture 1it? You seem to have de~
. 3cribed a physies of controlled collisions, but for what...or whom...?

\

You are startled awake by the agitated chirping outside your window. The -
bird is hovering about' a feeder in an effort to replenish its fuel supply, but
a_dat has appeared on the scene waiting to ‘replenish itself by effecting a
violent, predatory collision on your friend, Fortunately for the bird, ' you
muse pretentiously, the imminence of contact with the cat is specified in the
optical flow field that links prqpert{es of the animal to properties of the

4
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environment. You marvel, once again, as it guides its flight to avoid the cat
and locate the food, cutting its speed.just in time to alight gently on the

feeder. Now those are the kinds of controlled encounters that Gibson wanted:

to understand and that you've been trying to understand. You are suddenly
overcome with a sense of déja vu, with a feeling that, at some level, you have
understood. ' -

N - Figure 13. The dreamer awakes.

/ . .
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Footnotes

'Iberall (1977) has suggested that the number of members of .a biolBgicaL
species is approximately conserved and "a physics that accommodates biology

'will-require the addition of this conservation to the 1list of conventional

conservations.

“Gibson's optic array (1961, 1966, 1979) seems to be a field of this
Lype. : o | T : P2

*Gibson repeatedly pointed out. that optical thiqn is altogether differ-
ent from material motion--that optical motion has"™ no inertia «(for e;ample, "
Gibson, 1979). .
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“Properties of this kind were identified by Gibson (1966, 1979) for the

optical flow field resulting from the locomotion of an animal in a cluttered
environment. :

*Lee (1976, 1980) identified this property for the condition in- which a
point of observation approaches, or is approached by, a substantial environ-

mental surface.
-~

*See Gibson 8 (1979) discussion of the optical support for the control of
locomotion.

"Lee - (1976, 1980) -performed these calculations and ‘highlighted the sig-
nificance of the first derivative of the time-to-contact variable. Other op-
tically defined dimensionless quantities that order (at critical values) spec-
ificational states have been suggested and experimentally examined by Warren
(in press).

°For animals, the photoreceptor processes perform the role of a transla-
tional gate that involves very little .energy relative to the animal's dailx
energy expenditure, o

Such as Reuleaux (1963).

101, ishman and Lee (1973)° have shown that in a room where the walls and
ceiling can move as a unit, displacement of the rogm- causes a person standing
in” the ‘room to topple in the direction of the room's moyement.

''This point has been argued by Shaw and Turvey (1981).

125e¢e Lee (1978). ' .

SN

13For Gibson (1966, 1979) the structure of an optical flow field is al-

iJWays -exterospecific and propriospecific--it is always specific to the layout
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and to the observer. c T ) . -

"“Kiréchfield (1976) reports that for animals there 1s  a simple
first-order 'relation Dbetween visual resolution (R) and body-height (H),
R = k/H, mhere k is a. constant of proportionality.

.

Appendix

: ) ST

The concept of collision refers to forces applied to and removed from an
object in a very short period of time. The. classical theory of collision,
based primarily on the impulse-momentum law ~for rigid bodies, regards the
colliding objects as single mass points. All elements of each object are as-

.sumed to be rigidly connected and to be subjected instantaneously to one and

the same change of motion as the result of the vollision. In reality, the
forces, initiate stress waves. that - travel at. finite velocity away from the r

gion of contact and through the object. These waves reflect from boundari

of the object and interact.With stress waves still being generated at the re-
gion of contact to ocreate a compleX pattern of stresses and strains tn the
interior. 1In short, all regions of an object subjected to a collision are, 223
sxposed simultaneously to ﬁhe same force condi&ions (Goldsmith, '1960). '

. ' -
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The classical theory is most suited to ideal atomisms whose degrees of
freedom mare exhausted by the three axes of tranalationl Atomism is" a term
suggested by Iberall (1977) for an entity of any magnitude that is atom-like
at the scale of the ensemble to which it belongs. It is conventional to say
that ideal atomisms have no internal degrees of freedom, where "internal" has
the uncommon meaning of M"extra-translational." Atomisms of gases such as
helium are closest to this ideal. They are sihgle atoms each free to move on
the three spatial dimensions. For all intents and purposes, the total energy
imparted by collision to a helium atomism may be regarded as going into the
translation of the atomism. 1In terms of the equipartition theorem, the energy
received is divjded evenly and completely among the atomism's degrees of free-
dom, which are all translational.

The atomisms of another gas, ~ oxygen, introduce a measure of internal
5bmplexity. These atomisms (moplecules) consist of two linked atoms. To
define the position of ‘each of the atoms of oxygen requires three degrees of
freedom, for a total of six. However, the 1linkage between the atoms
eliminates a coordinate choice, thereby reducing the degrees of freedom of the
oxygen atomism to five. Because translation of the oxygen“atomism's center of
mass consumes only three of the five degrees of freedom, the two degrees of
freedom that remain are "internal." The equipartition theorem would assign
three-fifths of the energy of collision to the translation of the atomism and
two-fifths of the energy to the internal bond. Clearly, conservation of ener-
gy does not hold if only the energy carried by the translational degrees of
freedom is taken-into account. It is for this reason that collisions of atom-
fsms with internal degrees of freedom are said to be inelastic apd that the
conservation of momentum (rather than of energy) is the dominant constyaint on
their equations of collision.

Consideration of the collisigns of di-atomic atomisms is a small step to-
ward the collisions of systems. °In a statistical mechanical sense a system is
an ensemble of interacting atomisms with a boundary that prohibits the ensem-
ble from dissolving into the _surround. The atomisms of a system may be inters
nally barren (like the helium atomism) or internally complex (of a kind hinted
at by the oxygen atomism). “As noted, internal complexity is associated with
ways of absorbing the energy*applied to a unitary thing other than through the
translation of i&s center of -mass.

. -

B. The Theory o£ Fracture~

The first major®advancé beyond the classical theory of collisions (vizg.,
the one-dimensional vibrational treatment of colliding objects) recognized:the
significant propoértion 6f energy nverted into oscillations ‘when the system's
natural frequency fs long" compaged to the duratfon.of contact. Subsequent
analyses of the multi~dimensional aspect of wave propqgation consequent to
collision, and of 'the. stress distribution at the region ‘'of contact, were made
possible by developments in the theory of elasticity (Timoshenko & Goodier,
1951). Tt suffices to say, fd® present purposes, that elasticity refers to.

- the faet that the interndlly generated forges of restoration are comparable to

the @xternally applied forces of deformatIOn 30 that there is -a return to the

L3

K}ﬂ many collisions, however, the conditions of” impact are such that the
entire

cross-gection of ong or both of the colliding objects will exhibit a
final permanent strain of significant magnitude, or one or both of,the objects
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may fracture. Such non-reversible phenomena result from the conversion of
kinetic energy into permanent distortion or fracturing of the structure of the
obJect and the eventual dissipation of this energy in the form of heat. The
analysis of the irreversible - deformations wreught by the propagation of
stresses that exceed the elastic 1limit (so called plastic flows or plastic
waves) is a more recent and less developed aspect of collision theéry (Gold-
smith, 1960). ’

Evidently, the responses of an internally complex system to collision
will be difficult to follow. It is possible, nevertheless, to obtain some
useful insights into the collision process by considering (a) the behavior of
a system under statically imposed forces and (b) the relation between impact
parameters and system failure, ignoring the internal responses.

The deformation resulting from loading a system statically can be treated

as a sgeries of equilibrium states requiring no consideration of acceleration
effects or wave propagations. Of major interest is the response to static

loading of systems that exhibit a degree of rigidity, that is, systems that .

preserve their form in the face of perturbations. The requirement, of course,
is that the system be elastic through some range of perturbation. Solids have
an elastic domain as do multiphase systems that are s0lid or gel in part, suwch
as living things that are dominated by elastic-plastic-fluid (liquid and gel)
processes (Yates, 1982). ) . ;

. The interior of a solid system can respond in one of tﬁree'ways to an ap-
plied force: (1) the linked atomisms can be forced further apart or closer
together than the equilibrium (minimal potential) distance; (2) atomisms can
hop into.adjacent vacant ‘lattice sites; and (3) the bonds between the atom-
isms can be broken (Freudenthal, 1950; Nadai, 1950; Walton, 1976). If (1)
is .sufficient to absorb the energy of loading, the solid is*operating strictly

within its elastic domain. Suppose that a static loading is realized as a .
force applied along an axis (a stress) so as to stretch or compress (more gen- '

erally, to-strain) the gsystem. Then response (1) means that the system as a
whole undergoes a coordinate transformation that changes the distanced between
all the atomisms but not the topology of the system's internal configuration.
This response to static» loading is reversible. It is, however, a response of
finite capacity. At some goint the potential energy stored up within the

excessively strained bonds reaches a limit (the elastic yield) and new mechan-

isms for accommodating the applied energy myst be “found (that is, a new
"escapement"- arises). One escapement mechanism is the breaking of some bonds
between some atomisms (response 3), "another escapement is diffusion (response
2) which is enhanced considerably by the structural ' changes resulting from
bond” breaking. (In a multiphase system at the elaskic limit gpere is a
Structural change in at least one phase; for example, In the continuous solid
. phase of a two *phase sofid-fluid system such as a gel or in the more rigid
phase of a polyphase solid-splid ‘system such as a polycrystalline metal or a
polyphase solid-fluid phase system such as a high polymer.)

A brittle system (a physical ideal, an engineering myth) "would fracture
at the elastic limit. There are no plastic deformations (flow processes) in a
brittle system and microescopic bond breaking becomes, immediately, macroscopic
fracture. For real, ducdtile systems, however, the yield point only identifies
that loading at which fracturing begins on the atomistic level. . Once the
yield point is reached in a ductile system, the mutually reinforcing ‘processes
of bond breaking and diffusion can continue to accommodate excessive energy
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brought in by the static loading. The dissociating of some of the atomisms
makes it easier for other bound atomisms to migrate to locatidns that are more
stable than the locations that they currently occupy. This flow Pprocess is
irreversible: Less energy is required for an atomism to hop from a high to a
low potential site than vice versa. However, the copsequent relaxing of some
bonds brought about by -diffusion increases the strain on other, already
overstrained, bohds, disposing them to further fracture. .

£ .« -

The\micro-fracturing that begins at and procseds beyond the yield point
reduces the long range order or cooperativity of the system (interpreted as
bonds that repeat regularly over many thousands of atomic distances). The
long range order is replaced by short range order or local cooperatives, not
unlike the "flow unit" of a liquid. The diffusion occurs at the surface of
these local clusters because the atomisms located there are thermally less
stable than their partners in the interior. Clearly, the larger the number of

i local cooperatives and, therefore, internal surfacadg, the greater the diffu-

v sion. And ‘the .greater the diffusion the more disposgd to breaking are the al-
ready strajned bonds at places in the system where diffusion of atomisms is

not possiblg. In sum, fracturing of the bonds between atomisms is a chain

reaction prd@ess and eventually a ductile system will fracture at the macro-

o
copic scale.

-Thesemphasis of ‘the foregoing has been the gradual ‘progressjon of macro-
scopic fracture, or system failure, .as might occur under the repeated or pro-
longed application of static forces that exceed the system's elastic limit.
In the range between the injtiation of bond breakinhg on the microscale and the

. occurrence of system failure on the macroscale, the system gradually loses its
bility to absorb the applied energy.. A measure of the energy absorption of a
material is given by its stress (fdrce per unit area)=-strain (proportional
. change in length) curve. The energy per unit volume is approximately equal to
the shaded area of Figure 14. Consequently, the strain energy to failure may

be approximpated as follows: energy/unit volume = 1/2 (p, + e.)p..
Where p  is .the stress at the yield point and g, and e, .are the ultimafe
_stress and yltimate strain, respectively, that marﬁ the collapse of the sys-.

tem. "’ ' . .
¢

of course. the loss of the ability to_ absorb’ .energy could be quick, given
a collision. : The microscopic processes leading to- failure from a single brief
-1oading must be a‘ rapid chain reaction of bond breaking associated with elas-
. tic and _plastic waves propagating from.the point qQf contact and multiply
reflégting from the system' §Lboﬁﬂdéry. However, as noted, broad conclusions
relating failure to the conditions of collision are possible without consider-
ing the complex of intermediary processes.

-
'

A collision will_have an acceleration (of the system) X time profile.

Three. examples of single loadings are given in,Figure 15; to achieve a given
response amplitude, shorter durations of loading must be compensated by great-

er accelerations.  Two parameters are of special significance. the change in

velocity and the average acceleration (in wunits of gravity)’  that 1s Jjust

sufficient to produce structural failure. In Figure 15 the cross-hatched

areas express s the velocity changes.. The average acceleration of any cdllision

i's equal to the velocity change divided by duration. A.collision’sensitivity

curve can be generated by plotting criterial velocity change (where fracture

. oceurs) against criterial average acceleration (where .fracture occurs)

' (Kornhauser, 1964). A prototypical collision sensitivity plot for a prototyp-
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Figure 15¢-Acce1erat16n' x time profiles  of collisions wunder three loading
durations (after Kornhauser, 1964).
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Figure 16. Collision sensitivity plot shows where system failure will occur
(after Kornhauser, 1964).

A\l

ical system is given in Figure 16. The vertical asymptote 1is related to,
acceleration pulses that are steady or of long duration. It implies that no
failure occurs unless}@ certain average acceleration is exceeded, regardless
of the change in velocity of the §ystem and the duration of the collision.
The horizontal asymptote is related to acceleration pulses of short duration.
It implies that system failure does not occur unless a certain. velocity change
1s exceeded regardless of the average acceleration value (Kornhauser, 1964).

The locatfon of the vertical asymptote in Figure 16 is a function of the
shape of the ocollision (its acceleration X time profile). In contrast, the
horizontal asymptote i8 independent ‘of the shape of the loading and is fully
characterized by a unique value of /,velocity change: Collision durations that
are short enough to be on the short . duration asymptote (marked by' (I) and (II)
for “a given system will ‘result in the structural failure of that system.
There 1s some evidence - (Kornhauser, 1964) to suggest that the collision
velocity change required for irreversible damage to mammals is relatively
indifferent to species and size (25 feet per second is a reasonable approxima-
“tion). The criterial average acceleration, however, differs markedly with
species and size (roughly, 20 g for man and 650 g for mice).

A simple rule of thumb relates the criterial velocity change (V and
criterial average acceleration CGC) to the system's natural frequency: (w)
(Kornhauser, 1964): - o . ‘ N\
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If most collisions between systems. and their gurrounds are of suf‘t‘icient'ly
short duration to place the systems on the horizontal asymptote of their
collision sensitivity function, then V_ is constant. (Fpr mammals, as Qoté
abeve, V_, = 25 f/g.) In other words, the higher the value of a syste

natural Frequency, the greater is the system's tolerance to collision (mea-
Sured in multiples of the gravitational constant). ,
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ON THE PERCEPTION OF INTONATION FROM SINUSOIDAL SENTENCES* '

Robert E. Remezt and Philip E. Rubin

Abstract. Listeners can perceive the phonetic value of sinusoidal -
imitations of speech. These tonal replicas are made by setting v
time-varying sinusoids equal in ?requency and amplitude to the ' '
computed peaks of the first three formants of natural utterances.

Like formant frequencies, the three sinusoids composing the tonal

signal are not necessarily related harmonically, and therefore are

unlikely to possess a common fundamental frequency. Moreover, none

of the tones falls wlthin the frequency range typical of the funda-

mental frequency of phonation of the natural utterances upon which

sinusoidal signals are based. Naive subjects nevertHeless rehort

that intelligible tonal replicas of sentenceq}exhibit unusual "vo- gy
cal” pitch variation, or intonation. Our present study attempted to
determine the acoustic basis for this apparent intonation of sinus-
oidal signals by employing several tests of perceived similarity.
Listeners judged the tone corresponding Lo the First formant to be
more like the intonation pattern of a sinusoidal Sentence than ei-
ther: (A) a tone corresponding to the second or to the third for-
mant; (B) a tonepresenting the computed missing fundamental of the
three tones: or, (C) a tone following a plausible fundamental fre-
quency contour generated fnom the amplitude envelope of the signal.
Additionally, the tqﬁs reproducing the first formant pattern was
responsible: for apparent intonation even when it occurred in
conjunction with a lower tone representing the fundamental frequency
pat#ern of .the natural. utterance on_which the replica was modeled.
The effects were not contigent on relative tone amplitude within the. :
sentence replica. The case of sinusoidal sentence "pitch" resembles ,— o ‘
the phenomenon of dominance, that is, the general salience of wave- :

form periodicity in the region of 400-1000 Hz for perception of the : '
~pitch of complex signals, \ : 4

\ ... Introduction
A number of recent studies of speech perception have examined the:effects _
of sinusoidal replication of speech signals (Bailey, Summerfield, & Dorman
1977; Best, Morrongieilo, & Robson, 1981; Grunke & Pisoni, 1982; Schwab,
1981). Typically, su¢h tonal analogs of speech are composed of three

&
A .
*¥Also Perception & Psychophysics, 1984, 35, u29-u40 "
tBarnard College of Columbia University. %
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time-varying sinusoids, each tonea reproducing the. frequency and amplitude

variation, sometimes schematically, of a.formant from a natural utterance. In

such'acoustic patterns, devoid of the harmonic series and broadband formant
structure of natural Speech, the;short;time acoustic properties ‘are unmistak-
ably not speechlike. ‘Both acoustically and perceptually, sinusoidal signals
are grossly unnatural, and naive listeners tend therefore 0 perceive sinus-
oidal sentences merely as several covarying tones unless they expect to hear a
linguistic message; moreover, phonetic perception fails to occur unless the
tonal stimulus is adequately structured, indicating that an explanation of»
this effect should be sought in terms of the informdtion provided by thes9
atypical stimuli (Remez, Rubin, Pisoni, & Carrell, 1981). When sinusoidal
patterns are perceived phonetically, they are Judged -to be intelligible yet

unspeechlike, presumably because they conyey segmental information in an” ab--

stract -pattern of spectrum variation, Wwith almost none of the typical acoustic
details of natural speech.

' One consequence-of this finding is- methodological. : This technique for
transforming the signal can be used to reveal the' perceptual significance of

time-variation in the speech stream. " This is so precisely because Such
unspeechlike signals disentangle the pattern of frequency variation over time
in the speech Stream from the sequence of particular momentary “acoustic ele-
ments that are produced by vocal articulation: - In view of the acoustic
differences betweeen sinusoidal signals and the natural utterances that they
replicate, it seems fair to suppose that sinusoidal replication does not mere-
ly reduce the amount of information present in the 'signal, as minimal cue
speech synthesis- does (fdr example, Delattre, iberman & Cooper, 1955; and
Abramson & Lisker, 1965). - In that technigfie, a subset of the acousti¢
ingredients of an utterance is selected for imitating synthetically. Obvious-
ly, the information provided by natural acoustic. elements is lost if those
elements fail to appear in the synthetic replica. In sucéh circumstances,
phonetic information may or may not” be adequately conveyed by -the remaining
acoustic structure.: Therefore, this minimalist method is designed to reveal
the effectiveness -of particular acoustic elements--for example, a burst of
noise, a low frequency- murmur, or a, prescribeds frequency transition in the
second formant--when others have been neutralized or eliminated.

In contrast, the transformation of a speech signal into time-varying
sinusoids - does not preserve particular constituerfts of the acoustic -signal
while discarding others. Rather, it destroys the physical similarity between
acoustic moments,  in natural speech and those in sinusoidal patterns. The

‘residual similarity between. speech and sinusoidal imitations is to be found
only in the variation of the two kinds of signal, and specifically in the pat- .

tern of frequency variation over time. For this reason, a significant aspect
of tRe sirfusoidal . replication technique would be obscured by classifying the
signals simply as "impoverished stimuli." They are, in fagt, literal imita-
tions of the time-varying properties of the supralaryngeal- vocal-tract reso-
nances. Sinusoidal signals of this type present the pattern of resonance.cen-
ter—frequency variation through an utterance, although the signals obviously
do not contain formant structure.! Our tests (Remez et al., 1981) have estab-
lished the sufficiency of this acoustic abstraction of the Speech'signal in

contrast to research that more customarily demonstrates the perceptual uses of .

selected brief pieces of the signal. When perceivers detéct phonetic struc-
ture in'sinusoidal patterns, this reveals the uysefulness of the forms of stim-
ulus change as phonetic information, and the independence of perception from
mostJof the speoific acoustic details with which the forms are conveyed.
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In an obvious way, however, sinusoidal reblicas of speech are ‘impover-
ished; despite all. The principal perceptual correlate of sentence intona-
tion, the fundamental frequency of phomation (Liebgerman, 1967), is absent from

,SLnusoidai signals, which imitate only the.frequency variation of the fdrmant
peaks. As a result of. this deficiency, listeners have consistently reported
that sinusoidal sentences exhibit noticeably weird patterns of intonation.?
- The perception af- relative syllable stress (Fry, 1958; Lehiste & Peterson,
1959; Morton & "Jassem, '1965), or of the placement of clause boundaries
(Collier & t'Hart, 1975;-Lehiste, 1973; Streeter, 1978), each of which is
said to follow occaslonally from normal intonation, must therefore be support-
ed (if at all) by other means because the_anomalous intonatidn of sinusoidal
replicas is quite different from the normal intonation patterns to which these
(roles are attributed, To the same extent that the fundamental frequency of, an
utterance also . contributes segmental information (about consonant’ voicing

_[Summerfield & Haggard, 1977] or vowel identity [House & Fairbanks, 1953], for .
example), the listener will also be forced to rely on other, alternative
sources, ) .

But why do sinusoidal signals create this impression of peculiar intona-
tion in the first place? Prosodic perception is an admittedly complex affair,
in which the properties of a single piece of. the acoustic stream may affect
the recognition of segmental, syllabic, and syntactic structural properties
"together, . In the .sinusoidal case, it seems that tHe pattern of tones imitat-
ing only the formant variation inadvertently presents an effective stimulus
for perceiving intonation. It .is far from obvious why three tones jin the fre-
quency range of formants should lead to this impression of vocal pitch, for
the acoustic propeérties corresponding to intonation typically occur several
octaves below the lowest formant, and, consequently, below the lowest frequen-
cy tone in our three*tone.patterns. We undertook the present study to identi-
fy the acoustic and perceptual basis for this peculiar concomitant of phonetic
perception with sinusoidal signals, THe first experiment described here de-
termined ‘which of the likely acoustic sources for the anomalous intonation
would in fact be identified as, the correlate of sinusoidal intonation. The
second experiment tested the salience of the empirically determined acoustic
correlate of sinusoidal intonation, the tone reproducing the pattern of the °
first formant (Tone 1), as.a function of its relative amplitude #n the -
three-tone pattern. The third experiment revealed that subjects did not hear
_ the Intonation of a sinusoidal sentence as’ the correlate of Tone 1 when that
“" . tone was removed from the sinusoidal sentence pattern. Finally, the fourth

experiment that we desoribe found that the intonation of a four-tone pattern,

composed of three sinusoids imitating formant variation and a fourth imitating

fundamental frequency variation, was again correlated with the firgt formant
o stone and not with the lowest frequency tone of the pattern, complementing the
results of the first three studies.

.\

a

‘ExpeF&ment 1

From #he outset, there seemed to be at least three potential causés of

the perceptual impressior that 31nusoidal replicas of .natur&l utterances

) possess "odd" {intonation. First, the apparent speech melody mdy be the
' listener's invention, given that the structure of the sinusoidal signal is
defective precisely in representing the fundamental frequency of the original
utterance, Typically synthetic speech, on the other hend, i1s generated with a
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fundamental frequency pattern as well as a sequence .of spectrum envelopes

'Approximating the natural case.' In the sinusoidal instance, the listener may
fabricate an intondtion pattern from the variation in the amplitude envelope'

of the gignal, which is correlated with variation in fundamental frequency in
the natural case (Lieberman, 1967), and which also isa represented faithfully
in sinusoidal replications of natural utterances. .

Se¢ond, the listener may induce a pitch contour based on whatever chang-
ing harmonic relationships exist among the three tones of the sinusoidal pat-
tern. The three tones are not likely to be related harmonically at any given
instant because they follow the computed resonance peaks and not the-frequen+
cies of the harmonics' of the fundamental closest to the formant centers.
Nonetheless, there may be a kind of auditory induction occurring, based on the
varying relation of the frequencies of the three simultaneous tones, that
produces a time- varying residue heard as the intonation contour. This possi-
hility would’ be similar. to the inductien of the missing fundamental (Licklid-

.er, 1956; Schouten 1940). . -

: Third, the 1listener may use one of e three tones both for segmental
"information and for intdnation information. Although the principal ‘acoustic
correlate of sentence intonation -is the fundamental frequency, and although
the fundamental frequency is present in the speech spectrum -at an average of

"two octaves below the first formant, both psychophysical and el&ctrophysidlog-

ical evidence suggest that listeners may detect the fundamental frequency of
natural utterances_by attending to the periodicity of the harmonics of the
fundamental in the vicinity of the first formant (Greenberg, .1980). If an
extrapolation of those findings 1is appropriate to the &inusoidal case, we
would expect the apparent intonation to be based on the ‘pitch of the tone
replicating the first formant of 'the natural utterance on which it is modeled.

a -

-

To determine)the basis for the apparent intonation of -sinusoidal sen-
tences, we performed a test «of jthe apparent similarity of pitch contours, in
which gsubjects®judged one*member of a pair of tone patterns as more like the
speech melody of a sinusoidal sentence. The set of candidate intdnation pat-
terns included- each of the three tones of the sinusoidal sentence pattern
presented individually, a plausible fundamental. frequency pattern derived from

"the amplitude envelope of the sinusoidal séntence,’ and a ,tone that reproduced

the pattern derived by computing the greatest common divisor of the three

"tones at intervals .of 10 ms throughout the’ sentence On each trial, the sub-

Ject was ‘asked.to identify the sentence melody of a three- component sinusoidal
senténce presented ance, and then to select the single-tone pattern rrom the
two alternatives that was more like the melody of the sentence.

-t
.

Method ' . '

’
.

Subjects. -Fifteen adults with normal hearing in both ears were recruited

- by hapdbill from the combined populations of Barnard and Columbta Colleges,
All were native speakers of English, and none had participated in other

experiments employing sinusoidal ngnals Subjects were paid ‘for their ser-

Vices. LI B ) B 9 -
. g . - ,
Stimuli. The acoustic materials used in this test consisted.of six si-
nusoidal patterns>-one three-tone sentence pattern and five single tone pat-
terns--produced by the sinewave synthesizer at Haskins Laboratories. This,

SOftware synthesizer generates sinusoidal patterns defined by parameters of

[]
\ .
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frequency and amplitude for each tone, updated, in this ecase, at the rate of

-- 10 ms per parameter ‘frame. The initial synthesis parameters were obtained by

analyzing a natural utterance, the sentence "Where were you a year ago?" pro-
duced- by one of the authors * This utterance was recorded on audiotape in a
sound-attenuating. chamber . and converted tbd digital records by a VAX

11/780-based pulse-code modulation system using a 5 kHz low-pass filter on in-.
put and a sampling rate of 10 kHz.. At 10 ms intervals, center-frequency and
amplitude values were determined for each of the three lowest flermants in this -

utterance by the analysis technique of linear prediction, In turn, these val-
ues were-used as sinewave.synthesis parameters after correcting ,the errors
that linear prediction is prone to commit. . Generally,-inappropriate Values
are easy to -identify in -the. parameter® table. They are likeliest to be found
when the formant extraction routines are unable to identify any amplitude
peaks in 'the spectrum, for example, when amplitude is low due to consonant
closures. Formant patterns are also corrected if the analysis designates an
extraneous "formant," which displaces the proper values to the next highest or
lowest formant, for example, during raptd spectrum change. A full description
of sinusoidah replication of natural speech is provided by, Remez, Rubin, and
Carrell (1981). .

-

The sentence pattern that was matched to the natural utterance was com-

~posed of three time-varying sinusoids. Tone 1 corresponded to the first for-

mant, Tone 2 to the setond, and Tone 3 to the third. A Fourier spectrum for a
section of the three-tone pattern is shéwn in Figure 1A%, Note that.the rela-
tive energy in ‘the three tones decreases with increasing frequency, imitating
the natural case, but that the broadband formant and harmonic structure common
to voiced speech ts not present. The_five'alternative'single-tone patterns
that were used to compose the pairs of alternatives were: Tone 1, Tone 2, or
Tone 3, each a component of the sentehce pattern that the subject heard at the
beginning of each trial; a plausible fundamental frequency pattern {PF0)
computed from the amplitude envelope; and the pattern comprising the values
of the greatest .common divisors (GCD) of the three concurrently varying tones
in the replica of, the natural utterance, computed for each 10 ms frame of the
Sinusoidal. synthesis parameters, Each of the single°tone alternatives was
produced with eqyal average power. The PFO was derived By modulating the fre-
quency of a 100. Hz -tone to follow the changes in amplitude ef the waveform of
the sinusoidal sentence. The maximum range -of this tone was 20 Hz, and the
max imum rate of frequency change was 1 Hz/10 ms. Finally, the frequency val-
ues for¥synthesizing the "missing fundamental" tone were determined by comput-
ing the integer, for each synthesis frame, of greatest value that served as a
divisor for each tone frequency, with no more than a 2% remainder. The aver-
age.frequency value of this plausible missing fundamental tone was 92 Hz, well
within the fundamental range of the talker producing the original utterance
from whfch. these siX tonal patterns were derived, The amplitude values of
this tone Were matched for each 10 ms frame to the amplltude values of Tone 1.

A graphic representation of each of the five single-tone patterns is presented
in Figure 1B.

o AN -

The synthesized test materials were coOnverted from digital records to

analog slgdals, recorded on audiotape at Haskins Laboratories, and were

presented to, listeners in the Perception Laboratory of &he Départment of
Psychology, Barnard College by playback of the audiotape. Average signal
levels were set at 72 dB SPL. Stimuli were delivered binaurally in an acoust-
ically ‘shielded room over Télephonics TDH-39 headsets. '

s .
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(A) This panel ,is the Fourier spectrum of a representative section
through the three-tone pattern replicating the sentence "Where were
you a- year. ago?" {B) The five tone patterns used as stimuli in
Experiment 1. #Top panel: The .three-~tone pattern replicating the
first three formant tenter- frequency values of the séntence "Where
were you a year ago?" Middle panel: The pattern compoaeg of the
greatest common divisons (GCD) of the three tones in the sentence
replica, computed for each 10-ms synthesis frame. Bottom panel: A

-plausible fundamental frequehcy pattern {PF0), computed from the

amplitude envelope of* the sentence pattern. In all cases, w@ria-
tion-in thickness represents amplitude variation, .

196 197 -



-

. a
Remez & Rubin: Sinusoidal Intonation
Procedure. Li 2rs were instructed that the experiment was examining
the identifiability vocal pitch, the tune-like quality, of synthetic sen-

tences. To illustrate the independenge of phonetic structure and sentence
melody, the experimenter sang the phrases "My Country 'Tis of Thee" and "I
Could Have Danced All Night"‘with the original melodies and with the melodies
interposed. When subjects acknowledged they could determine the melody of a
sentence regardless of the words, they were instructed a) to attend on each
test trial to the pitch changes of the sinusoidal sentence, b) to identify the
pattern, and c) to select which of the two patterns more closely resembled the
pitch of the sentence. Subjects recorded their choices in specially prepared
response booklets. ) :
. -

Each trial had the same format. First, the sinusoidal sentence "Where
were you a year ago?" was presented-once. Then, one of the five single-tone
patterns was presented. Finally, a second single-tone pattern was presented.
There were ten different comparisons among the five different single-tone al-

ternatives. Counterbalanced - for order, each subject judged each different,

comparison ten- times. Each sinusoidal pattern was approximately 1400 ms in
duration; the interval befween items within a trial was 1 s: -and, the silent
interval between trials was 3 s. '

Results and Discussion

An analysls of variance was used to identify the differences smong the
means of subjects' performance 1in the differential similarity test.
Irrespective of the order of alternatives within a triel"there were ten dif-

ferent trial types comparing §onal alternatives: Tone 1 vs. Tone 2; Tone 1

vs. Tone 3; Tone 1 vs. PFO; Tone 1 vs.-GCD; Tone 2 vs. Tone 3; Tone 2 vs.
PFO; Tone 2 vs. GCD; Tone 3 vs. PFO; Tone 3 vs, GCD,, and PFO vs. GCD. For
each type of ‘trial, a signed value indexing the preference for one alternative

or the other was computed by’ taking the difference of the number of trials,

(out of ten) on which the subject selected the first alternative versus the
second. (The order of alternatives used to determine.the sign of. the differ-
ence was the order of the alternatives given diregtly above.Y. Note that if
the subject had no consistent preference within a trial type the *index value
approached 0, while A consistent preference approached (+ dr =-) 10, The

. ‘one~way analysis of ‘variance revealed a. significant difference among the means.

of the similarity scores on different trial types, F(9,126) = 11.8, p < .001.
Scheffe post hoc means tests showed that Tone 1 was preferyed to every alter-
native with which it was compared° but that in trials excluding Tone 1 the
greatest performance difference was not significant. Histograms of .the group
data are shown in Figure 2. The figure represents the proportion of.trials on
which each alternatiwve in each comparisqn type was gselected. From this figure
it seems clgar that the, tone replicating the first formant is chosen as the
sentence pitch in any comparisbn that includes it (2A), and that in every oth-

~er case the cholice of tone is_equivocal (2B). * . , Cos ‘

. L]
o, -

The outcome supports a few conclusions about the cause of the odd ihtona-
tion of sinusoidal sentences. It seems that the tope that’ replicates the
first formant of the natural utterance is put to two uses, perceptually, by
listeners, Althqugh it seems to provide segmental information about. conso-
nants.and vowels, vas we expected, it also serveg as the acoustic correlate of
sentence pitch, a function usually attributed to the fundamental frequeéncy of
phonation. This outcome 'seems surprising because Tone 1 in sinugoidal sen-

tences is typically one and one-half octaves  higher than the fundamental, as
- * ' -
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i) . .
is the first formant in natural utterances. Moreover, Tone 1, would be quite
beyond " 'thé comfortable phonatory range of adults capable of producing the

. associated formant frequencies, THe perceptual preference for Tone 1 as the

bptonation of the sentences is not to be expected, therefore, if perceptién is
based primarily on the listener's knowledge of the normative articulatqry
abilities of talkers. Although some evidence implies that:the variation in

. fundamental frequency in natural speech 1is correlated with formant ‘pattern

(House & Fairbanks, 1953; Lehiste & Petegson, 1961), no current proposal also
suggests that the perceiver uses th¢gZ first formant frequency variation as
infgrmation both for intonation and for segment identification. This, howev-
ér, seems to have occurred in the case of sinusoids. :

N » - . .
Researdh on the phenomenon of the dominance region {(for example, Plomp,
1967; Ritsma, 1967; see also Greenberg, 1980) may begin to explain this rers
sult, These studies edtablished that the impression of pitch corresponds to
the shared fundamental period of,the third through fifth hgrmonics, and not to

. the periodicity qf excitation occurring in the lower or higher frequencies."
-In the nonspeech case (Plomp, 1967), listeners judged the apparent pitch of
.complex signals composed simultaneously -of two different harmohic series.

Each series presumably could have led to the impression of a different pitch,

Bbut the series falling within the "dominant" region in’'fact determined the
pitch. In the speech case, Greenberg (1980) recorded evoked potentials to
synthetic vowels in human subjects. He found that the auditory representation
of fundamental frequency was strongest when the first formant occurred within
the dominant region., If the impression of pitch is obtained from analysis of
this band,in the auditory representation, then the implication of this work is
clear: A persqn listening to speech normally uses the region of the spectrum
associated with the first formant to obtain periodicity information as well as

"to detect the frequency of the first formant’ itself. Ordinarily, the

periodicity of the stimulus in this regich and the frequency of the first for-
mant will differ, although in the present case they happen to be identical. .
We cannot bd‘sure, however, that Tone 1 “is selected for its presodic role
for any reason other than i% is the loudest tone in the three-tone complexk.
Recall that the parameters specified for each time-varying sinusoid in the
ree;réetion of .the natural utterance include a formant,center frequencyfgnv a
formant amplitude specification, both derived by linear prediction analysis of
the speech waveform. Because the first formant in natural speech commonly has
the greatest energy and each higher formant 1less energy, this spectrum
envelope ro}loff 1is therefore preserved in the sinusoidal imitation. To’
identify thelrelation between the selection of Tone 1 as the pitch contour of
the sinbisoidd]l sentence and its relatively great acoustic power, we performed
Experiment 2.\ In addition, we attempted to test the generality of our finding
by using a ne sentence. :
: ‘ Expe?iment 2

In this portion of our study, we varied the relative amplitudes ofl the
three tones composing the sinusoidal sentence, and again ehployed.a test of
differential similarity to determine the alternative most similar to the into-
nation of the sinusoidal sentence. If, in Experiment 1, Tone 1 was judged
most similar in piteh pattern to the intonation of the sinusoidal sentence
merely because Tone 1 had the greatest energy of the three components of the
senpence pattern; then this should not recur when the'relative amplitude
di;rerences of the three tones are eliminated, or reversed, On the other
hand, if Tone 1 is the stimulus for intonation because it occurs within the
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dominance region, .then we should not expect amplitude variation to change the
differential similarity performdwee, .as* long -as Tone 1 is detectable (Ritsma,

} 1967). Expeniment 2, therefore, estimated the effects on apparent intonatdion

of equating the amplitudes, and of inverting the order of amplitudes, among
the tones of a three-component neplﬁai of a natural. utterance. In addition,.
we also used_a different senflence in order to identify any effects that may
have been particular to the p etic properties of the sentepce used in the
first experiment. . o

\ .
. ’

Method , ' ' - q

- . L 4

~

-

Subjects. , Fourteen listeners were again-drawn from the local populétion
of audiologically normal undergraduates. None had been tested previously in
studies of sinusdidal synthesi Subjécts received pay for participatings '

Stimuli. A three-tone replica was prepared for the sehtence "I read a
book_today, " according to the procedure described in Bxperiment 1, .Two ver-

'sions were subsequently made from this replica. 1In the first, the tone aopli-

tudes were set equal; in the second, the amplitude order was the inverse of
the natural case, with Tone 3 possessing the greatest power and Tone 1 the
least - Figure 3A shows the pattern of thpée‘tones composing the sentences,
Figures 3B and 3C show Fourier spectra of sections of the equal (flat) ampli-
jydé'and uptilted amplitude versions of this sentence.

The single-tone “alternative patterns to be compared with the apparent
intonation of the slnusoidal sentence on each trial consisted this time simply
of each of the three individual tanes composing the sentence. The single-tone

- alternatives were. prepared as in Experiment 1, with equal average power. On

each trial, the subject heard one of the two versions of the sentence, with
the flat or the uptilted spectrum, follewed by two of the three alternative
tone patterns.

Procedure, "Each trial began with a single presentation of the sinusoidal
sentence ."I “fead a book today," in-either the flat or the uptilted spectrum
version. Two single-tone alternatives followed, ‘from which the subject
selected the- better matgh to the apparent intonation of the sentence.
Collapsing over the counterbalancing: of order for each pair of alternatives,
there were three different types of trials: the comparison of Tones 1 and 2,
Tones 1 aRd 3,. and Tenes 2 and 3. Each of these was presented twenty times,
ten times in;eachpoyder. In addition, twelve trials were interspersed in the
test order in which a normal spectrum relationship occurre#l among the tones of
the sentence, although the overall power was greatly reduced. The only alter-
native tonal intonation patterns presénted for. this quiet, normal-amplitude
rolloff sentence were Tones 1 and:2. The data from this condition served as a
converging chéck on the outcome oﬂ the first exéeriment

One hundred and thirty-two trials weré presentea\an this test. On each
trial; the subject firdt identified the intonation of the sinusoidal semtence
presented and then selegted the more similar of, the two lagging alpernative
tone patterns. The choige was recorded in pencil on a specially prepared re-
sponse booklet, There wgre intervals of 1 s between items within a trial, 3 s
between trials,.and 8 s following every twelfth trial, :

. N .
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Results and Discussion ,
- "The judgments were handléd in fa’ manner analogous to Experiment 1. Signed
preference scores were determined for the three comparisons of the flat and
upﬁilten‘sentence conditions. For each comparison, the differénce was comput -
ed between the number of trials on which the first alternative was chosen ‘and -
the number of trials oh which the second was chosen. 1In the computation of
the different’écoﬁes, the alternatives were compared in this order: Tone 1
‘'vs. Tone 2, Tone 1 vs. Tone 3, Tone 2 vs. Tone 3.. A two-way repeated measures
analysis of variance; with the factors SENTENCE (flat vs. uptilt) and COMPARI-
SONS (Tones 1 vs. 2, 1 vs. 3, and 2 vs. 3) was used to determine whether there
was an effect of tone amplitude in the sentence on the perception of intona-
tion. The data from the quiet, normal-amplitude trials; in which Tone 1. was
the clear preference, were omitted from this analysis, . : : v

The group data are shown in Figure 4. It is obv®ous from that figure
that Tone 1 retains its preferred status. This is confirmed by the-analysis
of variance.: There was a main effect of sentence type, indicating that the
preference scores were more consistent for the flat than for the uptilted sen-
tences, F(1, 13) = 9.5, p < .01; 1in addition, there was a main effect of tri-
al type, F(2, 26) 10.1, P < .001, with Tone 1 preferred to each of the two
pairs in whi¢h it 06/ urred, ‘andjno consistent preference between Tones 2 and.
3. The interaction term was noqgsignificant, F(2, 26) = 0.6, p > .1, indicat-
ing that the subjects preferredtTohe 1 as the best match for sentence intona-
tion regardless of the spectrum manipulation.

This experiment supports the conclusion of our first experimeht on sinus--
oidal intonation. It seems that the functions of Tone 1 include both the seg-
mental use typically associated with the first formant that it replicates, and
the use typically identified with the fundamental frequeney of phonatidn in
. natural speech. The durability of the listener's reliance on Tone 1 for into-
nation information 1is noteworthy, especially considering the inversion of the
order of relative amplitudes among the tonal components of the signal. It
suggests that the dual use of Tone 1 in sinusoidal sentences is brought about
by virtue of ifs occurrence within the dominance region, and#not because it is
the component with -greatest power. .Periodicity within this fqpquency band,
including instances of relatively low power, evidently determines the pitch
. pattern of the perceived sentence. It seems, then, that Tone 1 is concurrent-
- ly represerited as an amplitude peak in the spectrum, which- provides informa-
tion about: segmental phonetic properties of tHe utterance, and also-as a peri-
odic,spectrum element that determines the apparent pitch of the tonal complex.
Ordinarily, 1in speech, the frequencies occurring within this region are
harmonics of the fundamental frequency of phonation. However, in- this
anomalous dcase..of formant center frequencies without harmonic excitation,
there is no stimulation, periodic or otherwise, in the range of a “talker's
fundamental, and therefore no harmonics in the dominance region. There is,
— - - - -stmply,—the-time-varying freguency of the tone following the formant, which is

treated as the stimulus for pitch by default, regardless of its amplitude rel-

ative to the other components. T . '

To conclude that the intonation of a sinusoidal replica is the correlate
of Tone 1, and that this is attributable primarily to the occurrence of this
time~varying periodic tone within-the dominance region of .the auditory system,
we must establish that listeners rejpot Tone 1, as the best mateh of sinusoidal
sentence intonation when the sentence does not include that tone. In other
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words,’ if a two—tone pattern, including only Tones 2 and 3, is presented in

v the same paradigm as: in Experiments.t and 2,_llsteners should not report that
Tane 1 matches the intonatiqn ‘of this pattern. Were they to persist .in )
identifying Tone 1.as the intonation pattern,, we would be forced to conclude
that the phenomenon of - sinusoidal intonation-is léss_a matter of the ordinary
perception of extraordinary. signals as we have alleged, and actually is a

- matter of special inducttion of ad hoc attributes of an unfamiliar stimulus.

. Experiment '3 was performed to test whether Tone 1 1is 1identified as the
correlate of intopation for patterns that do not cemtain it, ’
”Experiment 3( , - | B ;

] . . \ ’

At ‘this point, the: evidence shows that ‘the tone following the frequency
variation of the first formant is the correlate of the intonation of sinusoid-
al sentences. Ip all eases, Tone 1, corresponding to the track ofsthe first
formaftt, was judged more like the sentence intonation than’ any other
candidate., Our conclusion has. emphasized the listener 8 tendency to identify
the periodiciry of the stimulus by attending to the dominance region, and to
perceiye pitch from the representation of stimulus frequency within that re-
-glon. Independent evidence from studies of nonspeech tones and vowels sup-
ports the general conclusion that frequency in thé dominance region causes ap-
parent pitch, even for natural speech. Hence, the explanation of sinusoidal
intonation that we offer is that these atypical stimuli are evaluated
perceptually in essentially the same manner as$ are nonspeech tonal complexes
and speech sounds. PR -
ﬁowever, simply because subjects choose Tone 1 consistently-as the best
match to apparent pifch does not mean that Tone 1 is causing the pitch per-
cept. To support ‘this characterization of the perception of sinusoidal into-
nation, we must determine that subjects do not select Tone 1 when it is absent.
from the tonal sentence. If subjects select Tone 1 as the match to intonatibn

- only when it is prresent in the sentence, then we would have reasonable grounds
to s support our stimulus-based hypothesis of*/the phenomenon. Otherwise, if -

subjects continue to prefer Tone 1 to other candidate tones when that tone is

. omitted .from the sinusoidal Sentence, then we would necessarily conclude that

intonation occurred through a form of audifory induction, however similar this
induced pattern would be to the pitch contour of Tone 1. Experiment 3

oL 'N)svaluated this possibility by presenting a test of differential similarity in

hich the sentences to be matci?d contained either the three tones correspond-
ing to the first three formanTs or merely the tones corresponding to the sec-
ond and third formants, omitting the first,

-

Method, , -
< (

) Subjectsf Twenty=-6ne listeners were selected as before from the student
population of Barnard -and.- Columbia Colleges. None had participated prevtously

in experiments of this nature. They,were paid for their participation.

Stimuli. The .three-tone sinusoidal replicas of the sentence "I read a
book -today" prepared in Experiment 2 proyided the basis for all stimuli in
this test. Three versions of the sentence were used, The first was the
uptilted amplitude replica, in which the tone. amplitudes were .the inverse of
the natural case of formants. Tone 1 had the least. power, and Tone the
most. The second sentence was the pattern céhsisting only of Tones 2 and 3 of
this replica. This two-tonempattern was equated informally, by the authors,
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for loudness equal to the three-tone pattern. '‘Note that Tone- 1 is omitted .

from this pattern. The third sentence was the three-tone replica, preserving

the natural amplitude relations among the tones but presented at low power,

again to serve as a check on the outcome. The three single-tone patterns from

-~ . Experiment 2 were used, as alternative pitch contodrs in' this. test of differen-
tial similarity.

Procedure. Listeners were instructed to. identify the sentence melody of
the sinusoidal "sentence presented fingt on each trial, and then to select the
better match ‘to- that sentence melody from the two lagging single-tone alterna-
tives. Subjects were urged not. to omit judgments. The choices were scored in
- pencil in specially prepared response booklets.

" There were three different combinations of alternatives, counterbalanced -
for drder_of’presentation "Tone t vs. Tone 2, Tone 1 vs. Tone 3, and Tone 2
vy. {one 3. ' Each trial type was presented twenty times in random order with
"each of the two sentence’ versions, Three-Tones and Tones 2 and 3., A third
sentence, Normal-Quiet, occurred twelve times in this test paired only with
Tone 1 vs. Tone 2 alternatives, The test,” then, consisted. of 132 trials.
Within a trial, the three patterns were separated by intervals of 1 s. Trials‘

\ were separated by 3 s, with 8 s between blocks of 12 trials.
\L Results and Discussion — o \
. - i ,
ii§p -The results of the similarity judgments are shown 'in Figure 5. It is
¢lear that subJects once again selected Tone 1 when it occurred as a component

" of the 8entence. In the caae of "the sentence containing only Tones 2 and 3,
however,* subjects instead preferred Tone 2 to Tone 1 as the best match for the
sentence intonation. This outcome corresponds to a highly significant
interaction term in the analysis of variance, F(2, 40) = 524, p < .001. Sub-
Jects also preferred Tone 2 when it was pitted against Tone 3 in the context
of the two-tone Sentences. Overall, subjects reported that sentence pitch was .
matched best by Tonexi only, when that tone was a component of~€he sentence.

This third experiment 1is encouraging with respect to the hypothesis we
offered about sinusoidal intonation, Subjects appear to be treating these
anomalous signals in a manner similar to speech signals. It is as if the seg-
mental information is obtained from the formant-like frequency variation of
the tones, and intonational infermation is provided by the periodicity within
the dominance region. This occurs despite the congruence of these two kinds
of infformation in the pattern of frequency variation of Tone 1.

Howsever, to establish tMe appropriateness of this application of the

‘ dominance region notion, we must perform one final test. This is necessitated
by the kind of evidence we have obtained so far on the predominance of Tone 1

\\\ “in producing the apparent intonation. Although our experiments have shown
that listeners consistently Judge this tonal - .component to be most like the
sentence melody of a sinusoidal utterance, we have not separated two aspects -
of this tone within the three- tone pattern that composes a sentence.' In the
three tests” that we report, the fone corresponding to the first formantq has
been both the tone within the doninance region and -the tone with the lowest
frequency, overall, in the three-tone complex. Because of this fact, we can-
not distinguish empirically between the dominance region hypothesis and a low-
est-frequency component -hypothesis. To do so requires a test in which the
subjects evaluate a sentence that cepntains tonal components falling in the
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dominance region, below the dominance region (with frequcncies < 400 Hz) and
aboye the dominance region (with frequencies > 1000 Hz). We can predict the
outcome based on Experiments 1-3: When subjects listen to such a sentence,
they should either attend 'to, the tone within the critical frequency range for
perceiving dntonation,. whieh would encourage the dominance region explanation

‘that we have proposed; or,. they should prefer the lowest frequency tone,

which would falsify the dominance region Hypothesis, though in-a manner .con-

_sistent with the findings that we have noted throughout this investigation.

This test is the topic: of Experiment U,

-

Experiment 4

The origina1 rationale for the dominance region was that the auditory
system gets the stimulus for: pitch where the harmonics are resolved phe best.
At this juncture, - we  have shown the superiority of Tone 1 (correspondlng to
the first formant) compared to simultaneously occurring tones with higher fre-
quencies. * Additionally, the dominance region hypothesis predicts that
listeners should also reject tones falling below the dominance region., To
perform this test of the claim, we returned to the natural utterance of our
familiar test sentence, and analyzed its fundamental frequency pattern. From
this analysis, a new set of sinewave synthesis parameters was created to form

a tone with a pattern of frequency variation matching the natural fundamentalq

frequency contour. These values were used in combihation with the three-tone
replica to generate a four-tone sentence, comprisihg a Mfundamental frequency"
tone and the three "formant" tones, as well as the additional single tone al-
ternative to use in the similarity test format.

In the four-tone sentence that. subjects evaluated, the tone matching the
fundamental frequency contour falls below the dominance region. If the like-
ness of the first formant tone to the apparent sinusoidal intonation is based
on its occurrence within the critical frequency* range, .then we may expect
listeners to reject the fundamental frequency tone no less consistently than
they ‘have rejected the second and third formant tones in Experiments 1, 2, and
3.” In other.words, a tone representing a fundamental frequency pattern from a
natural utterance should ironically not provide information for sentence melo-
dy in this case, despite the naturalness of its pattern of variation and the
appropriateness of its occurrence in the normal frequency range of tQ\ funda-
mental frequency. °* :

—

Method ' .

Subjects., Twenty-four listeners participated in this study. They each
reported a normal history of speech and.hearing function; and had not previ-
ously been introduced to synthetic speech or sinewave materials. Our subjects
were student volunteers who received course credit in exchange for taking this
brief test

Stimuli. -The sentence presénted to subjects in this test was composed of
four tones: Tone O corresponding to the fundamental frequency (commonly
termed FO) and overall amplitude of the original natural utterance of "I read
a book  today," on which we patterned the sinewave sentences reported in the

. previous two experiments; and Tone 1, Tone 2, and Tone 3, each corresponding

to the pattern of center-frequency and amplitude variation of the first three
formants. -The values of the.fundamental of the natural utterance were ob-
tained by employing the cepstral method of pitch extraction on the:sampled da-
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ta, and were converted to sinewave synthesis parameters by 1nc1ud1ng amplitude '
valqes varying in imitation of the overall \energy of the natural utterance,
The pattern of frequency variation of Tone*0 {s shown in Figure 6A. The )
four-tone pattern formed hy combining Tone O with the three tones that -
replicate formant variation preserved tbe natural .spectral amplitude rolloff, z
\ as shown in Figure 6B, ) ) - '
g - ** The test stimyli also imcluded the four sinusoidal components realized as
single-tone patterns, to be used as alternative pitch stimuli in the similari-
ty test. Eath of the tones was resynthesized in isolation and the four were
- equated for loudness, .

F

[ . . : ' .
As before, the test sequence was recorded on audiotape, and preseﬁted to
listeners via playback and calibrated headsets. An average listening level of
72 dB SPL was used. - T ‘
A " Procedure, ‘A test of apparent similarity was again used in.this experi-
p ment. Each trial consisted .of three sinusoidal patterns: first, the
‘four-tone sentence pattern, followed by two single-tone patterns. There were
six "different trial types, exhausting the possible comparisons among the four ’
single-tone. candidates: Tone 0 vs. Tone 1, Tone 0 vs. Tone 2, Tone 0 vs, Tong '
. 3, Tone 1 vs. Tone 2, Tone 1 vs. Tone 3, and Tone 2 vs. Tone 3. Each was
o - presented in two orders to counterbalance the occurrence of alternatives,
Altogether, the test consisted of the six¥ trial types presented 14 times each,
including counterbalancing, composing a sequence of 84 trials.

. On each trial, subjects were instructed to identify the sentence melody
of the first sinusoidal pattern, and then to select the better mat¢h of the
_ two ;agging alternative patterns. Omissions were discouraged. The judgments
. were reported with pencil and paper using specially prepared booklets.

. Results. and Discussion ., ' R
The histograms in Figure 7 describe the results of the similarity test,
Tone 1, corresponding to the first formant, was ¢&nce again preferred to every
- other candidate tone. Tone 2 was judged more similar to the intonation pat-
- tern than was Tone 3, an unanticipated effect. And, most éritically, subjects

rejected Tone 0 consistently when it was an altennative paired with Tone 1,
indicating that the impression of sSentence melody is stable. These results
. were confirmed in the analysis of variange of similarity scores, F(5, 155) =

o 40.1, p < .001, and by Scheffé pbst hoc means tests. :

The pattern of results of Ekperiment 4 clearly confirms the appropriate-

ness of the dominance region hypothesis for the phenomenon of sinusoidal sen-
» tence intonatiord. In fact, the congruence of 3segmental and intonational -
information in the sinusoidal case of Tone 1 permits us to support a proposal
about auditory analysis. of natural speech: Fundamental periodicity. is . ). .
represented in the auditory -system based on harménics detected ithin the
dominance region and not on attention to the fundamental itself. Because Tone
1 octurs within the range of this normal region for detecting periodicity in
the waveform, it seems to be treated as the principal stimulus for pitch
perception. ’ :
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% General Diséussion

Prosody 1is a/perceptual dimension of Jtterances that is notfcaused by
variation 1in any/ single physical dimension of the acoustic signal. The
Listener is likelf to treat the duration, amplitude, and fundamental period of
portions of thel!speech signal as’ changes in the rhythm, meter, and organiza-
‘tion of the ‘lingufstic utterances that perception defines. One aspect of
prosady is intonation, or sentence melody. The problem for the theorist is to
‘idéntify the relations among the quite dissimilar physical ingredients that
produce impressions of ‘intonation in some cases, but create impressions of
duration, or loudness, or lexical stress, or perhaps syntactic censtituent
bduhdaries,,in others, In addition to the effects of these physical varj-
ables, perception of intonation has been viewed as a process that refers to .
linguistic knowledge; because judgments of intonatiohn of€§L reflect lexjcal

properties (Lieberman, 1965; but see Lea, 1979).

- 4

Given the intricate interplay of physical and ﬁzkceptual components in
prosodic perception, it seem anticlimactic to assert that the perceptton of
intonation is based principally on fundamental frequency, in some instances
necessarily so (Abramson, 1972). However, intonation is potentially deter-
mined from-‘ integrated eriergy or from frequency variation in the third and
fifth formants ‘in whispered sentences (Meyer-Eppler, 1957), which lack
contours of fundamental fregquency. As such, the whispered utterance is the
most reasonable precedent for sinusoidal sentence perception., A sinusoidal
replica also lacks a _ fundamental frequency of excitation common to its tonal
components, and therefore we might have expected it to be treated in a manner
similar- to that of a whispered ‘sentence. Instead, we found consistent
perceptual reliance on the portion of the signal within the dominance region
as the primary ingredient.to intonation, much as occurs for normal ut®erances.

-We cannot -yet define a prinoiple~by_wh1ch intonation is variously derived
from the fundamental, or the amplitude envedope, or the higher formant fre-
quency chapges. Because our exploratory studies probed this phenomenon at the
sentence level, ‘neither have we determined the extents of the likely influence
of duration, amplitude, and relative frequency change, on the one hand, or of
lexical access, constituent structure, and the encoding of intonation in memo-
ry, on the other. Each of these factors ‘may be suspected of moderating the
effect on fundamental frequency. Even if these other influences are slight,
Wwe may nevertheless expect intonation to differ from the fundamental frequency
pattern (Hadding-Koch & Studdert-Kennedy, 1964). With these cautions in mind,
we propose that our investigation describes the perceptual registration of the
strongest influence on intonation, the fundamé;tal frequency.

The studies reported here lead us to conclhde,that speech signals are an-
alyzed for fundamental frequency in the dominaﬁce'regipﬁ, coincidentally, the
region of the first formant, as Greenberg (1980) hypothesized on the basis of
studies of the strength of periodicity in auditory evoked potentials with
synthetic vowels, It is somewhat ironic that sinusoidal signals, clearly
unnatural in vocal timbre, provide evidence on this question, But, if the au-
ditory system ordinarily detects periodicity from the harmonics in the domi-
nance region, then when it fajls ‘to find harmonics it seems nevertheless to
represent the: pitch of a complex signal by its period in this region. A si-
nusoidal sentence is a kind of exceptional stémulus that tests the-rule, and
confirms it. v
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Is the intonatibn of sinusoidal-sentences %he result of periodic atous-
tic"structure'qubsedhently transformed by duration and loudness (or by segmen-
tal and morphological structure)? If sinusoidal signals and natyral speech
are analyzed in a common manner, as we claim, then'we may certainly expect si-

" nusoidal intonation to be affected by acoustic "and linguistic properties be-

sides frequenty of the tone in the critical range. For the present, though,
the evidence suggests that the primary correlate of sinusoldal intonation is
the tone that reprgduces the frequency variation. of the first formant. And,
while this outcome is revealing about the perception of natural speech,- it al*
30 supports the contention that sinusoidal- replicas of utterances are per-

" celved like ardinary phonetic signals,

. ' 4
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Footnotes

'A pure tone is not a formant. A sinusoid is defined by the function .y ="

asin x, and may occur at any frequency within the audible range. A formant is

a ‘natural resonance of the vocal tract, and its frequency is defined. as the

peak of the spectrum envelope drawn to enclose the harmonics produced by the
excitation of the vocal tract (Fantﬁ 1956). . Although we have constructed
Sinusoids that imitate the pattern of formant center-frequency variation, they
do not also imitate the acoustic strlicture of formants, by thls definition.

For a basic discussion of the physical acoustics of speech, see Joos- (1948).

-

though this definition is perceptua troublesome. This 18 so because the

2The intonation of a sentenceliﬁj its pitch contour (Catford, 1977),
y
efer to that perceptual impression

with fundamental frequency, although ‘pitch applies to speech and nonspeech,
and intonation more narrowly applies to speech exclusively. In view of this,
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is serNence intonation the product or the equivalent of sentence pitch con-
tour? The fact that/ aspects of signal duration and power intrude on the

" perception of both intonation and pitch argues'that both terms name the same

attribute, The influence of lexical structure in judging sentence melody
argues against any simple equivalence, although it by no means warrants that a
separate auditory impression of pitch contributes to the impression of intona-
tion. (Linguists have occasionally combined the analysis of intonation and
word stress [reviewed by Lieberman, 1967], although to do so does not dismiss
the phenomenon of sentence pitch-~it simply adds another problem to consider.)
Qur present use of the teym, then, refers to the fact that sentence "pitch
contour,", sentence "melody," and sentence "intonation"™ seem to indicate the
same aspect of spoken sentences although its perceptual derivation is diffi-
cult to resolve. T
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