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Abstract -

o

This séudy examined three statistical methods for selecting items for

mastery tests. One is the pretest-posttest method due to Cox and Vargas
C1966); ie is computationally simple, but'hes'a number of serious
ltmitatione. The second is a latent treit Qethod recommended by Qan der
Lirden (1981);,it is computationally complex, but has a du%ﬁer of theoretical
advantages. The third mefhod,;propbsed herein, parallels the latent Eraiq
method in many respectsi gut it is~ceﬁpﬁta;ionally simble, like the pretest-
. ! .

posttest procedure. A tctal of eighty-ome distidct data sets were simulated;

and the three item sg&ection methods were applied to each data set for the

. it
purpose. of studying relationships among the methods. The correlation between

the latent’ trait method and the one proposed herein was substantial,
suggesting that the latter might be recommended as a practical alternative to
the former. The resuits for the pretest—postteet method tended to confirm its

reputed limitations.
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‘of individualiieﬂ educationa1~programs/(see,ffor ekample,jnaVis,_1983{

e

\/ L ‘ BACKGROUND AND PURPOSE - -

Mastery testing has become increasingly popular within the classroom

Lt

during'the last decade,: for at least two.reasons. First is the increased use

. .o . . <.

Hambleton &[NOQiCk,’1973; Huynh; 1976).f Second,.is the n0vement to.upgrade )

education and to hold teachers and school systems accountable for that which
. ¢

.
LY
.

they claim to‘teach (see,.forrexample Bock 1976) R

K

Mastery testing presumes a series of well defined tasks to be assessed
and a’ cutoff which distinguishes those who have successfully mastered the

aforementionedntasks, and those who have not. According to Glaser (1963)

.o

\, . : N .
criterion-referenced test scores should maximize the difference between these

)

' two groups and.minimize differences uithin groups. For a mastery test, this

means selecting items that discriminate between masters and nonmasters, as

opposed to within masters and within nonmasters. The generdl consensus

» c Ly
correctly and nonmasters answer incorrectly™(see, for example, Edwards, 1970;

RPN , . B - .
appears to be that a‘éozd mastery test item is one which masters answer

Lord, 1980); and the index proposed herein is based on this.concept. An

~ \

abundance of statistics have been proposed for selecting,items for a mastery‘

test (Berk, 1980). Unfortunately, some of these statistics have conceptual
~ : : ‘ - o =

flaws, whild others are too complex for routine classroom use. Thus, this

"study proposes a simple-itemrselection statistic for classroom use and

compares it to two other statistics that have appeared previously in the
literature (Cox & Vargas,_1966; var der Linden, 1981).

I'd
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The Pretest- Posttest Statistic S R ‘ -

L8 . - Tt ’ -

In 1966 Cox’, and Vargas proposed a pretest-posttest statistic designed to
sélect criterion—referenced test items. The pretest posttest stat1stic,'

t

designated D Pp? :is computed by subtracting the proportion of subjects who‘

4 »

correctly respond to an item on a pretest from the proportion of subivcts who

o S

correctly respond to the item on a posttest, thus entailing two test

‘

w

administrations. Cox and Vargas demonstrated in their 1966_stud& that the

'
v

pretest-posttest statistic and a traditional norm—referenced statistic

. °

produced-.sufficiently different results’ to advocate use of the former in
criterion-referenced testing.

Sinte -its introduction-in 1966, the pretest-posttest statistic has become

a

a prototype for selecting criterion-referenced test items. This is primarily

i

due to its s1mplicity both conceptually and computationally. Unfortunately,

the pretest—posttest statistic has some serious disadvantages, as several

~

authors have pointed\out_(e.g., Berk, 1980; van der Linden, 1981). These

S ‘ o ini
limitati#®ns include among others: the need for two test administrations:

problems related to administering the same item set twice: problems inherent
to change-scores; population dependency; and lack of sensitivity to the power
of an item»to discriminate at the cutoff score. fhus, while the pretest—
posttest statistic is conceptually easy to understand and is manually
calculable, the'flaws.embedded within it make its use as a ;ethod of item
selection questionable in the context ofaﬁasfery testing. ' |
/'. : . o v ‘ .

The Latent Trait Statistic -

In 1981, van der Linden proposed a statistic'which measures:the power4bf
¢ o
an 1tem to d1scr1minate at a given cutoff point and which was recommended as a

»

replacement for the pretest-posttest statistic as an item selection technique

]
'

,. ' ) 5
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for mastéry tests. This latent trait statistic is ‘based on the concept of an
N ' ‘ .

item characteristic curve, which specifies 'the probability that an éxaminei{\
: ‘ e s
with ability 8 will'correctly respond to an item with given difficilty," 3 o

discrimination, and guessing parameters:. In the usual case, the more ability

it is that’he or she will correctly respond
. . T . . .
to thesitem. The item characteristickéurvg'is'most generally defined by:

a subject has, the more probable

.

- R
. D « 4
. ] b

Py = ey + (1 - i1+ expl-a, @ - b1l 5 T

¢
N

Ay

-
.

where Pi(+|6) is the probability of résppnding"correct]y to*item. 1" given '

ability level 6; c.

- o ] . ~
i is the item guessing ‘parameter; aj is the item

discrimination parameter; and 'bj_ is the item difficulty parameter. A i
popular simplification of Equatf&h (f), known as the Rasch model, results by’

s
. ‘

assuming ¢y = O._and a;j =1 in (1): Do . v

. 3 -
Pi(+|6) = {1 +.exp[-(8 - bi)]},l . (2)
3 N\
¥ A.mastéry test requires that a criterion or cutoff score be specified to

distihguisﬂﬂmgsters from nonmasters; and once this cutoff is selected, its
associatgd vdlue, .6&, on the ability gcale being measured cén Sevdétermine@
(séé van ‘der Liﬁden, 1981). Desirable items have characteristic cufves, given
s . .
by (1) or (2), with steep slope at éc’ .indicating that masters have ginmch‘
. hhigﬁer relqtive probabi}it& Af respondinéqcorfectly than.nonmaster;. The
“ slope is given by the.derivatiQe of the item charactéristic curve at ‘8 | and 
is designated Pi(+|60). Desirable itemﬁ also have small scatter or variance

, qf item responses at GC. *Since item responses are dichotOmOus, the scatter
) e N .

at GC equals Pi(+|6C)[i - Pi(+|6c)]. vén der Lind (1981) proposed an

, 6



"tj item at 6C as follows:
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item selection.index, Ii(ec)” ‘which

@ .
* . o

. P! (+|6 )2 | e~ . | RSN
6+p T GO ;“ N

1; ;€@ )

R o . . . N
. l N - .

" The index given by (3) is ‘the value'of the "item inform tibn’function?'at [¢]

{ . c

(Birnbaum, 1968), and, rougyﬂy speaking, it is a measure of a item s power to

< MR -

,discrininate between maste:s and rnonmasters. For the Rasch model given by '}

(2), index (3) reduces to the simple form: , R ‘

7 .- ¥ o ¢

, . .

o e
T = P+loon - P&(+|99)] - -

&

_van der L1nden (1981) performed an empirical ,study to explpre the

relationship;betWeen the pretest—posttest statistic /ﬁbD and the Rasch

¥

statisticJ ix(e )' given by (A)l A physics unit was'taught to 156 tenth grade

subjects, and a 25 item multiple choice test was: adminlstered as a pretest and

[N

a posttest. D and f/(e ) statistics were obtained for each item, and the

PP

correlation between the two statistits was computed across items. The
l . . '_.‘/ N

'correlation was .23 for one cutoff point considered and was ‘~.19 for‘anothe%

c toff point. Thus, the basic conclusion wag that the two‘statistics would
13 .
L9
tend to select very dlfférent Subsgts of des1rable items from the item pool

ye

employed in the study. . N

In a more recent stndy (Haywell, 1983), items selected by the Rasch

~

statistic_(4) were generally found to oroduce more reliahle tests than_those

v ©

composed of items selected by the pretest—posttest statistic, when the two

-
’

selection methods werevcompared‘hcross multiple data sets. Thus, the fesults

‘



. ¢ -
’ - . . . :

%\of this study provide additional evidence for preferring the'lateﬂt trait

statistic to the,pretest—posttést statistic for mastery test item selection.
Despite its apparent theoretical and empirical superiority, the latent
trait statistic is not without its own disadvantages. Its computation

. requires the use of a computer and appropriéte soffware: it requires a-

background in latent trait theory to understand and interpret; it generally

* requires ;elati;ely large sample sizes (van aer Linden, 1981); and the special
case of the ﬁasch model makes some stringent assumptions that probably are not
'me; in p;actice (see, for example, Hambleton & Cook, 1977). Thus, while it is
to be préferrea on théorétiﬁal.qna.empirical'grounds; it is }mpractical for

3

. classroom use in certain respects.
- N . . ~ . . N
, . Y\ . .

The Agrgghent Statistic : . \k\i

-

While the latent bra%t statistic appears to be the best available index

v

for selecting criterion-referenced test items in terms of conceptual , . -

compatability with the purpose. of mastqpy'testing, its computational and

\ .

. conceptual complexity is not entirely suitable for classroom use. Conversely,

". the bretest—ﬁosttest statistic is manually calculable, but is inappropriate

¢

-

- for reasons préviously'noted. Thus, another statistic, designated P(XC),L is
proposed here as an item se%ection index, more aligned with-the latent trait
statistic than is the pretest-posttest statistic, but still manually . .

calculabli.

P(XC) . 1s compute  from Table 1, with ma§tery/ndﬁ;;;;ery status‘' _

- .- (determined by total_;,'tusqore) and item response (correct/incorrect), as

+

R e

marginal categories.

. . . . »

El{lC'-‘N,VpJ‘ 5\8 ,
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P(Xc) =— > . ' (5)

°

"where (311 is the number of masters passing the item, ajy, 1is the number of
[

nonmasters failt&i the item, and N 1s the total number of examinees.

Thus, P(Xc) canYbe interpreted as the probability of agreement between

outcomes on an item and outcomes on the total test (Goodman g Kruskal,
» ’ :

1954). Ideal.it%ms would have P(X.) = values equal ¢o one. The practical
lower bound of P(¥.), when no relationship exists between mastery status and

. +item response, may be computed as:
L] q‘\

(a) *+ 3p)(a)) + a5)) + (3, + 35,0 (a1, + a5,

Ca

P(X ) =

»>

Purpose of the Study 't

——

For reasons notéd previously (Harwell, 1983; van der Lindeﬁ, 1981), the

v

latent trait index was viewed as the theoreticaily oreferred statistic in the
present study.w The basic purpoge of the study was to determine whether final
£e§t forms selected by the latent‘frait statistic (4) and by the:agré;ment
coefficients (SY are suzficiently similéf to advocate Jge of the iatter in

classroomvapplications. Given the current popularity of the pretest-posttest

. ' statistic, its relationship to indices (4) and (5) was also considered in the

- study.




. _ METHOD
N . “;‘ »

To compare*the three item.selection statistics, a simulation study was

1

.designed to examine a variety of test conditions. The computer program GENIRV

(Baker, 1982) was used to generate dichotomous item response data for tests of

30,'50, and 100 items "administered"” as pretests and posttests to gamples of

30, 60, and 120 subjects.

A two-—parameter latgnt trait model, with ¢4 =0 in“(l), was used to

LN

generate the data. Item difficulty parameters b; were randomly selected
from a uniform'distribution with values rénging from -3.00 to +3.00; item

discrimination parameters d;

i- were randomly ‘selected from a uniform

distribution with values ranging from +.30 to +1.25. These parametér values

were kept constant across both- pretest and postteét within each data set:; but

<
‘

the ability level of the examinee group increased from pretest to posttest, as

discussed next.

Subjects' -abilities 6 “"were randomly sampled from normal distributions
with values ranging from -3.00 to +3.00Q. Since the pretest-posttest statistic

is reliant on the difference between the pretest and posttest ahility

diéé%ibutions, mean differences of *1, 2, and 3 standard deviations between the
two distributibns were simulated. More specifically, three levels of preteéE
'» knowledge were simulated by sampling abilitieslfrom normal aistrih;tions
'&aving respective means and standard deviations of OIand 1; -1 and~.75; and.—2
and .50. fﬁe.standard deviation was deéreased as the pretest mean decreased

to simulate a "floor effect”, as often occurs in real data. Posttest

abilitfes were then simulated by drawing random samples- from a normal

distribution with mean 1 and standard deviation 1.

Crossing the three simulation factors (number of items, number of

~

-

examinees, and pretgst—postﬁest mean differences) resulted in 3 x 3x3=27

L4

. 10 | <
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different conditions; and each condition was independently replicated 3 times,

\’3 . i .
rgsulting in a total 8f 3 x 27 = 81 -test data sets being generated.+ For

N ~

each test data set, cufoff scores were set_at 75% and 857 of the tesx‘items \, \
correcta For each data set and each cﬁtoff, fhree statistics were then.
computed: pretest—;psttést, latent trait (4); andlagrpemen; (5).

Once these statistics were combuted, the items witﬁin each data set wére
ranked sn the basic of eachAsfatistip according to the order in wthh‘thev
wéuld be selected for a mastery test. TNue to..the apparent éuheriofitonf.;he
latent trait statistic qRarwell, 198;; van der Linden, 1981), it waé used as a
basis for comparison. Spearman-rankzbrdgr corrélétions.wére tﬁds‘compqted
between the ranks of the pretest-posttest énd,the‘idtent tfait statistic, and -
also betﬁeen_the ranks of the agreement and the latent tréft.gtatiszié. In

N .

order to determine if a statistically significant difference existed between

these two correlafions across the %arious condition simulated, a split plot
ANOVA was performed (see Kirk, 19é2).-

While running the spl%t plot analysis ﬁéuld establish fhe existence.of a
sighificant differehce'in'the way the pretest—-posttest statis;ic aﬁd fhe
agreement statistic correlaté'with the tﬁeoreticallv preferred lafent trajt
statistic, édditi;nal analysés were reqﬁired to determine if the agreement

statistic is a suitable substitute for the latent trait statistic. TFor

exampie, the agreement statistic might correlate more highly with the latent

" trait statistic than the Dretest-gﬁsttest statistic, yet still not correlate

.
.

highly enough to be an adequate substitute for the latent trait statistic.

L

"

Theﬁéfore, two additional analyses were performed to determine if the overlap
3 ’ . ’ .
between the latent trait and agreement statistics was large enough t;)advocate~

the use of the .latter, in classroom settings.. First, the individual ’ -

v : C
correlations were examined to determine the .degree

-

of similarity between these



[y

.t
»

o . .

. . o ; > Lo ‘
two statistics. The second Supplemental‘analysﬁs.involvgd determining the

- . . R . ,'I_

amount of overlap betweep item sets selected by the two statistic§, when 50%

. ~

> % T . ’ ) '

e Lo .
) Y - - ~

. B ' U\ F S L A
replications of the various test}conditi ns are presented in Table 2. Th the.
. : N - ‘ ] . AR _ . ._J .
R . ) . : T B
split plot analysis of the dataﬁ the effect for correlation—bv—method‘was,

significaht'at the a = .05‘ levelq and nz ﬁon th*f effert was equal td7.87
Ty

meaning 877 of the Variance in -the data was explainea bv the two item

selection methods that were correlated with the latent trait’ method. It can-
‘ - ' : ) - ’ . N ' )

. . X [} ' P . R .
thus be concluded that a significant difference does” exist in the way the

. ‘ 7 B . 5 , ;. ) - | )
agreenent statistic and pretest-posttest statistic correlate wikth the latent

’ T ' ~ . L ) .

-trait statistic. In all casesg, the mean cortelation between the latent trait’

statistic and ggreement statisti¢ exceeded the correkation-of;the latent trait

. ; N
* . I . - w
-

. . . B - -— ' “ ’ . '
statistic and the pretest-posttest statistic in Table 2. . -
. 1] .

R, : . . Vs P

. o mInsert Table*é ahbpt here

With 874 of the variance accounted for ‘by the pr1mary effect of interest

J * ‘

> in the ANOvA, relatively little variance was left to be acc0unted for by the

- due to huhher*cf items and to n

- .

other'effects.and ihteractions. While some of these effeqﬁs such as those -
%hber pf,examinees,'qere statigtically

y .
. .o

significant,ithe associated variance accounted for by these effeEqé yas of

N "o

T little practical significance. The reader interested in these'éecondary

Q
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- details is referred to Harris (1983). : *
An exahination-of‘the individual correlations summarized’LpUTable 2

revealeduthat the»average‘correlatioﬁ'between the latent trait statisticcand'f
. . . @ .- o ‘—’V\ . . ,
b - . .

e A P

-

LT,

-

1'¢?“3_



. . ) [ 4
. ‘ « _
the agreement stagistic was .91, suggesting that- the latter may‘éenerally be a
reasonable subétitute for the former. ‘In contrast, the averagé c¢orrelation
between the lafent trait stafiétic and the pretest-posttest statistic was
_;17.. An inpergsting finding in the data waé Fﬁat d’ﬁaiofity of the *
éofrelations hetween tﬁ; pretést—posttest statistic and the latgnt trait
statistic were negative, meaning that the items‘the latent trait étgtistip
tended to select first are.;f%ms the pretest-posttest statistic tended té
select last. A tentative explanation for thiéfresulf follows.

‘Recall that'the pretest-posttest statistic is'computed by subtraqting the
proﬁortion of examinees who respond correctly to an itém on the pretest from
the proportion who respond correctly on the posttest. As such, difficult
posttest items tend to’bé selected last by this method, because the pretesf—
posttest differencé tends to be small. Conversely, difficuit posttest items
ténd to be selected first by the latent trait method, because the cutéffs ec
in the present study correspond to high-ahility levels. Thus an item which
discriminates well at GC {(which is the bhasis by which the latent trait
statistic selects items) would tend to be a difficult posttest iteﬁ in the”
present study. Therefore, difficﬁlt posttest items would tend to he selected
first by the latent trait étatistic and last by the pretest—-posttest
statistic.

The final anélysis involv;d computing the proportion of overlap hetween
item sets selected by the latent trait and agreement statistics, when 507 of
the iteé; in the initial item pool were selected fqp a final test form. The

results are summarized‘in Table 3. The average proportion of overlap across

all conditions in Table 3 was .94.

. ' Insert Table 3 about here

O
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, The results of this analysis, coupled with the preceding examination of

correlation values in Table 2, suggest that the agreement statistic and the-

latent trait statistic perform similarly enough for the former, due to its

v -

conceptual and computational simplicity, to be tentatively recommended for

further study'and'for possible classrpom use.

R -

DISCUSSION

The burpbse of thisﬁgtudy was to compére thrééﬁmg;hods of ifem selection
which might be considered for mastery tests. Tﬁe'pref%sf—posttest statistic
is éomputation;TIy‘and conceptuélly simple, hut also héé'sérious
limitations. The latent trait statistip is a desirable item selection method
both in its.theoretical aliénment.Qith the purpose of méstery tests
(distinguishing masters from.nonmasters at the CUtéff score) and in yiel&;ng
more reliab}e tests than those copstructea by the Dretest—bosttestlstatisg}c
(Barwell, i983); however, the 1atéﬁt trait statistic is COﬁplex. Thus, éhe '1'
agreemgnt statistic was proposed as a possible alternative for clasSroém Qse.. 4

Itéms selected by the ag;eement statiétic were fognd to correlate highly
with items selected by the latent t?ait st#tistic; the mean correlation,
aéross all simulation conditions, was .91; énd.the average proportion of'
overlap between selected item sets was .94. The‘item characteristic curve in
Figure 1 provi&es a basis for understandi;g tﬁe close relationship between the%i
latent trait statistic and the agreement statistic (Baker, personal
communication). With ability on the horizontal axis and the probability of
correct.response given abilitik 6 on the vertical axis, an item

characteristic curve is plotted. The cutoff score OC divides the ability

scale into masters (M) and nonmasters (NM).

11 14
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The item characterfstic‘fﬁrve is diviéed"into'four-areas I-1v, thch may
be identified'with the'four‘cells iﬁ Table 1. 1In Figure 1, the afeaqbelow the
ifan@ﬂuuakteristic curve is viewed as cor}esponding to those examinees
correctly responding to the itém. Thus, aréa 1 correspondiﬁg to those
examinees who'are masférs (ha;e ability levels to the right of the ec)“ and .
who correctly respond to thé item. In Table 1, " ay, -}s Likeﬁise the number

of examinees who are classified as masters in terms of their total test score
. . v o . ’

and who respond cdrrectly to the item. Similarly, it can be seen that II

corresponds to alé; IIT to ayy, aﬁd IV to aéz. Ry viewing.the item
characteristic curve'in.Figure 1 it may also be noted that the steeper the a
lslope at Qc, the better the item discriminates between masters and
nonmasters, and the larger the areas T and IV becoye. Since the latent trait
statistic seiects items on the magnitude of the information function at 6
(see 3 or 4) and the agreement statistic selects iteﬁs on the magnitude

of (a11 + a22)/N, it may be seen from the»item characteristic curve that the

two statistics will be selecting much the same items.

"Insert Figure 1 about here

12 'lfs
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*Table 1

7

_ Contingency Table for Computing P(X.)

-

T [] ) r
o ! “
!
> #
- master nonmaster
- ‘corregt - a . '
E . /
- incorrect . . agy - _ agy -
|}
AN
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* Table 2 : *\\ P

Means and Standard Deviations of Correlation values?

75% cutoff . 85% cutoff

o i Mean Agreement & Pr;—Post & Agreement s& \'Pre—Post &

Items' Examinees Diffprence Latent nggt latent Trait Latent ;rait Latent Trait
30 . 1 +59(.52) £05(.46)  © .94(.07)  -.08(.43)
- .83(.12) . -.20(.38)" - .94(.08) -.30(.33)

3 87(.07)  -.45(.31) - .98(.01)  -.63(.26)
30 60 1 .81(.09) 30(.22) .98(.02) .15(.09)
T2 .77(.08) .06(.27) .98(.01) -.11(.22)
3 .90(.01) ~.64(.07) .98(.01) -.73(.10)
120 L .93(.00) .16(.28) .99(.00)  *.03(.25)

. 2 90(.02)  -.03(.07) .99(.01) -.22(.08)"
3 .88(.06) -.45(.25) .99(.00) -.35(.59)
30 1 .76(.19) .15(.12) .98(.01) .15(.07)
- 2 .90(.02) -.13(.06) - .95(.05) -.11(.16)
3 87(.07)  -.45(.31) . .98(.01) -.63(.26)
50 60. 1 .91(,03) .27(.08) 297(.01) - .13(.05)
2 . .86(-.07) .08(.13) .98(.01) -.07(.07)
' 3 90(.01)  -.64(.07) .98(.01) -.73(.10)
120 1 .91(.05) 51(.23)  .97(.03) .36(.28)
2 - .85(.03) .28(.23) .98(.01) .03(.23)
3 .88(.06) -.45(.25) .99(.00) -.35(.59)
30 1 J4(.13) . .02(.07) .99(.01) -.32(.50)
2 76(.13) -.33(.27) .98(.02) -.43(.23)
3 .81(.07}) -.54(.11) .99(.00) -.66(.07)
100 60 7 ! . .81(.10) .37(.13) .92(..06) -.02(-.34)
- o 91(.01) -.12(.50) .99(.00) -.25(.47)
3, .90(.01) -.34(.19) . .99(.00) ~.46(.21)
~ 120 1 .92(.6}5 .24(.09) .99(.00) .13(.10)
‘ 2 91(.01)  -.25(.37) .99(.00) ~.27(.39)
3 - - .87(.04)  ~.38(-.06) .97(.05)  -.52(.05)

.M - .
3Means and standard deviations (in parentheses) were computed over three

‘replications of each condition.
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Table 3
f
. ’\
- Means and Standérd Deviations: Proportion of Overlap
for-Items Selected by Laﬁent‘Traiﬁ and Agreement Statistics?
_ Mean ; “ %
Items Examinees Difference 75% cutoff 85% cutoff
- Y
‘30 1 2 .73(.35) - .91(.10)"
2 .89(.08) .95(.04)
3 91(.10) .95(.04)
30 60 1. .95(.04) 95(.04)
2 1.00(.00) +98( .04)
3 .98(.04) 1.00(.00)
120 1 .84( .08) .98( .04)
2 .95(.04) .98(.04)
3 .93(.00) .98(.04)
30 1 .88(.00) .96(.04)
2 - .91(.06) 96(.04)
3 " .91(.02) .92(.07)
. 7 2 .91(.09) .99( .02)
ﬂ 3 .95(.06) .99(.02)
’ 120 1 "%97(.02) 96(.04)
2 .93(.05) .97(.02) -
3 91(.10) 97(.02)
30, 1 .92( .06) .99(-.02)
2 87(.11) .93(.03)
3 .93(.02) .98(.02)
100 60 1 .95(.03) .98(.02)
\] ’ 2 .q3( .06) 098(.01)
3 96(.02) 97(.04)
120 1 .95(.02) .97(.01)
2 91(.06) 96(.02)
3 .98(.00) 97(.01)
3Means and standard deviations (in parentheses) weré computed over three

repiications of each condition.
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