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L PREFACE o

In order to assist it in fulfilling its oversight und advisory
rcsponsxbxlmes the Advisory Committee for the Division
of Information Science and Technology of the National
Science Foundation has periodically sought the opinioa of
experts concerning the rescarch opportunities and trends in
information science and technology. This advice is par-
ticulurly important for the Division of Information Science
znd Technology, because it is new in the Foundation and
because much of its research agenda is formulated from the
intersection of other disciplines. This volume contains the
reports Of three special Working Groups which were con-
vened separately ‘over . three vear period at the request of

- the Advisory Committee for that purpose. Each Working

Group was chaired by 1 member or members of the Ad-
visory Committee. Each Group was charged to identify.
research questions in information science and technology.
i any’ existed. that lay outside the more established disciplines
but that could contribuie to the understanding of funda-
mental questions that might foster the development of
new knowledge.

Information science is a relatively new discipline which
has natural poinds of Lonmél with other disciplines such

s lhc;ognmu sciences. computer science, and those parts
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of the xoudl\sucmcs tHat are concerned with the orgdmzcd
quantifiable, and goual-directed behavior of collections of
mdl\ldu‘lls As a consequence, information science and the
‘mmmlud technology have strong interdisciplinary ties
J\L.\L fields. Taken together. the three Working Group
‘eports provide a responsible and broad-gauged overview
of information science and technology which shows its
relationship to its neighboring disciplines while also clari-
fving the essential ingredients which distinguish its thum:l?c
scientific problems from theirs.

In all respects these repOrts represent an auspicious
beginning—au foundation on which can be built research
of lasting value in a society increasingly influenced by lhe
effects of tnformation technology. Each of the reports sug-
gests a research agenda that is rich in content and diversity.
and that in most cases can be conceptually translated between
the abstract and the real with only modest imagination.
IFor example. one report suggests that fundamental questions
relating the phenoména of learning and memory in animals
to a theory of “cognitive processes™ may infer future bridges
to the fields of automata-theory and artificial intelligence.
Another report recognizes that ¢conomists are only bLyn-
ning to duulop theory-with respect to the cost and distri-

bution of information viewed as a Lommodlly in a variety

of organizational structures—a problem of perplexing
dimensionis in the social, political, and economic order of
the world. The third report confirms that the technology
that has rai¢ed muany fundamental questions by virtue of
its rapid and pervasive development is itself a product of
rescarch inquiry found in need of more intense basic re-
scarch in eight general areas. Each of the reports is’infor-

.
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mative and suggestive in its treatment of the research pur-
view of interest. Each is written'in a stylz that communicates
to layparson and expen i different ways, but importantly

. and effectively tc both.

Each Werking Group adopted its own procedure for
considering its charge and preparmg its report. Each Group
met at least once in plenary session. The Information Sci-
ence and Ecomomics Working Group chaired by Leonid
Hurwicz held several meetings und conducted a workshop
at Northwestern University. The Working Group on In-
formation Technology co-chaired by Paul Strassmann and
Richard Tanaka convened its members at the National
Academy of Sciences and subsequemi\ conducted small
group meetings as its report was prepared. The Working
Group on Behavioral and Linguistic Research Bearing on
Information Science co-chaired by Duncan Luce and Joan
Bresnan held several meetings in Cambridge. Massachusetts
and Washington, D.C. as its report was honed to completion.

The participants in each of the Working Groups repre-
sented a broad cross-section of distinguished researchers
and research directors from business, government, and
education. The reports of all three Groups were widely -
read in draft form and have the benefit of considerable
advice frum a broad constituency of interest. It is already
clear from the research activity in information science and
its related disciplines, that the intellectual exchange fostered
by the Working Groups has begun to bear fruit.

The opinions expressed in this volume are those of the
authors: they should not be viewed as a representation of
the field which has been given the formal endorsement of
its members, nor as representing the policy or position of

.the Advisory Committee or the National Science Founda-

tion. But the. stature and experience of the member's of
the Working Groups, andjthe thoughtful and stimuiating -
Yontent of the reports lhemselve< offer assurance that this
volume will offer much of value to the reader whose interests
lic in science policy, while the unified view it presents.of
information science and its research opportunities wiil act
as a stimulant to members of the scientific community.
The memberships .f the Working Groups are listed. on
the following pages. The Advisory Committee hus usked
me to express its appreciation to each of them for their
valuable contributign to which 1 wish to add my personal
gratijude for their willingness to assist the Advisory Com-
mittee. F mdlly it'is my pleasure to ucknowledge the splendid
work of the Committee members which chaired the Work-
ing Groups and to express our joing grdtitude to Howard
Resnikoff. the first Director of the Division of Information
Science and Technology, for the able leadership and"
imagination Wthh has benefited all of us.

. Joe B. Wyan
- Chazrman Advisory Comniittee for
Information Science and Technology

a

-



WORKING GROUP ON BEHAV!V‘OHAL AND LINGUISTIC RESEARCH
BEARING ON INFERMATION SCIENCE

ADVISORY COMMITTEE FOR INFORMATION SCIENCE AND TECHNOLOGY

‘NATIONAL SCIENCE FOUNDATION. _
’ , JUNE 21, 1979 ’

K. Dunican Luce

. Department of Psychology and Sou al Relations

Hd vard University PR

Joan Bresnan
Department of Linguistics and Phlloﬁo phy
Sassachusetts ix*smutc of Technologyv

~Norman Geschwind

- Department of Neurelogy

Hurvard Medical School
Richard Herrastein ™

Department of Psychology and Social Rc] mons
Harvard University

.-\hin'-,f\l. Liberman
Haskins Laboratory
New Haven, CT

Louis Narens-
School of Sm,a 4l Suu,nu.s
University of California, frvine

~,

ros

.

Howard L. Resnikof(
Division of Informatien Science .md Technology
{Current Address:
Associate Vice President for Information Services
and Technology -
“Harvard University)

Whitman-Richards . o '
Department of Psychology
Mussachusetts Institute of Tectnology

Ben Russak _
Crane Russak : ,
New York, NY

- Fdward E. Smith

Bolt Beranek and Newmuan. inc.
Cambridge. MA

Richard Thompson
Department of Psychobiolegy
University of California, Irvine

L.
= o,
N

il



“A

6

WORKING GROUF ON INFORMAT ON TECHNOLOGY

ADVISOF«’( COMMITTEE FOR INFORMATION SCIENCE AND TECHNOLOGY

NATIONAL

ui. Bell
Vice President of I:minccnng
Jiyldl !:qu;pmcn‘ Lxuaoratnon

RobertR Fossum ~
Director -
Defense Advanced Research PrOjCCl\ »\gencx

George H. Heifmeier

Vice President

Corporate Research, Development & I:nzmcunng
Texas lnstrumc.nh Inc.

William F Miller
President & Chief Exec. Ofﬁucr
SR International

S. P. Morgan

Director .
Computing Science Research Center
Bell Luboratories

Keith Uncapher

Executive Director

Information SuLnLu Ins:itute
Umwrxm o’f Southern California

SCIENCE FOUNDATION. . - {\
JUNE 5, 1980 < *

Alphonse Chapanis - K
Department of Psyvchology
Johas Hopkins University .

o John V. Harrington . . .-~ -

Vice President— T .

Division of Research & Engineering

Communications Satellite Corp.
YR NG -

Joshua Lederberg

President  _ .

Rockefeller University

" Gordon E. Moore
Chairman of the Board
Intet Corporation

hid

Lawrence G. Roberts

Presidenrt :

GTE Tclcnct Communications Corp.
Eric Wolman

Head, Advanced Computing Systems DLpdrlmcnl
Bell Ldbomlo.lus .

/-
From the Advisory Committce I'-or Information Science & -echnology, NSF

Co-chairmen ofthe Working Group

Paul A. Strassmann L
Viee f :
Ins “Ttoup

A}

and

Joe B. “Vyatt .
‘Vice President for Administration
Harvard University
and Chalrmdn of the \dnson Cormnmittee for
~Lnformation Science & Technology, NSF.

4 : )

*

"« Richard Tanaka
President
T onetics

.

=aration

From the Natlmmi S u nce Fopndatlon

Koo 3 Curtis .

i .t Computer 3aience Section
Division of Mauth " watical and’ Compulu
tloward L. Resnikoff,

Division of Information Science and chhnolog\
{Current Address: -

_IL’,H\JUS

~

Q.

Associate Vice President for Information Services

and Technology . A

Harvard University)
v

i

P

o



-

{

WbRK!NG GROUP ON THE CURRENT STATUS OF THE lNTERFAC’E
‘BETWEEN INFORMATION SCIENCE AND ECONOMICS

ADVISORY COM: 'AITTEE FOR INFORMATION SCIENCE AND TECHNOLOGY

NATIONAL SCIENCE FOUNDATION
SEPTEMBER 28-29, 1979

NOVEMBER 6-8, 1380

Yale Braunstein
Department of Econontics
Brandeis University

George Brown : .
Data Resources. Inc.
Washington, DC

Gary Fromm
SRI Internuaitonal

Carl Futia
Bell Laboratories
Murray Hillo NJ

Jerry Green
Department of Economics

. Harvard University

7+ Griliches
Department of Economics
Harvard University

Leonid Hurwicz
Department of Economics
University of Minnesota

Michael Intriligator
Le, stment of Econoiaes
Unuversity of Cai'*rnia, Los Angeles

James Jordan
Départment of Economics
University of Minnesola

Vi

\Wassily Leontief
Department of Economics
New York University

Tom Marschak .
School of Business Administration ’
University of Caiifornia. Berkeley

Dennis NMeadows
Thaver School of Engineering
Duartmouth College

Paul Milgrom
Kellog School of Management-
Northaestern University

‘lare Porat
Aspen lnsmuh. '
New Y ork. NY e

Stanley Reiter

Center of Mathematic 11 Sludus in kE LUHOHHLS and
Management Science

Northwestern University

Howard L.. Resnikoff
Division of Informution Science and Technology
{Current Addr
Assaciate vice President for Information Scrvices
and Teehnology ' i
Harvard U mn.rsll\]

Joe B. Wyatt
Vige Prosuiont for Administration
plurvard University



Repo;t of the .

—

WORKING GROUPON BEHAVIORAL AND LINGUISTIC RES"ARCH
",  BEARING ON INFORMATION SCIENCE

ofthe Advisory Comrmttee for Information Science and Technology
National Science Foundaticn .

Abstract

-

A wareoy of problems involving the transfer. storage,
and retrieval of information have, so far. eluded solution
within the framework of current sciepce und technology
and yetare readily solved by biological systems. Some seem
highly specific to humans. e.g. . chess playingand lunguage:
others are found widely dispersed among animals, e.g..
recognition of complex stimuli. categorizing, and learning.
This report reviews s¢ me of the main lines of research in
the behavioral and Imi:ux\m sciences that appear to shed
some light on the biolpgicul solutions to problems of the
abstraction, storage, retrieval, and use of information. Al-
though e specific examples may be somewhat idiosyncratic.
the broad outline of the several topics is less so.

Although riuch current concern with information—its
communication. trunsmission. abstraction. storage, retrieval,
and use—arisss i conpection with ‘physical systems. espe-
cially those drawing upon computer and telecommunications
technology. the most challenging information handling
svstems are still biological. They exhibit features of great
importance that are not yet well mim ked by artificial
syalems—e.g., ex T e n inr
Stige of e sle (o, oo incomplex environments,
e pr .. oping with imprecise directions or
discussion. associuative memory, and the like. :

Because biological systems often appear td b moresubtle
ar . flexible, although less systematic, fust, and patient,
thar aleniporary artificial systems, it is of much interest
(0" .o understand the principles of information process-

tdent:

ing Luat are used. Is our ability to récognize all sorts of

sandwriting and tvpe fonts wholly a matter of programming
complexity and cleverness-or are thers principles involved
we do not yvet understand? Oneé the biological strategies
are discovered. what impact will they have on informatien
technology? It is casy 1o suggest an analogy to”powered
flight—although we understand something of how birds
power their flight, it is unlikely that these techniques will

“ever conpete with jet engines. Yet, perhaps, there are

Q
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biological principles of infortnation processing and storage
quite different from any that have been. thought of. If so,
then when these principles are elucidated and cast in ab-
-tract form they will have important hardware dnd/or
software implications,

One important aspect of human funcuomng which is
possibly related to mitations in the brain, is that many of
the brain's special purpese devices appear to be able to

- . .

N -

Lom o tesd inaterials,

perform certain tasks well only 4t the expense of doing
others budly. For example. there is a certain umount of
evidence that children with dyslexia are remarkably good
at certain kinds of visual-spatial tasks and that many of
them Craw very well.2 This may be relaled to the fact that
artificial devices and human beings often differ in what
they do best: chess-plgying computers play in a style dif-
ferent from humans. in part because they can, in fact, do
certain things that thé human’ being cannot do. such as
make more calculations of the effects of possible moves.
However. the computers seem. as yet, not 1o respond to or

. to evaluate more global aspects of positions on the chess

board. a human ability perhaps akin to the identification
of naturi! categories discussed below. .
What follows is one possible outline of studies directed
at the several aspects of information processing in bxologlul
systemis. The exgmples are illustrative, not exhaustive, and
to some extent reflect the backgrounds of the authors.” The
topics fall under two major headings: p b - of " ye-
sentation of information, and principles .. .oneniation.
The representation problem subdivirdcs’ 0 questions
about tRe nature 8f the representations. thewr storage and
reirieval, their control of behaviei, and thesr communication.

%

THE REPRESENTATIONS OF INFORMATION

Nature of th2 Sensory Code

OncStriking finding of peripheral neural physiology und
ps\uhnph)sus is the complex, scrambling nature of the
sensory transduction. It is nonlinear with a vengeance,
transforming what amount to continuousinputs into sto-

_chastic processes—neural pulse rrains. And once the trans-

duction is completed, the recoded infermation tends to
spread into various neural cireuits of increasing conplexity.
Two things sc2m to be ciear. First, not all of the transduced
information is auzended to by the higher processing centers.
Sceond, there appear to be built-in structurss that make the
organism sensitive to unique configurations of Stimulation.
As an example, chimpanzees born und raised in captivity

are tc shtened by gertain stimuli, such as snakes or dis-

membered bodies, with which they are unfamiliar.? Such
work can and should be approuached on both a physiological

- and a behavioral level. The latter is essential: the neural

wiring is far too complex for us to have any hope of under-
standing it without rather precise information about the be-

-
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ies resulting therefrom. We tzke up these
elv: attention 2nd natural categories.

havieral capabilit
WO LODICS separate

»

" Informatian Overload andg Attention

Q

It is evident=that fargfar more information impinges on
an organism than gets transduced. and far. far more is
transduced than is used or stored. How do we and oiher
organisms filer. attend to and selectively storeinformation?
What are the strategies that permit rejection of much of the
information flow at the expense of minimal cost in errors?

What dre the developmentai aspects of this, doth in youth

and in aging? One senses that at both the beginning and at
the end of life biological svstems are iess able to deal with
multiple sources providing high rates of information than
when they are sully matere but not yet old.

A great deal of the work currently classed as ““cognitive '

psychology™ is concerned in. one way or arother with the
LOHLLpl of attention.® Ailempis are being made to und-r-
stand shifts ofat. ention both among and within modalities
Even in sensory f\ChUpﬁ“l_\Sle the concept has begun to
play 4 role in accounting for the well knewn discrepancies
in performance when wide and narrow rmgcs of stimuli
are employed.* And in vision, behavioral evidence has re-
cently been provided that the locus of attention is separable
{rom where one is looking.® Moreover, it is possibl< electro-
physiotogically. using microelestrodes in the inferior parietal

lobule. to separate the locus of zm_cn}ion from where an-

animalislooking.’ i
~

Natural Categories—Psychological Approaches

“ Given that some selection process must be occurring—
bothctively.and passively—how are the choices of categories
made? Clearly. the remurkable prevalence of categorization,
appearing at so many levels in the animalkingdom, suggests
that it must be the source of important economies in the
functioning of the brain.

In one animal example, highly taxing to current models
of perception, pigeons, have been reinforced for pecking a
switch in the presence of a photographic silhouette of a
particular white-oak ledf and for not pecking in the presence
of silhouettes of leaves from other trees, e.g., maple, tulip,
ctm. From lhls[trmnm;__ the pigeon generalizes readily to
lcaves it has never seen. pecking in the presence of white-oak
’ICJ\L\ and hot in the presence of non-white-oak leaves.
"The variety of white-oak leaves is considerable, inciuding
variation in-the numbef, depth, and placement of its lobes.
Yer there is. to the kFuman observer. a typical form for
 white-oak leaves, and pigeoris evidently abstract this form

invariance from a. smglc exemplar in comparison with the

leavesofothertrees.® .

As an example of what must happen when a pcrson
perceives a natural category, consider speech. To pcrcuve
a phonetic category—for example, the p that is present in
split and absent in slit—the histener must integrate into a
unitary percept a considerable number of acoustic cues,
dllh()UEh these are diverse, widely <prLad through the'signal,

ERIC
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a1d overlapped with cues to other categories in the phonetic
siring.® Yet Esteners-do integrate, and so recover the cate-
gories. Research has shown what this process requires of 2
listener. and it has uncovered much of the acoustic infor-
mation he uses for the purpose. But it has not yet provided
much insight into the underlying mechanisms; hence, we do
not know how to design their equivalents for speech-recog-
nizing machines. Speech recognizers are being produced,
but they do not always extract phonetic categories as such.
Rather. they represent words as temporally complex indi-
visible patterns of sound, and. perhaps for that reason.
deal only with limited vocabularies. They demonstrate little
ability to abstract the common linguistic features when the
same word arises in different confcxls or is spoken by dif-

ferent people. That we human beings are not so limited

may be owing to our ability to recover phonetic categories.
It is. after all. precisely those categories that the speaker
encodes in the speech signal. Accordingly, they are the true
units of the message. capturing exactly the systematic phonetic
changes that relate the various tokens of a word to its under-
Iving type 2nd zlso. by marking syntactic and morphological
boundaries. provide information important to processing a
sentence.’® It seems important, therefore, to make these
phonetic categories available 1o speech-recognizing machines,
but to do so will likely require a better understanding of
how human beings perceive them.

Coler raming provides another impressive example of
nattral cz'egories in human beings. It is also a very good
example of cross-disciplinary research, involving labora.ory
psychophysical studies, neurophysiological studies in infra-
human primates and anthropological studies across cultures.

The problem of color naming was initially approached
from u oultural relativism viewpoint. We know that the
range of visible color hues from red to blue and of color
brightness from black to white is continuous. It is possible,
in principle; for cultures 10 divide and label the color con-
tinuum as they see fit. To demonstrate the thesis that psy-
chological differences are associated with termirclogical
conventions, early experiments tested the color riemosy of
English speakers. Colors without simple names were both
difficult tp name or describe @nd difficult to remember."
Such rcsuru were initially interpreted to mean thatlanguage
does constrain thought. but that interpretation proved 10
be inverted. Subsequent studies demonstrated that particular
colors are not distinctive because a culture has given them
names. Rather. colors are given names because they are
distinctive."?

The evidence comes from several sources. PS)ChOpH\snul
studies' revealed that certain 8 to |1 primary colors—
including those which English speakers call red, green, yellow,
blue. black, and white—have special status in coior dis-
crimination tests. Neurophysiological research {primarily
on Rhesus, which appears to have color-vision identicul
to humdn] demonstrated that the visual system organizes
these primaries into opponent pairs—red, /ereen, vellow/blue,

-and black /white. In other words, the organization of color

into primary pairs is an mnal-'l) given bmloycal property
of all humans with normal vision: some inffahuman pri-

10
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i perhups tower species. Furthermore. anthro-

:“ .o A . -
pns_ RS  of penples whose linguages contein fewer
MOT terms ?5 i ol ey the
okt SRR N in a2l cases, the

“hest ’m*u:":cs" O the colors named are close 1o the psy-
chalogicadls 3 s thot these color terms are
transtatadle to Enghish. Finally, when memory tests

veere vonducted on people who spoke a language with onls
tano basic color terms. they remembered primary colors
Resi. even ihough they had no names for them.'® Clearly,
sone aspects of color mamang are cullurally uclcr'mncd
the number of However. the use made of

asailaile color terminology is constrained by innate proper-

primary color

.
dire Lx

i does vary.

des o ihe bran and thelr relation o information processing
rather than color naming being a matter of purcconyv cnfmn
Catcgonizaton by both subhumani and humans suggests
that there is o widely dispersed bivlogical solution to the
prohlem of exracting invariunces from variable exemplars,
4 hind of umisersal patiern classification algorithm. The
preseriee of the selution 1o such organisms as pigeons further
suggests thut it requires relatively little cognitive capacity.
tseems fhels that naturel selection has fostered the evolu-
ton of pereepival <ystems thatare predisposed o form
categorivs for the chisses of objeais that are important to
survival, The more sobtle, abstract and dispersed these pre-
dispasitions are, the more pmm.md is the scientific challenge
1 finding evolution’s solution to the problem of extracting
Invarianee:. s
This work muy
mathematical descriptions of coneeptual representutions
would be i lru contribution to u science of information
l"CPTL‘\'L:I]l;lUOH. The trick seems to be to understand the
classes of transformation that leave the tategory invariant.
A deep understanding of the nature of categorical percep-
tion should help uc to design d(_\lu.\ ciapable ot pattern
rLu\ynllg)n

Natural Categories—Physiological Approaches

We mist consider the possipility that i ieast some natural
ciategories are. in part. pre-programed or even hard wired
into the svstem. Consider, as an example, the recognition
of faces. The belief that this skill may be preprogramed
arises from the fact that people with severe disorders in the
abibty to recognize faces have sustained brain damage (to
essentially svmmetiical regions on both sides) which is re-
nrarkabiv stereotvped f2om case 1o case. Although these

.patients have gross difficulty in recogrizing or learning -

new faces. they carn read. recognize colors. and deal correctly
with other visual stimuli. a pattern which suggests there
is a spectad system for the learning of faces.”’

More generally, the study of animal brains physiologically
and ot accidentally lesioned human brains suggests there
are a remarkable number of such highly specialized de-
vices. For example, a large proportion of laboratory-raised
ciats who have never seen a mouse attacked will attack, just
as animals raised outside do. by biting the nape of the neck.
If cats that do not attack spontaneously are stimulated in
the lateral hypothalamus, they also bite around the head
orneck.'®
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sli be getting close te 'the point where

.

a
between the cog_n.::u sciendes und neuro
e

27!
eriment:] study on the fangue

¢ may never be carried out. and 1t
is unclear the exient 1o which work with higher spes wiil
Nluminate the problem even if they exhibit forerunners of

sorme investigators kave cluiimed. On the other,
rul categories may consiitute a forerunner of at
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. STORAGE AND RETRIEVAL OF
REPRESENTATIONS

Storage

Although there is some dispute. man: warkers continue
to feel the distinction between long- and short-term storage
is usefud, 2 distinction which 15 in some respects compara-
ble to thut between ‘cache memory ™ and 'main memony”
in conlcmp‘.\'.rr\ large computers, Toa considerable degree.
much of the physiological work on memory has been de-
voied to long-term storage. whereas the psychological work
focuses both on'long--and short-term memory.

The-work or short-term storage is a blend of empirical
and mathematical modeling. The dominant approach has
been 1o assume that short-term storage is in some rela-
tively small number of bins—roughly seven—which can
temporirily store materials of varying complexity provided
they arc properly packaged.' The nature of this store—
how it is accessed and at what rate. how it is maintained.
how it is transferred inte more pdrmanent form—has been
the subject of manyexperiments and theories. ™

Current psyechological. as distinguished from ph\smlumml
work on long-term storage has focused on the coding of
meaningful information sychas that contained in sentences.
It has been known for some time that less than a-minute
after a sentence is presented. one has \lrlUd”\ no memory
for the specific words actullly prcxunlcd only the meaning
is preserved.? This has led to the development of formal
and quasi-formal languages for representing meaning in
memory. with the idea that variations in memory per-
formance can be better ugderstood in terms of variations
in meaning representations thanin termsof the actualinput.
Thus the probability of*successfully coding a sentence de-
pends more on the number of distinct me. nings or proposi-
tions in the sentence than or the
sentence.?? Further rescarch along these lings may have
important implications for the design of higher level pro-
gramming languages. . .

Physiological studies suggest that the persistence of stimulus
aftereffects occurs differentially in different regions of the
nervous sysiem. In primary sensory pathways the persistence
of the neuronal response to a brlcf‘;llmulus is of the order
of iconic memory, whereas in ‘cértain neocortical regnons

number of words in the
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Retrleval

\I'un of the work on retrieval has been wnu.rmd with
dermonstrating that miemoeny faitures frequently arise at the
abend of lhc swsiein. Seemingly forgotten informa-
often he retmeved by reinstating the context in
which the mi'nrm;il'.\m wiJearned. indicating that content
v i particularhy effective retrieval cue ® Other studies have
tocused on fuc ors that diminish the effectiveness of o re-
tricyal cue. lihe multiple connectionsto the cue

Ihere is no guarantee that the processes—algorithms and
heurstics—that people use, with small data buses are of
any - -oowith large ones, Sequential searches. for example,
Midae sese with small dati bases but are unrealistic for
Large onies. For these reasons, rescarch on human retrieval
from farge data bases seemschighly relevant to information
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Learning

Studres m wmmal Ierning hae e recentls come to emphusiz.,
mrocesses analogons U those of human memory. The term
“eopnitive processes” is inercasingly being used to charac-
terize this generat information processing approuach o the
phenomena of fearning and memory m animals.®' One dis-

tnction is between working memory—stimulus information
usetul for one trial only —and reference memory - —information.

useful for many trials—in analyzing operant learning in the

pizeon.® (It appears that hippocampal damage sefectively,

impairs working memory in many species.®) Others have

analyzed classical conditioning (using rabbit’eyeblink) in

terms of effects of ‘expectancy and “priming” on short-
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REPRESENTATIONAL CONTROL OF
BEHAVIOR

Decision Making and Heuristics

This arca ix vast and has attracted a great deal of atten-
tion by scientists {rom variows fields. Some ol the key words
are: suhjective probability, expected utility. risk. heuristics.
informuation processing steategies, Baves” theorem, repre-
sentativeness, ete. There is 4 long standing tension between
eptimal approaches, as exemplified by work often called
decision analvsis. which is based largely on subjective ex-
pected utiity theory and Bayes” theorem. and empirical
results that show not oaly that many people {including
those with decision responsibilitivs of tmportance] fail to
behuve optimalt:. but that they do not always want to
follow the dictates of optimal models. For example. many’
subjeets will order certain pairs of gambles opposite to the
amounts they say are equivalent to the gambles individually.”
The failure to behave optimally could be due to an inability -
to handie the information processing required. which could
perhaps be compensated by artificial devices. but the failure
to want to be optimal suggests somé basic misunderstanding
cither by most pu)pl&. or by the scientists analyzing these
decision situations. .

It is now generally conceded that human subjects. unless
especially trained. approach complex decision problems
involving chance events by invoking various fornts cfheuristics
inconsistent with either rational considerations or statistical
theory ® As set, na very salisfactory deseriptive model
his evolved. '

Motor Control i

The study of coordinated movement has been much
neglected, certainly by comparison with perception. Yet
the problems of movement are just as relevant o informa-,
tion science as those of pereeption—indeed. the two are

. mirror images. In mov ement, as in eru.pllon there is th

prdblem of muny-to-one: hou does 1 mevement S\ﬁle
achieve o particular ob|u.uvc in so many different ways,

from so many different stafting’ positions, and 'under so .
many differen{ conditions? From the standpoint of purposive
control, how can the degrees of freedom in the system be



minimized, or even made manageable? What principles
determine, in a given activity, which variables are altered
and which are held constant? What are the constraints on
the system that restrict its opefation to activities that are
behaviorally useful? How do we solve the fascinating, but
not much thought about, problem concerning the relationship
between afferent and efferent patterns? Consider, for
example, how it might be that the afferent: patterns cor-
responding to the dud\lory {or nhonellc} representation of
incoming speech sounds are “'translated” into the efferent
patterns that produce mimicry. Note that the process appears
10 be accomplished with very little triai and error and, ia
the adult, with such speed as to imply a mechanism that is

both cfﬁcncnl and, like so many systems that work efficiently.

in animals, biologically bused. What are the implications of
the fact that there appears to be no obvious invariant rela-

“tionship between central commands und the effects they

produce, that the order to pick up an object has wholly
different LOI’]S(’({ULHLCS’ depending on the initial relation
between the person’s bady and the objccl" Thisis, ofcour%,
the problcm of context-conditioned variability, anditlooms
as large in movement as it docs in perception.

To solve these problems will require, at the least, that we
discover how to characterize the significant informational
units of coordination and the representational structure of
objects imbedded i physical space. The attempt to doihc
former has been a point of departure for work at the Insti-
fute for Biological Physics and the Institute for Probleris
of Information Transmission in the Soviet Union.®® At

. those centers, invmligdlions runge from studies of the neuro-
" physiology of motor sysluns. including such disorders of
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" “motor activity in humans-as Parkinsonism, to the applica-

tion of ideas abeut motor organization in the design of
rohots. The theoretical perspective developed in the Soviet
Union has been elaborated in this country *® and is now

being used as the basis for empirical work in several Ameri-

can luboratories.®! But in seeking 1o understand the plan-
ning and organization of movement, and how perceptual
information regulates activity, 4n 1nlugmlcd rescarch effort
is needed. Such an effort will comprise aspiects of psy-
chology. neuroscience, and compuler sci?ncc There are
preliminary signs that sich an mlcgzrmon is bung duemplLd
butmuch remainsto bedone.* i

Stra‘tegi,es Governing Perférmance

It would seens likely that a
is optimal for some purposes is not optinal fer others. For

example, 4n children who have accidentally losi the cortex

of one hemisphere, different linguistic strategies emerge in
dealing with certain grammitical consiructions depending
on which hemisphere was vemoved™ More recently it has
been réported that with normal aging the strategies used in
dealing with certain tasks change, e£.g.. the ways in ahich

simple drawings arc copied.* A quunon raised by lhuc‘,
studies is whether such strategies are defective in the sense

thay the sudjects could be trained to other strategies that
would give a better pt:rformdncc or whether the slmlcgim

erformdncc strategy which

o

W
are indezd Joptimal when &Il conStraints on performance
are tukennto account.

.

COMMUNICATING REPRESENTATIONS

Connections Betwee: Phonetic
Structure and Sound

As a result of years of rescarch, we have begun to under-.
stand the nature of the code that conneets the sounds of
speech to the phonetic message they convev. ltisa peculiarky
linguistic code, bearing resemblances of a sort to the grdm-
matical Lodcs {e.g. syntax) that one finds at other levels of
the syslcm More spccxﬁcally we know the code wellenough |
to have /mplurcd it'in a set of rules—a grammar, as.it
were—450 explicit that it eais be put into a computer and
used ‘for the purpose of generating speech from strings-of
discrete phonetic symbols.*® The synthesized speech is not
wholly satisfactory, but itis gocd cnough to stand as evidence
that this part of the problem is on its way-to being solved.
The. rules for synthesis, when examined. suggest that, lhe"
<olution is not trivial. As for‘the technological side, synthesis-
by-rule can be used—indeed, it is now ‘being used—in a
variety of*applicatioas. When connected. for example,, to
another set of rules, largely phonologic, that relate orthog-
4phw to phonctic slruclurcs, and to an optical character
redder for “perceiving™ the orlhogmphy, the result may be
a reading machine for the blind—that.is, a machine *hat
will convert text to speech. Synthesis-by- rulc used ,in con-
junction with other devices providés a variety of systems
designed to make man- nnuhxm lntudulons easierand cheaper.

Higher Leveis of Linguistic‘R‘epresentation

Linguistic eompréhension and production involve thé
formation of multiple represéntations of the linguistic signal,
each of which uicodes some aspect of the total informgtion |
conveyed by the signal. IFor mare than twenty y ars, inten-
sive research in linguistic tieory has been devoted to the
formal characterization of these refgresentations and the

_abstract specification of the mappings among them. The

phonetic representation ofs‘puch is connected to the lexical
representation. consisting of a sequence of words, by means
of phonological rules. Syntactic rules connect the lexical
seguence to a rerLsanl.on of meaningful grammatical
relations. Semantics and pragmatics specify mappings be-
tween this representation and a still more abstract repre-

* sentation of the message encoded in the linguistic signal. In

computational models of linguistic comprehension and .
production, the lm;,mslu. rules for méipping betwegn repre-
sentations cuan be regarded as stored kno\\ludgc stractufes
that aré applied to decode or encodg the information m the
hm_umu signal. -

Lingpuistic thor) has predominately bLLn Lonu,rnLd with
formal chuaracterizations of the mental representations
that underlie speech. and relatively livte effort has been:

i

duolud to studving realistic algorithms by which these

,r/l

lL[‘H‘LSLllld{lUn\ can be computed. Rcunll) it has bten
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‘argued that'new_types of syntactic rcpresenlduon based on.
the lexical andmg of grammatical relations would permit
psvehologically more realistic processing algorithms. 4® This
and the development of advaneed lmluml {unguage parsing

vlu.hmquu” makes it appear feasible to construet realistic

. mmmll.llm.ml models of human languagesprocessing which

incorporate linguistically motivated rules afid representa-
tions. Collaboritive work comh\ming linguistie. computa-
tional and psyehologieal approaches to this problem" has
been initiated by groups of reseurchers in cognitive scicr\gc
at a number of academie and industriad centerse” ;
An mmportant issue for information seience arises frois
work of this type. A major focus of research_in- hnumslu.
theory has been the discovery and LhdrdLlLrl/dlIOH of mn—
straints on-grammatical strueture that are invariant across
languages from unrelated Linguage- families. Réferred to as
“linguistie universals”, these invariants are thought by many
linguists to reflect specific properties of human cognitive

e

mechanisms for language-use. Linguistie yniversals provide™

a rich source of natural eonstraints on the design of compu-
tational and mathematical models of natural language
proeessing. but one that is just beginning to be exploited
in the cognitive scienees,*® A Question for research in infor-
m_;llion scicncc&is what prineiples of information process-
ing would explain the existence of these universal invariants

- in the higher levels of linguistic representation.,

o, . .

. -
- , . «

Understandirig ) ' o

There are 2 number of perLcls dl'OUl!d the country where

" rescarehers dre trving to devise computer programs that

understand simple and not-so-simple stories. and where
the guiding copreern is the pwcholoucal reality Of the repre-
sentytions and processes posllt.d 4% This work clearly con-
stitutes an information proeessing account that ig,inde-
pendent of its specifie implementation. os it deals with a
program that is intended to be the funetional ¢
whrl pmplcfdow hen they undérstund stories

PRINQ!PLES OF IMPLEMENTATION

. (& .
Sotutions to problems ot computing and manipulat n;__
representations can be foung in at least two ways: (1} b

_abstract, mathematical treatment. or (2} by an memcal

example. Ln the latter case, <he nature of the illustration
o
will mmnd upén the machinery available—neurons or

=thp\ OPUL\ or computers. For example. if one wishes 10
IL‘PTL\LI“ {4 compiex wav gorm as the sum of sine waves of

nvalent of

differing frequencies. this can’ be done in a parallel manner-

using optics. or serially on a computer using a Fast Fourier
Transform. Both methods give an Lquall\ informative
representation of the original waveform. However. the two

" methodsdiffer considerably in the algorithm used to imple-

_of the input data and the available hardware, ong method =+
avill be more effieient than the other. Animportantexample
“is the speeeh s_\'nlﬂcsis mentioned above

Q

ment the compatation. Clearly. depending upon the form
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With the expldsive dcvclopmcnl of/uomputcr lechnology
over the past decade, cur understanding of serial processors
has grown tggmendously. In contrast, relatively little is knows
about parallel processors, such as animal and human brajfs.
Yet these binlogical systems can be the most effigienit in-
formation handling devices available. Understanding the
computational - ‘tricks" and strategies of the brain should
provndu useful insights for the construetion, of the artificial

parallel pro;usors of the future. Perhaps the surest way o
prouud in such a *'blind" scarch is to seek and idegtify gen-
eral prineiples that.appear almost universally 1 in all bnolognml
information processing systems. These principles are re-
vealed on at ledst two levels: behavioral and anatomical.

The “Magical Number Seven™ is an example of a be-
havioral.prineiple.’ The average person can recall correctly

1 list of seven bmdry 15'115 gr seven decimal digits, or
vau! words, each chosen ,m‘dom Clearly it is the lOldl

‘number of items in the sequence that is the llmmng fdclor

in the spar of imrhediage memory. This limitation has sug-
;__cslud that the brain will tend to encode material in suuh a

manner that it need not handle more than seven items or &

“chupks™ atatime. ThLthOfCllCd} reason for this empirical
‘result is not known, and yet it suggests an important design
prmuplc for storage and retricval in a hlLl'dl'L.thd”y orga-
nized parallel processing system. .
Two other design principles that appear bolh at a be-
havioral and an anatomical level are “‘lateral inhibition™
and **Opponent-processing’’. One function of lateral inhibi-
tion in neural nets is to reduce redundancy. The second
is the normalization of the sensory signals over a wide input-
range. The scheme used to accomplish these tasks has been

studied in great detail*® and the basic (two-difnensional]
Laplacian operator is now used almost universally in image. ...

processing. ‘‘Opponent-Processing™ is a related technique
also very common in biofogical systems. it is the pairing of
mutually exclusive signal lypes. such as “'red” opposed to
“gree.n or “black™ OppOGLd to “white™. Although why par-
lnculdr pairs are chosen is not always undcrslood" the uni-
vers: nhly of this opponent-process suggests that it may be
an effifient method for handling information: Its utility can
perhaps best be understood as a binary selection strategy,
wher inputs at each higher level of processing are suc-
cessfvely graded by placing the results into one of two bins. «
At an anatomical level, we also see the continued recurrence
of eertain fefitures. which suggest underlying principles of
implementation. For L\‘m\pk nuiny struetures of the brain
are subdivided into Ll)urs {laminae} in one dimenston and
“slabs™ or “columns™ in an orthogogal direction ®* Clearly
the design of the brain eannot be random. and this type of
dgrehiteeture seems to be one of its organizing prineiples.
The theory of why such a scheme is used has not yet appe ared.
however. and may await further dc,w.lopn.ulls in complexity
or network theory. Other organizing strategies used by the
brain include reciprocal feedback between hierarchical
struetures (i.c.. cortico-thalamie) or laminae (asin thespinal
cord). as weil as temporal patterns of interaction that seem
to be regulated principally by the limbie system, The lutter
have been likened to ring memories.
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Understanding the design of the brain. therefore includes
not only the understanding of the problems it faces, but
also the nuinner i which it computes solutions to these
problens. By discovering the “tricks™ used in vommon by
hiotogical systems, we advinee our gengral understanding of
how eficient, paratiel information-processors could be built.

.

CONCLUDING REMARKS

Both the science of information and lh.ll nl Inh.lvmr are’
st changing felds. e mh nnp ieting the development of the
other. Tis noi sarprisiiy. theretore, that what we have said
about hIUI()A‘lL.ll sotutions o infornjation handling is far
from L()IprLhLI]\}\L‘, and we \u)uld be foolhardy to think

thay our sense of tiportant lnp.u is much of a prognosis |
s to what is happening right now, let alone five or ten

veirs from now. Qur purpose in trying 10 aresent the be-

Q
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havioral approach’is to Toster further, interaction, not to
prescribe its direction. . '
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Introducilonto the heport

The Working Group ‘on {nrormation Tecehnology was
convened at the request of the Advisory g,()l“l“llll.t_ for
Information Scienee and Technology of the National Sei-
ence Foundation under the direetion of Advisory Com-
mittee members Paul A, Strassmann and Richard I Tanaka,

[he Working Group was t.hdt’y.d with identifying re-
scarch. gaps related to information technology whu.h‘ are
unlikely to be filled by the private sector but which are
important to the national interest and therefore appropriate
candidates for Federal action,

Similar questions have been considgred by other Eruups
“and at greater length during i{u. past several years but gen-

crally within the more limited context of particular agency
or natienal interest problems (efl, g {1, 2. 3.6, 10, 14]).
Other nations have generally adopted a more comprehensive
and unified positidon in their consideration of analogous issues

(el {7 9])). Tt was not the task of this Working Group to |

reiterate the arguments of previous studies nor to undertake
4 detailed study itselt, but rather to synthesize prevailing
knowledge and expert opinion at the most comprehensive

level in terms of both suhjeet matter and its potential \I&,

nificance for the nation,

The members of the Working Group are aH outstanding
leaders in theit ficlds and combine extensive experience in
business. government, and academic life with expertise in
scienee, technology. and industrial management. This re-
port is the colleetive tesult of thicir considered epinions
dev Ll()pt.d over an extended period of time rather than from
their intense but briel examination of the issues in the con-
text. of 1fe Working Group alone. Morcover, the recom-
mendations result from the consideration of a much broader
set of issues trom which the issues selected ‘were judged to
have the most important national consequences and require
Federal action. It should not be concluded. therefore. that
issues omitted from this report are without merit. -

On behalf of the Advisory Committee for Information
Scienee and Technology. and of the National Seience Foun-
dation, we wish to_uxpress appreciation for the time and
thoughttul consideration members of the Working Group
breught to their task. It is our hope that the readers of this
report will give serious attention to its message of opportunity
and promise. )
Howard L. Resnikoff Director

Division of Information
Science and Technoldgy. NSE

Joe B, Watt, Chairman
Advisory Committee for Information
'Scicyc and Technology."NSFE”
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| ) ‘ Report-of the |
WORKING GROUP ON INFORMATION TECHNOLOGY
of the Advisory Committee for information Science and Technology
National Sajence Foundation . )
Z

REPORT OF THE WORKING GROUP

1. Introduction. Civilization is based of the interplay

hetween mind and musele. Stnee James Watt's perfeetion of

the steam engine 200 years ago, technology has ceggentrated
on supplementing and replacing human muscle powter by
the power of energy-intensive machines. In the coming
century technology will surely concentrate on supplement-
ing and. in the more routine contexts, ‘replacing human
mental activity by the po\n.r ‘of information-intensive
nmt.hlm.s

There is no need to dwell upon the manifold changes in
our life that information technology has already brought
to pass. Teleecommunications, including the telephone and
television and mediated by the satellite, computers lurge
and small, cepying machines, videodisks, &¢nd other means
for storing large yuantities &t inforfhation in an aceessible

form have in combination changedhow and whether many

of us work and play. created vast new industries and forced

- old ones into deeline, A large and fapidly growing fraction

of the American work foree derives its income from activities
related to the production, conimunication, and transmission
of information rather than from the production of material
goods, and this trend will continue [9. 11, 15]. Aulom.lllpn
of industrial production using intelligent robots, improve-
ment of public edueation and workforee {raining by means
of computer assisted-instruction, growing internation:tt im-
ports and exports of information [3]. inereased consumer
and public access to information. and nutional defense are
all inereasingly dependent on advanees in information tech-

nology, which has begun to ussum‘crl'm.: status of a national®

imperative. Heightened ceonomie congetition from our
trading partners, the changing character & the workforce,
computer erime, and problems of personal privacy are also
produets of the rapid changes in information technology.”

This report concentrates on identifying aspects of infor-
mation technology where researeh developments appear to
be in the national inlcrcst but are unlikely to be pursued by
the private sector {67 Sie reason or another. In these instances
it seems appropriate lhdl the Federal government play an

agtive and suppostive role in accelerating and coordinating,

the necessary developments, We have tried to set forl)h a
general framework for decisions en Federal resouree allo-
cution which i broad enough to accommodate the rapid
changes and varied implicitions characteristic of this new
technology while still focussing on the several particular

~
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areas where we believe there are special prospects for hxgh
returps from modetate investment risks.

This Working Group is composed of engingers and sci-
entists. Thus the reader will not.be surprised to find that
questions lying outside the technical sphere have i,c'ncrully
been accorded slight attention in this report dcspllc their

evidentimportance. With regard to public polny issues, the
forthcoming report of the National Academy of Sciences [14]°
complements this one. Other I\\lll.\.a.\pl.l.ld”y those involv-

ing the socictal impact of mlormdlmn technology, should
be considered by appmprmlul» constituted working groups.

The present time appears to be especially propitious for
taking stock of the implications of information technology
developments and the opportunities for the Nation inherent
in them, The power g! information processing machines has
inereased, and the costs have declined, to the point where
michines which exhibit some degree of “intelligent™ (i.c..
decision making) behavior are spreading throughoutsoctety
(el [12}1). The convergence of computing and telecom-
munications technology is aceelerating that dispersion. For
instance. it is expected that 10 nillion Ameritaps will be
“on-line”™ by 1986, and 30 million by 1990. Thus it is not
too soon to {ry to gain an overview of the opporturities
ahead and ol the gaps which may stall progress toward
their realization. But it is also nof yet 100 late for planned
and coordinated sctivities of the private seetor-and the
f-ederal government to fill those gaps.

CThe Working Group's recommendations call for more

intense activities in cight general areas:
Theory of Computation
. ‘Kll()\'\lcdgc Rcbruscm;uion :md:Dcliv:‘:;
- Man-Machine Interface

o Softwire Production, Mainienaneg, voof Slovleseenece

!
e Very Large Databases

¢ Ultraparallel Hardware Designs

o Rescarch Infrastructure

. N

* Societal llﬁp;l/l.‘l-

The Tollowing sections present brici <iv.cripdons of the
cight general areas and identify particular pestlems within
cach one which seem to us to call for intensiiizd effort. The

discussion begins with the most general and abstract issues:

and praceeds to increasingly pdrlu.uldr and practical ones.
Although probiems of the research infrastructure and societal
implications, discussed in sections 8 and 9, lic outside the
principal arcas of expertise of the members of the Working
Group. they are of such clear apd pressing importanee that
we find ourselves obliged to drav\gtiention to them, as others
also have done. )
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. Theory of Computation, Computatior . - -f’lic
at ihe root of all'applications of informition lcchnology?so
it is 1wqt surprising that theoretical investigations into the
complexity of calculations should pldy‘x‘,unddmcnlal role.
An early and decisive result—a {rivmph of pure thought—-
wus the denjonstration, about-50 yeirs ago by the mathe-
matician Goedel—that ngt every mathematical truth can be
proved. This means that there are caleulations which can-
not be carried to completion by a computer no matter how
powerful it may be. Such conclusions have profound philo-.
sophical implications but few prm.lu.dl consequences. They
have. hogever, provided the incentive for recent research
into the X\ompuldllon al complcxnly,uf practical problems,
and into the trade-ofTs between t.omplumy and accuracy of
computations for problems where some degree ‘of error can

_bu tolerated. Thessignificant rcsulls which have already
" been obtained have immediate application to problems of

data security and privacy. They have had a major influence
in the area of optimization, and have greatly increased the
size of problems that are routinely solved to improve the
performance of various commercial, industrigl, govern--
mental, and acadgmic operations and systems. Further
progress will play = role in stochastic computation, in parallel
somputation, in the design of computers, dnqm structuring’
information processing problems so that their Lompum-
tional requirements can be efficiently mer= ~
Beeause of its long-term nature and universal charac-
teristics, research in the theory of computation is primarily
cqpducted lw university scientists and is supported by:Fed-
cral grents. While the importance of continuing research in
this argn appears to be generally admitted, \'Wﬁuvc that
a mor. intense effort will repay the relatively smallinvest-
ment required .m(} that the appropriate !Ldt.ml agapeies
should encourage m.lml) in this area.

3. Knowledge Representation and Delivery. Atthe present
tine, only biciogical systems can deal with complex knowledge
mreblems. Nevertheless, the human beain appears to fune-
fion as (P it were, in effect, a complex. highly parallel com-
st This establishes a fundamental link between the
<bstrae cousi-erations of the theory of computation and
. cones2te bt equally fundamental research questions
: hew snotvedge is represented in lhc brain and
Lo osiehit b vzpresented in the machine. The question of -
isenedic o practical interest, of course. is how to represent
i:nowledge in a way tHat the machine can usefully manipulate
and that scems natural to, and can casily be used by, a person.

As°the complexity and performance of microelectronic
cireuits increase. morespowerful ways to supplement and
augment human performance in arcas involving program-
ming. decision making. design and analysis of experiments,
and evaiuation of data become possible. Equally important
is progress’in increasing the efficiency of communication
across the man-machine mlcrl.u.c by using higher-level
information-bearing structures such as natural languages
(in both written and spoken form) and graphic representa-
tions. The effectiveness of these methods depends to a large
extent on the ability to transfer knowledge and inforniation

18
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frgm vne representational form to another and, ultimately
1O classtly and recognize pxllcrl‘\ and representations of

“hnowledge in aoway which is compatible with, if not

identical to. e w ay the human brain performs,

Researéh on these fundamental questions has begun
.lllrl-)HLll the number of workers is still small iand the goal
distant and ill-detined [1. S]. Because ol its longeterm and

Daste ture, few privatessector companies have the resources .

or the motivattion ter invest heavily in the general problem
ol hnowledge representation, although research on selected
problems with a more immediate anticipated return on
v estiient is being done. Amongst these are information
retrieyal and graphic display, and the use of artificial intel-
ligence principlys to develop “expert systems™ for assisting
prafessiogal Anowledge-w orkers 1n specific tasks which in-

volve the analisis and eviluation of luarge quantities ol

controlled data, such as assessing the seconomic potential
of nineral deposits from geological survey data. These ap-
plications are beginning to prove their economice value. but
they must be viewed as the products of a primitive “knowt-
edpe engincering”™ which thus far lacks the scientific base
which would enable its full potential to be realized.

An understandiftg of the laws which govern the repre-

“sentation ol knowledge, svhether in the brain or in the

Q

machine, requires prograss on a number of basic and intricate
special problems, including:
g UEEY (

o devélopment of u general theory of pattern classifica-
tion and recognition: and . ’

o understanding the relationship between language and
mental representations of knowledge, and in particu-
lar. between the structure of questions and stored
know ledge. 4

.

‘

Amongst the various sensory channels available to people
for communication, the visual channel has by far the greatest
capacity. This is the reason that graphic displays have be-
come so popular in interactive man-machine communication.
However, if. information is communicated solely by dis-
plaving text in a natural hmgu ige. then the high potential
channel-capaeity of the vision system is dLgrdde so that
the effective eapacity is mo greater than that of the speech
channel. The introduction¥df images in addition to text, and
in place of text, recaptures the advantages of the broadband
vision svstem: those who said “‘one picture is worth a
thousand words’™ knew whereof they spoke. Thus there are
special research needs in the study of interactive graphic
communication—especially in understanding how to sub-
stitute graphic and symbolic forms of communicaiion for
text and how Lr;xphicul and image information should be
organized for \ll)hlLL retrieval, and display.

The Working (xrnup believes that there is insufficient
research in the broadly construed area of knowledge repre-
sentation (and more broadly. artificial intelligence) and that
existing efforts could be better foeussed.  »

4. Man Machine Interface.
the performance of computer- -bhsed systems have perhaps

i
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masked the faet that several areas have not made any basie
or fundamental advances. Information machihes are fast
and precise and do not forget. People are slow and inae-
curate and have a very limited capacity for short-term memery
reeall, Homan information processing limitations are bal-
anced by an exceptional ability to abstract, generulize, and
synthesize. All of these are processes for reducing the channel
capacily required to process information so that results ean
be obtained rapidly enough to be ol use. Thesé abilities ulso
tend to reduce the signilicance of individual errors.

Contemporury. computers eannot abstract, generalize, or
synthesize to any signiticant degree. Thus the main problem
mmcrnm;_. the man-machine interface is to make these two
very different modes of information processing compatible;
1o “match the impedance™ across the interface (in the engi-
neer’s jargon} in order to make it transpargnt and friendly,
with the intent of enabling the machine to correct fon-
substantive operator llll\ld'\L\. and otherwise forgive hunmn
errors, and to adapt itself to human thought processes
rather than requiring the human user to pse unnatural thought
processes. o :

This problem is composed of a number of more specifie
research questions whieh appear to be receiving only limited
altention. Sinee people normally communicate using spoken
and written natural languages, a bétter understanding of
how language can be used to communicate with machines
is needed. s particularly important to reduce the interface
barrier for written materials in machine-readable form. Large
amounts of text are now available in machine-readable form.
As word processing systems become mor - videly adopted.
lic amount available as a by-product will rapidly increase.
Its effective exploitation will depesd on: '

[ Ru.oz_mlmn of lhc nnporlanuc of providing standard-
izede means for h: idling machine readable natural
* language text material; - \

2. Delinitions of tasks and specifications for research
leading to the design of general text handling systems:

3. Efficient software to erlorm the desired text hdndlmg:
functions:

s

. Conventent human- Iu.lors Lnynu.rt.d terminals and
dL\r\lOp systems,

These factors lead to a number of general research topics.

Regarding the immediate future, it would be desirable
to develop methods forthe general retrieval of information
and data items from text by word-processing systems—Fhis
could lead to widely dispérsed and relatively inexpensive
systems for the selective dissemination of information frbm
locally created and maintained text collections.

In the area of the human interface. there are importa
research topics coneerned with the evolution of existin
technigues into more comfortable and ratural machine
systems, with emphasis on accessibility to non-specialist
users and particularly on adaptive interfaces capable of

“becoming sncreasingly terse as the frequent user and the

machine gain famgfiarity with each other. Their study would

k3
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also help define the requirements for rescarch in graphic
displays, methods for scoring graphic information, and in-
ternal systems useful for direct proeessing ol graphic or
pictorial data. ’

Some fundamental research on two-way interfaces other
than the usual keybourds and cathode-ray tube displays
should be encouraged 1o prod ihe develepment of more
matural interfaces. This would include the exeeptionally
important natural inguage voice inputand output systems,
as well as more sophisticated tactile and visual comimuni-
cations mgeiins, ' -

5. Software Production. Maintenance. and Obsolescence.
Massive investments have been made in sdftware prepared
using “traditional” languages. and large stafls of progriam-
mers trained in them exist in commercial, indugtrial, and
governmental organizations, Even research aimed at fundu-
mental change in machine architeeture is influenced by
these facts,  — -~

For example. il highly parallel 1mu.hmc architectures be-
come possible, the basic problem of providing softwure for
such -machines ngeds 1o be addressed. One approach hl‘ls
heen to require that even machines with new and different
architectures should be able 1o run software written in cur-
rently popular languages, instead of requiring special
languages. That coneept needs’to-be questioned. [t might
b¢ more reasonable to have a combined research activity on
architecture and software which attempts to keep the soft-
ware problem within bounc e software requirements
could be kept within limits either by requesting that existing
programming languages and programs be usable, or by
minimizing the programming problem by the nianner in
which” new machines are organized. Software lunguages
. need not be elementary. They need not be designed simply

" beginner but can be intended to be cefficient and

comfortable to use at all levels of skill. A soltware system

can be interpreted in a broader sense to include database
systems which use interface charaeteristies and some internal,
sophisticated levels of .proeessing o permit cxlr‘n.lm&

knowledge or information from data. N

Through the years the fraction of total information \ysll.mﬁ

costs devoted to software development and nmmlumm.c\

has been steadily inereasing, Thelife-cyele costs of software
are not clearly understood. The basic costs involved in
developing a program in the first place are known to be
very high, However, perhaps 75%
<oftware is devoted to maintaining and updating existing
programs. This problem may be particularly extreme within
the IFederal government, where procurement policies tend
to favor retention of obsolescent hardware and the associated
software inventory [4]. Thus rescarch is needed on the cco-
nomic consequences of various {)TOLUTLT‘HLHI and standardi-
sation policies.

The ¢-.stion of software developrment and maintenance
is a reseazvh area whose cconomic implications will become
ol crucial importanee as the national investment in software
continues to grow and the fraction of total information
systems costs devoted 1o it climbs cven more rapidly. In

Q
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lhul. circumsti mees, obsolescing software capital may have
cconomic consequences quite comparable to those of ob-
solescing steel mills or other manufacturing capitad, Pro-
ductivity may in fiet become negative in the loag-term
maintenance of aging software. It is, however, important to
recognize that despite the problems noted, the United States
currently has a considerable competitive advantage with
respect to other countries in software development. Efforts
should be made to maintain and emphasize that advantage.

6. Very Large Databases. The size ol a databasg is its
domipant charactzristic. Everyone knows that a shelf filled
with hooksora ersonal filing c: thinet filfed with dotumerits
is o wn\'cmcnl Sore of information to which the user has
immediate aceess. But.a large library or record fucility, such
as the more than 20-million volume Library of Congress
(equivalent to about 2x10™ bytes of information) or the
record storage division of a large corporation, can be as
effective as encryption in foreclosing access to desired infor®
m; mun unless it is equipped with svphisticated data man-
agement and information retrieval systems,

As the size of the database inereases (und new highdensity
[erw-cost storage means such as videodisks become generally
available), the problems of dt.xx;__nm;, adequate retrieval and
management systems increase also! If the stored informu-
tion is heterogencous, as normal office records, scientific
and technical information, ete. are, these problems become

stll more complex. They inelude at least the following:

1. How to veril « the consistency of updates to anxisting
L d - -
database. . R

1o

How to make aceess to a database more natural -rather
than through the tightly disciplined requirements cur-

"y typical of database systents, without unduly
sacrificing system performance. '

3. How to vonfigure a system and represent data so as
to inerease the user's ability to extragl information
from the data.

How to develop methods for quantitatively dnalyzing
the hardware, software, and performance costs of
" database managemeht and information retricval sys-
lcms as part of the design process.

Dnscovcry of optimum techniques for mdndgmg dl\-
tributed databases. \

A key area of current database research, in which major
progress can be anticipated, is that of designing storage
and retrieval arrangements that can support-a vaitety of
data models pereeived by users, and the relited issue of the
ability to translate from one pre-gxisting database to another.

Some other reseirch topies related to large databases arce:

e Rescarch in computational linguistics; automating the

grammuatical and meaningful manipulation of natural
language. )

s Rescarch on typical intellectual and commercial use of

information flows: where it is obtained and how it
is used. B

20
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¢ Research on data struetures: the computational effi-
cieneies of different data representations and storage
and retrieval structures.

7. Ultraparallel Hardware De3igns. Rescarch l\o‘pics in
the arca of hardware can focus on a number of reasonably
obvious direetions. One would be'in the area of components,
and of lhc'physic:';i phenomina underlying new methods for
implementing digital hardware systems, However, it ap-
pears that the commereial seetor'is vigorously pursuing
this direction, and the capabilities and availability of inte-
grated circuitry are well in advanee of improved system and
machine architectural coneepts. . ’

One interesting approach towards exploiting the avail-
ability of lurge numbers of microprocessors: would be to
explore the fundamental properties of highly parallel machines
(¢t [13}). This is a natural extrapolation of current semicon-
ductyr technology. Computing systems composed of large
numbers gf identical elements are ideally suited for eurrent
techniques in semiconduetor processing. _

One gbjeetive of a highly parallel system would be to
have proeessing power grow more or less linearly as process-
ing clements are added. This would require a m-sdest num-

ber of different types of elements, cach designed to carry -

out a speeifie operation with great efficieney. If one were
_able to provide proeessing power directly in proportion to

%2 the addition of casily replicated hardware units, it would

be feasible to evolve a family of variable-cost information

® systems, ranging from low to high, ' ith pronui: . aitte or

o
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cquivitient ranges in proeessing eapabilitics.

The development of paraflel computers has proceeded in
an evolutionary way sinee the carly 1960's. Current NASA
plans call for construction of a highly parallel computer
adapted to {luid dynamies caleylations, and the Japanese
government Nas committed itself to the development of
several stll more powerful parallel machines. But these
proposed architeetures are specifically adapted for seientific
computation and are unlikely to be well suited to such other
important applications as data management, computer
graphics. and other complex data-intensive proeesses.

The ability to put together large numbers of proeessing
clementd need not be confined to parallel machine archi-
teeture. Several research s:udies dealir g with different con-
cepts. such as array processors, variable threshold elements,
higaly redundant systems or so-called adaptive logic tech-
nigues have been undertaken during the past two decades,
Nevertheless, beeause of the availability of inexpensive
microproceessing clements the current practicabilily of im-
plementing many of these systems makes it feasible for some
« of these alternatives to be tested and compared against cach

other or “he basis of relatively pragmatic performanee *

criteri,
A second area’in which research into machine architee-

ture could be encouraged is in various forms of memory

organization. ineluding well-known but as yet unsolved
problems involving associative memories. Such memories
could of colirse form one intelligent subsystem, where com-

e . . -
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plex storage and retrieval processing is performed in an
environkien; separate from the host edmputer itself.
There arc certain categories of research, for which cur-
rently available equipment is not’ approprniate and where
parallel processors may afford special opportunities for a
significant leVLII!\\(; : Highly parallel'proeessors whose archi-
teeture is spcuil'iu"‘zmy tailored for 'modelling neural and
cognitive proeessing may provide a revolutionary advance
in experimental opportunities for investigating representa-
tions of sensory information, and in.partieular, of the vision
system. The photosensitive receptars in the human eye have

1 combined channel capacity of the order of 10 bits per

second: the foveal cones which mediate color vision have a
chun(@l capacity of about 10° bits per second. In order to
simulatd human vision info:mation processing in real time
(i.c., at the human rate) with a sequential coriputer, a
machine having a cycle time of less than 10-°- 10-'2 sec.
would appear to be required. The real-time rcquiﬁrcmcnl
cannot be given up lightly, because “certain applications
wherein computer vision systems interact with a human
operator in real time must operate at human speed. Cur-
rent microcompulters have typical eycle times in the range
10%-1077 see., which suggests that a highly parallel deviee
consisting of 10* or more microprocessors may be neeessary
for meaningful real time computer experiments.

Infornuition processing performed by 11 - central nervous
system is no less complex. Realistic simulations and experi-
ments, whose results will also lead to improved modelg of
neurophysiological and eognitive functioning, willdemand
even greater computing power. And it has uiré?:jly been
remarked that the greatest potential gains from the use of
information technology will continue to come from its use
to supplement human mental activities. The provision of a
radically more powerful tool forinyestigating cognitive and
neural information proeessing is particularly important in
aceelerating progress toward that goal and toward a more
realistic view of the true complexity of biological systems,
especially the human brain. )

In this secction hardware aspeets of parallel processing
have been diseussed. The time may be ripe for taking a
revolutionary rather than an evolutionary step in the diree-
tion of parallel proeessing instrumentation for studying
cognitive information processing and other complex com-,
puting tasks by undertaking to construct a machine con-
sisting of as many as 10,000 microproeessors appropriately
intereonnected. This is within4he capability of current teeh-

“nology and is a particularly attractive possibility because

computing systems that are composed of large numbers of
intcractive elements are the kinds for which sémiconductor
technology is most suitable. Thus, from a hardware point
of view, it is surely the best way of maximizing the comput-
ing power per dellar. The main problems which will be en-
countéred coneern how such@ machine can béprogrammed
to perfoim a-useful range of tasks, We therefore strongly

suppoit studies undertaken to investigate the architecture

and programming problems associated with such ultraparaile:
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processors and, sheuld their conclusions be promising,”
recommend that bigh priority be given to their construetion.

8. Research Infrastructure’ Rescarch ad zances ininfor-
mation technology and related fields depend on an adequate
supply of properly trained researchers and the availability
of modern experimental equipment. Because of the ex-
plosive devetopment of information processing in govern-
ment and industry there has been i prolonged drain of trained
investigators away from university research anid teaching,
<0 that research personnel are not being trained ih sufficient

fumbers to supply current or anticipaled needs. These prob-' .

lems have been deseribed in detail for computer science [6]
but they extend to the related fields of information science
and cognitive science alsa. : )

This Working Group supports the conclusions of {6]
applicd to the broade: context of all of the information and
engineering sciences related to information technology. and
recommendds that this basic problem receive the urgent and
coordinated attention of the Federal government, the uni-

- versities. and the private sector. with the objective of finding

cooperative means for alleviating it.

0. Societal Impact. So muzh b, heen written about the
pote iitinl impact of information technology that we can
hardiv hope to break new ground. Nor are we experts in the
disciplines which’are normally concerned with such matters.
Yet the implications of information technology for our
Nution—indeed. for the world—are already hecoming so
partentous that we find ourselves obiiged at least to iJcnlify
certain topies which we believe should receive ¢he attention
of specialists in the relevant areas,

Information technology already augments and partially
substitutes for mental activities, so that those who know
how to use this new technology and have access to it are
outdistancing those who do not know or do not have access.
Thus the already large gap between the highly trained and
cducated and the untrained and: uneducated, will grow.
perhaps to dangerous proportions. Mereover. industrial
and governmental emaployment will increasingly be limited
to the more highly trained and technglogy-literate members
of the workforee [15). i-or these reasons we foresee it worsening,
education and training problem. Information technology™
can. of vourse. also be used "o alleviate these problems
through machine mediated instruction and training but

- these methods are not yet economically viable nor generally

Q

clfective upart from some specific situations. We think that
all aspects of this already serious and potentially critical
problem deserve the most careful unalysis and attention and
that. in particular, the pace of research in the use of machines
for instruction and training should be quickened™
Periods of pride, economic robustness, and optimism in
America have historically resulted from or cointided with
very strong technological leadership. _During recent years
the U.S. position relative to other developed countries has
diminished und our ability to employ our advantages suc-
cessfully has declined. It is not too soon for the United
States to evaluate the consequences of living in an informa-
tion age and to attempt to improve the Nation’s future in
B LY
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this regard. Although waning in some areas, the U.S. posi-
tion of feadership in information processing and associated
computer based communication is well estublished and our
stores of valuable information remain second to none.

_ But the heart of a policy of sustained leadership in the
development of information technology and its broad appli-
cation throughout American sogiety is a national commit-
ment to computer literacy. Consideration of this as an
objective must be coupled to a serious assessment of the
key technological advances daad social adjustments which
must be made should the Nation. choose as-a matter of
policy to markedly inerease the number of people who know
how to use computers and other information machines.
Previous sections of this report have identified many of the
technological developments which would haveto be in place.
“Many Americans are certainly feeling the strains ol ac-
commodating to the information age. It is easy to wonder
at what stage personal inddpendence will be threatened as
a result of inability to acquire, process. disperse, iand st e
the information cach of. us will find novessa: Ao remain
competitive and empioyable. and haw inureased access to
ever increasing stores of information can be recenciled with
personal needs for privacy. These isvues combine problems
which, if not faced. may flourish. and opportunities which,
if not grasped. may move beyond our reach. They deserve
timely and serious attention. . ’
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WORKING GROUP ON TI{E CURRENT STATUS OF THEINTERFACE
BETWEEN INFORMATION SCIENCE AND ECONOMICS

of the Advisory Committee for information Science and Technology

‘ National Science Foundatton

Summary: State of the Art

[he ecconomies of information and information science
have been rapidly develoring fictds m recent years, “T'hey
are concerned, broadly speaking. with'the same questions,
How should information be produced. conveyed, stored,

etrieved and atilized? Who should hgve aceess 1o what
‘m,lmm;\linnl’ What are the incentives for gathering and

disseininating mformation? What are the consequences of

the unequal distribution of information in the population?

Despite this commonatity of interests, and despite a com-
mon mathematical heritage rooted in probability theory
and convex analysis, there has been little seientific inter-
action between rescarchers in economics and ininformation
scienee. The present manuscript is a survey, by cconomists,
ol the state of research on the eeonomies of inforniation,
cmphasizing those aspects most likely to be of interest o

informarion scientists, We zlso present a brief discussion of

the principal wreas in which there are researchable open
guestions that would henefit from collaborative cfforts be-
tween information scientists and economists.

Summary: Research Areas for Future Study

I'he briet saummuries that follow areintended to be repre-
sentative of the topres and questions in which cconomists
and information scientists might find common ground. The
background for each s given in the main part of this manu-
seript. T some cuses, research in these direetions is already
under wh.

Design of Organizations as Information
Processing Systems

« lconomic theors has concentrated on dssessing the value
of information and the informatiopal needs of organizations
to achieve certain goals, It has been much weaker at devel-
oping the cost side. The study of the value of information
arose naturally in conjunction with paratlel developments
in general equitibrium theory and statistical decision theory.
The costs of information have several origins: direct costs
of gathering infermation, costs and errors due to aggrega-
tion and quantification, costs of transmission, coding and
decoding. and costs of starage and retrieval. In each case.
the purely technological aspeet of these costs is compara-
tively minor. and 15 decreasing rapidly as new computer-
based teghnology is implemented.

E l{l{c _,h,,_*_____-_ N Y O o R
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Ihe Larger part ok costs is harder to measure. It lies on

_the man-machine intertuce. or within the fabrie of the orga-
“nizational structure itsell. It may be all too easy to produge

data relevant to i decision prnhlcm What .is difficult is
verifving tha these data are indeed the celevant-variables,

that they do not need to be modified in some way, that they
are actually representative of what the decision makers
are assuming.and more generally, performing the compu-
tation necessary to evittuate them. One well-known problem

,ofsthis nature is informational overload.

Eeonomists do not vet have an effective class of models
for these issues, Two kinds of further work are needed.
First, models of information transmission and utilization
i organizations with @ hierarchical structure are neeessary,
The tunction of hierarchies in economic theory, thus far,
liss been for the higher levels to monitor the behavior of
the lower devels, Their roles as precessors, filters and
requisitioners of information have been neglected. Because
the costs of informatiorf are intimately connected with the
structure within which it witl be utitized, these design prob-
lems should be studied in tandem,

Second. the econontic consequence, and indeed the meaning,
of better information should be examined. For a single
decision maker. more information is obviously better, at
feast untit the processing and evaltation limits of the de-
cision maker are reached, But when the decision-making
unit is an organization or system with disparate purts, im-
proved information at the source may not result in an im-
provement ai the stage of final u l/ll/ mun‘.‘md loeal optimiza-
tion of the role of information may not eoincide with global
optimization,

P
Competitive Markets as Information Processing

- and Dissemination Systems

it is well understood that cconomic agents can use the
ohserved market variables as a source of information that
they do not direetly possess, This idea has hrad a tremendous
impuct upon the theory of finance, where it lepds to the
“efficient-markets”™ hypothesis, and the theory of muacro-
ceonomics, where it is imbedded in the “rational expecta-
tions™ theory.

Despite the Laet that both theories huve been extensively
developed and tested. there is a great need for further work,
These theories are in the tradition of equilibrium analysis.
They ask. what would be the resulting attocation of resources
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il everyone knew the structure of the system and was cap.lbk.
of nml\m& costless and error free inferences” from <all the
‘observable data. The process through which the structure
ol the system is aseertained is ignored.

The absence of eny active learning from these theories
may be the source of some recently discovered empirical
paradoxes. Although the average return to those holding
seenities seems to be well explained by the efficient-markets
hypothesiz, the variability of returns is not, Asset prices
seem to be much too volatile relative te thair underlymg
determinants, such as dividends. [Uis certainly premature
to assert'that this discrepancy is due to the process of learn-
ing that accompanies the market transactions. but it is an
interesting avenue 1o pursuc.

Another area of potentially ‘ruitful research would bz to
exanung models where 1he endogenous market-d termined
varntbles convey some, but notall, of the information pos-

+ sessed by others. The decision as to whether to acquire the

information directly or to aceept the less accurate but pre-
sumably cheaper mode of making inferences from market
varibles is an interesting aspeet of lhl@”prohlum It beeomes
an important factor in the following way: as more people
engipe i active inforni umn seeking, the better, pruunmbl\
will the endogenous vari: wles retlect underlying information,
Conseguently, the ln\ur will be the incentive to acquire it
directhy . Is there an equilibrium fraction of traders who
engage 1 active mformation acquisition in ‘this w ay? Is this
cquilibrium eiticient. or should direet information acquisitic
he encouraged or discoutaged? .
Finalls. research should be diredted at the rolé of infor-
mation as @ commodity. Tht models discussed above have
retained the traditional view point that information acquisi-
tion and processing take place at the level of the decision-
making unit, but hat information is nat otherwise bought
snd sold. The isstes ol rel ability, privaey and quantitiability
of mtormation are importent here. These topics are related
to. and logically prior to, an e ';lluullinn of the ecpnomic

value-added of the information processing sector and 6I T

imnovations in information techrology.

Public Information Quality

Recent research in economic theory heis! made, possible

the modelling of processes such as auctions where the in-
formation available to the participants has an important
Antluence on the onteome. Similarly, the pyblicly available
information embedded in crop forecasts and in inventory
levels Tor prains is an important determinant of futures
market prices. and hence UI' the allocation of agricultural
rL\UllrLt\
» The theories currently .mulelc are highly snnphﬁgd
They assume. for example. that the objeet being .lemmd
has the same ultimate value to .l” possible purdmwrx Their
conclusions about the value of improving inform; wion may
be sensitive to these assumptions. Further w ork is needed
to develop usable procedures for evaluating the impact of
chinging the nformation made publicly ayaituble. or for
changing the auction rules or market-structure itself.

- »
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 THE CURRENT STATUS OF THE
INTERFACE BETWEEN INFORMATION
"~ SCIENCE AND ECONOMICS

Introduction’

Acquiring-and usmg information is a cornerstone of eco-
nomic activity. In order to charnel resourees wo their most
productive ends, needs and capabilities must ke identified.
Incentives must be created for individuals to. coordinate
their activities and to willingly pool their information. In-
stitutions. such as contract-enforcement, organizational
structures and communication links, must be established

“ and controlled in order for the system to function smoothly.

All these aspeets of economic behavior reguire information
and may be impeded by its absence or its inaceuricy.
AS ou. rconomy becomes increasingly complex the de-
“mands for more. ‘beteer und taster information grow dra-
matically, The institutions in our economy are shaped by
informational considerations. and conversely, induce

demands for superior information processic g and trapsmis- |

sion. Economic activity and information processing are
svmbiotic, ’

" For these reasons, the availability of information and the
dhlll!\ to evaluate it quickly. accurately, and ata reason-

- able COst are important goals for nytional economic poliey.

Information sciencs and economic seience are natural part-

" ners in any systematic study of the effects of informational

policies or technological improvements. Their common
mathematical roots make collaborative research possible,
and such cfforts are long overdue,
The ceonomics of information, as an academic subject,
ypredates the datar processing revolution. In the last 15 vears,
however, its development has accelerated markedly. Un-
certainty is pervasive in the econamic environment. As
cconomists came ' recognice its effects, and the way in
which it has shaped our institutions, many diverse problems
have been viewed in a new fight. Issues such as discrimina-
tion in employment, efficiency losses from taxation and
competitive bidding for contracts—previously analyzed in
rather ad hoe ways—have now been anatyzed ina common
framework. They are all consequences of informational
asymmetries among individuals. “Uhe pooling of informy-
tion and risks has been studied in finance and in the eco-
nomics of insdrance. THe mmmmmhl\ ol interests created
by the formation of business firms has tong been regarded
as their raison d'etre and as their source of mnov.llnc
potential. The desire to mitigate or share risks while ynain-
taining strong.cconomic incentives lies behind many long-
term contractual relationships. This has received much
recent attention under the names of “*principal-agent prob-
lems™ and the theory of “implicit contracts.” Indeed, were
there nosuncertainty at all. economics and information
science would both be rather dull subjects.

The growth of the economics of information and uncer aifity

as a unified discipline has been greatly enhanced by the
interaction between mathematics, statistics. and ceonomics.
In addition to these fields, cconomists will benefit from



E

.,
K

ml&.llu.lual contact: with communications engineers, com-
_puter scientists, psychologists and others concerned with
the impact of the electronics age upon our society. Likewise,
we believe that many of these “information scientists’™ will
find the cconomists’ problems interesting and usefulin their
own areas as well. 1t is our hope that the selective survey
and overview presented below will help™forge a strong link
hetween cconomics and infomation science. ’

One source of the widespread interest in the econgmics
of information can be traced to the so-called market socialism
debate of the prewar era. The issue was whether a socialist
cconomy couid attain an efficient allocation of-resources
through market-like mc(.h.lmsms,mlh the plannuiy progess.
It might scem that, given identical lu.hnoloyu these s) stems
ditfer primarily in their ability to discover and disseminate
infarmation efticiently and in their potential to create in-
centives for individuals to 1mplemcnl socially desirable plans.
In this contest, it is therefore natural to focus attention

. on the questions: How do the limitations of imperfeet and
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dispersed information, compounded with conflicting indi-

vidual incentives, restrict the allocations attainable by
mechanisms of this type? To what extent are they inferior
to those attainable under complete information and fully
centrlized control? What ‘is the best way to design the
mechanisms, before learning the parameters of the cconomy,
50 as Lo optimizesome objective function? And how stable
is this type of mu.hamxm to "environmental™” change?

The second major impetus to work on the interface between
information processing and econonugcs is the predictability
of economic fluctuations. This hus f‘lSLln‘llLd €CONoOMists
and businessmen for cepturies. Needless to say. fortunes
can be made on the basis of superior predictions—and-can
*be lost by erroncous ones. It is only recently, however,
that theyinterplay between ‘prediction and observation has
been explored on a rigorous n: whematical basis. These
considerations have also been brought to bear on ‘policy-
relevant discussions. What information is ngcessary inorder
to stabilize the economy, or particular sectors of the eco-
nomy? What is the effect of financial disclosure regulations
and other privacy-refated legislation? To what extent do
such policies enhance or diminish the useful character of
cconoriic data collection and data processing?

Third. there are the questions of the spu.lﬁc effects and
costs of infoymation gathering and information dissemination
on the ecdnomic activity in particular markets or sectors.
Active information gathering strategies are important in
auction markets, such as those for treasury bills and dil
leases. as well'as in more traditional markets such as those
for ugricultural products and currency. Issues of privacy.
such as credit information or the details of corporations’
linancial positions are further examples of the pervasive
contlict between the value of improved information and its
costs. The information -processing revolution has, at the

sume time, opened vast opportunities for the use and misuse:

of information, and'changed the relative costs of information
"acquisition and evaluation, ahd of both of these compared
with other decision-making costs. , L
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The summary of the state of the art that follows is orga-
nized along the lines of this bricf introduction. {p the next
section we discuss the normative issies of/the esign and
performance of allocation and decision processes to operate

A
i

_in the milieu of im perfect information characteristic of actual®

cconomies. Then we will discuss the problems of prediction
and the rationality of expectations. Finally we address some
concrete models of the interaction of economie agents in

uncertain environments. Particular attention will be focused

on the efiects of improving their private information about
the state of the system. Along the way we hope to point out

~some areas lying clnse ta the interface between ceonomics
and information scicnce where interaction across these dis-
ciplines may be particularly fruitful.

18

2. Economic Organization and Information Sclence

-

+ Economic systems have many close parallels with infor-

mation processing systems. Both cun be shaped by conscious
design 19 function in environments whose general charac-
teristics are known, but whose details vary from one instance
Jlo another. For example, inventory control systems are
based on the idea that sales follow ua stochastic process
with known parameters. At any moment, the'state ‘of the
system determines ifs responses: adjust production, order
supplies, etc. In general information processing, the nuture
of the data and the use to which it will be put is important
in system design. The tradeoff between flexibility (i.e.. upi-

. versality of proeessing algorithms) und efficiency js central

of*

to the design both of cconomic systems and information

processing systems.

There are, however, several important special features of
the design problem in economics. Economic systems must
deal with the diversity of interests of their members, as
well as with the problems of imperfect information. These

two facets of the problem interact, cach hampering the.

solution of the other. Were information perfect and com-
munication costless, conflicts of interest could be resolved
by a system of enforceable, contracts. Conversely, if all
individuwjs shared common goals, the problems of choosing
opllnml actions under incomplete information would amount
10 a certain type of constr: iined ¢ ptimization. The confluence
of these two problems is often absent in pure information
processing situations, and in this case one can consider the

information processinig voblem as a kind of generalized”

information retrieval. In many applications, however, such
as systems designed for accounting and financial control,
and the so-called “expert systems,” the “"econoiic™ aspects
of the problem give rise to both the issues of diverse objec-
tives and dispersed information. : .
The compounding of incentives-related dlfﬁc.mud. with
the purely informational problems makes it best 1o proceed
_in a step-by-step fashion in presenting a summary of related
resecarch>We will deal first with the informational issues,
assuming the members of the system agree about objectives.
Then, issues of divergent payoffs will be addressed, but
still retaining the hypothesis that the communication process

.
<
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“can be preseribed. Finally we allow for borh conflicts of

interest and stzategic behavior in the transmission of in-
formation, ) '

T'he costs of acquiring and processing infermation, in
cantrast 1o its benefits and effects. is much less well under-
stood by economists. Part of the problem is that we do not
have good theoretical models of the economic utilization
of discretized information, or information (such as cross-
referenced indexes) that is not easily quaniified. Much further
work needs to be done in thisarea.

1. Desigaing Organizations in the Absence of
Confliciing Objectives: Team Theory -

The theory. of teams was developed by J. Marschak and
R. Radner’ {1972} in the eariv 1950's. A team is an organi-
sation with a well-specified objective. shared by all members.
e which actions und information are necessarily decen-
tralized. Each member is responsible for some component

~of the team »etion, and cach has aceess to possibly different

initial information. Communication can iniprove the pay-
T but by hypothesis. channels for such LO"I]H\UH[C«J!IOH
are costly, The central goal of team theory was to compare
different communication designs. Which systems achicve i
high expected payoff for a given informational effort?
The theory stopped short of this goal. It proved loo
difficult to develop useful measures of “informational effort.”
Instead attention focused on the optimal utilization of some
fixed information structure, Team theory characterized the
best team decision rule for a given information structure.

The signals which a mcmhu ohm.rvus ina giveninformation
structure may be obtained through messages veceived from
others or through direet observation. The rule specifies
what action is to be taken given these observations.

“The principal reswts of team theory "deal with several”
special cases. When the payoff function of the team is
gquadratic in the actions of its members. and when the
unknown parameters of this function are jointly normally
distributed with some observable variables, an exphicit solu-
tion can be obtaineg. The action taken by each member is
a lincar function of his observations and of the observations
of others that are transmitted to him. This linear-quadratic
structure is.reminiscent of results in stochastic control theory,
thercorresponding single-person decision problem. Another
special case, of significant economic importance, is the
problem of the centralized allocation of a fixed quantity
of 4 scaree resource umong the members of the team com-
bined with local” inputsswhose utilization is determined
separately by cach team member.* The principal issue in
this problem is that the “*local™ decisions are not perfectly
L()Ordl:l.llLd because each team member lacks full knowlcdge

1
2]

- , ‘
*This is. in esseBge. the problem faced in the distribution of central com-
puting power to time-shared terminals. At a higher level. itis also reflected -

of the random parameters relevant to the others. The ioss
Gue to this informational incompleteness has been andlyzed
It hus been shown that it falls as the nuntber c;f.)l%n mem-
bers increases. Essentially. the team’s optimal-decision ruies
van rely on the law of large numbers to reduce lHe impact
of uncertainty.

B. Designing Organizations in the Presence of
Conjlicting Objectives but Non-Strategic Behavior

The study of market-oriented mechanisms for allocating
resources uses the same methodology s team theory. It is
based largely on tl:e hypothesis that consumption is private
and thereflore that scarce resources must be allocated among
competitive uses. Tnis has been stimulated by the economists’
traditional preoccupation with the workings and the £laimed
eptimality of an idealized version of a price-guided market-
criented econciny. By 1950, due to the work of AL P. Lerner?
(1937) {1946), O. Lange 19423, K. J. Arrow (1951a)* and
T. C. Koopmuns (1951) (1957)%. economists had neen able
to show under what assumptions concerning the economic
environment perfectly competitive equilibria are optimal
and every optimal al'ocation is achievable as an equilibrium
of the econemy with a suitably chosen income distribution.
The interest in such results was due in part to the belief' in
certain desirable informational characteristics of the com-
petitive mechanism. It seems highly decentralized in that
each individual or firm need only know its ewn gconomic
characteristics plus the market prices. In this way it seems

_superior to the more highly centralized procedures of a

“planned” or “*‘command’ economy.

To approach such questions it was necessary to formulize -
the informatiunal aspects of the market mechanisms, par-
ticularly the meaning of decentralization. A rigorous cou-

in the architecture of the computer’s central proccsslng unit, and in the -

dL\an ol lL[Lu)mnlunlLdlmm systems.
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was introduced by Hurwicz. The perfectly competitive struc-
ture is one special case of a mechdmsm but there are
many others.

The Hurwicz framework modeled the nrocess of resource
allocation as a system of difference equations describing the -
communication among the individuals in the economy.
Formally, a mechanism is a triple consisting of the message
spuce, the response rules, and the outcome rule.

The messuge spuce represents the language in terms of
which agents communicate. A given agent's response speci-
fies the message this agent will emit given the messages pre-
viously received and given his information about the eco-
nomic environment. Finally, the outcome rule specifies the
resource allocation (or allocations) that will prevail once
the dynamic process of message transmittal has reached a

‘stationary value.

With this formulation of a class of economic mechanisms
it became possible to define various aspects of its performance.
“Non-wastefulness’” described mechanisms for which all
outcomes generated by stationary messages were necessarily
optimal. The informational decentralization property, called
“privacy-preserving" specified that a given agent’s response

27
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function is independent of other agents” characteristics:
te Setepnnne the nost messige 1o beemitied, the auent u RS
secds Ty bnow tos her own characteristios but not lhm" of
ather azents, I this formalization. the perfectiy mmpuu{nu
anism s both Unon-wastetul”™ and Tprivacy-preservi
Five tramework has been widels used to formu

ghiestions concerning the theoretial linsits to perforn u\

o! niechanisms jnving various infermational properties,
Forevample, are ther s

el o

-mechanisms other than the perfectly
compatitive one that share its non-wastetul and privacy -
presers g features but which = cquire smaller message spaces?
Are there others that ase o spuce of the sime size but can
achieve ditferent resuits?

The answers 1o characterization guestions ke these depend
on the domain of ceconemic environments over which the
mechanisni is to beapplied. 7he specitication of this domain
anounts o the pianner’s admission of the range of his a
Jriorigporance ol.the data of economy, To dute. economic
theory has handled this issue in o rather non-parametric
are specilied by giving
G Uitative properties of agent’s characteristics, suceh as
convesity or ditferentiability of their wtility functions, rather
than by placing quantitative bounds on attributes such as
cndowments or demund clasticitios. Insofar as the theory
Has achieved the result that an optimai resouree dllocation
i~ achievable. that is that the limitations on communication
Ao not in et lead o as inferjor realization, this non-
parametric approach has been successtul, Future research.
where a greater degree oVignorance by the designer is recog-
ized, may benediv from an alternative methodology.

The paralicl betwezn systems design and this branch of
Ceonomic lhcnrt\' is that oof the specification of the performance
function to be implemented. The economie planner can be
thought to describe the outcome to e achiey ed for every
environment in some domain. In this framework, Hurwicz.
Rerter and Saari have given a constructive mathematical
method to find the adjustment process of a.inimal Jimen-
ston which realizes this performance. '

C. Dexigning Processes 1o Implement Social
Ohjectives in the Presence of Strategic Behavior

Fhe previous section dealt-with resouree allocation in the -

presence of differing evaluation of outcomes by the ceonomic

‘agents. But though their goals were in partial conflict they

were not assunied to distort their private information so as
to manipulate the mechanism to their own advantage. Honest
hehavior was assumed. In this seetion we consider some of
the recentattempts to design mechanisms that achicve good
_even in the presence ol such strategic bely vmr
AN \lmphl\ms_. and extreme. benchmark we willassume -
that individuals take full advantage of their ability to control
the outeome by strategic play. Honesty for its own suke, or
nmrulil_\{. is assumed to play no role.

With any mechanism in place. the ¢conomic system is
comerted in the formal sense into a game. Strategies of an
agent are his responses to the mechanism and his transmission

attcomes
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of private information to other individuals. W are interested
in the cquilibria of these games. Ditferent mechanisms will
have ditferent cquiithrial

The chioive amoag mechanisms is complicated by the pos-
sihlity of wauliple equihbrin common lhroug}n.ul alf of
game Tne strongest kind of solution i~ an equili-
Briam e deminant strategics—w hen cach plinser hus a best
action independent of all others. In general. mechanisms
cannot be designed to achieve optimal outcomes and have
dominant stratcgy equilibria,

If one gives up on the ideal of implementing outcomes
in dominant stfategics, much more can be achieved with
somew hat weaker solution coneepts. In the case of finitely
many alternatives, it has been shown that 2oy desirable out-
come can beimplemented as the Nash equibzhrium ofa game
constricted by the mechanism’s designer. ifhe ds free to
choose suitable large and’ complex strategy spaces, With
consiraints on the complexity of strategy spaces only. some-
what weaker results are possible. -

theowy,

.

D.. A Reassessment of the Treatment of
Informational Costs in Resource Allocation
Mechanisms from the Point of View of
Information Science

As puath-breaking as the models discussed in the last
Several sections are. there are still three distinet ways in
which they oversimplify the assessment of organizational
costs. (1) Tl,nv treat’a pru.c mechanism for an economy s,
in cffect, a “one-step” design, in which observations are
made., messages are announced (prices and proposed tradesq.

and then—if those messages characterize a competitive:

equilibrium far the cconomy—actions (trades, productions,
consumptions) take plice. One sappresscs the many .steps
which in fact might be needed to attain an cquilibrium.

(2) Only one information eost—that ol message transmssion—
has been considered and it has been yvcﬁ one prmuml
measure. namely dimension ol*the messape space. (3) TheX
pried mechanism is compared (with regard to message-space

dimension) onfy with designs that achieve exactly what the
piice mechanidn achicves, namely an optimal resouree al-
location for cach environment. The work so far completed
doesmot permit the trading of benefits against costs. Little
work has been dong on gpproximations 1o the price mechy
anism. even though such approximations are clearly required
in practice. We do not yet know the informational costs.of

1 design whick approximates the price mechunism to a
given precision \with the approximate mechanism’s actions
.1ll|ng shorl of fhe optimal resource allogation achieved by
the “true’ pnu: mechanism, {F those costs were dz.volud
instead loé)lhcr designs, would all such alternative nd
equatlly costly designs achieve a lower (or at least not higher)
benelit than the given approximate price meeh: inism?

. One approach is to diseretize the space of deeisions and
messages, rather than assuming cuch to be a mmmuum as
in the work cited thus far. In that case decision errors are
unavoidable and instead of requiring optimality one-seeks

) . i
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privacy-preserving mechanisms which achieve the lowest
error permitted by the given discrete spaces.

All of the models discussed above neglect the computa-’
tional sophistication required ofghe individual agents in an -
organization. Limited abilitief costiv or error ridden
computations are nonetheless thg 5 Srtant in practical design
problems. One can sometimes lower the dimensionality of
message spaces by requiring more complex response rules.
It is thus imporlant to be able to compare processes in
terms of computational complexity, as well as on their other
characteristics. Cenversely, an increase in dimensionality
cun reduce the error/fate. as for example in computers carry-
ing “check digits.”

There is a large filerature in computer science und mathe-
matics dealing with complexity of computations. At present,
economists have not made use of this theory in the context
of allocation mechanisms, although it seems relevant at an
intuitive level. Perhaps the problem is that in some aspects
this theory is too “fine.” culling for more detailed informa-
«ion than is available, while in other aspects itds oo “coarse.”
admitting too few kmds of computational problems. &‘@ it
" s needed is an approach which uses the type of information
available in allocation models, ¢.g. environmental parameters.
performanee functions and message correspondences, and
permits analysis showing relationships between computa-

tional complexity and other informational costs or ¢gn-

straints, N
" Futia® has studied complexity of decision ru

nomic setting using the algebraic theory of seque achines
particularly the Kron-Rhodes Theorem. Mount andR eiter?
have used an approach combining the “neural network™
model of McCuliough and Pitts® with an explicit formulation
of the computational task associated with a privacy preserv-
ing allocation mechanism. Via an exiimple they-show that
enlarging the message space permits a reduction in compu-
tationat ™ while preserving performance.

In addition to computing zosts. other inforntutionai costs
confront the designer of organizations, and there are a number
of possible approaches to measuring them. Ong may break
the operation of a desipn into the ravks of observing, messfige-
sending. computing, action- -taking. or possibly storage and
retrieval required of the on. iization's members. Different
approaches to cost measurement gorrespond to different
views of the technology of each task. Individua! theories, ’
which characterize the technology of certain of these tasks .

an cco-

cost.”

sexist but ngne has been.developed s part of a unified cffort

to compare the costs and benefits of designs,
A task can be viewed as the assigning of an output {a

= miessage, an action a computational result) from a set of

Q

possible outputs, to an input (a message, an observation)
obtained from a set of possible inputs. Models of the tech-
nology of such i task may be loosely divided into three
fumilies:

(i), Deterministic investment-cost-only models. wherein
a device to perform the task is acquired once-and-
for-ull: the device stands ready to deal with all of the
task’s possible inputs. There is no separate chuarge

for each successive oulput-to-input assignment and
the probability distribution of inputs plays norole.

Frequency-exploiting investment-cost-only models.
- Here there is again no separate charge for each output-
to-input assignment, but the device used takes ad-
vantage of the fact that some inpuls occur more
frequently thanothers.

Models in which a different cost is incurred for each
input-output pair.-and is assessed when that pair
oceurs,

. (i)

For the case of a computing iask. the models of finite-
state machine theory are of the first type. For the case of
a message-sendjng task. the models stuclied in the earlier
Shannon theory are of the second type. Codes are used to
exploit frequency differences and to'economize on channel
size, as measured in symbols per time unit: and it is chanpel
size, a once-und-for-ali fixed investment, which delcrmlnes )
the task’'s costs, - R

Much current rescarch in computer science fits into the
general framework just discussed. A computer. or a computer
network, may be modelled as an organization, whose
“members” include terminals. compilers. memory units,
and arithmetic units, Designing software which permits the
given installation 10N31pulc certain functions while pro-
viding a good balance between performance (accuracy) and
cost (time) is problem of efficient design in the sense just
described. Ru\smruh on various topics which appear under

the labels © parallel processing.”

“rc.s‘ourué-boundcd computation™ appear closely related to
the cconomists” organization design problem. «3n the other
hand. to solve a resource-allocation problem by means of a

“distributed systems’ “and’

-price-mechanism -may formally-be viewed as-the-use. of-a s

parallel algorithm, with individual agents playing the role

of simultancously functioning processors. Research in which

there is a dialogue, if not active colluboration, between
computer scientists and economists concerned with infor-
mationully efficient resource-Mlocating designs has never
been attempted. [t may be an effort whose time has come,
Some current work in transmission and coding theory has’
gone well bL)Qnd the cconomically unmotivated results of
the carly Shannon theory. In studying a sender, who observes
a sourcé of repeated signuls and isto inform a receiver about
{hem, spuuhc altention is now paid to what economists
would call an “efficient surface.” This isu surface in a space
whose dimensions include channel size (in symbols per time
unit). size of the block of messages which accumulates bcfoy
coding and transmission and expected value of a *“fidelity
eriterion. The fidelity criterionis some function of the source
signal and of the receiver's inference about the signal, a

function more general than the simple “error™ of the early

Shannon theory. Again, however, collaboration between
“information theorists™ (as they still tend to be called) and
economists interested in resource-allocating designs is lacking. .
With regard to the task of observing. it might turn oy
that certain work in the field of pattern recognition is sug-

»
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‘the
“this difficulty by including the responses of rational sta-

gestive for the efficient-design problem. Dialogue and col-
laborativeetforts mightwell be explored.?

Technological udvances during the past twenty ) \édl’S have
dramutically reduced .information processing costs. This
has naturally led to the birth and rapid growth of entirely
new branches of the computer manufacturing and software
industries. The economic consequences of this revolution
in information technology go far beyond those related to
Information can now be collected,
analyzed. and disseminated in such large quantities and
with such speed as to substantially alter the decision-making
processes of consumers and producers. Economic choices
can now be made after a careful consideration offar more
altern:Riyes and with far more attention to future economic
cvernts than has ever before been possible. Willthis dramatic
increase in information processing capacity change the be-
havior of producers and consumers in ways which will
irreversibly alter the performance of the market system?
Camn the fruits of the information revolution be ttilized to
improve the allocation of resources within our economy?

3. Prediction and Information Transmission through '

Competitive Markets Forecasting in
Self-Ajfecting Systems

Feonomic forecasts are made to be used, and decisions.

based on them can affect the predicted events. Forecasts
can be seli=fulfilling as in the case of a predicted stock price
increase, or self-defeating asin the case of a predicted energy

“shortage which leads to increased conservation and-the -

development of alternative eriergy sources. This problem
was originally thought to be a major-impediment to the de-
velopment of predictive economic models.'® However. over
past.two decades many. econemetricians have resolved

tistical decision makets in “rational expectations”™
metric modgls.

econo-

More reefnt research has unearthed a new and somewhat *

deeper conceptual problem involving thie relation between
the heliefs of cconomic decision makers and the extent to
avhich their decisions reveal the fundamental varigbles of
the economy. A change in cconomic conditions may affecta
decision units set of feasible aliernatives and also the de-
sirubility of alternatives within that set. As most economic
data are price and quantity data generated by market trans-
actions, they reveal the underlying structure only imperfectly.
Forecasts influence transactions and these obs’crvalions In
this way they influence the knowludgL on which succmmvu
forccasts will be based.

Thesc interacions between learning and th system being
learned lead 1o a rather different view of empirical inference
than is uppropriate in other fields of scientific inquiry. This
is not to suggest that empirical inference in cconomics is

inherently limited or that a new theory of statistical predic-

Lo must be invented for economies. Recent rescarch has

concentrated on identifying those economic information
structurcs which are consistent with conventionpal methods
of inference.

v
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B. Information Flows and Their Sufficiency

There is a classical doctrine in the theory of competition
which holds that in a market economy prices alone provide
decision makers with all the informatijon about the rest of
the economy needed to reach optimal decisions.** This doc-

“trine does not envisage the interaction between knowledge

and observation, and many researchers have found in the
latter problem a deeper application and stronger test of tke
classical doctrine than was previously possible. A major
initial finding has been that the classical doctrine is essen-
tially correct provided that the exnslmg range of financial
markets is complete.’? “Completeness™ here means that the
set of investment opportunities should be sufficiently diverse

so that full insurance against economic risks is possible.

For example, a faculty member of a state university should
be able to insure his futureincome by investingin a portfolio
whose return is exactly mversel) correlated with the tax
revenues of the state. Under this condition prices alone
transmit ail decision-relevant information, although as we
have stressed above, prices reveal little of the underlying
fundamental variables. T

While existence of a complete range of financial markets
is an ideal not met in practice, it is plausible that prices
disseminate much of the relevantinformation, On this point,
however. substantial theoretical problems have drisen with

the equilibrium concept itself. Indeed, it appears conceptually”
possible that with incomplete markets the interaction be-_
" tween knowledge and obsefvation may disrupt any systematic = ™

method of inference from prices.™ The question is still far
fromsettledand research |nlh|sarea|squne active.’

The actual construction of economic forecasts, when it'is
known that these forecasts influence the behavior of the
system itself. poses a new set of questions. The preliminary
results suggest that conventional methods of statistical esti-
mation ‘may still be applicable, although the small sample
behavior of the estimates will diffes substantiatly from that
described in the theory of statistics. This area represents a
potentially fertile ground for collaboration between econo-
mists, statisticians, and information scientists.

C. Policy Applications of Information-based
Economic Models '

One of the most important applications of rational cx-
pectations models has been to examine the role of thes
cconomy’s information structure in generating business c§cle
fluctuations. Do emerging technologies permit changes in
the information structure of sufficient scope to smooth

business cycle fluctuations? A convincing; answer to"this

questioh will require research along a number of barely
explored avenues. We will now sketch the current state of
our understanding of the connections between business cycles
and information and, along the way, point out several im-
portant rescarch problems.

A.puzzling feature of business cycle fluctuations is the
observed negative correlation between the rate of inflation
and the rate of unemployment which is depicted by the
so-called Phillips'® curve (1958). During the 1950’s and
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1960°s mamy economists believed that this correlation re- <

flected w stable “tradeott™ which policy makets could exploit

y achieve an inttauon-tucled prosperity. But in one of the
mest iuential papers published in macroeconomic theory
during the past twenty years RoE. Lucas (1972)'¢ demon-
sraied that this tradeoft was likely to be more illusion than
fuct. His eaxplanation is based on the imperfect ability of
cconomic agents to identify the component . price changes
_ that s real” rather than of purely monetary origing The
pruunu of this \andl evtraction problem causes the
cquilibria to exhibit the Phillips curve relation, but it cannot
be evploited by a systematic policys .

Sonmie econemists dismiss the idea that' ecconomic agents
can be so ill-informed about current and future relative
prices s to generfle output fluctuations of the magnitudes

. tpicully observed in the last several decades. They point

out that information technologies have reached the stage
where “complete” informaiion is an attainable goal. 1f pro-
ducers and consumers choose not to employ these tech-
nofogies then it must be that the private benefits do not

_justity the costs: thus business eycle fluctuations do not

imply an inefficient allocation of resources.
This objection is open to the criticism that it ignores &4

potentially serious problem of information externalities, If.

the decision to acquire more information indeed results in.

more “stable” equilibrium time series, reflecting only real
rather than nmnu iy factors, then all-cconomic agents will
- benefit from the resulting reduction in uncertainty. However,
thest external henefite ‘do not enter into the cost-benefit
caleulus of individual agents. Underinvestment in infor-
mation may well result, +

To determine whether this is a serious problcm will re-

quire the development of macrocconomic models in which
the decision to acquire information is endogenously deter-
mined. Some progress along these lines has already been
made. But the Appropn.m analysis of economic welfare
gains or losses requires business cycle models based, more
closely upon the maximizing bebavior of risk averse eco-
nomic dgt.nl\

T th. is another l'lelLd issu¢ which is also poorly under-
stood. The umrng theories of the busingss cyele stimu-

\l\m.d by Lucas” paper all rely upon divergencees among ceo-

Jomie dLLHl\ forecasts to gencrate business ﬂll&llldll()n\
That sm.h divergences exist is casy to document, especially
in Nic financial and commodity qnarkets and also among

lu.xll\ the same sct of publu.ly dleldblL data. Yet from this
data set they infer different [somuumcs mdu..uly differgnt)
models of the cconomy.’

-1t is probably the case that this dnvumy in forecasting

models is the principal source of the divergent expectations”

held by economic agents. If policy actions designed to alter
information structures and thus affect business cycle fluc-
tuations are to achieve their goals, they must somehow also
“reduce the diversity observed in the economic forecasting

w M .
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- models. To determine whether this is likely to happen it is

necessary to have a theory of model formulation and evalu-
ation in which information availability plavs a centrai role.
This theory should-predict the conditions under which
model diversity can be expectcdhto increase, persist or be
reduced. Such a theory should. for example, provide

“wuidance on the effects of a significant change in informa-

tion availubility. W il the added information stimulate model-
builders to explore entirely new possibilitics. thus i increasing
model diversity, or will it instead permit decisive tests of
competing models, thus reducing diversity?

D. Information and Behavior under Uncertainty

The cconomic model developed by Lucas (op. cit.. 1972)
is one o1 general economic equilibrium under uncertainty.
But despite its structural simplicity Lucas was unable to
determ’ne whether or not there was some monetary policy
rule which could offset the information deficiencies and
thus reduce or eliminate the model's. outpu. fluctuitions.
For in order to answer this sort of guestion one generally
must be able to derive L\pllCll expressions for the stochastic
cquilibrium tinie series. This is not usually possible if there
are dn) siggificant_non-lincarities present in the model’s
structure. v

The obvious solution to this dlﬂmulu is to forego the
dnal\'sn of models based upon the utility maximizing be-
haviorof risk averse agentsand instead work within a lincar,
certainty-equivalence, framework in which risk preferences
play no role. The fitst major example of this approuch in the
macroeconomic literature appeared in a controversial paper
by Sargent und Wallace (1975)."7 It developsa linear macro-
u.onomu. model which incorporates Lucas’ supply hy pothesis,

¢. that Qutput fluctuations occur-only when price fluctua-
tions are misperceived as arising from real demand shifts.
Sargent and Wallace demonstrated that any mortary
nolicy rule which permits economic agents (o anticipate the
future changes in the money supply will have absolutely no

effect upon real variables.

This is a remarkable result. However, it has widely been

.misinterpreted as indicating that the hypothesis of rational

expectations precludes monetary or fiscal policies from
having effects upon real variables. But in fact the Sargent-
Wallace result ‘arises solely from the speciiic information

* structure they assumed. This point was made by Weiss (1980)'®

who demonstrated that under an altered information struc-
ture monetary policy can be effective. In fyct, he exhibited .
a policy based only upon pubhdy available information
which alleviated informational deficiencics structural to the
ecconomic system.

TheTiterature cited thus far contains many new insighls
into the role played by information and communication m
mucroeconomic fluctuations. Yet this “linear models
literature has a serious weakness. Its behavioral relation-
ships are based upon the certainty cqunvalcm) hypothesis
which asserts that only the expected values of random vari-,
ables (but not their riskiness) affect economic decisions.
This hypothesis, should cause one to be skeptical of the

‘ . ) .
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conclusions these models reach about the possibility of
smoothing output fluctugiions through systemaltic musfetary
opiseal policies. Tor such policies will affect lhc'qsimc\s
.éhgnm in the cconomy’s equilibrium time series. This in
tygp-will change the apparent elasticity of cconomic agents
responses to changes in the expected values of the random
variables they forecast . in other words.the demand eldsticities
of rish averse agents are actually endogenously determined
by the riskiness of the equilibriuny time series: in contrast.
a hnear model assumes that these clasticities are cxoumouslv
siven and fived.

1o (1980} Futia® offers a critique of the certainty equivalence
hypothesis and shows that it can be seriously misleading.
The ranking of the variance of the equilibrium time series
associated with two distinct information policies is reversed
as soon as one introduces elementary considerations of risk
aversion into an otherwise linear model. This underlines the
need to study the properties of “almost linear™ macro-
cconomic models which incorporate the implications of risk
, averse behaviof so that we can begin to understand the pos-
\lhh conscquences of macroeconomic stabilization policies.

£, Information as a C ommadil_r

Given the importance of the information processing in-
. dustry in the modern economy, ilgés surprising that there is
virtually no work in the cconomics of mformdlnon as a
caommadity. Part of the reason for this -gap is that to value
information’one must know what decision problem is being
faced. Without this. the demand for information cannot be
determined. But as the previous sections have shown, any -
available information is likely to *’leak out” via the price
formation prycess. Equilibrium theories in economics (which
are all we have at present), by definition. cannot capture the

“advantage possessed by the original recipient of knowledge

over those who learn oniy indirectly.

As for the supply side. a few facts are obvious, but their
implications. are hard to Tollow up.<dnformation, is thought
to be costly to discovgr but relatively cheap to duphcalc in
transmission. 1t is thesquintessential decreasing cost in-
dustry. But if proprictary information is valuable only
insofar as few people have it, the supplier should try to

- gonvincee his buyers thut only @ liynited number of others will

reecive it Howewer. although this may be possible at the
lirsteggage. it becomes increasingly difficult to insure that
the buyers do not. in turn, duplicate and sell it.

Other aspects of information as a commodity are equally
fascinating but even harder to_model in economic _terms..

of the output of the information processing industry is
actually a condensation of information. Datain its raw form
is often unwieldy and not bseful. Computers have made it
possible to aceess particular picees-of data or 1o extract
summary statistics that make the data more useful.
Formallv speaking. these are less informative than all the
data rather than more informative. Data compression or
gxtraction is cconomically valuable because the costs of
computation and anal®sis are real costs.

Finallv. much ol what one comsiders important in the
assessment of information as a commodity is hard to castin
the mold of decision theory at all. The purchaser does pot
have a clear idea of the space in which the events in question
lic. Rather. what he is buying represents a mold in which
further questions can be asked. or it calls the buyer’s atten-
tion to a perhaps overlooked aspect of his decision problem,
or to an error he has made. Just because these issues lie
outside the usual bounds of-information science and eco-
nomics does not mean that fruitful insights could not be
obtained if investigators were to direct their attention
tc them.

In conclusion. the relation between the cxpeclduons of
decision makers and the information carried by economic
data has forced a fun(dumcnlul reconsideration-of empirical
inference in cconomics. Most eéconomic data are price and
quantity data which are generated not for the purpose of

* .scientific observation but to guide the allocation of resources.

Nevertheless our discussion would be incomplete without

them.

lquv‘u.v the luck oft.crldm information or uccess to it, is
u)sll) to misuse and is certainly desired by muany people. In
the computerized world it is often cedsy to access personil
and financial information simply by obtuining a few jden-

“tification numbers. 1t would be interesting to estimate the

value of privaey and the costs of providing it.
Much of our discussion of information concerns the oc-
currence or non-occurrence of exogenous events. Yet much

e . ,
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Emerging results indicate that forecasting may be logically
impossible unless the observed data constitute a complete
set of allocation signals. The state of the rescarch in this
arca leaves many tantalizing opén questions on both the
theoretical and empirical planes. '

AN

4. The Value of Improving Public and
Private Information

A. The Ef/ecrv of Changing Information Quahry

The preceding sections of this essay have d” taken the -
structure of exogenous information as given. and have traced»
its effects on the cconomic system. In this section we discuss
the effects of improving the quality of information availuble. '
Such nnprovcxmms can take the form of more uccurate ob-
servations. more rapid communication or calculations, or
new sources of knowledpge.

In smglc person statistical dccmon theory the concept
of “mdre informative” is defined as @ way of compariig
information structures. It is due to Blackwell? {1951) and

“Bohnenblust, Shapley and Sherman’(1949) 2" Information” ™~

structure A is said to be more informative than information
structure B if, for any decision problem, the decision-maker
would prefer having access to A rather than B. This rela-

_lionship is a partial ordering: for many pairs (A,B) one’s

choice would depend on the problem at hand.

In cconomic problems, or in multi- pldyer decision prob-
lems more generally, there is an additional complication tg
consider. The players have (partially) conflicting goals.
Their behavior is nat. perfectly coordin‘uléq‘.‘ Changing the
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information structure may lead to new problems of ccer-
dination, or new adverse incentives. Effectively, the decision
problem fzced by the system, viewed as a whole, may have
shifted. One cans ot separate the information structure from
the problem to be solved, us in the one player case.
Because of this difficulty it is impossible to find definitive

rankings among information structures in general multi--

persoh situations. Examples in which complete igrorance
dominates an informative observation are known. Thergfore,
the rescarch avenue that has been pursued isto narrow the
cluss of problems over which one requires the dominance
of one information structure over another. For example,
players® payoff functions may be assumed to belong to 4
simple parametric class. Alternatively, their payoffs are
identical but their prior probabilistic beliefs may be different.

In summury, a partial ordering of information structures
can be defined in multi-player setiings. One information
structure is said to be more informative than another if,
for the class of problems at hand, the model predicts a
higher expectd payoll when the former structure is operative.

This type of analysis has been conducted in three distinct
kinds of models; market models with a large number of
traders: auction. models, where the number of potential
bidders is common knowledge: and two person games. In

cach case the goal has been to find classes of models fof
which/when information nnprov&.s in the sense of single-
person decision theory, it improves payoff values in the
situation being studied as well. The remainder of this section

dresses these three kinds of models.

\‘\ tremendous explosion in the'processing of informaon
refevant to market transactions has taken place in recent
vears. Complex interrelated markets forfoptions on common
stocks have grown dramatically. ‘uhures markets in securi-
tics ind in foreign exchange have multiplied the possibilities
for hedging and speculation, :

Markcets with similar characteristics have beert u topic
of interest to economists for many years. The carliest the-
oretical work is due to Hirshleifer (1971122 who showed that
information commonly available before the futures muarkets
reach cquilibrium may be detrimental- to overall welfuare.
Marshall [1974)% carried this hine of research somewhat
further. Green (1981)24 studied futures markets which
reopeii repeatedly during a period of time in which new
information is continually arriving. Here, in the early rounds
of trading, hedging pns’ilions may offset some of the risks
of price flictuation. Green gave a set of conditions suf-
ficient for better information to be beneficial’to all hedgers.
(Speculators, assumed to berisk neutral, are, unaffected.}

High resolution photography in wlh satellites has gn.dlly
improved the guality of crop forecasting information gspe-
cially outside the-U.S. - The international aspects of g grain

trading make such knowledge directly relevant to domestic

produu.rs and users. In an interesting series of papers,
Bfadford and Kclejian (1977} have studied the effects of
thest improvemersty on the inventory of wheat. They have
estimated the bcn&ls in both the saving of inventory costs

and in the economie vilue of somewhat less vyriublc spot,
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der to ameliorate the winner's curse.
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market prices. The Bradford-Kelejian analysis does not
mcorpomle an explicit role for futures markets, nor isita-

»world-wide™ model as only U.S. production if included.
Extending their work in these directions would be interest-
ing theoretically and of potentially great practical importance.

B. Information Processing in Auctions

Examining the value of information available to partici-
pants in an auction is another area where recent research
has proved very fruitful. Because the.rules governing most
auctions are reasonably simple and well-specified and because
the outcome of an auction depends crucially on the privatg
opinions of the bidders about the objects being sold, the rolc
of information in auctions is 4n interesting and Tractable
topic for study. To illustrate some of the issues that arise,
let us consider a sealed-bid-tender auction for drilling rights
on some oil-bearing_property. The value of these rights
depends on the amount of oil present, its cost of recovery.

“its quality, future prices for refined petroleum products,
etc. Each of these factors is known only lmp::rfcclly by the

bidders. -

To a first approximation, the value of these rthls to the
various bidders can be rcgdrdcd as equal, but the bidders are
likely to have differing estimates of this value. Other things
being equal. the bidder whose estimate is greatest will tender

“the highest bid. Consequently, even if all bidders make un-

biased estimates, the ‘winner will find that he had over-
estimiited {on average) the value of therights he has won.
Petroleum engineers have claimed that. this phenomenon,
known as the winner's cyrse, is responsible for the lows

profits earned by oil companies on offshore tractsin the 1960’s.

There are, however, countermeasures available to a bid-
First, as Wilson
(1977)28 iioted, the bidder can base his bid both on his actual
information and on the hypothesis that others have less en-
couraging information. Second, he can gather additional
information to reduce the error in his estimales.

Milgrom and Weber (1981)? have found.it useful to di-
vide the effects of new private information into three cate- -
gories. First, the information may improve the bidder’s value
estimate. Second, it may improve his estimate of his com-
petitor’s likely bids. Both of these effects are unequivocally
beneficial to him. Third is the competitive effect’™: if other
bidders know that one bidder has gathered information,
they mily revise their bidding strategies. Relatively well-
informed competitors respond bfbnddmg more dggrcsﬁwcly
and relatively poarly-informed bidders become more

cautious—the balance dcpcnd&on the mix of these bidders.

The effects of public: tnformation on the outcome of an
auction has afso been studied by Milgrom and Weber {1980, , -

1984)'2® Such effects arise when the government conducts
geological tests on a poténtial oilsbearing site and publicizes
the test results. In a general model of auctions, it is shown
that for three commaon auction mechanisms, pubhcmng in-
formation raises average prices.

There is mud};jhul remains to be done in auction thory
Eiven in the simplest auction settings, the value of information
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to . bidder and the effects of public .nformation are not fulis
understood. Maoreover, most existing analyses ignore the fact:
thar information is used not only for preparing bids but also
for making dritling decisions. As a result of that fact, seeret
information in the hands of losing bidders may be wasted
from the public point of view. The effects of private infor-
muation gathering on public welfare are in need of study.

Nearly allexisung formal models of auctions focus on the
cise where a single object 1y otfered for sale. In auctions for
mineral rights on tederally oswned properties. a typical auction
imolves the simultiancous sale of perhaps 130 tracts. The
nature of optimal bidding strategies in that sctting is still
not understood, Such an undc.rsldndmL is. of colrsc.a pre-
requisite to undenstanding the offects. that |nlormdlmn puhhg
md private, has on bidding hghd\l()r

LA related set of questions concerns how an oilfield is op-
tinalhy explored when competitors may own the rights on
adracent ficlds. In this scetting, one firm’s éxploration ex-
venditures can directly benéfit a compcliw{ Consequently
m the auction for these properties. a firm may choose to
p ce high bids on several adjacent-tracts to get full value
fromsats exploration activities or ll may choose to place
seattered high bids. in an attempt to benefit fgom the ex-
ploration done by others.

Another kind of wiction of great practical significance
oceurs daily on our large sceurities exchanges, where buyers
and scllers make offers and bids and trade sceurities. It is
widely believed that privately held information somehow
cames to be reflected in securitids prices. It seems likely
that 2 detailed model of this process would be helpful in
revising the trading rules of the sccurities gxchanges, re-
writing disclosure laws, understanding the effects of insider
trading, studsing corporate financial structure decisions,
and anabyzing how well the market performs its function of
funnelimg capitud to its most productive uses.

C. The Value df Information in Games

Finally we come to the question of the valuc of informa-
tion ln two-person games. The games most w.dely Sl.\udlt.d
.m\c«!\] what is known as principal-ugent problems\An
individdal facing a statistical decision problem, the princi-
pal. delegates the choice of his action 1o a better-mformed
player: the-agent. The agent does not have the same payoff,
One possible way to improve the result is for the principal
to limit the action to a certain subset of possibilitics.

I this context, Green and Stokey (1980a.b)?9, 3 have
shown that if the informational improvement is the reduc-
tion in the probability ol a totally uninformative observa-
tion. an egidiproportionate increase in the probabilities
of allwther observations, then the principal's welfare
nu.wﬁ‘ml\ improves. FFor the agent. no informational im-
provenyent can guarantte a welfare increase, even if the two
playersthive identical payoffs and differ only in thdir prior
probabllistic behefs.

Crawford and Sobel (1981)3" have asked the converse
('|uc.~.lion: When does ¢ more similar pair of objective functions
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induce a higher degree of fidelity in the equilibriunm trans-
mission of infermation? _

This line of rescarch is obviously in only its formative

stages. The hope is that one can develop a theors of the
potential welfare effeets of improsed miormation to players
ina game and. in this way. discover whether the appropriate
incentives for infermation gathering and dissemination exist.
If a player might lose from acquiring more mfornmllon he
cannot be expected to invest in such du,umlum Prospec-
tively. therefore. the organization of communication and
control might be so arranged as to provide the right ineen-
tives, from the group’s point of view. to the members whose
access to new information would be of the greatest value.
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