AUTHOR TITLE

INSTITUTION
PUB DATE
NOTE
PUB TYPE

EDRS PRICE DESCRIPTORS

2wicky, Arnold M., Ed.; Wallace, Rex E. Ed. Papers on Morphology. The Ohio State University Working Papers in Linguistics \#29.
Ohio State Univ., Columbus. Dept. of Linguistics.
May 84
214 p.
Reports - Research/Technical (143) -- Collected Works

- General (020)

MF01/PC09 Plus Postage.
Estonian; Fínnish; Form Classes (Languages); German; Latin; *Linguistic Theory; *Morphology (Languages); *Phonology; Quechua; Sanskrit; *Second Languages; *Suprasegmentals; *Syntax; Yiddish

## ABSTRACT

A collection of papers on morphology in relation to other grammar components and on the morphology-syntax interface includes: "Locative Plural Forms in Classical Sanskrit" (Belinda Brodie); "On Explaining Morpheme Structure" (Donald G. Churma)? "Lexical Relatedness, Head of a Word and the Misanalysis of Latin"。 (Brian D. Joseph and Rex E. Wallace); "Heads". (Arnold M. Zwicky);
"Why -ski? A Study of Verbal Aspect in Conchucos Quechua" (Anne M, Stewart): "The Syntax-Phonology Boundary and Current Syntactic Theories" (Geoffrey K. Pullum and Arnold M. Zwicky); "'Reduced Words'. in Highly Modular Theories: Yiddish Anarthrous Locatives Reexamined" (Arnold M. Zwicky); "Attachment of Articles and Prepasitions in German: Simple Cliticization or Inflected Prepositions" (Erhard W. Hinrichs); "A Non-Endoclitic in Estonian" (Joel A. Nevis); "Clitics and Rarticles" (Arnold M. Zwicky); and. "Five Morphemes in Finnish: Possessive Suffixes or Anaphoric Clitics" (Joel A. Nevis). (MSE)
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## - Introductiai.

The papers in this volume all concern morphology. In particular, they treat the question of how a morphological component of grammar relates to other components, especially how morphology fits in 'between' syntax and phonology.

Several of these papers have been read at conferences, or will appear shortly in published volumes. Both the Joseph/Wallace and the Pullum/ .Zwicky papers were'presented at the 1982 annual meeting of the Linguistic Society of America; portions of the Joseph/Wallace paper will be published in Linguistic Inquify. Both the Hinrichs paper and Zwicky's-paper on Yiddish were presented at the 1983* Indiana University of Pennsylvania Regional Conference on Linguistics, and are to appear in the proceedings of that conferençe. Brodie's paper was delivered at the 1983 Mid-America Conferellee on Linguistics, and will appear in the proceedings of that conference.
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Locátive Plural Forms in Classfeal Sanskrit

# Belinda L. Brodie 

 The Ohio State University.1. Introduction

In this paper, I will discuss functure phenomena involving the locative plural case-ending in Classical Sanskrit. Alternative analyses will be presented and each analysis will be evaluated according to a model based on the Interface Model of Pullum and Zwicky (to appear). In this model, the grammar consists of a set of autonomous, interfacing, ordered components. The interface between the autonomous components is constrained so that a component may have access to the output of the previous component, but not to the input of that or any other component. The components are_ordered with respect to one another, thus predicting that a rule of a component may feed or bleed, but not counterfeed or countérbleed; a. rule of a following component. .

Each component has as its input the output of the component ardered immediately before it. The type of structure serving as the input of a component will determine the types of domains over which the rules of the componentyay apply, as well as the typés" of conditions on the application of the rules that'may obtain. In this mgdel, the syntactic component feeds a component of clitfcization rules, which then feeds the morpilogical component. The morphological component has access to surface syntactic structure after the rules of the ation component have applied. The domain of morphological rules is o-syntactic. The rules have morpheme-, word-, or (syntactic) phtese-level domains and may exhibit syntactic or morphological conditioning on their application. The ${ }^{\prime \prime}$ morphological componenticonsists of three subcomponents: the component of morpholexical rules (also known as allomorphy or morphological spell-out rules), the component of word-formation rules, and the component of morphophonemic rixles. The output of the morphological component is a morpho-syntactic structure. Readjustment rules, ordered after the morphological component and before the phonological component, change this structure into one which expresses the domains. relevant to the phonological component--syllable, phonological word, and phonological phrase. The phonological component consists of "processes", or automatic rules. 'In this model, the rules of the morphological component apply cyclically; then, after restructuring, the processes of the phonological component apply`cyclically.

Throughout this paper, it will be assumed that boundary symbols do not play any role in the grammar and that the applicability of rules at particular junctures is determined solely by structutal considerations (cf. Rotenberg 1978). For the sake of convenience, I will use the terms "word boundary" and "morpheme boundary", but they are to be understood as referring to particular structural configurations. $I$ will refer to a "word boundary between two lexical'items if they are not immediately dominated py the same word-level lexical category node, and to a "morpheme boundary" between two lexical items if they are immediately dominated by the same word-level lexical category node. Along the lines of Rotenberg (1978), I
wili assume that the rules of each component are divided into subicomponente depending on their domains of application. Thus, the component of

- morphophonemie rules is further divided into three subcomponents:, one consisting of morpheme-level rules, one consisting of word-level rules, and one consisting of phrase-level rules: The processes. of the phonological component are divided into at leas't three components: one consisting of syllable-level processes, one consisting of (phonological) word-lével processes, and one consisting of (phonologifal) phrase-level processes.

2. "Pāda" endings

In Classical Sanskrit, the seven case-endings in (l) have traditionally been termed "päda". or "word". endings, because morphophonemic rules apply to. stems and "päda" endings ass though they were separate words. Rules which apply between words (external sandhi rules) also apply between stems and theiripada endings. Bules which apply word-finally also apply stem-finally when the stem is followed by a pada ending. The rule in (2), for example, appiles between words, as in (3), and also between stems and pāda endings, as in (4)..
(1) bhyäm. instrumental dual bhyam dative dual bhyã. ablative duăl
bhis instrumental plural
bhyas dative plural
-bhyas ablative plural
$\mathbf{s u}$
: Docative plural
(2)

(3) /manas devasya/ $\rightarrow$ maño devasya 'mind' 'god'
nom. sg. / gen. sg.
(4) /manas--bhis/ $\rightarrow$ manobhis ''mind' instr. pr.

An adequate analysis of stems and pada endings must account for the: generalizations in (5) and (6).
(5) Rules which apply between words also apply between stems and their pada endings.
(6) Rules which apply word-ffnally also apply stem-finally when the stem is followed by a päda ending.
These generalizations can easily be accounted for by analysis in $n^{*}$ Which stems and their päda endings are separated by a word boundary. Such an analysis would be adequate for any formsiconsisting of a stem and one of the six "päda" endings abeginning with bh, but seemingly inadequate for some locative plural forms. In somén locative plural' forms, a word-internal rule, the RUKI rule, has apparently applfed across the juncture between the stem and ending. If the stem and ending were separated by a word boundary we would not expect the strictly word-internal RUKI rule to apply. It should be noted that the only forms which are problematic for an analysis if which stems and päda endings are separated by a word boundary'are those
in which the RUKI rule has apparently applied. There are no cases in which an external sandhi rule or word-final. rule fails to apply to the stem and ending as though separated by a word boundary. Even in the cases in which the . RUKI rule has applied, across the juncture between' the stem and ending, external sandfi-rules stili apply to the stem and ending as though separated by a word-boundary. Since the only problematic fords are locative plural forms, i will proceed by alscusing the variqus types of .locative plural forms and then cóngider alternative analyses of these, , forms.
3. Locative piural forms

The first type of locative pluṛal forms which will be discusised are those which are not problematic for an analysis in which stems and the locative $\bar{p}$ lúrai ending are separated by a word boundary. These forms can be derived by independently motivated rules if the stems age separated from the locative plural ending by a word boundary. Stems which fall into this category include some root consonant stems and some deriyed consonant $s$ tems.

The stem dvis will serve as'an example of a root consonant stem of this category. The nominative singular, instrumental plural; and locative plural forms of dvissare given in (7). The nominative singular formfis accounted for "by the rule in (7a). The instrumental plural form is accounted for by (7a) and an independently motivated rule of regressive voicing assimilation. The locative plural forms would be accounted for by (7a) if.we assume that the stem and ending are, separated by a word boundary. Assuming that a word boundary separates the stem and ending explains, why the word-internal rule in (7b), which appiles across morpheme boundaries as in examples (8) and (9), does not appiy to /dvis-su/. If the juncture between dvis and su were a morpheme boundary, instead of a word boundary, we would expect *dviksu, not dvitsu. To block the derivation of *dvikşu and to derive dvitsu without positing any rules which are not independently motivated, it-is crucial that' dvis and su be separated by a word boundary, rather than a morpheme boundary, at least throughout part of the derivation.
then it would be necessary to introduce a rule which optionally changes morpheme-final stos h, which Whitney (1889:sec. 67) defines as "a roiceless $h-s o u n d$ uttered in the articulating position of the preceding vowei." However, this rulle would be limited to morpheme-final s's before the locative plural ending, since, as in (11), other morpheme-final s's do not. undergo such a rule. Thus, to derive the two locative plural forms of manas without adding an unmotivated rule to the grammar, it is necessary that the stem and_ending be separated by a word boundary, at least throughout part of the derivation.

a. as $\rightarrow 0 / 1 \quad{ }^{*}\left[\begin{array}{l}\text { +ivoi } \\ \text { +cons }\end{array}\right]$
b. Before an initial s, $s$, or $\delta, s$ is either assimilated, becoming the same sibilant, or it is changed into. h (visarga). (Whitney 1889:sec. 172)
e.g. manuh. svayam or manus svayam

- indrah sürah or indras sūrah..
tāh sat or tās sat
(11) /vas + sya + ti/ $\rightarrow$ vatsyati not *vahsyati

Other locative plural forms exhibit juncture phenomena identical to that which occurs word-internally between morphemes. If the stems and endings are separated by a morpheme boundary, these locative plural.forms: can be derived by independently motivated word level rules which apply between morphemes. The stems which fall into this category include some of the consonant stems and all vowel stems.

In examples of this type, the "RUKI" rule plays a crucial role. The RUKI rule is a word-internal rule which retroflexes an shen it is immediately preceded by "ruki" (i.e. $r$, syllabic $r, k$, or any, vowel other. than a or a:), unless the sis folfowed by an r. O'Bryan (1974) argued that the RUKI rule should be formalized with a morpheme boundary between the conditioning environment and the s. Such a formalization eliminates apparent exceptions to the rule, such as kusuma 'flower', in which no morpheme boundary exists between the non-retroflexed $s$ and the conditioning element. She claimed that some surface s's are derived from undertying s's. The existence of underlying s's in roots such as kas 'scratch' is supported by forms in which the in a root is maintained even when an $r$. follows. Kiparsky (1973) used the RUKI rule to support his clainthat nonautiomatic neutralization processes apply only to derived forms. He accounted for the cases covered by O'Bryan's rule as well as cases in which thè retroflexed sis preceded by a "phonologically" derived RUKI (eg. sişta from /sas + ta/) with a rule which retroflexes s after "ruki" in 'derived environments'. Hock (1979) claimed that Kiparsky's analysis does not.. account for all instances of $s$ predictably derived from underlying $s$, and amended Kiparsky's rule as in (12).
(ii) $. s \rightarrow s /{ }^{*}$ ruki
i) In non-roots
ii) root-finally in 'derived environments'
iii) root-initially after reduplication (with lexical and/or morphological restricions)

This, statement of the rule still eliminates the appareat exceptions that $\sigma^{\prime}$ Btyan accóunted for, by her statement of the rule, because the exceptions - are ali within roots in nonderived environments. Zwicky (1970, and to
: 3 appear) discusses the possibility that there is-a process that retroflexes $s$ after $k$ and a rule which retroflexes siafter the other conditioning elements. For the purposes of this paper, I will.assume that the RUKI rule applies under the conditions given by Hock, and that at least for "rui" it is, a morphophonemic rule, not a process.

In the derivation of the locative plural form vāk-su, the RUKI rule has apparently applied to the of su. For the RUKI rule to have applied, it is necessary that the stem and su be separated by a morpheme boundary, not a word boundary, at least at the point in the derivation when the RUKI rule applies. The lacative plural, form could be derived either by the appication of the rule in (13a), followed by restructuring and the application of the RUKI rule, or by (13b) followed by the RUKI rule. Both (13a) and (13b) are independently motivated. The nominative singular form results from the application of rule (13a). "The instrumental plural form results from the application of (13a) and the rule of regressiye voicing assimilation mentioned earlier.
(13) vāc 'speech, word':

$$
\begin{array}{ll}
\text { vak } & \text { nominative sg. } \\
\text { vāg-bhis } & \text { instrumental. pl. } \\
\text { vāk-su } & \text { locative pl. }
\end{array}
$$

$$
\dot{a} . \quad{ }^{\prime} c \rightarrow k / \longrightarrow \text { " }
$$

$$
\text { b. } \varsigma \rightarrow k_{1} / ـ^{+}+s
$$

The stem dis is declined as in (14). This stem is one of four stems with final si which exhibit alternations of the stem-final sith $k$ when the $\boldsymbol{S}$ is word-final. All other stems ending in follow the external sandhi rule in' (15). No historical or synchronic evidence suggests analyzing the four exceptional, stems as having anything other than stem-final $\boldsymbol{\xi}$ underlyingly. One way of accounting for the nominative singular foym is to posit the word level morpholexical rule in (14a). 'The locative plural form could be derived by application of the independently motivated rule in (14b), followed by the application of the RUKI rule or by application of the mof pholexical sule in $_{2}(14 a)$, restructuring, and then the RUKI rule.
(14) diś 'direction':
dik. nominative sg.
dig-bhis instrumental pl.
dik-şu locative pi..
a. word-level morpholexical rule: morpheme \#x:/dik/. before a word boundary
$F^{*}$

The only rule which applies in the derivations of tocative plurals ${ }^{\circ}$ formed from stems ending in vowels is the RUKI rule. Thus; these forms could be derived if the stems and the locatine plumal marker are separated by a morpheme boundary throughout derivations.

In other locative plural forms, the word-internal RUKI rule apparently applies across the juncture between the stem and ending, but an external sandhi rule also applies at this juncture. The stems that fall into this category are the derived consonant stems ending in is and us. The stem havis, for example, is declined as in (16). The locative plural forms seem to 'have'undergone the phrase level rules or processes in (16a) as well as the RUKI rule. The locative plural forms could be derived as shown in (17). All of the rules or processes which have applied in the derivation are independently motivated, assuming that the RUKI rule applies despite the intervening visarga! Whitney (-1889:sec. 183) states that the RUKI rule applies. "In the initial s of an ending after the final $s$ of a stem, whether the 1 thter be regarded as also changed to $s$ or as converted into visarga.". However, all of the examples of the RUKI rule which apply despite an intervening visarga involve the locative plural ending; $s$ s before other that there are no other comparable cases, and it is not possible to find independent motivatign for the claim that the RUKI rule applies despite an intervening visarga.
(16) havis 'oblation':
havis ${ }^{\circ}$ nominative sg.
havirbhis. instrumental pl.
havihsư or haviṣsu locative plural.
a. Before an initial s, s, ot s, $s$ is either assimilated, becoming the same sibilant, or ith is changed into (visarga). (Whitney sec. 172).
4. Alternative analyses

- . In this section," I will discuss analyses of the locative plural forms which are compatible with the Interface Model outlined earlier. First, I will consider analyses which are in accord with the assumption that all occurrences of su are predictable by the RUKI rule.

In (17) are given the derivations for the locative plural forms of havis 'in which the occurrence of gu is predictable by the RUKI rule and only fidependently motivated rules are employed. Note that any analysis whicif treats all cases, of gu as predictable by, the RUKI rule will require that the RUKI rule be formulated as applying acrosis h. (visarga). .

```
-7- (16a)
/havis##su/
havis||ssu or`havih||su
havistsu or havih+su
haviş+şu or havib+su
havis+su
```

It is necessary to determine when in this derivation restructuring occurs. If rule ( 16 a .) includes a, phrase-level rule or rules, then restructuring is occurring within the morphological component between the subcomponent of phrase-level rules and the subcomponent of word-level rules. Such a derivation is. inconsistent with any model, inclyding the Interface Model, which assumes cyclic application of rules, since a phrase-level rule (rule (16a)) is feeding a word-level rule (the RUKI rule). If rule (16a) includes a phrase-level process, then the restructuring is occurring between the phonological component and the morphological component, and a process is feeding a rule. Such a derivàtion is inconsistent with the Interface Model and any other theory which claims that rules precedes processes. Ordering rules before processes makes the prediction that a phonological process may be in a counterfeeding or counterbleeding, but not a feeding or bleeding, relationship with a morphological rule. If rule (16a) includes a process, then it is in a feeding relationship with a rule (the RUKI rule), and the derivation is inconsistent with a "rules before processes" model.

Thus, whether rule (16a) is a process or rule (or a combination of the two) the derivation in (17) is inconsistent with the Interface Model. It is clear that the only type of derivation of the locative plural of havis compatible with the Interface Model is one in which neither a process nor a phrase-level rule feeds the RUKI rule. For this to be the case, the rule which changes the stem-final s to visarga would then have to be a rule, rather than a process, and word-level, rather than phrase-level. The rule in (16) which optionally changes $s$ to visarga when followed by the locative

$$
x_{0}
$$ plural ending would be requided. (As noted earlier, $s$ does not become visarga before other s-initial suffixes.)

$$
\begin{equation*}
s^{\star} \rightarrow \text { h } / \quad+\quad+\quad \text { locative plural marker } \tag{18}
\end{equation*}
$$

In the derivation in (19), rules are preceding processes and no higher$\because$ level rules or processes are feeding lower-level rules or processes. This derivation is, $I$ believe, the only reasonable derivation which'is consistent with the Interface Model and the assumption that all instances of su are derived by the RUKI rule.
(19)

$$
\begin{aligned}
& \text { /havis+su/ } \\
& \text { havis+su or havib+su } \\
& \text { haviş+su or havihtsu }
\end{aligned}
$$

havis+su

Rule (16) (optional wordtlevel rule)
RUKI rule (word-level rule)
Progressive Retroflex Assimilation
(word-level process)

All vowel stems, some consonant stems, and stems ending in as, such as manas, can be derived in the same manner as the forms of havis without any further complication. In order to derive consonant stems ending in s. or ś, it will be necessaary to introduce a rule which changes or s to t word-internally before the locative plural ending, as in (20). This rule
must bleed the rule in (21).
(20) s, s $\rightarrow$ t $/$ +locative plural marker


Thus, if we are to derive locative plural forms in such a maniner that all occurrences of gu result from the appilication of the RUKI rule, then it Will be necessary to adopt two otherwise unmotivated morphophonemic rules (rules (18) and (20)). More important, an analysis in which stems and

- locative plural endings are separated by a morpheme boundary falls to capture the generalizations in (22) and (23), special cases of (5) and (6).
(22) Rules which apply between words also apply between stems and the locative plüral ending.
(23) Rules which apply word-finally also apply stem-finally when the stem is followed by the locative plural ending.

In order to capture these generalizations, it is necessary to clatm that a word boundary exists between stems and the locative plural ending. If it is assumed that a word-level lexical category node (Posit-Positcipn) immediately dominates the locative plural ending, and other pada endings, a word boundary, as defined previously, exists between stems and their pada endings, since the stems and pāda endings are not immediately dominated by the same lexical category node. An analysis in which pāda endings are analyzed as Post-Positions captures the generalizations in (22) and (23), as well as the broader generalizations in (5) and (6).

If such an analysis is adopted, the retroflexed $s$ in forms such as havibsu cannot be derived by the RUKI rule, since the RUKI rule does not apply across word boundaries. In order to derive havibsu without adding an ad hoc rule which retroflexes the $s$ across word boundaries just in these forms, it is necessary to posit gu underlyingly for these stems.

The claim that for some stems the underlying form of the locative plural ending is gu is supported by, historical evidence. In Vedic, the RUKI rule applied variably across word boundaries, as well as wordinternally. Even though the rule applied variably word-externally, Hock (1979:51) notes that "If we except certain apparentematic exceptions ... we find that at least some instances of RUKI are found even in the least likely environments." Whitney (1889:sec. 188) cites the examples in (24) in which the RUKI rule has applied, across word boundaries despite an intervening word-final visarga.
(24)

$$
\begin{aligned}
& \text { yájuh skannám } \\
& \text { agnị stave } \\
& \text { nákiḥ ṣáh }
\end{aligned}
$$

It is reasonable to assume that in vedic locative plural forms of is and us stems were derived as in (25), and that, as the RUKI rule became nonproductive word-externalily, the form of the locative plural ending for these stems was lexicalized as in; (26).
(25). havis\#\#su havih!\#\#su havihytifsu
$s_{\mathrm{C}} \rightarrow$ h $/ \quad \| \#$
RUKI rule (word-external:in Vedic)
(26)
locative plural marker: when the stem is one of the following: $\# x$, \#y, ... su elsewhere

I have stated the distribution of the allomorphs of the locative plural ending in terms of individual stems for two reasons. First of all, I have found no other reason for identifying is and us stems, as belonging to a morphological class separate from-other stems. These stems are apparently. in the same declension class as as stems, but as stems, have the locative plural form su, not gu. Second; there are very few stems ending in is or us. Whitney (1889:sec. 412) states that "the stems in ap are quite
numerous, and mostly made with the suffix as....; the others are few, and almost all made with the suffixes is and us.". Because there are so few is and us stems, it'seems reasonable to posit a morpholexical rule which refers to individual stems.

Assuming that a word-level process retroflexes safter $k$, it is not necessary to posit underlying gu for forms such as dikgu and yakgu. Forms such as diksu can be derived ds in (27) by application of the morpholexical rule mentioned earlier, followed by restructuring between the morphological and phonological componehts and application of the process which retroflexes s after $k$. Forms such as. vakgu can be derived in the same way, as in (28).

| $\begin{aligned} (27)- & \text { dik\\|\\|su } \\ & d i k+s u \\ & d i k+s ̧ u \end{aligned}$ | $\begin{aligned} & \text { restructuring } \\ & s \rightarrow s / k \end{aligned}$ |
| :---: | :---: |
| (28) , vāc\#\#su | $c^{\prime} \rightarrow \mathrm{k} / \underline{\text { a }}$ |
|  | restriucturing |
| văk+su | s, $\rightarrow$ s /k |
| vāk+su |  |

The locative plural forms of all stems ending in consonants can be derived by independently motivated fules with the same steps in their derivations as for vāksu and dikşu. The locative plural forms of stems in as will be derived as in (29). The forms of 1 is and us stems will be derived as in (30).'
(29) manas\#\#su
cmanah\#\#su or manasi\#\#su
manahtsu or manastsu

Rule (16a)
restructuring
no processes apply
Rule (16a)
no processes apply
It is doubtful thetrlocative plural forms of stems ending ig voweld shoubd be derived in. the same way. There is no mot fition for separating vowel stéms and pāda endings by a word boundary, rather than morpheme
boundary. Distinct treatments of consonant-stem and vowel-stem forms can be carried out if we assume that there is a morphological feature which distinguishes consonght stems from vowelistems. If such a feature can be motivated, then we can insure that the vowel stems are separated by a morpheme' boundary, rather than a word boundary, by positing a rule of clitfcization conditioned by the morphological feature distinguishing vowel stems from consonant stems.

## Conclusion

In this paper, I have considered analyses of locative plural forms compatible with the Interface Model. It has been shown that an analysis in which all occurrences of gu are predictable by the RUKI rule wifi fail to capture the generalizations that rules which apply stem-finally before the locative plural ending are identical to rules which apply word-finally and rules which apply at the juncture between stems and endings are identical to rules which apply at the juncture between words. It has been shown that an-analysis, which does capture these generalizations must treat some instances; of in as lexicalized and seems to require distinct treatments of consonant And Vowel stems.

Footnotes
*I, wish 姷: thank Brian Joseph, Adam King, and Arnold Zwicky for their comment es on anfearlier version of this paper.
( $\frac{1}{4}$ Kiparsky (1979:174) suggests that more general rules are applying here: "...we get a choice; before any voiceless consonant of elf the (preferably) h, or else a fricative homorganic with the following consonant"." One way of formalizing Whitney 172 is as an optional rule whicfeffanges $s$ to $h$ word-finally before the voiceless consonants (except $t$ and than a process which applies to word-final $\mathrm{s}^{\prime} \mathrm{s}$, assimilating them to a following fricative.

Sop ar verbal prefixes end in $s$ (eg. jus, is), but verb forms with biqurefixes are probably best analyzed as having a word boundary Withe prefix and root. An initial radical s after a prefix is not equated the same "as a stem-initial s (cf. Whitney (1889: sec. 185) ).
locative plural forms of ir and ur stems, such as ginsu, are apparent. exceptions to this analysis. Since the RUKI rule has apparently applied, it seems that there must be a morpheme boundary, not a word -boundary, between these consonant stems and the ending when rules apply. However, if the sui is underlying, as for is and us stems, then they are no longer exceptional.
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## 0. Introduction

In order to explain the existence of constraints on morpheme structure (henceforth CMSs), early work in generative grammar (cf. Halle 1958, 1959, 1962; Chomsky 1964) posited a set of Morpheme Structure Rules (MSRs) which were of the same formal type as the othe phonological rules of the grammar. Stanley (1967), after pointing out several problems with this kind of approach, proposed that the notion 'Morpheme Structure Rule' be banned from linguistic theory, and that it be replaced by a: somewhat different formal construct, that of 'Morpheme Structure Condition' (MSC). Stanley allowed for three different kinds of MSCs, one of which (the 'If-Then' MSC) is, as he poted, a notational variant of the MSR; the others simply state whether a (sequence of) segment(s) satisfies a condition stated in either positive ('Po\&ftive' MSC) or negative ('Negative' MSC) terms.

More recently, Akers (1980) has argued for the incorporation of 'Admissibility Conditions' (ACs), which appear to be notational variants in many respects of Stanley's Positive MSCs, into linguistic theory, and Clements (1982) has proposed the adoption of 'Inadmissibility Conditions' (roughly fhe same as Stanley's Negative MSCs) as well. (The latter also argues that the 'Elsewhere Condition', which was originally proposed by Kiparsky) (1973) as a constraint on the application of logical fules, should be extended so that it governs the oper $\quad$ Clements appears to be suggesting, moreover, that no equivalenc of MSRs/If-Then MSCs in tu ermitted. Kiparsky" (1982), on the other hand, has argued in favor of che traditional MSR approach - .

In this paper, I will present fufther arguments in favor of this latter kind of approach. After some brief remarks concerning Akers' approach, I will examine in some detail the analyses "proposed by Clements, arguing that they provide no support for the AC approach or for the suggested extension of the Elsewhere Condition. Finklly, I'will consider briefly the relevance of data concerning the ways which borrowed words can and cannot be nativized for choosing between the two types of approaches. The nativization data in fact provide evidence for a theory of MSRs that is considerably more restrictive than that advocated by Kiparsky, in that the set of possible MSRs is identical with the set of 'natural processes' (in the sense of Stampe (1973), Donegan and Stampe (1979))--a set which has a small finite number of members.

## 1. Against ACs

In addition to the arguments given by Stanley agalnst the MSR approach, a number of further arguments have since appeared which are said to provide evidence agalnst this framework. Since Kiparsky (1982) has, to my mind, successfully countered these arguments, I will concern myself only with the more recent adrissibility approach of Akers and. Clements.

While both Akers and Clements use the term 'Admissibility-Condition', they appear to be using it in two quite different ways. Akers does not appear to intend that what. he calls ACs be used to describe CMSs. Accounting for CMSs would apparently (though he never makes this explicit) require MSCs in addition to ACs. The latter function as a sort of filter on the application of a general, generative, rule that deletes all word-final consonants that are not permitted by the ACs. In this respect, they resemble very closely what Shibatani (1973) has called 'Surface Phonetic Constraints!, although. Akers confusingly compares his AC-based account with an If-Then MSC account, In any event, since they are not intended to describe CMSs, I will not consider them further here.

Clements, on the other hand clearly intends what he refers to. as ACs, \& to be used in accounting for CMSs. The essence of his argument is that adopting (a revision of) the Elsewhere Condition allows sigaificant simplification in the statement of CMSs in at least two languages, Bobangi and Ngbaka, As Clements points out (p. 684), however, his argument depends on 'the assumption that [CMSs] are properly formulated as conditions of admissibility and inadmissibility', an assumption that he supports only by reference to Akers' work, where, as noted above, this term is used in a fuite different fashion. I will argue here that the dats discrised by Clements provide evidence, not for an ext nsion of the domain of applicability of the flsewhere Condition, but fur a conception of CMSs other than that . assumed by Clements-namely, the traditional aSR approach-in that much more revealing (in the case of Ngbaka, strikingly so) accounts of these data are possible within such a framework.

### 1.1. The Bobangi' case

Clements' first illustration of the putative benefits of extending the Elsewhere Condition involves the formalization of a statement in Guthrie ( 1967 , 46) concerning vowel cooccurrence restrictions in Bobangi. Guthrie!s description (diacritics omitted) is as follows:
(1) In position $V_{1}$ in this language there is a simpled distinction of seven vowels, $a / e / E / i / \sigma / J / u$. In position $V_{2}$ however there are a number of ilmitations according to the quality of $V_{1}$. Thus when $V_{1}$ is $a$, $e, i$, , or $u$, we find only a/e/i/o/u as $V_{2}^{1}$, ise. a distinction of five qualities only." When however $V_{1}$ is $\underline{\varepsilon}$ or 2 in that case there are four distinct qualities only occurring as $V_{2}$, $\varepsilon / i / \nu / u$.

Clements then gives (pp. 682-3) the following 'more succinct restatement', and then a reformulation of this restatement', of Guthrie's version:
(2) The vowels $\varepsilon$, $\geq$ may not cooccur in a nominal stem with the vowels $\underline{i}, \underline{u}, \underline{e}, \underline{o}, \underline{a}$, except that $\underline{\varepsilon}, \underline{\sim}$ may be followed by $\underline{i}$, $\underline{u}$.
(3) In noun stems, the vowels $\underline{E}$, 2 may be followed by $\underline{1}$, $\underline{\underline{c}}$;


Clements' formalization of these constraints is as follows:
(4)

 mitror frage
The incompatibility of these conditions, Clements suggests, moverrldden by appealing to the Elsewhere Condition, which he lves, he following form:
r
(6) Two adjacent rules of the form
$\therefore \quad \mathrm{A} \rightarrow-\mathrm{B} / \mathrm{P}$ $C \rightarrow D / R-S$
$\$$

are disjunctively ordered if and only if:
a. the set of strings. that fit PAQ is a subset of the get of strings that fit RCS, and
\& b. the structural changes of the two rules are either identical or incompatible.

The dis junctive ordering imposed by (6) prevents (5) from belng applied after (4) has applied, since the structural changes lnvolved, (i.e., none) are in fact identical.

Clements! treatment does indeed express the Bobangi facts reasonably succitnetly. But one might still want to know why the inadmissible sequences are not permitted. What does having opposite values for the features [low] and [advanced tongue root] (hereafter, [ATR]) have to do with anything? And why are segements so specified incompatible yith nonadvanced mid vowels? Fortunately, these questions do not requireanswers, since they are, I will argue, slmply artifacts of Clements' analysis. Note first of all that, if we Lgnore the facts concerning $a$, these constraints suggest a restricted vowel harmony system with respect to ATR of the type that, according to Greenberg (1963), was present in Proto-Banti, and of roughly the type found in numerous other African languages (cf., for example; Stewart (1967), Clements (1974, 1981)): mid vowels must agree with the preceding vowel with respect to ATR.

Further efidence for this way of vlewing the matter is that affixes with mid vowels show the alternations expected in a vowel harmony system of this type. As Whitehead $(1899,6)$ puts it:
$\therefore$ (7.) In the construction of a word [ $\underline{E}$ and $\geq$ ] utterly refuse to be mixed up with [e and o]. Hence it will be found that the formative prefixes for nouns and forinative guffixes for vexbs must be maderto harmonize, with [these vowels].

Thus, for example; we find 'molendandalo 'a duty,' but mכyotwangany 'a writhing' (where 'mV is a noun class prefix).

As for the a problem, ft is not clear that it exists, given the second form just cited, since $\underline{j}$ follows a. Howeyer, since the post-prefix stretch in this case is likely to be morphologically complex (espectalily in view of its length, which is quite atypical of Bantu morphemes), and since the vast majority of Bobangi. morphemes, as far as I can tell from Whitehead's examples and discussion (Guthrie does not offer any data in support of his claim), do obey the a constralnt, this issue deserves some attention. What could cause a. [-ATR] a to cooccur only with [+ATR]. vowels (and ytself)? No se that this is an especially curious state of aftairs in a language that, as we have seen, requires mid vowels to agree in ATRness. One answè is that a is (or was, historically) converted to something else when in the environment of a [-ATR] vowel. Guthrie's comparative evidence (p. 46) supports this approach, as do, the synchronic alternations in Bo/Bankon (cf. Speilenberg 1922), which appears to be fairly closely related to Bobangi (cf. Guthrie (1971)). Forms like moyotwangans suggest that this process is no longer, active synchronically in the language, so it is probably best to treat the (near?) lack of occurrence of a with [-ATR] vowels in morph-. eme-internal contexts as an" acsidental gap from a synchronic perspective

If 80 ; then the following statement accurately characterizes the structure of Bobangi nominals with respect to the vowel cooccurrence restrictions:
(8) If $V_{1}$ is not low and $\dot{v}_{2}$ is mid, then cthese vowels must agrees; with respect to ATR; otherwise, any pair of vowels in the language may cooccur.

If we pake the usual assumption that anything not prohibited by a MSRits permitted, the following, MSR is all that is necessary to characterize the Bobangi constraints:
(9) $\left[\begin{array}{l}-\mathrm{high} \\ -1 \mathrm{low}\end{array}\right] \Rightarrow[\alpha A T R] /\left[\begin{array}{l}-10 \mathrm{l} \\ \alpha A T R\end{array}\right] \mathrm{C}_{0}$

Wpthing needs to be said about the occurrence of [+ATR] high vowels after [-ATR] vowels, since these are the only high vowels in the language; that is, Bobangl has the following segment structure constraint (cf. Stanley 1967); some version of which would be necessary regardless of the approach adopted:

$$
(10) \quad[+h i g h] \rightarrow[+A T R] .
$$

If it should turn out that the a constraint is still alive (e.g., if loan words are nativized so as to conform to $1 t$ ), then the following.mirror . image rule would also be necessary:


That is, low vowels do not occur in the environment of nonlow, nonadvanced (hence mid) vowels.

L
It is possible to, in effect, mimic these, rules within an admissibilIty framework. The conditione required are the following:

(13)

$$
\left[\begin{array}{l}
-1 \mathrm{low} \\
- \text { ATR }
\end{array}\right] C^{0}[+1 \mathrm{low}] \text { is inadmissible }
$$

mirror fogage
Note that this account requires no appeal to the Elsewhere Condition. It is also simpler than Clements' account in terms of feature-counting, and an investigator who is familiar with vowel harmony systems found in African languages would probably be able to guess why the constraint in (12) holds, and perhaps why (13) does; But surely an account that does not require such guessing in order to understand the structure of the language (e.g., the MSR account just sketched) is to be preferred. Furthermore, a slight change in the formulation of (9) can account for the $\{$ bidirectional) vowel harmony across morpheme boundaries pointed out above:

$$
\left.\cdot\left[\begin{array}{l}
-\mathrm{high}  \tag{9'}\\
- \text { low }
\end{array}\right] \rightarrow \begin{array}{c}
{[\alpha \text { ATR }]}
\end{array}\right]\left[\begin{array}{l}
-\mathrm{high} \\
-1 \text { ow } \\
\text {-ATR }
\end{array}\right]
$$

It is also worth pointing out that the admissibility approach makes ne predicicion concerning how loan words will be' nativized, whereas ( $9^{\prime}$ ) predicts that mid vowels will assimilate to adjacent mid vowels with respect to [ATR], and (10) predicts that a will be raised in the environment of nonadvanced mid vowels. While there appears to be no information avallable concerning the treatment of loan words in Bobangi, evidence from loan phonology in other languages (see section 2 below) indicates that the MSR approach is"superior in thys respect to the admissibility approach.

### 1.2. The Ngbaka case

Let us now turn to the Ngbaka data. Clements cites Wescott (1965) as giving the following characterization of vowel. cooccurrence restrictions in this language (which has the same seven-vowel system Bobangi):
(14) If a disyllabic word contains /i/, it does not also contain $/ \mathrm{u} /$; if $/ \mathrm{e} /$, it does not also contain $/ \mathrm{J} /$, $/ \mathcal{L} /$, or $/ \mathrm{o} /$; if $/ \mathrm{l} /$, it does not also contain /i/; if /o/, it does not also contain $/ e /, / \mathcal{L}$, or $/ \bar{\rho} /$; and if $/ \rho /$, it does not also contain $/ \varepsilon /$; $/$ /e/ or $/ 0 /$.

That is, Clements states (p. 684), 'in bisyllabic words containing no low vowel /a/, either the vowels are identical or they differ in height.' After fightly rejecting the extremely suspicious analysis proposed by
(Chomsky and halle (1968), Clements suggests the folfowing conditions, which are governed by the Elsewhere Condition:


$\left[\begin{array}{c}\alpha h 1 g h i \\ - \text { low }\end{array}\right] \quad c_{0}\left[\begin{array}{c}\alpha h 1 g h \\ - \text { Iow }\end{array}\right]$
is inadmissible
is admissible"

Again, these conditions accurately characterize the restrictions in questfon. And again, one is left wondering why (16) should exist (although the existence of (15)--or a generalized version of it-is not at all surprising). Why is this language so unhappy with (non-low) vowels of the same height? The answer is, again, that we are dealtag with a system of vowel harinony (not 'disharmony,' as (14) and (16) suggest). Thus,. Clements' two conditions can be replaced by following single MSR: .


$\left[\begin{array}{l}\alpha \text { high } \\ \text { f back } \\ \gamma \text { ATR } \\ -1 \text { low }\end{array}\right]$

) .
That 1s, a nonlow vowel that agrees with respect to the feature [high] with the preceding vowel harmonizes with it with respect to all features. Thomas' $(1963,62)$ agrees with the spirit of this account, as she states that '...11 y a dans cette langue une forte tendance a 1 'harmonie vocalique'. ${ }^{\text {b }}$

It must be admitted that the analysis just suggested requires the use of a greater number of features than Clements' proposal and it might be argued that the simplicity metric would therefore require adoption of the latter. Howevers as is well known (cf., for example, Chomsky and Halle (1968)), such a device can be reasonably applied only to analyses framed within the same theory. We do not have such a situation here, since the MSR theory does not allow conditions on admissibilty and inadmissibility, while the condition theory would not (I presume, although Clements does state this explicitly) allow MSRs. Even within a theory that allows both kinds of ways af accounting for CMSs, however, rule (17) should be chosen over (15) and (16), I would maintain.

Note flrst of all that it is not at all clear that the condition.. required in (15) should be cost-free. Neither is it obvious that specifications of admissibility/inadmissibility come at no cost. Furthermore, it appears that (15) would not be allowed by any reasonable evaluation, measure (and certainly not by any I have seen proposed); since there is a more general version which is equally compatible with the Ngbaka data, namely one which states that any sequence of identical vowels (not just nonlow ones) is admissible:

$$
\begin{array}{ll}
\left(15^{\circ}\right) & V C_{0} V \\
& 12^{\circ} 3 \\
& \text { Condition: } 1=3
\end{array} \quad \text { is admissible }
$$

With this simplified version, however, the required subset relation called For by the Elsewhere Condition is not met, at so (15') and (16) should apply conjuncfively-an imposithility, given, that they make partially incompatible'statements. That is, the requirement that the vowels. in (15) be nohlow is a purely ad hoc one, needed solely th/insure that the Else- di. where Conditton will be applicable. Thus, the analysis incorporating (15) and (16), though 'simpler' than that employing (17.), is in fact ruled out on grounds of slmplicity, unless perhaps one can come up'with an evaluation measure that is somehow sensitive to the extgencles of the Elsewhere Condition in situations such as this.

But cannot an account analogous to the MSR account be framed within the admissibility approach? One might suggest the following:

B

is.'admissible.
While this condition does in fact characterize some admissible sequences in the language, to does not characterize all of them (the low vowel can cooccur with any vowel), and it says nothing about what is inadmissible. Moreover, changing this to an admissibility condition along the lines of the reanalysis of (12) and (13) is not posisible in this case. What is inadmissible here is nonlow vowels of the same height that do not agree with respect to either [ATR] or [back]. Such a condition cannot be expressed without recourse to either Boolean condjfions of the type that, as Clements
 tion such as that given below, which is generally taken as an indication that the relevant generalization has been missed (cf. Newmeyer 1980):

is inadmissible
Even if such formulations were permitted, moreover, no explanation would be provided for the inadmissibility of the inadmissible sequences (although again one familiar with vowel harmony systems might be able to guess the reason).

Thus, the Ngbaka facts dtscussed, so far can be expressed in a revealing fashion, as far as 1 can tell, only within an MSR framework. In addition, the admissibility approach makes essentially no predictions about the treatment of loan words, which do in fact tend to harmonize, as noted above (see section 2 for further discussion of the general relevance of loan phonology).

A CMS not mentioned by Wescott ${ }^{5}$ provides further evidence against the admissibility approach to the treatment of Ngbaka CMSs. Ngbaka is claimed by Thomas ( 1963,63 ) to have the following CMS in addition to those discussed above:
(19)

$$
\underline{u} \text { does not cooccur with o or } \underline{\underline{j}} \text {. }
$$

Within án MSR approach, this í just a further instance of vowel harmony, although the rule required in order to account for this CME can apparentily be only clumsily collapsed formally with (17.). The separate ryle required 1s, however, an extremely simple one (but cf. note 5):
(20)



Within the admisstblify approach, it would also seem to be all but imposS sible to incorporate the facts in (19) into the ${ }_{7}$ existing rules. Presumably the simplest dreatment would add the following: :
(21)

is inadmissible
This condition, whifinjoudd be disjunctively ordered with respect to (16) by the Elsewhere condition, is subject to all the craticisms made of the other condteions. Th. Mdditon, its relationship to the other (putative) inadmissibilitiog andelan in the language is far from clear, since while in (16) vowés dratitaget height are disallowed, here it, is (rounded)

## 2. In favor of MSRs

It has been argued in a number of studies that the facts of loan phonology in-Japanese and in Miami Cuban Spanish provide strong support for Dayid Stampe's theory (see especially Stampe (1973), Donegań and Stampe 3 (1979) of 'natural phonology' (cf. Oh'so 1971, Lovins, 1973, 1974, Bjarkman a. 1976)). To, the evidence adduced in these sfudies, I would like to add some 'evidence from Efish." The English evidence is especially compelling, sfince it involves not-oniy actual nativizations, but (intuitions about) impossible nativizations.

### 2.1. The English case

In English, */si\% and */sr/ do not occur initially 8 in native morphemes; /si/ and /šr/, on the other hand, occur freely.. Since there is no evidence from morphophonemic.alternations for a phonological rule tnvolving such sequences; and since it would therefore appear to be arbitrary to choose 'efther ${ }^{2}$ first or second segment as the one which is 'changed' in a generative MSR, one might propose that this constraint should be stated in terms of a static MSC. Perhaps the most obvious candidate is the
following, where the AC formalism is employed:

## $\left[\begin{array}{l}\text { +continuant } \\ \text { +strident } \\ \text { Qantérior }\end{array}\right]$

 is inadmissible

Insefar as thls condition (or any (in)admissibility condition) makes any predictions at all with respectio. loan phonology, it implies that the inpermissible-sequences will be adjusted by altering either of the segments In question (presumably as little as possible). But the behavior of loan words in English suggests otherwise: Sri Lanka, for example, which has as a source an initial /sr/, is pronounced by most. English speakers with /sre/; the alternative suggested by (22)--changing the second segment so that it is [\$lateral] (i.e:, /1/)-has been rejected as a possible nativization of -this form by all of the speakers (more than twenty) I have consulted. Simllarly, if a foreign item with initial /š// is to be nativized by altering one of these segments, only one nativization is possible. Schlitz, for exemple, is pronounced by many speakers with initial /sl/; but no one has t/srl/, and speakers again reject this; as a possible nativization when it is duggested to them.

There are, of course, other possibilities. One is to simply not natiyize a form at al1. Another is to avoid the problem by inserting an epenthetic schwa to break up the of fending cluster, thus, making the origifial process unnecessary by bleeding it. An interesting example where three different strategies are found involves the gurname Schlichter, a name much in the news recently due, to the fact that one of its" bearers, an ex-OSU football star, was involyed in a gambling scandal. While many newscasters pronounce this name with an initi'at /si/, Mr-Schlichter himself has /צal/p and others, including myself, have what is presumably the 'correct' pronunciation with /81\%. (In this case, it seems likely thet the epenthesis rule is being yised for a functional reasofh-to avoid changing the initial $\mid \stackrel{s}{\prime} /$, which is apparently felt by Mr. Schilichter to be an impor-* tant part of the fame, $t 0^{*} / \mathrm{s} / \mathrm{by}$ the process applied by the nativizing. newscasters; see below for a statement of this process.) What is not found is \%/sr\%. More importantly, it could not be found-such a sequence is not a possible way of nativizing initial /81/.

- ince 6nly one set of segments can be changed in such cases, it appears that an MSR approach is required in order to account for these nat-. ivization facts; the MSR analogue of (22) 18:


The thoroughgoing directionality in nativizations (and impossible nativizations ) such, as these simply cannot be accounted for within a static condition-based approach.

In a sense, it is uñfortunate that- recourse must be made to 'externalevidence' of this type, for it seems clear that fhe child does not have access to such evidence when developing , his/her phonological system. Insofar as we cannot predict the system acquired solely on the basis of the
kind of evidence avallable to the child, there can be no explanation of how language acquisition is achieved in this area; that is, to use Chomsky's (1964, 1965) terminology, we would not have an explanatorily adequate theory of morpheme structure. But if the child brings to phonological acquisition more than just a data processing ability-in particular, if the child 'knows' that CMSs are expressed by means of MSRs-then the child is not in as bad a position as linguist, who has no way of knowing a priori that the MSR approach is fact required. I therefore prompse that a universal principle to this effect be incorporated into phonological theory:
(24) All CMSs must be expressed in terms of MSRs.

Even this is not enough to guarantee that child will (as all Englishspeaking children apparently do, in view of the above discussion) learn rule (23) rather than a rule that alters the second segment in such sequences, or one of numerous imaginable alternatives such as deleting one of the segments in question. Note that operations analogous to these latter impossible alternatives are in fact found when other kinds of sequences are involved: $\boldsymbol{e}^{+}$voiced stop clusters that arise due to casual speech simplifications are altered by devoicing the stop, as in [sko] for Let's go (cf. Stampe 1973), whereas loan words which begin with a stop-initial cluster lose their first member (pterodactyl, pneumonia). That is, the.following MSRs (given in very rough form) are operative:

$$
\begin{align*}
& \text { a. [-sonorant] } \rightarrow \text { [-voiced }] / \text { B }  \tag{25}\\
& \text { b. }[\text {-continuant }] \rightarrow-\infty /
\end{align*}
$$

We now have two further MSRs whose acquisition seems puzzling, since here again there appears to be no good readon why these, rules should take the form that they do, rather than any of the numerous alfernatives. The only reasonable answer, it seems to me, is that we are asking the wrong question. These CMSs are not acquired, but rather are, ijke other Stampean 'natural processes', finate; what is involved in (the natural part of) phonological acquisition is not learning the rymes of the language, but suppressing the processes that are not operative... Thus, for example, while English requires that successful learners suppress the natural process that devoices final obstruents, it does not require suppression of the rules in (23) and (25), and the effects of these latent processes show up clearly if we look in the right plaokes. Similarly, final devoícing need not be suppressed when acquiring, say, German, agd its effects are also seen in the areas of loan phonology and 'foreign accent' (as well as in-the.phonology proper). That is, English speakers did not learn (23) and (25)--they simply did-not, because the language they were learning did not force them to , unlearn them.

### 2.2. General consideration

If the above CMSs are the result of the operation of unsuppressed natural processes, then it is not unreasonable to suppose that all CMSs that are synchronically valid (and not just the essentially accidental ef of the occurrence of one or more historical changes) have a similar explanation ${ }^{2}$. That is, it appears that (24) can be strengthened, as follows:
(24') All (synchconically valid) CMSs must be expressed in terms of natural processes.

The attribution of innate constructs may. be, found unpalatable by some, especially when they are as specific as they are in this case. One might also question the conclusion reached on the grounds that the data involved are of an 'external' type, and that they moreover involve, at least in part, 'nonempirical intuitions.. But when the intuitions in question are as unanimous as they are in this case; it seems clear that they require an explanatioñ of some kind. Given the lack of plausible alternative expiana-tions--and I at least candot even begin to think of one-the present proposal is what one must be driven to: In fact, I feel, use could profitably be made of intuitions about impossible occurrences in other types of external evidence such as language games, (cf. Churma 1979, ch. 5). One of Chomsky's greatest contributions to linguistics; in my view, is his heavy reliance on 'impossibility' data in syntax (ie,e., ungrammaticality data), despite the fact that, as Baker (1979) has pointed out, this kind of impossibility data is not, for the most part, available to the learner. But this does not mean that we should abandon the use of ungrammaticality judgments in syntactic reseąrch; the cifild has a big shead start over us, and we need to make use of every piece of relevant data we can find just to discover the nature of the system acquired by the child-let alone; explain how this system is acquired. This is no less true in phonology (or morphology or any other part of the linguistic system) than it is in syntax.

Since it seems clear that we have as yet only a reximentary knowlēdge of what is contained in the set of natural processes, it is perhaps worthwhile to consider briefly the possibility of the existence of more general universal principles which, though not the ultimate explanation (for this is the responsibility of the individual processes themselves), inight serve both as a basis for a somewhat different way of understanding the existence of the innate processes and as a partial heuristic for doing phonological analysis. To this end, I suggest the following, which can be considered to be inductively supported by the above discussion:
(26) a. There are no natural processes of vowel dissimilation (or their notational equivalent), either $10 n$ the area of morpheme structure or elsewhere in phonology.
'b. Greek letter variables may not be used to pair different feature specifications in a natural process.

Assuming that all of the above discussion is concerned with natiural processes (and cf. ( $24^{\prime}$ ) above), the first of these metaconstraints "would pro'hibit the use of rule (16), and the second, which is essentially equivalent to the claim that such variables may be used only in rules of assimilation and dissimilation, would disallow (5) and (19) (and (22)--cf, note 7) and . various other suspicious analyses; such as that of Rood (1975), where alpha variables are employed to characterize the class consisting of /s/ and / / / in' a simple ('natural') fashion. Any regularity that appears to require violation of one of these constralnts, $I_{\text {would maintain, is either an acci- }}$ dental one or can be expressed in more revealing fashion within, a diffefent framework-as was seen to be the case in the examples considered here.

These constraints clearly leave us a long way from a complete, explanatory; theory of (the acquisition of) phonology. We need further elaboration of the universals in question, and there is still an imense amount of work to be done simply in discovering the nature of the phonological systems acquired by children. In this latter area, it seems to me, various kinds of 'external' evidence; such as nativization facts; will be of critical importance-recall that there was no language-internal basis for preferring the MSR theory over the admissility theory in the English example. (See Zwicky (1975) for a sur of other kinds of "external'

- evidence, and Churma (1979) for critical diecussion of some of these.) But, even though we may lack knowledge concerning the nature of the systems we are attempting to describe and explain, we must not attempt to make a virtue out of our ignorance by proposing theoretical frameworks that require only 'internal' "evidence (such as a static MSC framework) in order to arrive at a unique--but clearly incorrect, in the ligh wof 'external' evidence-account of a given phenomenon.


## Footnotes

*I would like to thank Rob Fox, Ilse Lehiste, Wayne Redenbarger, David Stampe, and Arnold Zwicky for helpful discussion of some of the issues raised here.
${ }^{1}$ It has been questioned (cf., for example, Clayton 1976) whether the level: of the morpheme is that at which the phonological constraints in question should be stated. While it seems cletr that in many cases it is not, it seems equally clear that there are genuine cases of constraints on the phonological structure of morphemes, including some of those to be discussed below. It should be kept in mind, however, that while I will continue to use the traditional term here for all cases, it is not always accurate, in that it is the structure of the syllable or the word that is in question. For further discussion, cf. Kenstowicz and Kisseberth (1977).
${ }^{2}$ I am assuming that vowel harmony is to be treated segmentally, and not autosegmentally or metrically; for arguments to this effect, see Anderson (1980, 1982a) and Singler (1983).
$3_{\text {Rule ( }} 9^{\prime}$ ) does not disallow $\underline{\varepsilon}$ and $\mathcal{J}$ when preceded by 1 or $\underline{u}$, contrary to what the facts are, said to be by Guthrie. It is not clear that thése sequences are in fact prohibited (Whitehead makes no mention of this, and Proto-Bantu-ccf. Greenberg (1963)--did allow such sequences), so it is also unclear whether it would be necessary to retain (9) and provide a separate rule for intermorphemic vowel harmony. It should also be pointed out that neither version of the rule in question predicts which of a pair of mid vowels that disagree with respect to ATR will change in loan words. If there is a tendency for one set of vowels to 'dominate' the other, then this rule will have to be altered by substituting the 'dominant' feature value for the alphas.

Rule (10) as stated yields as an output a nonoccurring segment in Bobangi (a mid back unrounded vowel, assuming that a is [+back]). It would thus presumably have to be altered (given that thepraising rule gields $\varepsilon$ in
the environment of $\underline{\varepsilon}$ ) by adding [-back] specifications in the appropriate places. The presumed roundedness of the output in the environment of would be accounted for by an independently required rule that'makes nonlow vowels agee in backness and roundness. leave this rule in its present form to facilitate comparison with the static admissibility approach, which does not even predict which vowel in an inadmissible sequence will change.
4.

The cited passage is taken from Clements, who apparently took it from. Chomsky and Halle ( 1968,387 ), rather than directly from Wescott's review, since both citations, lack a clause present in khe óriginal: '...if / $\epsilon /$, it does not also contain $/ \mathrm{J} / \mathrm{e} / \mathrm{e} /$, ór /o/...' (Wescott (1965,346)). This omission is'not crucial, since, as Clements notes, this clause follows from the others present in the cited passage. Wescott himself made a more important omission of one of Thomas' claimed CMSs (see below for discussion). It is unfortunate that so much theoretical work based on Ngbaka has depended on second- and third-hand (partial) data.
${ }^{5}$ Nothing in the data or in Thomas' description implies the directionality specified by the MSR given, but of course the MSR framework requires such a, directionality. An obvious kind of 'external evidence' to examine with respect to whether this necessity is good or bad is loan phonology, especially since Thomas $(1963,62$ ) points out that 'les emprunts' provide an 'illustration de cette tendance' [toward vowel harmony-DGC]. Unfortunate$1 y$, she gives only one example of a nativization, which makes it difficult to say with any certainty what is indicated by such data. However, the single example given is in fact consistent with the directionality entailed by (17): Thus, while French régler. is rendered as lagele by 'les Ngbaka lettrés' (Thomas (1963,62)), most speakers have lek 1 le. If we assume that there was an 2 as the initial vowel in the source of this borrowing (presumably a. finite form of the verb), then assimilation proceedes in the direction required. The presence of initial a in the alternative pronunciation is something of a puzzle, although it could be the result of some kind of folk etymology, whereby the initial syllable was taken to be the feminine definite article or object pronoun. In any event, it would clearly be desirable if further nativization data could be brought to bear on this" issue.
${ }^{6}$ Perhaps ${ }^{\prime}$ the reason for Wescott's fallure to mention this putative constraint is the fact that Thomas (1963,63n.) cites seven apparent counterexamples to it. However, she also points out apparent counterexamples to each of the other constraints reported by Wescott, suggesting in each case reasons for their failure to obey the constraint in question. Although she offers no explanation for the forms in question, it is clear that at least some of them are susceptible to the same kind of argument as that given for the 'quelques rares mots' (no examples given) that violate the constraint against $\underline{o}-\underline{e}$ and $\underline{\underline{-}} \boldsymbol{\xi}$ sequences--that there are '...plusieurs composes probables: noms d'animaux, de plantes et de parties de corps' (Thomas (1963,62n.). It seems clear to me that Thomas, at least, considers the constraint in (19) to be every bit as legitimate as the others she presents; and Wescott of course presents no arguments that it is not.
${ }^{7}$ It is possible to 'simplify' (21) by leaving out the specifications for height (or roundness) and adding the following:
(i) [tround] $C$ [tround] is admissible

This rule would be disjunctively ordered with respect to the revised version of. (21) by the Elsewhere Condition, and would correctly specify , that the only rounded vowels that can cooccur are those that are identical. The repetition of the same condition found in (15); however, is suspicious, and one might suggest that (1) and (15) should be collapsed. It does not appear that there is a reasonable way of doing so. Perhaps the most attractive proposal-that (1) and (15) should, be replaced by an admissibility condition that permits any sequence of identical vowels-fails for the reasons discussed above (i.e., it fails to stand in the required 'elsewhere' relationship with (16) and (21), and so does not enforce the necessary disjunctivity).:
${ }^{8}$ Clements and Keyser (1981) treat /š1/ (and/šw/) clusters as being on a par with /sir/ clusters-all of them being acceptable, with forms such as schwa and Schlesinger cited as evidence. (They also point out that, at least for some speakers, even more /̌̌/-initisl clusters are possible; cf., for example, shtick, schmalz, strudel, and Strauss.) As Algeo (1978) has pointed out, researchers do not always agree about which clusters are permissible in English, and he discusses a number of possible reasons for this disagreement (cf. also Clements and Keyser (1981, 30)). It seems clear. that the disagreement in the case at hand is due to dialectal/idiolectal differences (with speakers who disallow /a1/ clusters apparently being in the majority-cf., for example, Whorf (1940), Hill (1958), Hockett (1958), Langacker (1972), Seikirk (1982)).. I have no doubt that speakers such as those alluded to by Clements and Keyser exist ( $I$ am, for the most part, one of them), but it is equally undeniable that speakers of the type traditionally described exist, given that they nativize the offending clusters. (Evidence from slips of the tongue, where forms such as shreudian flip, for Freudian slip--cf. Langacker (1972,247)-are reported, also indicates that the the constraint against $* / \mathrm{sr} /$ is quite strict for such speakers.) It appears, moreover, that Clements/Keyser-type speakers are somewhat avantgarde, linguistically speaking; only linguists and others who are hyperaware of the actual pronunciations of foreign words can survive the psychophysiological torture required to produce the non-native clusters in question.
${ }^{9}$ This is probably not correct, since I know of no phonetic reason why sounds that disagree with respect to the features [anterior] and [lateral]. should be so incompatible. Since [r] is, at least in my speech, [-anterior] (and cf. also Hill (1958,41), who describes the articulation of - American [r] as involving 'the bunching of the tongue in the mid-mouth...'-presumably a [-anterior] articulation; he also implies that the other variety frequently described 'in older books', in which the tongue tip 'is turned upward and backward toward the roof of the mouth'--[+anter-ior]--is less common), while [1] is [+anterior], it is tempting to treat the phenomenon in question as an instance of assimilation with respect to the feature [anterior]; one would simply replace '[-@lateral]' in the environment of (22) by '[גanterior].' However, retroflexion of $s$ in the environment of $r$-like sounds appears to be quite a common phenomenon, and the $\underline{r} s$ in question need not be [-anterior]. This occurs, for example, in

Sanskrit (where $r$ is presumably dental or alveolar) as part of the well-known 'ruki' rule, and in Swedish, where the $r$ is a dental trill. am indebted to Ilse Lehiste for bringing the Swedish facts to my attention.) The optimal, explanatory, version of (23) must thus await further investigation.
${ }^{10}$ If diphthongs are considered as being composed of two vowels, this claim will have to be weakened somewhat, since dissimilation of the parts of diphthongs appears to be quite common (cf. Donegan 1978).
${ }^{11}$ It might be suggested that these constraints be extended so that they refer, not only to natural processes; but to all phonological rules. However, it seems clear that sequences of historical changes can result in alternations that should be characterized in terms of rules (not natural processes) that are quite 'crazy' (cf. Bach and Harms 1972) or 'not natural' (Anderson (1982b)). Thus, Woleian (Sohn 1971) and related languages have a synchronic rule of vowel dissimilation which appears to be the result of a sequence of (natural) sound changes which can no longer be considered part of the synchronic system of these languages.
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Lexical Relatedness, Head of a Word, and the Misanalysis of Latin* .

1
Brian Joseph and Rex Wallace The Ohio State University

## 0. Introduction

Two opposing schools of thought concerning divisions within the realm of morphology can be discerned in the general linguistic and morphological, literature. One is represented bly the work of a good many structuralist (Ametican and European) scholars and is characterized in part by a recognition of a difference between inflectional morphology and derivational morphology. A classic work such as Bloomfleld (1933) as well as mare recent works such as Anderson (1982) or Zwicky \& Pullum (1983) are representative of this tradition. The second 'tradition' (to use the term loosely, to be sure), represented by the work of some (but not all, witness Anderson and Pullum \& Zwicky as above) followers of certain camps within the generative transformational school of linguistics, is characterized in part by an opposing view concerning derivational and inflectional morphology; in particular, no distinction is recognized between two such, espects of morphology. A representative work in this camp is Halle (1973).

The issue is clearly an important one, for there are real differences in morpheme types which motivated the traditional derivational/inflectional distinction in the first place (e.g. derivational morphemes tend to be 'inner' while inflectional morphemes tend to be 'outer'); if no distinction between two typès of morphemes is posited, however, some other means must be found for predicting morpheme behavior. Williams (1981) purports to do just that, sor that his work can be placed squarely within the latter camp described above. Williams' arguments, therefore, need to be considered carefully, for his justification of the basic premise of the 'Halle (et al.)' school of morphological analysis (no inflectional/derivational distinction) is only as strong as his'ability to account for the recurring differential behavior of certain morpheme types.

Wilifams thus is concerned with a number of issues connected with this central question of a putative difference between derivational and inflectional morphology. In the course of his discussion, he develops two crucial terms, related and headf, whose definitions we give below in (1) since they figure so gromineptly both in Williams' discussion and in our critique of his work.
(1) a. head (of a word): the righthand member of a morphologically complex word is the head. (248)
b. related: $X$ is related to $Y$ if $Y$ is the result of removing the head of $X$. (260)

Secondarily,'Williams develops a 'theory of the paradigm' and applies his principles to an analysis of the Latin nominal and verbal system.

Some pröblems with Williams' analysis have already been poiated out, e.g. by Strauss (1982) and Churma (1983). However, much more can and should be said, for it can be shown that Uilliams' theory and his analysia are flawed from both methodological and an empirical standpoint. Accordingly, it can be concluded that his conclusion that 'as far as the rules of formation go, there is nofdifference between derivational morphology and inflectional morphology' (283) the basic tenet of the second school of morphological thought noted above, cannot be regarded as demonstrated by Willams' argumentation.

1. Heads and headlessness--universality?

Williams'starting point for his discussion of morphology and word formation is affixation, which he defines formally as:


An obvious question that arises at this point is: What about nonaffixation morphology, i.e., word formation processes such as those that give the relationships in (3) $?^{5}$

| breath | <---> | breathe |
| :---: | :---: | :---: |
| life | く--->> | live |
| bath | <---> | bathe |
| (push up) ${ }_{\text {p }}$ | <--->> | (push up) ${ }_{\text {N }}$ |
| permity | <---> | permit ${ }_{\text {N }}$ |

Williams says that these can be accounted for by a clasa of rules he calls, 'headless' rules, for they do not involve a 'head' in the sense he develops. Affixation morphology, on the one hand, necessarily does involve a 'head' in Williams' sense, inasmuch as there is branching in the internal structure of the word (Af $+X / X+A f$ ) and thus a right-hand branch to define a head.

Thus, for Williams, headiessiderivations as in (3) are. systematically different from the 'headed' formations of affixally determined categories and forms. According to Williams headless rules always give rise to exocentric structures' (250). For the items cited by Williams (247) this claim is true. There are, however other English formations not mentioned by Williams which do not involve right-hand (RH) branching elements and so must be considered 'headless'. Among these are ablauting verb formations like sang (sing), drove (drive), ran (run), found (find); etc. It is difficult to see what definition of exocentricity can be summoned forth to allow que' to meaningfully call these ablauting verb formations 'exocentric'. Thus headless rules which figure in the formation of gramiatical categories (especially 'inflectional' categories asiopposed to what would be traditionally-labelled' 'derivational' processes), such as those involved in the inflection of ablauting verbs in English, show that the properties Williams ássigns to headless, rules are wrong.

Moreovive, formations like sang (sing) in English appear in all crucial respects (e.g. function) to be parallel to affixation types, ne.g. picked
(pick). If 'headless' formations diffecísystematically from 'headed! ones -we might expect this difference to resiqe in the features characteristic of 'headness', i.e. we might expect. 'headless' formations (since they do not have RH branching structure) not to possess features characteristic of a heäd. And yet formations like sang (sing) possess the feature which Williams uses to determine the head of English'past tense formations: tense (250-251) s-: It-only follows that if sang (sing) possesses the feature tense, which is the criterion for determining head, then sang (sing) has a head. It just so happens that in this case the head feature is realized. not qs a right hand element, i.e. as a suffix, but as a simultaneous, element.

In fact the simultaneous realization of what are for Williams head features is common among the languages of the world. Numerous good examples aré to be found amorg, African languages. For éxample, Nida (1949: 63) reports that in Ngbaka, a Sudanic language, 'there are four principal forms of every verb' marked by different tonal configurations on the same segmental base: these tone differèncés 'indicate four principal tenseaspect contrasts: ${ }^{8}$
(4) Ngbaka tense-aspect contrasts:
a. 'to clean' wà wà $\quad$ wà $\quad$ wá

Similarly, in Massai, nominal cases are marked by tonal shifts (cf. Tucker and Mpaayei (1955), cited in Perlmutter (1982: 308)):
(5) a. e-doi embartá

3-see horse/NOM
'The horse sees him.'
b. 'e-dol embártá.
e-see horse/ACC
'He sees the horse.'

Just as English ablaut past tense forms parallel suffixed past tenses, these Ngbaka verb categoriespand the Maasai case categories seem to correspond in all relevant characteristics to the verbal and nominal categories of a language like Latin (which figures so prominently in Williams' discussion) in which tenses and cases are marked by affixes, specifically suffixes.

In order to get around these problems with Williams' treatment of headless rules, one might propose to treat these cases (e.g. English ablauting verbs) as involving branching, in much the same way as affixation morphology does. A possible formalization of this is given below:


This allows one to eapture the parallel nature of the ablauting and suffixal foris neatly. Similar treatments could be devised for each of the headless derivations indicated earlier in (3), for example
( 7$)^{2} f$


Fofir English such a solution, though involving áconsiderable amount of abstractifes's," might be feasible. One could argue that since suffixidg forms exist alongside simultaneous forms the two are to be treated in a similar manner. However, in languages (like Maasai, apparently) where no suffixing forms exist beside the simultaneous forms it is impossible to prabide any motivation for a right-branching treatment. In these cases such an analysis would be quite ad hoc. Thus even if orie accepts this ebstract solution for English, its extension to other languages will not alutys. be warranted and will of ten simply be arbitrary, something done sclely for the sake of saving the theory. This arbitrariness makes it difficulf to maintain that Williams' claims haye any empirical content in such instances. Thus one must admit that the head cannot always be identified as the rightmost branching element, as Williams would have it.

This result, while unfortunate for Williams' theory, nonetheless is mo'e welcom for there are other problems with calling the right hand braniching element the head of athe word.

In particular, Williams' definition of 'head' would run afoul of lagguages which, unlike English, are generally prefixing. In such
(8) Swahili (Nidá (1949: 12-13))

```
*
a. ni-na-mu-pika
b* a-taka-nu-pika
    he-will-you (pl.)-hit
```

For such languages, someone working within Williams' framework would either elements started out.as suffixes or else allow for left-hand heads in some

- languages. This datter step would mean that any clafm of universality for the "definition of 'head' "would have to be given up (and note that Williams must have shme interestin a uniyersal definition, for he does apply his definitions to Latin later on in higurticle). Thus, Williams' definition of 'head' falls cross-linguistically 'reaily because it is.too languagespecifte.

Moreover, it is not simply languages like Swahili that pose problems for this definition of head. As Wirliams himself notes ( $249^{\circ}$ ), the prefix en- in English'systematically converts nouns and adjectives into verbs, thus displaying the behavior of a head', as in:

$$
\begin{array}{lll}
\text { dear }  \tag{9}\\
\text { noble } & -\langle-C\rangle & \text { endear } \\
\text { ennoble }
\end{array}
$$

Thus even English has some non-right-hand heads--Williams 'explains' the head prefix en- away by saying that it in exceptional but if is a systematic exception: thus he is allowing his theory to 'leak', and in view of what we have seen concerning his notion of'rhead' and a language like Swahili; perhaps this is a serious leak which he cannot and should not so readily plug up.. It is just as easy.to. conclude from the behavior of the prefix en- in English that the Right-Hand Head Rule simply is wrong, and the problems with prefixing languages confirm this conclusion,
2. On the analysis of Latin and theory of a paradigm

We turfinow to a discussion of the Latin nominal and verbal systems. Williams presents these analyses as (1) a way of illustrating the principles of lexical relatedness and his Right-Hand fead*Rule and the way in which it might be applied to languages other than English and (2) as a means 'of 'explaining' why infléctional affixes appear outside of derivational affixes without recognizing a distinction between the two. In order to make such an explanation work Williams develops a Theory of the Paradigm. Williams'main testing ground for his, theory and ali that it encompdsses--relatidness; head; syncretism, syntactic relevance, etc.--i's Latin, specifically the Latin nominal and vérbal systems:

However, Williams' analyses of Latin are seriously flawed in'a number of respects. These include methodological problems as well as empirical problems, some of whicî are caused by Williams' 'me thodology. As a result, it can be concluded that his Theory of the Paradigm and the principles upon which.it is based are untenable.

### 2.1. Williams' corpus

The first major problem is methodological in nature. Williams at no point establishes what his corpus is for the description of latin morphology nor does he acknowledge any sources. While Latin is a language which is well known (and thus such omissions are not as serious perhaps as for less widely known languages), the failure to give such information does present some difficulties; in view of the numerous errors and oversights of fact in Williams' Latin for instance, what is one to make of his 'citations of forms supporting his analysis? His fallure to be explicit about sourcesimakes it all the worse, moreover, that he arbitrarily rules
out from consideration at least one case and one declensional class (see below, section 2.2), for these are part of the description of every latin. grammar we have ever seen, even the most elementary ones.

Another aspect of the failure to establish a corpus is that Williams never specifies what he means by Latin"--is it Classical latin only or archaic (Old) Latin as well? Is it Ciceronian Classical Latin in general or just Cicero's usage; does it include later Classical authors such as Pliny the Younger and Tacitus or not; is it elegant literary latin (e.g., Virgil or Horace) or low-style literary Latin (e.g. Apuleius of Petronís), which is said to reflect popular speech (Pulgram, (1958:. 3.14))?

This concern we voice here is not an idle one, for Wililams' failure to specify his corpus and sources essentially makes his analysis untestable. . His 'experiment' cannot be replicated, let alone fully analyzed and criticalíy evaluated, because we do not know if he was Just examining Ciceronian usage (though we doubt it) or what. However, under the assumption that he was somehów giving'a 'Pan-Latin' collection of forms, i.e. roughly the familiar usage most people learn as 'Latin' in school, we offer the following critique, basing our analysis on such a form of latin augmented by variants which must have formed part of the average educated Latin speaker's linguistic competence (inasmuch as they appear in authors of the Classical era).

We have relied on standard Latin reference works, such as Allen and Greenough (1903), Ernout (1953), and Leumann-Hofmann-Szantyr (1963). Since the point of reference for these grammars is the literary variety of Latin of the Ciceronian age, most of the forms we cite can be found in the writings of Cicero or his contemporaries. Since, however, the Latin taught in schools is in some important senses a 'Pan-Latin" variety, forms from pre- and post-Çicerontan writers of various social, ethnic, and regiohal backgrounds are included in these grammars. We have therefore not

- hesitated to cite forms from as early. as Plautus (circa 200 B.C.) or as late as Tacitus (circa 100 A.D.).


### 2.2. Paradigms, syntactic features and their ranking in syntactic matrices

To return now to Williams' Theory of the Paradigm, it is essential to notes that for him, paradigms consist of syntactic features (SFs), e.g. tense, case, person, number, and morphosyntactic categories (MSCs), e.g. morphologically distinct forms.which are 'related' in Williams' sense of the term.
.The SFs are hierarchically ranked so as to yield a syntactic matrix (SM) which is then filled with MSCs. The paradigm is therefore a constellation of related forms. in which morphemes exprssing syntactic features function as the heads of the related forms.

To account for syncretism in" Latin nominal and verbal paradigms, Williams posits SFs and a ranking for these SFs so as to yield an appropriate SM. We give below Willifms' detailed matrix for the latin noun (Table A) and his less detalled one for the verb (Table B).

Table A
Syntactic Matrix of Latin noun (after Williams 1981: 267)


Table B
Syntactic Matrix of Latin verb'(after Wililams 1981: 269)


These syntactic matrices specify the dimensions along which items are related independent of any pair of forms cited, so that in the case of substantives the $S M$ is supradeclensional, and in the case of verbs it is supraconjugational. This fact is formally expressed in terms of possibilities of paradigm-internal syncretism.

In particular, with regard to the noun, Williams claims (268) that possibi'ifties of case syncretism will be the same across declensions, and " that only certain types of syncretism will occur: e.g. with number identical, dativé = ablative, nominative $=$ accusative, but not nominative $=$ dative or nominative = ablative, nor any cross-number syncretisms (e.g. nominative plural = daţive singular). This analysis aṇ its predictions, however, encounter two major problems.

First, the hierarchical order of SFs which Williams assumes for the nominal $S M$ is without any independent justification.' In the description of. the Latin nqun he assumes that the SFs are to be ranked: $+\mathrm{PL}>+\mathrm{Direct}>$ +Nominative/+Dative. However; Williams does not offer any principles for
such ranking and thus it must ultimately be considered ad hoc. Moreover, the $S F$ case is divided inṭ the categories $+\mathrm{Dizect}+$,Direct governing the nominative and accusative cases, -Direct governing the dative and ablative cases. But Williams again offers no substantive evidence for the division of case into binary features. As a result this move must aliso be considered ad hoc. Nevertheless, the reason for Williams' ranking and intermediate SFs seems clear: any other arrangement would yield a SM in which it would be impossibie to independently specify the dimensions along which nominal forms.are related, yet, as noted above, such a specification is one of the key features of Williams' Theory of a Paradigm. 'Thus the matrix can be made to 'work' (more or less, but see below), but only by a 'brute force'smethod of arranging features so as to make it work.

Second, the extent to which the matrix 'works' is actually rather limited. Williams arbitrarily restricted his description to just a subset : of the total range of cases and declensions in Latin. Williams assymed, wrongly, that latin has 5 cases (it has at least 6 and possibly 7$\}$ deciensions (it has 5, with numerous subdivisions within those 5) ${ }^{16}$ and them proceeded to base his analysis on 4 cases (nom.-acc.-dat.-abl.) and three declensions (1-2-3). The reason is clear. It is difificult to me the Theory of the Paradigm work when all cases and declensions are taken Into consideration. The predictions concerning case syncretism made by . his theory prove to be wrong not only within the limited set of data ( 4 cases, 4 declensions) he considered, but also withigan expanded data set including the 5 th declension and the genitive case.

For example, in the fourth declension neuter u-stem nouns (e.g. cornu 'horn') the nominative singular (cornū) is identicall with the dative and ablative singular (also cornū), a syncr, ism not predicted by Williams' theory. Similarly, in the first dec asion a-stem nouns (e.g. ara 'altar'), the nominative plural is ident'cal with the dative singular (both arae); and in subclass of the third declension; the so-called third 'mixed' type, the nominative singular (e.g. nübēs 'cloud') is identical * with the accusative plural (also nüēs), both instances exhibiting crossnumber syncreftism supposedly ruled out in Williams' schema.

Moreover, with the addition of the genitive case, one finds besides the troublesome syncretisms Williams himself notes but dismisses as 'accidental'. (see footnote 17), such mergers as genitive singular = accusative plural for first declension nouns with genitives in -äs (e.g. familiäs 'of, a, household'). Finally, by taking in the fifth deciension, more unpredicted syncretisms such as genitive fingular anominative/ accusative plura) (e.g. dies 'day') are found. The complete range of these syncretisms (excluding the locativ and vocative) which falsify Williams' account is summarized in Table $\mathrm{O}_{\mathrm{O}}$ w.

Table C

Some examples of syncretism in Latin noun declensions

a. The genitive ending - $\bar{a} s$ was, in literary varieties of Latin during the age of Cicero, restricted to the noun familia when meaning 'household'. This ending is s sted more frequently in the archaic period (for examples see Ernout (1053 .9-20)).
b. airrd declension nouns like nübēs 'cloud' which foillow the 'mixed' i-stem declensional pattern cannot be considered declensional aberrations. $\bar{W} e$ have counted 33 nouns, in addition to nūbēs, which follow this declensional pattern (see Allen and Greenough (1903: 30)). Doubtless there are more.
c. The singular of $\overline{\underline{U}}$-stem neuters like cornu 'horn' was indecinable by the beginning of the imperial period (roughly the beginning of the reign of: Augustus). The first attestation of a dative in - $\bar{u}$ is found in Livy (Ernout (19.53:65)). Genitive singulars in 50 A.D.) (OLD, 446).
$\therefore \quad 7, i n g$ the Ciceronian age there $x$ is a considerable amount of vari a the genitive singular of diēs 'day'. Allus Gellius (Att. Noct. 1, 1) informs us that Caesar, in his book Dé Analogiä, advocated the use of a genitive singular die. This form is also attested in Virgil (Georgics 1, 208). A genitive singular dies is found in the Annales of Ennius (413). Two additional genitives are found in virgil: diei (Aen. 9, * 156) [diē] and diei (Aen. 1, 636) [dyey] or possibly [dy $\overline{\mathrm{I}}$ ].

Williams is less explicit about syncretism in the verb, but it is clear, to judge from his vetbal Syntactic Matrix (see Table B), that he cannot account for synçetismin the Latip verb either. In particular, two forms of the 2 sg passive ending in primary tenses are to be found, -ris and -re, and the latter produces 'tensed' forms which are synctetic with the 'untensed' present active infinitive (as well as the rare 2 sg pasisive imperative), for all the conjugatiors including irregular verbs, for example:

b. fer-ris $\sim \mathcal{f e r - r e}^{\prime}$ you are carried' = fer-re 'to carry' (and $\overline{c f . a l s o} \xlongequal[\text { fer-re }]{ }$ be carried!')

The variant ending -re is not at all rare, ${ }^{19}$ and runs throughout the . whole of the primary system including the present indicative and subjunctive, imperfect indicative and subjunctive, and future indicative. Since this ending is well-represented, the syncretism it causes is probably not to be treated as 'accidental'. Since this syncretism cuts across a major division, ténsed vs. untensed, of the syntactic matrix tree, as well as personal ending and mood categories, it is not accounted for in Williams' system. Similarly, Williams cannot easily explain, if at all, the syncretism of the future perfect indicative active ${ }_{0}$ with the perfect subjunctive active in other than 1 sg and 3 pl forms, e.g.:

$$
\begin{equation*}
\text { a. dixerit 'he will have said' } \sim \frac{\text { d'xerit }}{(\text { Subj })} \text { 'he might have said } \tag{I1}
\end{equation*}
$$

b. tulerimus 'we will have carried' $\sim \frac{\text { tulerimus 'we'might have }}{\text { carried (Subj)' }}$

Thus, Williams' Theory of the Paradigm does not achieve for the Latin noun or verb what it is supposed to. With regard to the noun, no one ranking of features can yield the appropriate SM for all latin nouns; moreover, contrary to Williams' predictions, case syncretism in Latin does indeed depend on declension, gender; and in some instances on the particular subclass within a declension or individual lexical item in question. With regard, to the verb, similarly, syncretisms occur which the Theory of the Paradigm cannot account for.
2.3. Ordering of morphemes

In Williams' framework there is no special rule for the introduction of inflectional affixes. As a result, Williams must have some explanation for the fact that inflectional affizes tend to be 'outer' while derivational affixes tend to be 'inner.' Williams accounts for the position of the rightmost inflectional morpheme in a word by means of the notion 'syntactic relevance.' Morphemes which bear 'syntactically relevant' information must appear in ultimate head position in words, i.e. the $\because$ ifghtmost position, so that the syntactically relevant feature can - percolate up to the syntactic level ${ }_{22}$ (264). In the Latin verb, for example; - Williams claims (264) that 'tense' ${ }^{22}$ is syntactically relevant 'in that it
determines the case of subjects.' As a result; the personal endings of the Latin verb appear in ultimate head position, e.g. dictābi-t 'he will repeat.' The notion' syntactic relevance' only accounts for the position of the rightmost morpheme. The implication of this notion is that there will'be only one syntactically relevant morph per word, inasmuch as only' one morph can be rightmost in the word. A serious problem arisel, however, since within both the Latin noun and the Latin verb, more than one morph -can in fact be syntacticaliy relevant.
"In the noun, the case-ending is the rightmost morpheme, and it is for Williams (264) syntactically relevant. However, it is of ten the case that the gender of a latin noun is determined by a pre-final (derivational) morpheme; for example, all the abstract nouns in -tat- such as the nominative pie-tās (from underlying /pietäts/), gen. pietātis idutifulness', are feminine and all the nouns in -etu-, e.g. rosetum 'rose garden' (derived from feminine rosa 'rose'), are neuter, and so on. 3 Gender is a syntactically relevant feature in that it determines the form of adjectives dependent on the noun, ise.:'

$$
\begin{equation*}
\text { (Ciceto Topica } 23,90 \text { ) } \tag{12}
\end{equation*}
$$

a. $\frac{p r i m a}{f i r s t / f e m ~} \frac{\text { pietās }}{\text { dutifulness }} \cdot \frac{\text { nōminātur }}{\text { is mentioned }}$
'dutifulness is mentioned first'
b. $\quad \frac{\text { primus }}{\text { first/masc }} \frac{\text { pletās }}{\text {. }}$.

Thus gender is a feature which in Williams' system must be able to percolate upwards to the node dominating the word in question, and therefore would be predicted to be rightmost; however, such morphemes are never in ultimate head position. $\therefore \quad . \quad$.

Similarly, regarding the verb, there are constructions in which the occurrence of a subjunctive mood form higher up in a sentence causés a verb which would otherwise be indicative to instead be subjunctive; this is the phenomenon known as 'subjunctive by attraction' (see Hale \& Buck !s.3: section 539), as in:
(Cicero Dē Örätöre $I, 61,260$ )

$$
\begin{aligned}
& \frac{\text { studeret }}{\text { study/3sg }} \quad \text { subjerimam } \frac{\text { litteram }}{\text { fitst-letter/acc }} \frac{\text { non }}{\text { not }} \frac{\text { posset }}{\text { could/3sg }} \quad \text { subjesay/inf } \\
& \text { 'Since he was such a stamerer that he could not pronounce the } \\
& \text { first letter of the very art he was studying.'. }
\end{aligned}
$$

in which the subjunctive studeret occurs in place of the imperfect indicative studebat by 'attraction' with the subjunctive posset. Thus mood markers are syntactically relevant in that they can affect the forms of words associated with them. ${ }^{24}$ Yet they never occur in final position and
are always 'inner' with respect to the personal endings.
Thus the notion'syntactic relevance' canmbt be used to get the order of morphemes in Latin nouns and verbs to come out correctly, since it predicts that certain elements should be in ultimate head position, when in fact they are not. Williams' sysfem, therefore, fails to account for this aspect of the ordering of morphemes in Latin words.

Similarly, Williams' framework has difficulties açcounting for the position of inflectional affixes which are not syntactically televant. Ostensibly, Williams accounts for the position of these affixes outside of derivational affixes by relying on the notions head and relatedness. - However, it is difficult to see what value the netions have for determining the inear order of morphemes, since, in a stem like dic-tā-bi-, with the morphological analysis:

$$
\begin{equation*}
\frac{\text { dic }-\overline{t a}-b i-}{s a y-F R E Q-F U T} \tag{14}
\end{equation*}
$$

both the 'derivational' morpheme -tā- and the 'inflectional' morpheme -biare 'heads', based on Williams' criteria for 'headness' (pp. 248-253), yet neither one is more 'head'-like than the other; thus there is nothing which shoùld cause -bi- to appear to the right of -tan-:

In actuality, Williamsiaccounts for the ordering of inflectional morphemes outside of derivational by using the paradigm, which is constituted by syntactic features, inter alia (see section 2.2 above). Thus the property of bearing a syntactic feature, whether syntactically relevant' or not, becomes, in Williams' theory of the paradigm, a further way of distingulshing among morpheme types. In the stem dic-tä-bi-, -bi-will appear outside of -tā- by virtue of the fact that it possesses a syntactic feature, the criterion for being involved in a paradigmatic relationship, while -tā- does not. Thus, Williams accounts for the order of morphemes in words inke dictabit in essence by creating a three-way division in affixal morphemes based on the notions beafing a syntactically relevant feature' and 'bearing a syntactic feature'. ${ }^{25}$ For example, the personal ending -t possesses a syntactic feature and moreover that feature is syntactically relevant; and hence'it must be in ultimate head position. -bi-, however, only possesses a SF and that feature is not syntactically relevant; as a result, its position is inside of -t. The affix -tā-possesses no $S F$ and so auţomatically has nothing of relevance; as a result it occupies the innermost position in the linear order of affixes.

- Therefore, Williams can indeed dispense with a rule introducing inflectional affixes, but it is accomplished at the cost of introducing a thitiee-way distinction among affixal morphemes. But even this three-way distinction does not enable Williams to account for all aspects of the order of affixes in all Latin words.

In particular, there are sequences of morphemes containing elements of the same feature designation, so that any decision as to which one is more of a 'head' and thys outside the other, is purely arbitrary. A form of this type is the 3 rd person singular future perfect indicative, e.g. dictäverit 'she will have said', which is to be morphologically analyzed
as:
(15)

say-frequentative-perf-fut-3sg
(Yroot) $-\left[\begin{array}{ll}-s y n & \text { rel } \\ -s y n & \text { feat }\end{array}\right]\left[\begin{array}{ll}-s y h & \text { rel } \\ + \text { syn } & \text { feat }\end{array}\right]\left[\begin{array}{cc}-s y n & \text { re } \\ + \text { syn } & \text { feat }\end{array}\right]\left[\begin{array}{cc}t \text { syn } & \text { rel } \\ + \text { tsyn } & \text { feat }\end{array}\right]$
,Both the $-\underline{v}-$, as a marker of the perfective aspect, and -eri-, as a marker of the future tense, would bear syntactic. features in Williams' system (see section 2.2 ) but these features would not be syntactically relevant in that they would not affect, the form of other words dictaverit is connected with. Yet it is a fact about Latin that the -v- must always appear inside -eri-; this fact shows that making use of a three-way distinction among morpheme types through these features, the way Williams implies, cannot account for all aspects of the ordering of morphs within words in Latin.

### 2.4. Diachronic falsification

Williams" theory can be falsified in one other way. Under, the reasonable interpretation that synchronic predictions about case syncretism delimit possible diachronic developments, Williams analysis car nt explain certain developments in nominal paradigms between Latin (in the general sense) and Romance. 'In the Tuscan variety of Italian, for examp $\quad$, all of the 'singular forms (except the genitive) of o-stem nouns fall together as a result of various diachronic developments (loss of s\# . . . . . . merger of unaccented $\underline{O}$ and $\underline{u}$ ):
(16) ' Latin mūrus 'wall' $==-=\Rightarrow$, Tuscañ' múro.


The transition from one chronological stage of a language, e.g. Latin, tó another, e.g. Tuscan, can be viewed as a series of changes in successive synchronic language stages. Therefore, the impossibility ofia merger synchronically of NOM/ACC with DAT/ABL due to general principles such as those Williams tries to develop would make it impossible, in his framework, for a language like Latin to develop into a language like Tuscan, ${ }^{2}$ for at some point a merger otherwise ruled out by his system would have to be tolerated synchronically. Indeed, taking Williams' position to its extreme in diachronic terms, it seems that he is making a strongr-but in our view improbable--clafm about sound change, namely that no sound change can occur which would cause an 'illegal' syncretism. The Tuscan examples and numerous others like it, including the loss of inflection in English paradigms, would seem to falsify this strong diachronic interpretation of Williams' theory.

## 5. Conclusion

To Gum up; we have presented a number of criticisms of Williams' analysis which togethes have the effect of negating the value that his theory of the paradigm and his notions 'relatedness' and 'head of a word' might have for resolving the question of putative difference between derivational and 'inflectional morpholog; Whatever merits of Halle et al.'s stance on thi fssue-we personally feel that it fane-ifililams' ańalysis in no, way furthers the case for no derivationalinflectional distinction. Indeed, in view of the considerable difficulties Williams analysis encounters upon close'r ipspection, one might well say that his account instead argues for the need to recognize such a distinction in morpholögy.

Many of, Williams' problems, moreover, stem from his failure to draw on reliable and complete sources on the Latin language. While we do not feel that oniy specialists in a particulamengage should ever write about that language--and in fact we ourselves above site data from langauges we have no direct knowledgeof-ain the case at hand more careful attention to the facts of the language would have gltered much of the analysis in the first place, thereby avoiding the pitfalle we hav winted out.
Footnotes
$\therefore$. . This paper is a revised version of a paper read at the 1982 Annual Meeting of the Linguistic. Society of America. Sections 2.1, 2.2, and 2.3 are babed on a paper scheduled to appear in Linguistic Inquiry 15 (1984). At this time we would like to thank Don Ghurma and John Nerbonne of the Ohio State University, and Alec Marantz of Harvard University, for their " comments on our work! This work was supported in part by the Center for Medieval and Renaissance Studies at the Ohio State University.
${ }^{1}$ This is not to say, of couŕse, that Bloomfield, Anderson, Pullum and Zwicky all share the same views concerning the nature of derivational and inflectional morphology. 'In'particular, Bloomfield treats the two as sub-types of a larger domain of morphology while the others assign each to separate components and do not necessarily place the two together within a single larger component.
${ }^{2}$ Compare, for intstance, the following passage from Halle's article (p. 6): 'the examples discussed above have been chosen from the domain that traditionally has been called derivational morphology. As far as I can tell, facts that traditionally have been treated under the separate heading of inflectional morphology must be handled in completely parallel fashion to those discussed above. I know of no reason why the list of morphemes should not include also the inflectional affixes or desinences; or why the rules of word formation should not include rules for positioning the inflectional affixes appropriately or for handling such other inflectional phenomena as reduplication, stem ablaut, etc.'
${ }^{3}$ Here and elsewhere, when citing Williams' paper, we give only the relevant page numbers.

4 Strauss, for instance, attacks Williams--convincingly, in our view--on the issues of semantic compositionality and structural wellformedness. Churma, moreover, points out that, contrary to Wlliams' claims (251), compounds do occur in which there is internal inflection, such as publications hist, abstracts committee (and we note in passing that such compounds with inflected first members occur in a number of ancient Indo-European languages, e.g. Vedic rathe-sthà- 'standing on, car' with locative first member (see MacDonnell (1916: Section 187.2) for more examples) and possibly, though it could be a late univerbation rather than an old compound, Latin aquaeductus 'passageway for water' with a dative first member (Buck (1933: 353))).
${ }^{5}$ We use double-headed arrows (<--->) intentionally here to beg the question of the 'direction' of the derivation in these instances; we wish only to emphasize the relatedness of the members of each pair.
${ }^{6}$ Williams. (250), in describing the formation of nouns like push up from verb + particle combinations, states the relevant rule as follows (Williams' example (19)):
(1), word $-\cdots$ phrase
( $\mathrm{N} \quad--\mathrm{V}$ V)
which seems to us to have the direction of the arrow reversed; deriving the noun push up from the verbal unit push up strikes us as far more natural than deriving the verb from the noun.
? For a discussion of the notion exocentric and examples of exocentric mosphological constructions see Nida (1949: 94).
$8_{\text {The diacritics }}$ - $V$ / mark low, mid, contour, and high tones, respectively. Nida does not specify what the semantic distinction among the se forms is and it is hard in some ways to reconcile the facts he dites with the description of Ngbaka given by Thomas (1963), though Thomas (135-141) ${ }^{\text {² }}$ does give a number of 'headiess' (in Williams' sense) derivations such as bI 'black' <---> bi 'blacken' which would be problematic for Williams' treatment. Tiv, as described by Goldsmith (1976: 36-45), following Arnott 64), may be a better example of a language with simultaneously realized flectional markers." We thank Don Churma for bringing Tiv to our - 'attention.
${ }^{9}$ The formalization of the 'structure' of ablauting verbs described in (6) would actually parallel the structure of suffixing verbs as diagrammed.角列 Williams (250: (20b)).
${ }^{10}$ See footnote 17 for another instance where Wililiams is not disturbed by an 'accidental' array of facts counter to the predictions of his. theory.
${ }^{11}$ The omissions are noted in section 2.2 below. The other errors of fact are as follows:
a. Williams generally fails to indicate the length of Latin vowels
(vowel length is phonemic in Latin, e.g. os 'mouth' vs. os 'bone'). For example, first conjugation Latin verbs generally (there are very few exceptions, e.g. dare 'give') have a long stem vowel -ā-, e.g. lüdificās .
 Williams consistenty (1.3 times) fails to indicate that this stem is long.
b. Willams cites ( 269 ) only one ( $-r \bar{I}$ ) of the two ( $-\mathrm{ri} /-\bar{I}$ ) present passive infinitive endings. The third conjugation regularly uses the o ending -I, e.g. capi 'to be seized'. The remaining conjugations ( $1,2,4$ ) use the ending -rI.
ec. Williams claims (268) that the third declension neuter nominative/ accusative singular ending is -us. Most Latin third declension neuter nouns are counterexamples to this statement, e.g. animal 'animal', cor 'hèart', calcar 'spur', ōs 'mouth', ös 'bone', nomen 'name', mare ' $\overline{s e a}$ ', etc. (see Allen and Greenough (1903: 26-30)). There are a few neuter nouns of the third declension which do end in -us, e.g. corpus 'body', opus 'work', genus 'family'. However, the -us in othese cases is part of the. stem, not a nominative/accusative neuter ending.
d. Williams' morphological analysis of Latin verb forms is inconsistent and in some cases simply wrong. Williams' analysis of the first and second conjugation future morpheme, illustrates this point weil. On page Redenbarger (1976: 7 and $\overline{1980}$ class lectures) argues that the underlying $\therefore$ representation for this morpheme is $/ \mathrm{b} /$ and that -1 - is epenthesized in the environment C+_ $C$ (where + indicates a productíve morphếme boundăry), e.g. /amä+b+t/ --> amabit. While such an analysis is conceivable it is notas attractive in our opinion as an analysis which recognizes two lexical variants, -b- and -bi-. The advantages of this.analysis as opposed to the óne suggestéd by Redenbarger are discusséd at length in DeWandel (1982: Chapter 1).
${ }^{12}$ The relation among these several sociolects and varieties is a complex sociolinguistic question to which we do not even pretend to have an answer here; we merely acknowledge that this is a factor which any truly. adequate analysis of Latin morphology must ultimately grapple with, and note that Williams never even recognizes the existence of such an issue.
${ }^{1.3}$ Williams: verbal matrix omits the imperative and subjunctive moods as well as the imperfect and future tenses: Moreover, his ternary division for the 1 mplifes that the passive stem is in some way distinct from the active s. an observation which the facts of Latin clearly do not warranf, forme present stem is the base for the addition of both active and passive personal endings, cf. amā-mus 'wé love'~ amā-mur 'we are loved.'.

14 A binary analysis of SFs is not even a necessary feature iń Williams'. system, for he gives (269) a ternary division for verbal forms, into passive, present, and perfect stems (see Table'B):
${ }^{15}$ The six secure ones are nominative, genitive, accusative, dative, ablative, and vocative; the one additional questionable one is the locative. Not all nouns form locatives. (i.e. locatives are not widely enough attested to allow one to infer full productivity for'this'case/category). Moreover, locatives, when they do occur, are formally distinct only for some third declension nouns (esg. ruri 'in the country') and otherwise are identical in form to the genitive case or the dativelablative depending on declension and number (see any handbook of Latin for details). Similarly; the vocative is distinct in form only for singular second declension. masculine nouns (except for r-stems, though puere occurs once (Plautus Pseudolus 241)) and otherwise is identical with the nominative. Thus one can sympathize to some extent with Williams' having ruled the vocative and locative out of consideration; but the decision is arbitrary and nowhere does he justify it, let alone even mention it.
${ }^{16}$ The grammars and handbooks of Latin divide the nominal system into five declensions. This division was instituted by the ancient grammarifps, , (see Leumánn-Hofmann-Szantyr (1963: 256)). As any Latinist would readily admit, however, this division is somewhat arbitrary and does not accurately. represent the diversity which exists within each declension. For example, second declension r-stems form a distinct subclass apart from o-stems (see Allen and Greenough 1903: 21); within the third declension at least four subclasses must be recognized: stems ending in an obstruent, stems ending. in a sonorant, 'pure' $1-s t e m s$, and 'mixed' 1 -stems (see. Allen and Greenough (1903: 24-31).
${ }^{17}$ As Williams, himself recognizes with regard to (only) the genitivé (268-269): 'the geniteive singurar is something of a problem, sincefit is synaretic with the nominative plural in I and. IIM and IV. It is impossible to express this syncretism in the theory outlined here, and it must thus be viewed as 'accidental' syncretism.'. This statement is rather odd, given the fact that earlier (267), Williams states that he willignore the genitive, which can qe fit into the theory in a number of ways.'

18 Not to mention, of course, the additional problems that would arise if the vocative and locative cases were both taken seriously.
${ }^{19}$ The 2 sg passive - re is the more frequent variant in the archaic period. By the classical period, however, the variant -ris was preferted in the present indicative while -re was preferred in the imperfect and future indicative and the subjunctive (see Ernout 1953: 122).
${ }^{20}$ originally, the future perfect and the perfect subjunctive were distinguished by means of vowel length, short 1 (-eri-) in the future perfect, long (-eri-) in the perfect subjunctive. Trafes of this distinction can be found in the archaic poets, e.g. Plautus uenerimus (Bacch. 1132). This length distinction was neutralized by the delassical period and as a result the future perfect and perfect subjúnctive, were syncretic in all but the $1 \mathbf{s g}$ (see Ernout 1953: 218 for the 3 pl).
$21_{\text {The appearance of an affix to the right of a root morpheme is }}$ accounted for by Williams' affixation rule (246).
${ }^{22}$ We suspect finiteness is a better term, as the personal endings do not themselves indicate tense in the sense of temporality.
${ }^{23}$ See Alleñ and Greenough (1903: 140 ff.) for detalls.
${ }^{24}$ We have given this example because it is unlikely to be semantically controlled. Other sequence of tense/mood phenomena traditionally described for Latin could well be semantic and hence not relevant here.
${ }^{25}$ According to williams a morpheme which contains a syntactically relevant feature by definition contains a syntactic feature. As a result there can be no morpheme with the feature designation [ + syntactically relévant] and [-syntactic feature].
$\therefore \quad{ }^{26}$ For a concise discussion of these diachronic developments in Tuscan see Elcock (19.60: 24, 43, 51-52).
${ }^{27}$ We are assuming here that Vulgar Latin (i.e. the language roughly equivalent to Proto-Romance) was a coexisting sociolect with literary Classical Latin (i.e. roughly the variety of Latin Williams attempts to describe) and that many speakers were competent in both varieties. If such an assumption is unwarranted--the relation of the two varieties of Latin'is indeed a complex issue and we do not presume to have a simple answer to it--then the diachronic evidence cited here may well not count against Williams' account (though, of course, all of the synchronic considerations mentioned above still would). See also footnote 12 and section 2.1 above.

28 In essence Williams theory predicts that grammatical conditioning on sound change should be a common phenomenon. However, good instances of grammatical conditioning are very difficult to find. For a discussion of grammatical-conditioning on sound change and a reaffirmation of the Neogrammarian position, see Hock (1976, especially pp. 211-218).
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Recent work on morphology-Lieber (1981), Williams (1981), Kfpartsky (1982), and Selkirk ( 1982 ), in particular--has'extended the notiqn of head from syntax-into new areas in morphology.' In pariticular, these writers propose that in forms with derivational affixes, like English happiness, the affix is the head of the combination; for instance, Kiparskylassumes io (following lieber) 'that all word formation is endocentric', meaning by this 'that the category of a derived word' is always non-distinct from the category of its head; in English usually the rightmost constituent (cf. Williams 1981)' (133).

What makes this proposal attractive is that it allows us to take advantage of a general principle, calked Percolation by most of these writers̃; which requires that the category of a construct and the category of its head be identical, so that assigning -ness the category. $N$ has the effect of 'projecting' that category (rather than the cartegory of the other constituent, the A happy) onto the construct happiness. Percolation also requires that other morphosyntactic features, such as gender and number, be identical for the construct and its head; Percolafion then plays exactly the same role in morphology that the Head Feature Convention of Gazdar and Puillum (1982) plays in syntax. On this analysis, happiness belongs to the category N for the same reason that those penguins belongs to the category $N P$, that is, N-with-two-bars: because the head of. each construct (-ness and penguins, respectively) is itself an $N$.

Now it would be sophomoric to criticize, this analyst merely because its principal move, assigning -ness to the category $N$; is utterly untraditional and therefore astonishing. On the other hand, anyone who puts this analysis forward surely has some burden to show that there is a rea'son for believing in it beyond the one fact that it appears to get things to work. 9.

What $I$ will do here is give a summary of alternative definitions for the head of a syntactic construct and then consider how these proposals would extend to morphology. The short moral of this exercise is that there. are several quite distinct and incompatible notions of head in syntax, and that not one of them extends in a satisfying way to fnorphology.
2. Heads in syntax

The intuition to be captured with the notion head is that in certain syntactic constructs 'one constituent in some sense 'characterizes' or 'dominates'."the whole. From these basic ideas, however, it is'possible to move in many directions, eight of which $I$ consider below. The defiaitions in 268. (the distributional head), 2.5 (the head as governor), and 2.6 (the head as determinant of cgncord) are those mentioned in Crysistal's dictionary (Crystal 1980, 172) and can be taken as the most triaditional (though not;
of coirse, necessafily the, most central) of the set. In addition I take up the head as syntactic- determinant (section 2.2), the head the locu's of inflectional morphology (section 2.3), the head as the obligatory constituent (section 2.4), the head of Dependency Grammar. (section 2.7), and acemantic notion of head, the semantic argument (section-2.8):

To, clarify the differences between the various definitions of head, $I$ will examine what they say about the following combinations of constituents in English:

1. Det+N, as in those penguitis
2. $\mathrm{V}+\mathrm{NP}$; as in control those penguins
3. Aux $+\forall P$, as in must control those penguins
4. P+NP, as in toward those penguins.
5. NP+VP, as in we control those peinguins
6. Compts, as in thaf we control those penguins
2.1. The distributional head

One proposal (pursued especially by structuralist syntacticians; and finding fits mostacareful development in works like Harris 1951). is that the head characterizes the construct in the she that it is the one constituent: that belongs to a category with roughly the sume distribution as the construct as a whole. In' Bloomfield's. $(1933,194)$ formulation, the head is。 the constituent that belongs to 'the same form-class' as the construct.

For there to be ead in this sense, the construct mast have some constituent belonging to a category with raughly the same distribution as: the construct--that is, the construction must be endocenticic, in the traditional sense of this word. On this definition, only the first three: of my example constructions have heads: $N$ is the head of "Det $+N$, since-the distribution of the construct is roughly the same as the distribution of Ns like penguins and Kim; $V$ is the head of $V+N P$, since the distribution of the construct is roughly the same as the distribution of Vs like write and vanish; $V P$ is the head of Aux ${ }^{4} \mathrm{VP}$, since the distribution of the construct is roughly the same as the distribution of VPs like control those penguins and go to Fresno. Because of these facts, on distributional grounds we assign Dét $t N$ to an ' $N$-type' category, namely NP; $V+N P$ to $a^{-}$' $V$-type' category, namely $V P$; and Aux+VP to a 'VP-type' category, namely some sort of VP .

In enontrast, the P+NP construct has the distribution of neither $P$ nor NP; instead, since it combines with $V$ or with $V$ and NP to make a construct of category VP (move toward those penguins, put the suntan lotion on those penguins), it has roughly the distribution of Ady. The NP+VP' construct has the distribution of peither NP nor VP; instead, it has a unique distribution and is, assigned to a new category $S$. The Comp+S construcit has the distribution of neither comp nor $S$; instead, since fit combines with $v$ to make a construct of category VP (realize that we control those penguins) and with VP to make a construct of category S (that we control those penguins astonishes everyone), it has roughily the distribution of NP.


- (Though P+NP, NP+VP, and Comp+S are exocehtric from a distributional point of view, some or all.of them are treated as endocentric in certain current syntactic theories: In the version of Generalized Phrase Structure Grammar in Gȧzdar and Pullum (1982), for instance; all three, are analyzed as endocentric: $P$ and $P+N P$ are both subcategories of $P$; VP and NP+VP are both subcategories of VP, hence also of $V$; and . $S$ and ComptS are both subcategories of $S$, hence also of $V$. These category assignments play a crucial role in the placement of inflectional-marks (see section 2.3 below). The assignment of P+NP to PP--that is, $P$ with one or more bars-is very nearly universal among 'X-bar' syntactic theories (e.g.', GPSG, Lexical Functional: Grammar, Government and Binding Theory; Jackendoff's 1977 X-bar . Syntax). The assignment of $S$ and ComptS as subcategories of one category is equally widespread. On the other hand, some analysts treat NP+VP exocentrically, as belonging to a category $S$ distinct from $V$, while others treat it endocentrically, as a subcategory of $V$; see the chart sumarizing eight different proposals in Gazdar et al. (1983, 3) ).


### 2.2. The head as the'syntactic determinant

The next version of head is one that has not been offered by any syntactician, to my knowledge. I mention it here because it is the closest analogue to the Lieber-type proposal for morphology.

The motivation for this definition in syntax comes from exactly those cases where the distributional definition plays no role, namely distributionally exocentric constructions Iike 4 through 6 above. The intuition about such cases is that one of the constituents 'dominates' the other and so 'determines'. the category of the construct.

Nowarbe are several ways of making the sense of 'determination' more precise (the head of Dependency Grammar); and 2.8 (the semantic head). Here the idea is that for some constructs, one of the constituents, X, is pretty much restricted to this construct, while the other constituent, $Y$, occurs in a number of other constructs; as a result, from the occurrence of $X$ in a construct we can determine that its sister constituent is $Y$, but not vice s. versa. Somewhat more precisely, on this definition the head of a construct is the constituent with the most restricted set of co-constituents.

The syntactic determinant in the $P+N P$ construct is clearly $P$; $N$ combines (at least) with $V$, with VP, and with N (in the possessive construction of those penguins bills), as well as with $P$, while $P$ combines only with NP. On the same grounds, VP is the syntactic determinant in NPYVP. The case of ComptS is not quite so clear, but the evidence is somewhat in favor of Comp as the syntactic determinant, since Comp combines only with $S$, wifiléS combines (at least) with subordinating Conj as well.

It now turns out that the syntactic determinants in cases 1-3 are not entirely coincident with the distributional heads. In case 3 , $V$ is the syntactic determinant as well as the distributional head (for the same reasons that es,tablished $P$ and VP as the syntactic determinants in cases 4 and 5). But in cases 1 and 2 , the syntactic determinants are the distri-
butional modifiers, Det and Aux, rather than the distributional heads, $N$ and VP, respectively; $N$ and VP have wide privileges of combination, while Det and Aux arefery restricted.

### 2.3. The head as the locus of inflectional morphology

Another way in which one constituent can 'characterize' a construct is that it can be the bearer of the inflectional marks of the syntactic relations the construct bears to other syntactic units. This is the crucial characteristic of the head in Generalized Phrase Structure Grammar.

The inflectional locus, in our cases l-3 is quite clear. N is the inflectional locusiin Det+N; the distinction between singular the child and plural the children is liaked to number distinction in VP. Aux is the inflectional locus int AuxtVP; the number, and person distinctions in be/aml is/are/was/were controlling those penguins are linked to these distinctions in the subject NP. And $V$ is the inflectional locus in $V+N P$, because of the person and number distinctions expressed in control/con'trols those penguins.

VP is perhaps the inflectional locus in NP+VP, and $S$ in ComptS. In the first case, person and number are marked on both the NP and VP, but only the VP bears the marks of tense. In the second, only sears. the marks of tense. The question is whether there are syntactic conditions linking the tense of $S$ and/or $S^{\prime}$ to the tense of other unit's. If there are, then they decide the assigniment of inflectional loci; if not, the question is moot.

Engilsh P+NP has no clear inflectional locus; the NP dees bear the marks of person and number, but person and number play no role in the distribution of $P+N P$ constructs. And English marks no grammatical categories on $P$.
(Given other assumptions in Generalized Phrase Structure Grammar aboutthe principles distributing morphosyntactic features that will. receive inflectional realization, the inflectional loci in these last three cases are clear: $P$ is the inflectional locus in $P+N P$, $V P$ in ${ }^{*} N P+V P$, and $S$ in Comp+S).

### 2.4. The head as the obligatory consiltuent

If the head of a construct characterizes that construct, then we should expect the head to be the part that is present in all its occurr-ences--that is, we should expect the head to be obligatory (and non-heads to be optional). Notice that this definition of head is closely related to the first (in section 2.i) and might be considered to be an extension of it to (some) syntactically exocentric constructions.

If this definition is to be usable, in all but a tiny handful of cases, we must make, a distinction between constituents that are optionally present and those that are elliptical. The NP of V+NP is optionally present; there are both transitiveand intransitive verbs. Similarly, the Aux of Aux+VP
is optionally present; there are verb phrases with and without auxiliaries. The. $V$ of $V+N P$ cat , however, be an elliptic zero (as in I ate sushiy and Kiyoko a hamburger), and so can the VP of AuxtVP (as in I can swallow galdfish, but you can't). Speaking very crudely, elliptical constituents must be interpreted from context (linguistic or otherwise), but optionally present constituents require no such contextual interpretation.

With this background, we can review the six sample cases from Engliah, to determine which constituent (if any) is the obligatory one.

For the three cases in which the criterion of section 2.1 picks out a distributional head, the criterion of obligatoriness agrees. In DettN the $N$ is. the obligatory constituent; problems and rice are simply determinerless NP's, but most noun-less NPs, like Timm's and the pink, are elifptical. In V+NP the $V$ is the abligatory constituent, and in AuxtVP the VP is the obligatory constituent, as $I$ pointed out above.

Of the remaining cases, ali except P+NP are reasonably clear. For ComptS, $S$ is the obligatory constituent, given that Comp does not occur without $S$, though $S$ occurs without Comp in examples like $I$ think the penguins are ready to eat. For NP+VP, the existence of subjectiless imperative sentences like Hand me that dwarf!, in combination with the fact that, a sentence consisting entirely of a NP (iike Your desk chair) is understood as elliptical, means that VP is the obligatory constituent in NP+VP. As for P+NP; the evidence is, both'siight and contradictory though somewhat in favpr of $P$ as the obligatory constituent. If prepositions and. particles belong to the same category, in the fashion of Emonds (1972), then NP-less Ps are exemplified in VPs like put the penguin on on the other hañ, there are a small number of $\mathrm{P}-\mathrm{less}$ NPs with adverbial function, among them home änd there.

## $2: 5 . \quad$ The head as governor

One $\phi b$ bious way for one constituent in a construct to dominate' another $j / s$ for it to govern the other syntactically. Syntactic government, speaking rather loosely, is the selection of the morphosyntactic shape of one constituent (the governed, or subordinate, constituent) by virtue of its combining with another (the governor).

In the clearest examples of government, (at least some) instances of the category $Y$ in an $X+Y$ combination bear a.mark (in particular, an inflectional mark) that $Y$ does not bear in some other combinations, and $X$ 'bears no corresponding mark.

In my six example constructions in. English, the governors in $V+N P$, $P+N P$, and NP+VP are easily picked out on this basis. Vnd are the governors in V+NP, P+NP, and NP+VP are easily picked out on this basis. $V$ and $P$ are the governors in $V+N P$ and $P+N P$, respectively, and $V P$ is the governor in $N P+V P$, since accusative forms of personal pronouns are required in the first two combinations, while nominative forms occur for $N P$ in the third: control them, to them, but they fly. And V, $P$, and VP do not bear inflectional marks of case corresponding to the marks on the governed constituents.

The traditional notion of government is also extended to cases where a division of the category $X$ into covert (inflectionally unmarked) subcategories is matched by overt inflectional marks on category Y. A typical

- Instance of this sort of government occurs in languages (like German and Latin) in which some verbs combine with object RPs marked with one case (the dative; say), while other verbs combine with object RPs marked'with'a different chase (like the accusative). :

On this basis, Aux is the governor in AuxtVP. The English category of auxiliary verbs divides into several subcategories according to the inflectional form of the VP that follows, and the auxiliaries are themselves unmarked with respect to these subcategorizations: for instance, the modals combine with 'base', or 'unmarked infinitive', FPs (should control the penguins), progressive be with present participal FPs (are controlling the penguins ; and passive be and perfective have with past participal FPs (are controlled by penguins, have controlled the penguins).

In a further extension of the traditional notion of government, it applies as- well to examples in which a covert subcategorization in one constituent is matched by any overt difference in form in the other constituent, whether or not this difference is indicated by inflectional affixation. On this basis, $N$ is the governor in DetaiN, and Comp the governor in Compts. N is the governor because the covert count/mass distinction in singolat $N s$ is matched by an overt lexical choice among determiners: few penguins, but little sand. Comp is the governor because the choice of one complementizer over another is matched by the selection of a finite or marked-infinitive form for the $S$ with whichtcomp combines: that the penguins are flying, but for the penguins to be flying.
(I must point out here that with this last extension it is of ten difficult to decide which constituent governs which, and of ten difficult to distinguish government from concord.)

### 2.6. The head as the determinant of concord

Yet another sense in which one constituent can 'dominate' another is for the first to determine concord features, realized inflectionally, on the second.

The clearest examples of concord--subject-verb agreement in English is one such--are those in which the relevant feature is realized inflectionally on both constituents. What is not necessarily so clear even in these examples is which constituent determines concord; such English data as The penguin swims versus The penguins swim do not tell us whether the NP or the VP is the determining constituent for the purposes of concord. The existence of inherently plural, but, morphologically unmarked, nouns like people, together with the nonexistence of inherently singular, but morphologically unmarked, verbs, suggests that the NP is the concord determinant in English. And the NP-VP case is clearer in some other langusages. In Swahili, instance, nouns divide lexically into a number of gender classes, each marked overtly by a prefix on the noun; verbs occur with corresponding (often identical) prefixes, but each verb can occur with all of the prefixes. These facts indicate very clearly that the subject NP
is the determinant of concord on VP, and insofar as we are willing to propose that the direction of determination is universal, they suggest that NP is the concord determinant in English as well..

Taking up the five remaining English constructions on our list.in order, now, we see that $N$ is the concord determinant in Dett $N$, given English facts like this penguin versus these penguins and the clear directionality of determination in languages with arbitrary gender, like French and German.. English gives no evidence about the concord determinant in $V+N P$, but languages like Hungarian, in which the verb carries marks agreeing with features of the object, suggest that NP is the concord. determinant: English also gives no evidence in the cases of Aux+VP, $P+N P$ and ComptS, and I know of no relevant cross-linguistic evidence.

### 2.7. The head of Dependency: Grammar

In approaches to syntax that take some generalized notion of 'dependency', rather than constituency, as the man theoretical primitive (see Matthews 1981, 78-84 for summary diseussion, 94f. for references), some head-like notion plays a central role. In such a framework, a syntactic description is essentially a list of head-dependent pains.

For syntactically endocentric construction, the Dependency Grammar head is the distributional head, and the dependent constituent is a modifier: $N$ is the head in Det $+N, V$ in V+NP, and VP in AuxtVP. For syntactically exocentric constructions, the Dependency Grammar head is the governor, and the dependent constituent is subordinate to the governor: . $P$ is the head in $P+N P, V P$ in $N P+V P$, and Comp in Comp+S.

### 2.8. The semantic head: - the head as the semantic argument

one: In a combination $X+Y, X$ is the 'semantic head' if, speaking very. crudely, $X+Y$ describes a kind of the thing described by $X$. On this basis, $N$ is the semantic head in Det+N (those penguins describes a kind of penguin), and $V P$ is the semantic headin $A u x+V$ (will leave describes a kind of leaving).

A sharpening (and extension) of this proposal builds on the fact that in the semantic interpretation of $D e t+N$, Det represents a function on an argument represented by $N$, and in the semantic interpretation $\rho f$ Aux $+V P$, Aux represents a function on an argument represented by VP. We might then propose that in $X+Y, X$ is the semantic head if in the semantic interpretation of $X+Y, Y$ represents a function on an argument represented by $X$.

If so, then in $V+N P, P+N P$, and $N P+V P, N P$ is the semantic head, sinced the semantic interpretation of $a i l$ three constructs involves applying a function (represented by $V, P$, or $V P$ ) to an argument represented by NP. And $S$ is the semantic head in ComptS, since the semantic interpretation of the construct involves applying a function to propositions as arguments.

One very distressing consequence of this way of looking at semantic
heads is that it picks, out the constituents that are syntactically. determined, in the sense of section 2.2 above. That is, syntactic determinants represent semantic functions, while the current proposal identifies 'semantic heads' as arguments. 'Starting from two different sorts of intuitively clear cases. (VP as the syntactic determinant in NPYVP; and $P$ in $P+N P$; $N$ as the semanefic head in $D e t+N$, and VP in. AuxtVP), we have reached: exactly opposed notions.
3. Summary and evaluation

I now summarize in a chart how the eight notions of the previous section apply to our six test constructions:


This chart presents a picture of great chaos. Things are not quite as hopelesspas they first appear, however.

I have placed in square brackets entries that are simple duplicates of those appearing elsewhere. The head of Dependency Grammar is identical to the distributional head for endocentric constructions and to the governor for exocentric constructions. The determinant of concord is, in fact, identical to the semantic argument (see Gazdar and Pullum 1982, 30f., and the proposals of Keenan (1974) and Bach and Pafee (1980) that they cite). The obligatory constituent in an endocentric construction clearly must be the one with the distribution of the whole construct. These ertries may be disregarded, as redundant.

I have placed in parentheses another set of entries obtained by.
extrapolation from clear cases to less clear ones. These entries tod may be disregarded, as questionable.

Finally, I have marked fith an asterisk those notions thatil believe - the grammar must represent directlon For the purposes of semantic interpretation, argument-expressions must be distinguished from functionrexpressions; Fot the purposes of inflectional morphology, the constituents that bear marks of government and concord must be picked out, and the locus. of expression for thest marks must be specified. These four notions are then; the prime candidates for identification as 'head'; the most parsimonious solution would be to employ a notion that already figures in the grammar. Distributional heads, syntactic determinants, and abligatory constítuents. are in some sense represented in the grammar, but there is no reason to think that any gramatical fule refers to any of these notions, except. insofar as it can be reduced to one of the other four ('syntactic determinant', for instance, can be reduced to 'semantic argument', since the two are complements of one another).

It might; of course, be necessary to add head as an additional. primitive notion, but the burden of proof is on the person who proposes head as an additional primitive (to be identified with the distributional head, the syntactic determinant; the obligatory constituent, or some ninth notion $I$ haven't discussed), rather than on the person who proposes to identify head with the locus of inflection, the governor, the determinant of concord, or the semantic argument (or with a compound notion like the head of Dependency Grammar).
4.. Heads in morphology

Of the four notions that must be represented in grammar, two--the semantic argument (section 4.1) arhat the locus of inflectional. morphology (4.2)--mist clearly also be represented in morpholggy. A third--the governor (section 4.3)--plays a very limited role in morphology. The fourth--the determinant of concord--plays no role at all, because parts of words do not exhibit concord.

In addition to these three, in the following sections I will also consider three further candidates for the definition of head in morphology: the distributional head (section 4.4), the syntactic head (section 4.5), and the morphological determinant (section 4.6).
4.1. Theyhead as semantic argument

The traditional notion of head in morphology is semantic in character. The area in which it is most clearly applicable is compounding: Christmas cookie has cookie as its head because a Christmas cookie is a kind of cookie. Extending the traditional notion from uncontroversially endocentric cases like Christmas cookie to word formation in generai, we get the morphological correspondent to section 2.8 above: The head in word formation is the semantic argument.

On this proposal, the head in derivation is always the base rather than
the affix, since the affix represents a function applying to the argument represented by the base. This is as true of derivation that doesn't change the category of the base (sas in blue-ish) as of derivation that does (as in blué-ness).
4.2. The head as inflectional locus

An account of morphologit must indicate where in a word the malrks of inflectional morphology are located, just af an account of syntak must. indicate which word in a phrase the mark's of inflectional morphology are located on.

In syntax, a mark of inflectional morphology makes a formal unit, a word in fact, with the stefil it combines with. But in morphology, a mark of inflectional morphology only coincidentally makes a formal unit with the morpheme it is located next to. If morphology were like syntax in its treatment of inflectional loci, we would expect the internal structure of unhappinesses to be [un + happy] + [ness + es], with the (inflectional) plural suffix forming a unit with the neighboring (derivational) suffix ness. But this is not the division called for by morphology/§yntax/sem-antics--though it is jusit about the division needéd in phonology, as Aronoffi and Sridhar (1983) have, tobserved.

The point here is that the grouping of morphemes into formal units might not be identical to the grouping of material into phonological units. This position has been generally accepted as it applies to phrasal syntax -and phrase phonology, and it has long been recognized that an analysis of this sort is required for clitics (like the English possessive 's) which are distributed with reference to syntactic phrases (in the Engisish case, at the end of a NP) but attach phonologically to whatever word they happen. to be adjacent to. , But it is only recently that this view has peen taken (most forcefully by Selkirk (e.g. 1980)): in morphology.

The proposal for unhappinesses then is that for the purposes of morphology and semantics it has the left-branching internal structure

$$
=[[\text { un }+ \text { happy }]+n e s s]+\underline{e s}]
$$


but that for phonological purposes it consists of two binary feet. The 'phonological purposes' in question are two: First; the division unhappy + nes'ses is the appropriate one for the assignment of prosodic features, in particular stresis; and second, this division is the appropriate pne for the selection of irregular inflectional formations in cases like maple leaves and baby teeth.

All that needs to be said about the locus of inflectional morphology in English is that inflections are suffixes--that is, they come at the end of a word, whatever the morphological or semantic relationships among the other morphemes in the word. The indifference of ifflection to the internal organization of words is perhaps clearestin English compounding, where there are many relationships among the constituent words (compare Christmas cookie, pickpocket, blackbird, step-in, producer-director), but all types of compounds have plurality marked on the last word: Christmas
cookies, pickpockets, blackbirds, 今tep-ins, producer-directors:
What $I$ am then saying about unhappinesses is that -ness is its appafent inflectional locus only because it happens to be the last morpheme in unhappiness.

The cáse for the locus of inflectioneq morphology as the head Constituent of a word whit seem to be strongę in languagés, with grammatical gender; thugese endocentric Cpind of ha as"the element macked for number, and also, in languages which te trammetidengender, the element that determine's the gender of the compordic-in German, for instance, a final derivational suffix like -tum iñ Christentum 'Christendom' determines the (arbitrary) gender of the derived word, in this case neuter. It also determines the (equally arbitrary) declension class of the combination, and so determines whioh of several availabléplyaral markers occurs; in this case it is the plural in -er (which is accompanied by umlaut): Christentuemer.

The issue here is, however, not the Iocatiour of inflectional' marks, but. rather mophological determination, whichi' will take up in section 4.6 below.

Now consider the parallel facts in German compopnding. A compound like Landsmann'compatifót, countryman' has ifts plural marked on the last element, Mann.- Conseqyently, the declension class of the compound (it is again a plural iny-er) is that of the last element (Mann takes a plurali in -er). And the gender of the compound, toon is that, of the last element; Landsmann is masculine because Mann is masculfine: This last fact however, does not follow from the lqcation of inflectional affixes. For the purposes of adjective agreement (neues Christentint ?new Christendom', but neuer Landsmann 'new compatiriot'), the whole.cd. ind word Landsmann must be specified -as belonging to the masculine gender, but this specification is not achieved by a statement that the inflectional locus is the end of: the word. We have another case of morphological determination, to be discussed in section 4.6.
4.3. The head as governor

In a small class of cases, one of the items combining in word formation bears a mark analogous to the.inflectional marks of government in syntax. The other, unmarked, item is then the governor.

## 1.

In English (and Gerrian and Dutch) noun-noun compounding, one noun' sometimes occurs with a suffix that is formally identical to the plural or genitive suffix, both when this mark would be semantically appropriate (as in publications list, with a plural, and cat's paw, with a genitive) and a when it would not (as in the examples bondsman, kinsman, landsman, marksman cited by Bloomfield (1933, 230)). The marked noun is always the first of the pair, indicating that the second is the governor.



Distributional heads of words can be determined \&disciributional heads of phrases; as in section 2.1 , this potion of heád is pnecessarily rather limited in its applicability.

Most English derivatiotal formations do hot have a distributional head; bécause they are category-changiñg; bluéness lacks'a head, sifince neither the adjective blue nor the suffix iness bas roighly the distitibutionjof the $\therefore$ noun blueness, Some English compouñs afso lack distributional heada; in $\therefore$ step-in, neither the verb step nor, the particle in has roughly the distribution of the noun step-in. -

Gategory $=$ preserving derivational formations do have distributional
; heads, and these are of course the befses; bluish and blue have roughly the same distribution. (In some cases it is not at all chear whether the formation is category-preserving or category-changing: Does the abstract noun kingdom belong to the same category as the animate noun king? ) Most English compounds also have distributional heads, so long as distribution' and 'same category' are understood narrowly; sugar cookie has the head cookies on this interpretation, because sugar cookie is a count noun like cookie, not a mass noun like sugar, and Christmas cookie has the head. cookie on this interpretation, because Christmas cookie, is a cómmon noun

- Ilke cookie; tot a proper noun like Christmas. In general, the second noun is the distributinnal head of a noun-noun compound in English.-


## 4.5.. The syntactic head as morphological head

Bloamfield's (1933, 233ff.) classification of compounds adopts still anothér approgch to heads in morphology, one that builds directly on syntactic iotion of head (for Bloomfield, the syntactic notion is the distributional head): A variant of this idea appears in lees' (1960) treatment of compounds? in which they are derived by transformation from syntactic combinations.

On this proposal, the head of pickpocket is pick, because the verb is the distributional head in a syntactic combination like pick pookets; the head of step in is step; because the verb is the distributional head off a syntactic combination. like step in; and the head of blackbird is bird, because the noun is the distributional head in a.syntactic combination iike black bird. The propasal extends to cases where morphological formations, do not preserve syntactic word order: keep is the head of upkeep because it. is the distributional head in keep up; knob is the head of door knob because it i's the distributional head in knob of a door; and bake is the head of cookle baker because it is the distribution ad in bake cookies.

Copulative compounds like producer-director either have two coordinate heads (Bloomfield's proposal, which assumes'that phrases like producer and director have multipie heads) or none, (if we insist that the distributional head is the one constituent, belonging to $q$ category with thedistribution of 'the category of the whole construct).

The proposal has no obvious extension to derivation rather than compónding. On the one hand, we might say, that derivational formations simply lack heads in this sense. On the. ather hand, we might use Bloomfield's implicit assumption that derivaţonal affixes are not syntactic elements, in which case the base is always the head in a derivational , formation, because it is the only syntactic element in the combination.

### 4.6. The head as morphological determinant

I now return to the proposal of Lieber et al. outined in. section 1 above. The use of Percolation to determine the category and morphosyntactic features of the construct in word formation requires that the head be the morphological determinant, a notion that is entirely parallel to the notion of syntactic determinant in séction 2.2 above. In English (and German) the morphological. determinant in a.derivational formation involving a suffixis the suffix, and the morphological determinant in a compound is. its rightmost member.

In some cases the appearance of morphological determination is simply a result of the" fact that rightmost elements in words are inflectional loci. We would not want to say that the 'plurality' of the suffix -ness in sadnesses or the second word cookie in Christmas cookies determines the" plurality, of the whole word. Rather, we want to say something that is very nearly the converse: The plurality of the whole word is expressed by inflectional marks located on the rightmost element. 1

In other cases, however, there is clear moriphological determination. As I observed in section 4.2, both the gender and the declension class of a German derived noun like Christentum are predictable from the occurrence of the particular suffix -tum in the word, and, the gender of a compound like: Landsmann is predictable from the occurrence of the particular word Mann as the second word.

Morphological determination in derivation, like syntactic determination genergily, resides in, the material representing, the semantic function. If we adopt a crule-to-rule' semantics in word formation (as is generally assumed in Montague-style semantics for syntactic combinations), then to a word formation rule there correspoids a principle of semantic interpretation describing the meaning of the whole on the basis of the meanings of the parts. The connection between semantic function and morphological determination in derivation is then natural, for both concern the outputs of the rule: (a) 'morphological determination' is the specification of the morphosyntactic properties of the word resuliting from the rule (for German Christentum, for instance, the rule affixing*-tum specifies that the resulting word is neuter and belongs to the -er declension class); and (b) the 'semantic function' is the specification of the semantic interpretation of the word resulting from the rule, which in the case of derivation is exactly what is conveyed by the affix.

For derivation, then, the morphosyntactic properties of, the whole are connected to the semantic function conveyed by the affix.

Things are different in compounding, Here the morphological determinant is usually, the word representing the semantic argument. In the German compound Landsmann; Mann is the 'semantic head', that is, the argument; a Landsmanin is a kind of Mann. One might argue that even in exocentric compounds like Rotdorn 'pink haw thorn' (i.e. tree with red thorns) the final member. is the semantic head. But the real generalization is not that the semantic argument is the morphological determinant; rather, it is that any noun that is the final member of a compound is the morphological determinant. In cases like the neuter Vetgissmeinnicht 'forget-me-not'. (ending with the negator nicht) and the masculine Schlagetot 'hulking brute' (ending with the adjective tot 'dead'), the gender of the whole is in no sense determined by the final member-or by any other member, for that matter.

Such cases are admittedly rare in the world of German compound nouns, and might easily be treated as isolated lexicalizations. A more regular, and more telling, case is provided by the 'copulative', or dvandva, compounds of Sanskrit. In these compounds two or more noun stems are concatenated, and the whole is understood as if the constituent words were conjoined. With respect to morphological determination, there are two schemes: according to Whitney ( $1889, \mathrm{sec} .1253$ ), either 'the compound has the gender and deciension of its final member, and is in number a dual or a plural, according to its logical value' (deväsurās the gods and demons') ${ }^{\circ}$ or 'the compound, without regard to the number denoted, or to the gender of its constituents, becomes a neuter singuiar collective' (ahorātram 'a day and night'). In the first scheme, we have the same system as German for gender, though number is dețermined semantically. In the second scheme, gender and number and declension class are all determined, not by some constituent word, but by the rule that combines words.
(Here I am inclined to say that the rightmost element is indeed the head in the formation of most German and Sanskrit, and for that matter English, compound nouns, but not in the second type of dvandva compound in Sanskit (or in German compound nouns not ending in a noun, if there are any productive types of these), or in suffixal derivation in general. We then need the Head Feature Convention to apply in these cases--perhaps under the name 'Percolation'--but not in word formation in general).
5. Evaluation

Now to evaluate the two prongs of the Percolation proposal, the assumption that the morphological head is the inflectional locus and the assumption that the morphological head is the morphological determinant.

### 5.1. The inflectional locus assumption

As I stressed above, within English words the locus of inflection can be bríefly described as 'at the end', or more precisely, as 'affecting the rightmost morpheme'. The Percolation proposal achieves conceptual economy by identifying the rightmost morpheme as the head, thus avoiding any need to distinguish two different types of ordering principles in morphology--
one type referring, to heads, another type refercing to the margiths of the word.

Here the parallel with syntax break's down. Syntactic principles locating inflectional morphemes always refer to heads, never to margins (that is the whole point of the Head Feature Convention of GPSG), and syntactic. heads are only coincidentally located atione margin of their phrases. On the other hand, there is class of morphemes some of which are located on heads, some at margins; these are the (special) clitics (see the summary discussion in 2 wicky 1977). Finally, morphological principles locating inflectional morphemes seem always to refer to margins, never to morphological constituents that would constitute weads on any traditional definition; saying this is only rephrasing the traditional dictum that inflectional affixation takes place outside word formation, at margins . of the word.

I conclude that it would be (in general) ill-advised to attempt to $\%$ exploit the 'head' of the Head Feature Convention as the inflectional locus for Percolation, and that any saving in conceptual apparatus that would follow from such a move is a false economy.

### 5.2. The morphological determinant assumption

Here the parallel with syntax is quite solid. The problem is that there is not the silightest indication that determinant is an adequate reconstruction of the notion of head in syntax. As my summary discussion in section 3 above indicated, the syntactic, determinant is not identical tq any of the constituents picked out by the notions that must play some role in syntax (the locus of inflection, the governor, and the determinant of concord).

Worse, even if the notion of determinant plays some role in syntax, it is conceptually dispensible, since syntactic determinants are simply semantic functions.

Now there are, facts to be described here. An adequate description of word formation must somehow say that the category of a derived word is determined by the affix. But consider the case of compounding. However head-like the rightmost member of a compound might be for the purposes of locating inflectional morphology, it does not actually determine the category of the compound; noun-final compounds can be nouns (red-head), adverbs (bareback in She rode bareback and without any reins and uphill in They traveled uphill for six hours), or measure adjectives (three-dollar in a revolting three-dollar dinner), at least. What we should want to say about compounding is the very traditional proposal that there are a number of compounding rules. Each rule involves (a) the operation of concatenating two words, (b) these words belonging to specified categories, (c) with the fesult of the operation being a word gif a specified category; moreover, with each rule is associated a principle of semantic interpretation for the compounds it provides.

Derivational affixes might indeed be more univocal in their morphological consequences than rightmost eqements of compounds. What is at issue is
the analysis of facts like the following: English -al combines with verbs to form nouns (arrival) and with nouns to form adjectives (herbal); -ful combines with nouns to form adjectives (careful) and with nouns to form nouns (handful); stressless -ate comberes with nouns to form nouns (protectorate) and wilth nouns to forịladjectives (passionate); and zero derivation creates a whole series of types of deverbai nouns and another of denominal verbs.

These derivational cases are much less convincing than the compound cases, because alternative analyses are available. It is certainly possible that each of the 'affixes'. I have listed is really a pair of homophonous affixes, especially when we consider how the semantics of affixation is to be described. And several writers (including Lieber 1981, ch. 3) have denfed that English has any rule of zero derivation for noun-verb pairs, though it does have homophonous noun-verb pairs in its lexicon.

Primatily on the basis of the compound cases, I conclude that morphological determination resides not in a formative, but in an operation, or rather; in a rule performing an operation; for compounding, the operation is the concatenation of two operands, and for affixal derivation, the operation is the concatenation of material at one end or the other of an operand. (A similar position can be maintained for syntactic determination as well; see especially the discussion in Carlson 1983.) The apparently determinant formative in compounding'is only one of the operands, and the apparently determinant formative in affixal derivation is merely a concomitant of the operation. This approach permits a single formative to be an operand in distinct-operations, or to be a concomitant of distinct operations.

### 5.3. Process morphology

A special problem arises with the inflectional-locus and morphologi-cal-determinant conception of head in languages with derivational 'process' morphology. What are we to say about a language (like several of those cisted by Marantz 1982) in which reduplication serves as the sole mark of derivation?, or a language (like Germàn) in which ablaut patterns can so server Similar questions arise for umlaut, tone shifts, and consonant shifts, and related questions attend infixation, discontinuous affixation (like the German past participle ge-...-t/-en), and subtractive formations.

A piece of derivational process, morphology is an inflectional locus, and it is also a morphological determinant, but it isn't a simple formative that attaches to a base. For Percolation to, function equally for, process morphology as for affixation, we apparently have to abstract 'process morphemes' that combine with bases (as'Joseph and Wallace (1984, sec. 1)) have observed in theircciticism of Williams 1981). The Percolation treatinent of inflectional loci and morphological determination apparently obliges us to hew to an agglutinative approach to derivational morphology, and so gives rise to such piseudo-questions as whether an instance of ablaut derivation in German involves a prefix or a suffix. Unadorned, the Percolation treatment calls up the full range of problems that process morphology posed for structuralist morphologists.

The recent literature contains several alternatives to an agglutinative treatment of process morphology. In ácouple of these Percolation has a natural plage, but in others the effect of Percolation $i^{3} s$ achieved by two independent mechanisms.
 for 'headless' word formation in cases like the English noun-verb pairs exemplified by breath-breathe, life-live, and bath-bathe. Here the effect of Percolation is split, with Percolation itself. doing the job for affixal derivation, and some other mechanism (not explored by Williams) doing the job for process derivation.

Another view, suggested by Lieber (1981), is that the allomorphs related by process morphology should simply be listed in the lexicon, and should be associated with one another by (nondirectional but contextsensitive) morpholexical rules'. Again, whe effect of Percolation is split, with Percolation itseif working in affixal derivation, and a feature-assigiment mechanism working in process derivation (base forms are assigned the value $[-F]$ and derived forms the value $[+F]$, and the two are related by a morpholexical rule).

Another, proposed especially by McCarthy (1981, 1982), merges the 'long component' treatment of discontinuous morphology advanced by Harris (1951) with the 'autosegmental' approach to phonology proposed by Goldsmith (1976). In this 'prosodic' view of process morphology, process morphemes are represented separately from their bases, but the operation combining them is not agglutination, but rather superimposition; the base and the process morpheme lie on separate 'morphemic tiers.', in a dimension orthogonal to the left-to-right linear ordering of segments and of affixal morphology. McCarthy has not; so far as $I$ know, explored how Percolation would be managed in this framework, but it is easy to find a natural place foi it, since derivative word formation in this framework is simply the combination of base and affix, in either of the two dimensions the framework provides. It follows that word structures are three-dimensional objects, rather than the two-dimensional tree structures of orthodox morphological analysis.

Marantz (1982) advocates a mixed approach, in whïch a prosodic analysis is appropriate for some phenomena, a morpholexical-rule analysis for others.

Still another idea (along the lines of Schmerling 1983) involves distinguishing, Montague-fashion, the notion of grammatical rule from the operation that the rule performs. Concatenation of material to (one end or the other of a base is one operation that a rule could perform, but there are others: the rule could 'wrap' the base around some material (infixation); it could duplicate some of the substance of the base (reduplication); it could alter phonological features of the base in a systematic way (or simply mark the base as being subject to a particular phonological rule); or it could perform several of these operations in concert. One attractive feature of this approach is that it embodies the observation (much stressed by Jieber (1981)) that a single operation typically plays a number of diverse roles in the morphology of a language, of ten functioning in both derivational and inflectional morphology; a single reduplication
operation; for, instance, might be an exponent of a rule deriving causative verbs from adjectives, an exponent of a rule deriving intensive verbs from simple verbs and an exponent of plural inflection on nouns. A less attractive feature is that, unless more is said, this framework permits powerful morphological' 'transformations', of the sort that the approaches of Lieber, McCarthy, and Marantz were designed to avoid. In any case, the effect of Percolation would be achieved in this framework by assigning the 'head features' to the rule itself; hence to the semantic function associated with the rule; but there would in general be no affixes to serve as, the 'heads' of anything, since affixes would merely be concomitants of the operation performed by the rule:

Only McCarthy's prosodic proposal and the Schmerling-style rule/operation proposal treat the morphological -determination aspect of Percolation in process morphology as a unitary phenpmenon. The first/requires a novel three-dimensional view of word structure but is otherwiseconsistent with.a single principle of Percolation. The second allows the more traditignal : two-dimensional view of word structure but dispenses with Percolation entirely.
6. Conclusion

I have argued that there are several good, candidates for the notion of 'head' in syntax, but that the syntactic determinant is not' one of them. The head for the purposes of the Head Feature Convention is a variant of the inflectional locus, which is one of the good candidates.

In attempting to extend the Head Feature Convention to morphology, proponents of Percolation, have carried over the idea that the head should be the inflectional locust-but the locus of inflection in morphology is at one of the margins of the word, not on any morpheme that could independently be argued to be the head of the word-and added the proposal that the head is also the morphological determinant.

Examining the idea that the morphological determinant is the head of a word, $I$ argued that morphological determination resides not in formatives, but in rules performing morphological operations. Morphological determination is then, via the association between rules and semanticu functions, associated.with a particular semantic function.

It follows that the notion of 'head' incorporated into Percolation is inadequafe for both of its intended purposes, (a) locating marks of inflection and (b) determining the category and morphosyntactic fearures of a word.
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The verbal suffix -skI of the Conchucos dialect of Ancanh Quechua[1] is completely absent in the dialect of neighboring Huaraz. Impressionistically speaking, -shI might be said to "characterize" the Quechua of Conchucos. Although it is beyon'd the scope of this present paper to determine precisely why -skI wis restricted almost exclusively to the Conchucos dialect. neightoring areas,[2] the specific function which-skI perfergis calls for more precise examination. The claim of this paper is that -skI performs a specific and vital function in the modalaspectual system of the verb in the Quechua of Conchucos. Moreover, the complex, role which,-skI plays in this dialect indicates the likelihoo of similar complexities in the other Quechua dialects which employ this suffix. Any further insight into this complex system of verbal derivation which all of the Quechua languages share is expedient for adequate analyses of the languages-within the Quechua family, and is likely also to provide insights into the verbal morphology of typologically similar languages.

1. About Quechua

* Quechua is a language family with a number of members, rather than a single language with a number of dialects. There are approximately six million speakers of these, languages, located geographjcally from Colombia, in the nortern portion of South America, to the province of Santiago del Estero, in Argentina, to the south. Quechua is centered along the Antean chain and occurs in adjacent jungle areas, such as the Quechua of the Napo in Ecuador and the quechua of the Pastaza in Peru

The Quechua languages have been subclassified by Toreró (1964) and Parker (1963) into Quechua I and II and Quechua B and A, respectively. The languages in the $I$, or $B$, group differ from the languages in the II, or $A$, g group to roughly the same extent $^{\text {g }}$ that languages in the Romance family, such as French and Portugese, or Spanish and Portugese, differ from one another.

Ancash Quechua belongs to the I, or B, group. Considerable variation exists however, within Ancash itself. ' With regard to certain phonological featiures, both the most conservative of the Quechua dialects, that of Sihuas, and the most innovative dialect, that of Hyaraz, are reported to be located in Ancash. [3] Thus, within a relatively small geographical area, considerable
linguistic variation has arisen. This variation is typical of the entire Quechua B area, which spans the mountains of central Peru. In Ancash, the Conchucos dialect is considered to be less innovative than the Huaraz dialect, y.et by no means as conservative as the Sihuas dialect.

A popular notion in Peru has been that all varieties of Quechua are descended from the Cuzco language spoken by the rilers of the Inca $\frac{1}{m p i r e}$ at theneight of its power. This was generally accepted as fact until the $1960^{\prime \prime} s$, but linguists and scientists have been realizing, especially since studiestof the central dialects have been made available, that the approximately thirty dialects of Quechua most likely could not have evolved in the only five centuries.separating the Spanish conquest and the present day. The concluśion is that Quechua was spoken in Peru long before the conquest of the Incas and has continued its evolution as a viable`language to. the'present day.

Conchucos Quechua is polysynthetic and agglutinative, and worḍs may be quite long:
(1) maqa-kU-maa-na-yki-paq
(19 phonemes; 5 suffixes)
hit-refl-/1-nml-2P-PUR
'in order for frou to hit me'
(2) reqi-naku-shqa-ntsik-kuna-ta (23 phonemes; 5 suffixes) know-recip-part-12P-pl-ACC
$\therefore$ (to) all of us that know one another'

The language allows no prefixes, but there are approximately ninety productive suffixes. There is no theoretical maximum number of suffiyes that a word may cońtain, although more than six or seyen is infrequent.

The language is characterized also by. a total regularity of morphological processes, as in the verb conjugations, and an absence of articles, prepositions, conjunctions (except for Sp̊anish borrowings), and relative pronouns. The predominant word order is a relatively free SOV, ufth the accompanying .ADJ:NOUN sequence. A small lexicon is compensated for by the productive use of the suffixes. Most lexemes can be assigned to either a substantive or a verb class, although there are some "ambivalents" which can belong to either, for example, tsaka 'bridge' and tsakay 'to bridge'. A few particles; such as ama 'prohibitive' and aw 'yes' axe assigned to neither class.
2. The Qxechua verb

All verb roots and all non-final verb suffixes end in a vowel., Final suffixes can end in either a vowef or a consonant., It. is not uncemmon for a verb to have such a large: number of
derivational, and inflectional affixes that'it corresponds to an . entire English sentence:
(3) rika-chaka-ykaa-ku-ntsik see-diffuse-impfiv-refl-12
'We are looking all around.'

The order of the derivational suffixes is somewhat free, while the order of the inflectional suffixes is basically fixed. Derivational suffixes must, however, precede the inflectional suffixes:

ROOOT DERIVATIONAL SUFFIXES INFLECTIONAL SUFFIXES
Ancash Quechua, has about twenty-five defivational suffixes, almost all of which are completely productive

Certaing suffixes, of which -skI is one, are subject to a phenomenon of vowel modification that occurs when certain other suffixes follow: morphophonemic forelowering. The following formalization is adapted for Ancash Quechua from Weber (1976:79):[4]


SUFFIX FINAL

Few pairs of the derivational suffixes are mutually exclusive or obligatorily co-occurring, thus a high number of combinations is possible. The same suffix may even occur twice on the same verb, although this is rare, [5] and $t$ is posible for no. derivational suffix to occur at all. Functions of these affixes include the mapping of mood, aspect, voice, and number. Consider , the following likely cepmbinations':

Four Derivational Suffixes:
(4) Tsaẏkuna llapan maytsika runa thatepl all many person
qori-kU-skI-yaa-mu-r-ni-n-qa...
gather-refl-perf-pl-afar-adv-0-3-TOP
'They all, when all the many people have gathered....''

Three Derivational Suffixes:
(5) Tsạy-mir, tsay Shilla Hirka-chaw-qa that-AFF that Shilla hill-loc-TOP
is saachi-ku-ykaa-yaa-raa...
-fertilize-refl-impfv-pl-past
'Then on that Shilla Hill we were fertilizing.'

Two Derivational Suffixes:
(6)

```
Tsay-chaw alli timpu-rkU-tsi-sha-na-m
that-LOC gaod boil-up-caus-part-now-AFF
maki-ntsik-wan shupra-rkU-ntsik.
haṇd-12P-COM peel-up-12
```

'Then when we have boiled it up well, we peel it with our hands.'

One Derivational Suffix:
(7) Y tsay-ta-m - timpu-tsi-ntsik. and that-ACC-AFF boil-caus-12
'And we boil that. '
No Derivational Suffix:
(8) Pay miku-n. 'He/She eats.'
3. Previous studies of the Quechua derivational suffixes

Ind recent years, three Quechua linguists in particular have studied the derivational suffixes in Ancash, specifically in -Huaraz Quechua: Gary Parker (1973), Germain Swisshelm. (1974), and Helen Larsen (1976): In this section, I will briefly review what each of these has to say about them.

Parker (1973:1) defines the "derivational" suffines in Quechua as "those that appear between the verb root (stem) and the suffixes of tense, subordination, nominalizationstand person. ". In short, the derivational suffixes can looseiy be defind as all of thope suffixes which occur between the Quechua root and the inflectional suffixes. Parker also refers to them as "deverbative verbalizers;" indicating by' this terminology that' they derive verbs from verbs:.

Since -skI does not appear in Huaraz Quechua, Parker makes
only passing mention of its occurrence in the provinces of Eastern Ancash, positing a tentative definition of "resisted action." According to this definition, - skI is in opposition to the suffix -rkU, "unresisted action," in a metaphorical sense; (-rku is a "directional" affix indicating "up", in: its basic méaning but owith certain metaphorical submeanings.)

Swisshelm divides the derivational suffixes into two classes arranged by their order of occurrence on the verb. The; derivational suffixes aré "los sufijos que; agregados a;un, tema verbal, p̣̆ poducen otro verbo, modificando su signifiçado en alguna manera. Puede ocurrir un solo sufijo derivacional . Do varios de ellos en combinación." (The derivational suffixes are the suffixes which, added to a verb stem, produce another verb, modifying its meaning in some way. One derivational suffix may occur or several in combination.) Swisshelm's descriptive analysis of each vof the derivational suffixes is thorough, especially regarding co-occurrence restrictions, His approach highlights a tendency for the more "influential" suffỉxes, that is, the suffixes most likely to alter significantly the meaning of the verb itself, to occur closer, if not adjacent to; "the verb root. In some instances, he indicates, the suffix has become so closely* allied with the verb root that the form has become frozen to , the roat, which can then no longer appear unaccompanied:

move-to:here-imp. come-imp

$$
\begin{equation*}
{ }^{*} \text { shay } \tag{10}
\end{equation*}
$$

Swisshelm's analysis does not, " however, capture generalizations about the interrelated behavior of the suffixes. He tells us what happens, but he does not tell us why this might be the case." Moreover, since, as with Parker, his.study is restricted to the Quechua of the Huaraz area, -skI is not analyzed:

Larsen follows a structuralist approach similar to Swisshelm's, similarly rich in data but lean on explanation." An insightful observation in her paper is that the derivational suffixes function $o n$ more than one level. in the discourse (1976:35). She concludes that her study demonstrates that each of the derivational suffixes has a function at two levels: the first is the clause, and the other, the discourse. The precise nature of the functions. she is referfing to is not entirely clear from the stugy, however, the relevance of the larger context to the particuitar occurrences of the suffixes is worth bearing in mind for the purpose of analyzing -skI; which, again, Larsen does not mention, in her study.

## 4. Previous analyses of -ski: a 'modal" suffix

Pärker (1973), as mentioned above, analyzed SKI as denoting "resisted action" by the subject or by the object. .This-inclưded
also the notion of urgency or unexpected action, and the further expectation that, if -skI and -rkU were to be interchanged in the same, verb, the form with -skI would always indicate greater speed, less facility; and less sociability. Parker felt that ski needed to : be studied "by" comparing its use with the uses of other derivational suffixes, especially $-\dot{r k U}$, and -ykU, which have "modal" functions of a comparable degree of abstraction. The term "modal" is not tlearily defined, nor, is the analysis of -skI defended on anythinp but conjectural grounds.

Snow (1972) is © the one paper devoted exclusively to the "madal" isuffix -skI in An'cash Quechua. [6] He quotes Torero's statement that $-s k I$ "expresa más bien la acción consumada 0 , con formas de imperativo, la ựgencia de realizar la acción." (expresses, rather, consummated action "or, with imperative forms, the urgency of arealizing the action). Snow also cites. Sola's label for "-skI as "directive," indicating that "la acción tiene un objecto o mieta:." "(the action has an object or goal.). Snow's own analysis is that "a verb occurring with -skI refers to an activity or staṭe of affairs which is unanticipated and/or affective:" (1972:17) "Nevertheless, "he adds, "it is the element of surprise conveyed by -skI which predominates," (23), and "extralinguistic contextual factors play an important role in the linguistic" usage of the modal suffix -skI:" '(26) Snow calls to attentid the fact that $-s k I$ and the imperfective affix -ykaa are mutualily exclusive, but ${ }^{\circ}$ his analysis of -skI is basically a subjective "one "in "which the fossible grammatical functions of aspect and modaility are not explored.
:a: Weber (1976.) also refers to a subset of derivational suffixes designated as. "modals.". "Modal refers to a class of suffixes which occur closé to the verb stems and ohange the meaning of the stems in: temptingly preaictable (but ultimately unpredictable) ways." (96). Fór each of these suffixes, a directional meaning is posited"which survives only in certain isolated forms. In their present-day "productive "usages they vary gonsiderably from those basic meanings;". sometimes these afe prediftable "metaphorical" uses as mentioned, by Parker, other times they defy precise explanation. The modal suffixes common to most dialects of Quechua $I$, or $B$, are:

Modal Dir.Meaning Ex:Dir.Use"
Ex:Extendëd Úse
-ykU in $\quad$ yaykuy ito enten' hitaykuy 'to throw w/force"
-rkU゙ up ' Uarkuy ! to hang -up' mikurkuy 'to eat up'

- -rpu down - 'yarpuy to go down"wifarpuy"to pour'
-rqu out , yik : yirquy 'to go qut' qarquy 'to kick'

Weber!s characterization of the "modal" suffixes is the clearest to date. Although a specific directional meaning cannot be 'posited formaskI in the same way as for the other suffixes in the group, its occurrenoe close to the verb stem and its unhredictable behavior seem to be sufficient reason for including it in the class of "madal" suffixes. However; the fact, 'that this
is. then the only "modal" suffix for which a more basic (directional) meaning has not been posited leads us to suspect that a more precise, basic meaning, even if not a directional one, "could be posited for -skI. . -SkI has thus far been given convenient, somewhat impressionistic labels. These labels ameliorate perhaps the potential difficulties caused by not having any definition at all for -skl, but they do not adequately define the suffix. One suspects that, even with the given directional meanings, similar situations exist for the other "modal" suffixes as well: What is needed for our present purposes, however, is a clear. testable hypothesis for - skI in Conchucos Quetchua.

## 5. What is modal?

Longacre (1976) deftnes modalities as "the expression of desire/intent, obligation/部essity, and ability...the special
 allows for "special desiderativetor intentive forms of verbs," it is broad enough to encompass the class of so-called "modal" suffixes in Quechua. The requisite broadness of this definition, however, highlight's the necessity of pinpointing, a basic functionfor - skI. 'Previous studies have concentrate metaphorical, even stylistic, analyses of the suffix, determined in large part 'by' the particular context in which it-occurs. . While the likelihood of such metaphorical uses dependent upon context is certainly to be expected; an analysis which posits such functions, without first exploring the possibility of an underlying unity in meaning, may fail to capture significant generalytzations. To attempt to define the precise nature of a Quechua suffix by explainingenall of its occurrences impressjonistically is perhaps useful, but, nevertheless, analytically inaḍequate.

What I propose is 素at -skI has a basic grammatical function in Quechua, and this tion must be defi ${ }^{2}$, ${ }^{2}$, before any furtherattempt is made at def metaphorical or stylistic. uses according to context. In this way, the analysis will emanate from ea basic grammatical definition of -skI, and move, on from-there to the metaphorical; or secondary uses.. In this approach; context is not ignored, for the suffix is to be considered in each particular cóntext in the light of the deffined. basic use. The secondary uses in their varioug contexts should, however, be logically traceable back. to the primary definition. If the primary definition is adequate, then peach instance of" -skI should reflect this in a logically direct way. If some instance of skI cannot be traced back to the primary definition', then either this primary - definition needs to be adusted accordingly for the possibility of more than one -skI in Corichuct Quechua needs to be considered, The possibility which should only be "considered when all others. have been exhaustedsis that"-skI is merely a "catch-all" morpheme whose many and vanded uses carnot, be unified in some way according. to a common definition On the other hand, the search for ${ }^{\circ}$ common Grundbedeutung based on the assumption that all of the present-day -ski's àre hístớricaily deriyed from twe same source, should. not lead to an a priori decision that all of the uses of
-skI must be synchonicalily traceable to a common source meaning. Neverthe fs, the notion of a word whose basic meaning is extended and reinterpreted according to its varied contexts is basic in $\leqslant$ linguistics. The same notion should be applicable to an affix with a definable gramatical function.

## 6. Towards an aspectual definition of -gkI

In this section, -skI will be examined in the more readily definable contexts in which it occurs. My hyothesis is that the basic function of -skI is as a perfectivizing suffix on the verb; moreover, that this is a reasonable explanation for its behavior\% in a variety of otherwise puzzling contexts.

### 6.1. What is aspect?

: `The study of aspect has suffered from'a lack of distinctive definition. General agreement exists in the notion that, aspect does have something to do with temporal constituency, but that it is not to be equated with tensé: [7] Still, definitions of aspect have traditionally tended to be imprecise and elusive, cirrcular and contradictory to one another at their worst, and highly individualistic at their best.

The most helpful definition which I haye found so far is in Comrie (1976), where aspects are considered as "different ways of viewing : the internal temporal iponstituency of a situation." (1976:3) Whereas tense is concerned with relating the time of the situation referred to to some other time, such as the moment of speaking, aspect, in Comrie's framework, is concerned with the temporal "meke-up" of"a particular situation, without reference to other
*The most basic opposition within the aspectual'system the perfective/imperfective opposition. In it broadest defink ion, perfective views dynamic situations as a complete whafe, and imperfective, as átuátions in progress, from within, $\therefore$ Perfective aspect, then, i'sune outsider's point of viawं; imperfactiye, the Insider's point of view. In perfective aspect, "the whole of the situation is presented as a single unanalysable wholes with beginning, middle, and end rolled into one; no attempt is made to divide this situation up into the various Individual, phases that make up the action." (1976:3) .[8]

Comrie's definition of aspect is not unique in its delineation of the perfective/imperfective opposition as the most basic. . Its uniquerress rests rather in the breadth of viewpoint which can be corfsidered to be perfective. In addition; the clarity with whieh Comrie explains his terms makes his definition the most testable ${ }^{7}$ of the plethora of options avidlable as definitions for aspect. Henceforth, then, any reference to the perfective"aspect or to perfectivity in general in this paner will assume Comrie's definitions of the terms, not because these: are nécessarily the only ways to "define them but gecause they seem to

[^1] point.

### 6.2. Comments on methodology

Some further comments about analyti洫 procedure are in order "here.' In the first gee, some of the judgments about the use of -skI in specific instances are of necessity impressionistic: in any communcation situation certain anterpretive presuppositions must be made by the hearer. On the other hand, conclusions about -skI are based on the more obvious appearances, and observations $\overline{\text { are }}$ cross-linguistically supported by, for" example; Comrie's evidence from a number of languages.
6.3: -skI and the imperfective

Sincerone of the clearest oppositions in aspectual systems, is between the perfective and the imperfective; if -skI is indeed the perfective aspect marker for Conchucos Quechua, one would not expect it to co-occur with the marker of imperfective aspect. This is precisely the case. Moreover, the mutual exclusivity of the two is all the more noteworthy since Quechua verb morphology appears to have very few restrictions on combinations. of derivtational suffixes. Furthermore, while -ykaa has not been found to cooccur with-skI, it does co-oceur freely.with other. "modal" suffixes such that the co-occurrence restriction with -skI. is all the more noticeable. From this evidence aione, one could suggest that -skI does not cooccur with the marker of imperfective aspect since it is a marker of perfective aspect. Consider the following:
(11) Shonqo-:-paq-naw ka-pti-n-mi ashi-ykaa-mu-:. heart-1-PURP-SIM be-adv-3-AFF :seek-impfv-to: Kere-i
I am looking for the one (the woman) who will be for my heart:'
(12) *S่honqo-:-paq-naw ka-pti-n-mi ashi-ykaa-skI-mu-i.: heart-1-PURP-SIM be-adv-3-AFF seek-impfv-perf-to:here-1
Kanan-qa kà-yka-n kostumbri.
today-TOP be-impfv-3 customa
'Noweys there is a custom.
(14) ) ${ }^{*}$ Kanan-qa $k a-y k a-s k I-n$. kostumbri. today=TOP be-impfv-perf-3 custom

Llapa-n qellay-ni-:-ta ichik ichik llatsapa-:-ta
all-3P money-0-1P-ACC little little clothing-lP-ACC

```
Ilapa-n-ta apa-skI-mu-n kaarru-n-chaw.
all-3P-ACC take-perf-afar-3P car-3P-LOC
```

. 'All of my money, all of the little clothing $I$ have, everything he took away in his car:"

Thys - kI may be used tor indicate not only telicity', but rapidity, functions whicch one would expect a typical marker of perfective ospect to perform.
-SkJ qay al so appear on verbs indicating the sudden inception of gevent or state which is not necessax of. short duration. In ah contexts, the inception of the evenuls not in focks, but, rather, the event ast ototality. The following sentences illustrate this function or
(19)

yuuri-skI-r.
appear-perf-adv
'Then a 'burnt-bottomed! fox appeared. ${ }^{\prime} \therefore$,

'Having forgotten that it should have been in my hand..'
The fox of (19)' appeared on the scene quite unannounced, but, according to the continuing narrative, he clearly stayed around for jowhien Likewtise; what was suddenly forgotten in (20)

evthitais: Quechua shares with other Quechua dialects in
 usedoba dian itze the inception of an eyant. SkI may not appear in such contexts where stie inception of the event is in focus. Gonsider the following:
(21) Kwenta-ri-shayki
tell: Whary inçep-1/2: fut


Because : of evifence from Conchucos Quechua that -skI to indicate completed action and action looked upon as a whole without regard to inner complexity, it can be consideréz be a marker of perfective aspect on the verb. [9]
7. -SkI and transitivity

In this section, $I$ will show how the analysis of -skI as a
 as a component feature of High Transitiydequay bits covariance. with other features of High Transitivity

Transitivity, according to Hopper and Thompson (1980:251), "is teaditionally undérstood as a global propty of an entire clause, swoh that an activity is 'carried over ivor. 'transferred' from an agent to a patient." Hopper and Thompson codify what has
$\therefore$ been intuitively understiood into explicitly defined components.
$\therefore$ The parameters of Transitivity, each indicating "a different facet of the effectiveness or intensity with which the action is transferred from one participant to another, " are as follows:


High:
\& Low
A. Partjpipants $\because 2$ or are participants; 1 participant

A A and 0.
B: Kinesis
E. Aspect
action $\because \cdot$ nopaction

E. Volition jty volitional , non-volitional
F. Affirmation: $\quad$ affirmative : negative
G. Mode realis $\quad$. . . .
H. Agency A high in potency A low in potency
I. Af ect. 5 . 0 o totally affected 0 notraffacted
J. Individf ortof 0 o highly individuated 0 non-individuated:

The Transitiy fory fothésis (1980:255), supported by data from, a wide variety of languages and reported to have universal applicability;is as follows:

If two clauses (a) and"(b) in is higher in Transithwity ackotring to any of the fézures $1 A-J$, then; if a concomitant gramatical or semantic. difference appears eltewheregn the clause, that difference will also show (a) to be higes in Transitivity.
$\therefore$ Transitiw tý as continuum, and its components co-vary on-a scale from High to fow. Stnce "Transitivity s, "is moreover a* discourse-defiermined global prophty of an entire ciause, pven a traditionealy define" "trasitusn clausemay be mone dr el ess: transtive and a traditifnayydefoned tritransititer crause nay be more or less transitive as wely:
 of over two hungra appearances of skjexamined in proparingrthe:
present paper, [10] roughly - two out of three of 'the clauses containing thésuffix were obviously transitive according to the traditional. definition. The rest, then, were "intransitive" according $:$ to the traditional definition, yet clearly exhibited certain transitive properties. Quechua clauses; then, do not always settle into a comfortable transitive/intransitive dichotomy, as traditionally, defined by the presence o*" absence of an overt direct object. This is perfectly acceptable if. Transitivity is defined as a continuum.

The blurring of the transitive/intransitive distinction is especially evident with Quechuas verbs such as tinkuy 'to meet'. In German or in. English, the equivalent verb takes" the accusative case or 'th' direct object position, respectively, and is thus clearly transitive according to the traditional definition:
(23a) Eth have in getroffen.

$$
\therefore \quad \text { I have him met }
$$

(23b) I have met him.

The features exhibiting High Transitivity in (23a) and (23b)
(23c) Participants: two
Kinesics: action
Aspect: telic
Punctuality: punctual
Affirmation: affirmative
Mode: realis

- Individuation of $0^{\circ}$. highly individuated

In. Conchucos Quechua, on the other hand, tinkuy takes the comitative case and is technically intransitive according to the

(24)
Tinku-skía pay-wan

I have just met him:
?

$?$

Evaluating the clause according to Hopper and thompson's parameters for Transitivity, we see that it. is identic to (23c) above: The Conchucos Quechua sentence shares the same humber of High Transitivity features as, English and German, namely séven: This particular object in Quechua is not claret with the Accusative, Casern yet, semantically, it jsirePere jai"and definite in the same sense as the Object in to English and the German





 only when the "Transitiv att features obligatorily to -occur in the morphosyntax or semantiçsof language will these paired features,


always be on the same side of the Transitivity scale. Evidence from: Conchucos Quechua indicates that when -SkI occurs, it will indicate perfective aspect, but not necessarily the reverse. The data: suggest that there is reason to suspect "that"-skI is not the oniy marker of perfective aspect.[11] In certain cases,
 the verb itself.
-SkI is, then, optional in the strict sense of the term; and, therefore, the Trangitivity Hypothesis does not predict that it will necessarily co-occur with other features of High Transitivity. I would predict, however, that, for Conchucos Quechua, thiś is thef cáse. '. Where skI appears, so..will .other features of High Transtivity.

In Hopper and Thompson's framework, "Aspect is systematicalíy correlated with the degree of Transitivity of the verb: if the Aspect. is perfactive, the interpretationameders things being 'equal - has propertiés alluting the clause to be classified as "more transitive, but if the Aspect is imperfective, the clause can be-show on independent grounds to be less transitive."

Consider: the following two examples, " the ? fir'st previously intrgduced in section 6.3:
(1i). Shonqo-:-paq-naw ka-pti-n-mi
hear't-IP-PUR-SIM be-ADV:SS-3-AF'F , not:
ashi-YKAA-mu-u:
look-IMPFV-to:here-1
'I em looking for the one who will be for my heart. ${ }^{r}$ :
(25). Hipash-pis choolui-pis ashi-naku-SKI-r


The Hi gh tellycity indeated the suffix tskI coinciaes with the forces pulling the clause toward the Tre sifixer end. If, however, no -skI is en the verb, the other forces witatill tend to pull the clause toways the trapsitive end, as illustrated in , the Transitivity configuration for (26), which includes all of the High :Transitivity features as does (25) except. for the telic Aspect:
(26I Mana warmi-kaq ni ollqo-kaq reqi-naku-yän-tsu ni NEG woman-def nor man-def know-recip-pl-narpst-NEG hor,
chiina-pis ni choolu-pis ni ima-naw ka-ya-nqa-n-ťa. girl-too nor giy-too nor what-SIM be-pl-nml-3-ACC Sinoo-qa mama-n-kbna-lla ashi-naku-ya-q. rather-TOP parent-3P-pl-just seek-recip-pl-narpst
'Neither the young woman nor the 媬ung man used to know each other, neither girl nor guy, by no means. Rather, their parents would choose them.

The following two clqúses 'also differ only in the feature of telicity, Compare the clauses in the following example from narrative text for components of High Transitivity:
(a) qatswa-tsi-ntsik. dance-caus-12
(b). Tushu-skI-tsi-ntsik.
dance-perf-caus-12
'There we have them dance. We really make them dance.'


## 8. - SkI in the discourse

In .their discussion of Trantlivity, Hopper ond. Thompson emphasize "the determining role of the discourse "cgntext. on the level of Transitivity of individual clauses. : Thus far, I have considered -SkI, within. its immediate rophological and clausal environment, with only occasional refer, ces to the wider context in'which the suffix is uttered. According to Hopper and Thompson, however, the défining propenties of Transityity ze discoursedetêrmined, and explained ${ }^{\text {a }}$ on the basis of pragma function: This section wili explare te of the wider contexts of which the suffix -skI is a part forder to illustrate how -sky is discourse-determined, and how this reinforces the analysis of the suffix as, a perfectiyizer.

Out . of a sample corpus of eighteen transcribed texts of Conchucos Quechua, one is without a single instance of -skI. This conspicuous absence demands explanation, especially since the same'speaker employs the suffix liberally in other contexts." The reason becomes apparent. when the genre of the discourse is identified: hortatory. . It is an exhortation (bya godfat to to his godson, pleadiag with him thange his कosle of iving - The overriding theme in the monologue is the uncertainty of the boy's future. Questions with open-ended answers are frequent:
(28). Pashku, ima-ta-ta-m wiya-: qam-pita? Pashku what-ACC-??-AFF hear-I-you-ABL
'Pashku, what is this I hear about you?'

The use of conditional (irrealis) mood, which correlates with Low
$\therefore$ Transitivity, is frequent as well:
(29) Qam-qa muria-nki-man-tsuraq qam-wan mamaa-ni-ki-wan you-TOP: Want-2-cond-?? you-COM mother- $\varnothing$-2P-COM
pani-ki-wan ka-na-n-ta? sister-2P-COM be-nml-3P-ACC
t

'you thrown in if you keep on like this.'

The prospect of the boy changing his ways are unlikely, and the speaker, gives no indication that he expects the, boy to respond to his exhortation:
(31) Qam muna-nki-man-tsuirad tsay-naw ka-y-ta? you want-2-cond-?? that-SIM be-nml-ACC
Imanir-tan tsay-naw ka-nki?
Why-2?, this-SIM be-2.
'Do you réally want to be like that?' (Maybe you do) 'Why are you like that?'

Perfective aspect would be expected in a context of affirmation, certainty, and completeness of action. If a climate of negativity, uncertainty, and non-action is the prevailing context, the absencè of -skI is reasonable and serves to further confirm its ifentity as a marker of perfectivity.

In contrast to the above discourse, procedural exts have many occurrences of -skI. Its meaning in this context could be informally stated as.:- "having finished that, you then go ahead and do the next step:" In other words, -skI marks sequence in the steps of procedural discourse by indicatineinthe sucçessful accomplishiment of each phase.

Sequencing is expressed in the text by a pattern of clause chaining in which the final verb of a sentence, focusing on the enactment a specific step in the procedure, is repeated at the beginning of the next sentence in an adverbial clause in which -skI is suffixed to the verb. The following is an excerpt from a text which explains how to prepare a special kind of boiled wheat. which is a typical Andean food:




'When the launch comes, the trout having seen it, : , escape.!
-SkI cannot be properly understood without considering its interrelatedness with the context. The contexts investigated serve to confirm the use of -skI as an indicator of perfective aspect.
9. Is there only one - skI?

The data indicates that the basic meaning of -skI is that of perfective aspect and the examples supplied thus far illustrate this. Where a form is used very frequently, however, (and -skI is. one of these forms), its meaning tends to become more diffuse as the form adapts to its various environments. This process of spreading, or broadening, of meaning is not peculiar to the Quechua of Conchucos, rather, it is the way all languages use finite means to express an infinite number of potential semantic domains. According to Zipf's principle of diversity of meanings (1949), there is a direct relationship between the number of different meanings of a word and its relative frequency of occurrence. The distinction by German linguists between Grundbedeutung (literally, "ground meaning") and Nebenbedeutung (secondary meaning) has its roots in this historical process of drift from the more concrete to the more abstract.[12]

Parker (1973) followed this line of reasoning in his analysis of the "modal" suffix -rkU according to basic and metaphorical uses. A similar approach to -skI seems advisabile. To review in detail all of the shades of meaning which -skI might be used to express would be fmpossible, not only because of their great variety and number, but because of the tendency for shades of meaning to overlap. Moreover, such an approach frould produce a list of uses without necessarily showing thejr relation, if any, to the notion of perfective aspect. My fintention is to show, through a representative sampling of the data, some of the ways in which the perfective meaning can be expanded and adjusted creatively in the speech of Conchucos Quechua.
9.1. -SkI and surprise

SkI typically signals events of short duration. If such an event occurs very suddenly, it may contain an element of surprise for the affected participants, and -skI will not only indicate the rapidity with which the event occurs, but also that it is contrary to the expectations of those involved or affected: [13]

- (37) Hapa-11a-:-kuna tólamxuna alane-just-1P-pl: Ni-SKI-mu-pti-ki
' (You said to mé)
9.2. -SkI and increased intens

As one of the indicators of convey the notion of increqsequrgen Thompson 1980): aha-SKI-n.
3) vomit-perf-to:here-adv-LIM vomit-ferf-to:here-adv-IIM.
'When we picked him up he vomited the oca that his mother had given him to eat. He vomited (with force). He really vomited. I

Note also the repetition of LansaskImuraq in (39) for even greater intensity.

When questioned specifically, native speakers will assert that:
(40a) Miku-SKI-y
eat-perf-IMP
mear: $n$ eat faster than:

a) | eat $\mathrm{ku}-\mathrm{y}$ |
| :---: |
| eat |



Likewise,
(41a) Mushku-yka-n
sméll-impfv-3 *
means simply 'It smells,' but:
(41b) Mushku-SKI-n-na
smell-perfentnow
means that ! It really smells."
9.3. -SkI and thoroughness
9.3.1. Thorough and complete. If a speaker wishes to point out that an activity was not only completed, but was done thoroughly; with nothing left undone, he may sigaal this by the use of -skI. $y$
(42) Tsaf-pita-na-m 1lapa-n-ta usha-sKí-r-ni-n-qa
that-ABL-now-AFF all-3-ACC finish-perf-adv- $6-3-T 0 P$
yapay ka-nqa-n yaku-man wifa-rpu-r-ni-n-qa
again be-nml-3 water-GOAL add-in-adv- $\varnothing$-3-TOP
$\because \because$ " maki-ntsik-wan kupan kupan
hand-12P-COM sprinkling sprikling
maylla-kacha-SKI-r-ni-n-qa
: wash-diff́use-perf-adv- $\varnothing-3-T O P$
kostal-man wiffa-rkU-r-ni-n
sack-GOAL add-up-siv- $\varnothing$-3
waraa-ni-n-paq-raq haqi-ykU-ntsik.
morrow- $\varnothing$-2-PUR-
'Then; when we have completely finished everything, again into the water we put it, rubbing it with our hands. Having thorbughly washed it, emptying it into the bag, we leave it. until the porrow.'
(43) Taka-n-pis shuyshu-SKI-ntsik: pat-3-too strain-perf-12
'Also patting it down, we strain it thoroughly.'
The notion of thoroughness can easily be traced to the idea of completion, in that a thorough job 18 not only one which has been completed,' but one which has been "completely" completed.
9.3.2. Thorough 5 ot completed. Some irstanc 3 of skI indicate that fis viewed as a complate, a a completed; whole oryasis is on the whoty
(44)

$$
-93-
$$

kuti-kU-mu-:. return-refl-to:here-l
'Like this I've built my house just to leave it completely, saying to myself completely lost in thought, I returned.!

The first instance of -skI in (44), haqiskir having left. completely,' focuses on the completion of the action, but the second instance, yarpachakuskirnin 'thinking completely carefully about it,' does not imply that the "thinking" has been completed. Quite the contrary: at the time he made the utterance, some time later, the speaker was still very concerned about his house, and the use of -skI cannot therefore indicate that this action was completed. If, however, the fompleteness, or thoroughness of this concern is taken into account, this use of -skI can be explained as pragmatic extension of the basic meaning.

The following example, taken from a narrative text, refers to the materialistic desires of speaker's wife. She is known in this tale as a nagging woman who demands what she wants until she gets it:
(45) Y tsay-kuna rasun-kaq-ta-qa marka-man kada and that-pl true-def-ACd-TOP town-GOAL each
wana-SKI-r wana-SKI-r-qe
need-perf-adv need-perf-adv-TOP
aani-KU-SKI-yaa-mu-q: agree-refl-perf-pl-to:here-narpst
"Noqa rantiku-ya-shayki..."
I buy-pl-l/2fut
'And he would agree with' her every time they went to town, for sure every time she needed (wanted) anything, saying, "I'll buy it for you."'

The speaker could well have chosen to use -skI here in order to express the complete, all-consuming nagging of his wife in wanaskir wanaskir. The repetition of the verb for emphasis would contribute to the intensity in a similar way to (39). If this hypothesis is correct, then -skI can indeed be used to indicate the action of the verb as a whole, without necessarily focusing on its termination point. In the case of the latter example, however, an interpretation including focus on the termination would not be out of order, either. (The wife could have stopped nagging her husband.) In any-event, the notion of perfectivity
can reasonably be extended to encompass either interpretation.
9.4.- -SkI diminutive

Since the perfective aspect focuses on the whole of an event as one entity, this may have the effect of condensing the event to one point in the time continuum. A metaphorical extension of this is a sense of smallness. Certain clauses indicate that -skI has an implied diminutive effect: It was explained to me by a native speaker that, whereas:
(46a) pishta-y kill:off-inf
means to kill with a knife,
(46b) pishta-SKI-y
kill:off-perf-inf
means to kill with a knife and chop into little ${ }^{\text {n }}$ pieces.
fThese extended uses of -skI all share two characteristics: 1) they can all be traced back to the basic meaning of perfective in that they can be viewed as metaphorical applications of the aspectual sense, and 2) they can all be considered to convey modal qualities, desiderative or intentional attitudes on the part of the speaker.

The conclusion to be reached from the above is that - skI is not strictly isolatable as a grammatical marker of perfective aspect in Conchucos Quechua. Instead, -skI may be considered as a linguistic unit potentially capable of bearing subjective information of a modal nature (a "superstratum" to the more 'concrete aspectual meaning). This modal nature does not conflict with the aspectual nature of the suffix, but it does indicate that, whereas aspect and tense are distinguishable from one another, 'at least to some degree in Quechua, aspect and modality are not.


The lack of clear categorial separation between aspect and modality helps toxplain some of the other puzzling instances of -skI; such as its use with the future, where the attitude of the speaker, (his certainty that an event is going to take place), is the determining factor in specifying the perfectivity of the évent:

blapan, ayllu-wan-pis
tsay waktsa marka-chaw
that poor town-Loc
'With the whole family in that humble town grieving, too, "Don't go"" (saying), (I answer): whenever I do come back-for sure, (until then) I will be missing you.'

The certainty is further indicated by the use of the affirmative ęvidential/validational suffix -mi. The salient notion of modality, which coordinates with the notion of perfective aspect, is that of certainty on the part of : the speaker. In many instances; I would predict, speaker certainty about an event is the determining factor in the choice of the perfective aspect. In any event, extended, or metaphorical uses of -skI do not contradict the basic definition.of perfective aspect. In that they can all be explained in the light of the notion of perfectivity, they further substantiate the perfective interpretation. Furthermore, proceeding from a basic to an extended definition determined in large part by the pragmatics of the cominication situation the only wat to. obtain a coherent conception of the role which -skI, or any other suffix, for that matter, plays in Quechua.
10. -SkI and lexical aspect

We have seen that the intersection between aspect and modality - in Quechua is relevant to the interpretation of - skI . Another factor.influencing the expression of perfective aspect in Conchucos Quechua is the intersection between aspect and the semantic type of the verb. Lyons (1977) states:

Some languages do have a rich set of distinct aspects. It is not uncommon, however, for there to be no more than two or three formally distinct aspects, the distribution of which is rather wider than, the terms that are employed to label them would tend to suggest. It may then happen, and frequently does, that one and the same aspect will be interpreted. differently according to the character of the verb.

TH ${ }^{-1}$ influence of the "character of the verb" would explain, for example, why certain instances of -skI indicate rapid inception and completion of an event, as in the examples cited in 6.5 , while other instahces indicate completion only, an extreme example of which is the following:

$$
\begin{align*}
& \text { usha-SKI-n-na 'It's already finished' }  \tag{48}\\
& \text { finish-perf-3-now }
\end{align*}
$$

Lexical aspect may also explain why -SkI may be used to indicate successful completion or achievement of an activity, not merely that it has reached its endpoint. The distinction here is sometimes difficult to explain from the use of -skI alone., Note, however, in the following pair of sentences, how the first indicates simple completion of the activity of talking alone, while the second indicates successful achievement of the activity
of throwing something away:
(49) Nikaptin-qa qechu-SKI-ya-pti-n-qa .- ilapa-n then-TOP remove-perf-pl-adv-3-TOP all-3 marka-mahi-n-kuna willa-nakU-SKI-r-qa aywa-naq. town-accom-3-pl tell-recip-perf-adv-TOP go-narpst
'Then after they, had taken it away; all of the townspeople, having talked among themselves, 'left.'

I
(50) Shikra-man wiffa-rkV-r-qa mama-n-kuna bag-GOAL add-up-adv-TOP mother-3P-pI
hita-SKI-y̌aa-naq qaqa-ta. throw-perf-pl-narpst rock-ACC
'After she had put them in the bag, their mother threw them away by a large rock."

The -skI in qechuskiyaptinga 'having removed it' an the -skI in hitaskiyaanaq 'threw them away,' indicate successfully completed completed, action. The -skI in willanakuskirqa, 'having talked among themselves,' says nothing about successful achievement of the 'talkers' goals. If we consider that the lexical aspect of 'talk among themselves' does not indicáte transfer of action to nearly the degree that 'remove it' or 'throw away' do, then the difference, between completion and successful achiyement can be explained, not on the basis of skI, but on the befis of the verb to which it is affixed.

In their disçussion of Transitivity, Hopper and Thompsor distinguish between 'Aktionsart', or lexicăl aspect, and Aspect proper, : in the sense of telicity/perfectivity (1980:271). Acaprdingly, a stative verb, which by nature would not be expected tow depict action, would tend tow ds imperfectivity rather than perfectivity by nature. This is, in general, true for Com hucos Quechua. Consider the following pair of :lauses:
(51a) Yamay-1la-m ka-ykaa-: 'I am fine.' well-just-AFF be-impfv-l

- (51b) *Yamay-lla-m ka-SKY-:

The verb kay 'to be, typicaly appears with the "imperfective affix -ykaa, and not with the perfective affix -skI. However, there are certain exception's to this; notably the following:
(52) Aywa-r-ni-n
go-adv- $\varnothing$ ishkan ka-skI-shan wahi-ntsik-chaw
two be-perf-l2fut house-12P-LOC

く If we go, then we will be two in our house.'

$$
\begin{align*}
& \text { Examen ka-SKI-pti-n-tsuraq shamu-nqa. }  \tag{53}\\
& \text { exam :be-perf-adv-3-?? \& }
\end{align*}
$$

These can only be understood correctiy if we interpret $\frac{- \text { skI }}{51}$ as indicating the completion of a ćhange of state, as in (52), or

- the conclusion, as in (53), of an ongoing state. There is. nothing in the lexical aspect of the verb 'to be' itiself which would indicate this perfectivization of the situation. By process of elimination, we conelude that skI alone indicates the perfectivity in these instances. The appearance of skI in a most unlikely environment. without the correlation of other: perfectivizing: factors.clearly substantiates the hypothesis that it communicates perfectivity.)


## il. Further comments and conclusions

One way to encode perfective aspect in Conchucos Quechua is by affixing -skI to the verb. Isolated sentences and clauses within larger discourses substantiate this claim. Language data also indicate that -skI's function is not.' limited. to mrking perfectivity alone, but that akt man so convey.certain modal qualities, such (as certainty of the speaker that an event will be brought to a suca, ful conclusion. Neither -skI nor any other of the derivational suffixes in Quechua is obligatory: a speaker may choose not to employ -skI in a given environment. Uf -skI occurs, however, its meaning in the context can be traced back to the essential notion of perfective aspect.

If - skI is not chosen by a particular speaker in an instance requiring the indication of perfective aspect, the perfectivity will be gindicated by some other element in the grammar, - most likely by another derivational suffix. In other words, -skI can be defined by perfective aspect, $\therefore$ but perfective aspect cannot be, defined by skI. The suffix -rkU, for example, may be also used to indicate perfectivity, so that statements such as mikurkun 'he eats it (all) up' and mikuskin 'he eats it completely' are quite close in meaning. [14]

This study has explored the expression of perfective: aspect in the verb of Conchucos Quechua by seeking to categorize a single suffix; having identified'this, suffix with perfective/ aspect does not imply that perfectivity in Conchucos Quechua can only be indicated by -skI. Quite the contrary, I suspect otherwise.
$\therefore \cdot$ Considering perfectivity to be a continuum in the sense that Hopper and Thompson interpret Transitivity, -skI could be said to be more perfective than -rkU in Conchucos. I would suspect that in dialects of quechua whère -skI does not appear, in rkU would rate :... higher on the perfectivity continuum.[15] Quechua language

$$
\text { -, -98- } 6
$$

méaning between yerb forms such as these, and. will sometimes mention only that -skI conveys a slikhtly greater degree of urgency. The distinction in this case would be more of modality than of aspect.

The apparentily modal uses of - skI are disturbing in the analysis because they interfere with the tidiness of the categorization of perfectivity. On the other hand, iff the aspect definition is taken as basic, the modal qualities can be recognized for what they are: subjective attitudinal influences closely allied .to speaker style and the specific communication situation.

The interrelationship between mood and aspect in --skI is symptomatic of the behavior of other derivational suffixes as they pattern together on the verb in the various Quechua dialects. The case of -rkU and -skI is but one example of overlapping functions. Furthermore, eaph dialect is unique and, at this point, there is no reason to suspect that the patterning of the derivational suffixes. will be the same in any two dialects.. Not even -skI in one dialect can necessarily be equated with -skI in another dialect without careful: investigation. Knowing that -skI indicates perfectivity in Conchucos is no guarantee, for example, that it does likewise in Western Huanuco.

Since none of the derivational suffixes is", otigatory in the way that tense and person markers in Quechua are, their interrdlationship with tense needs to be investigated.. To what extent can aspect, specifically, 'perfective aspect, be expressed through tense markers, if at all? Study of the interrelationsmip between ténse and aspect could shèd light on the notion of aspect as distinct from tense, not only in Quechua, but in language in general. Aspect has. frequently been investigated in languages. which do not have separate grammatical markers for tense and aspect, and this may be a source for ambiguity in definitions. Traditionalily, for' example, perfective aspect has beén equated with perfect tense. The study of aspect, not; only. in Quechpa, but in typologically similar languages, should contribute to a greater understanding of what appears to be a universal category:)

Further complications arise not only from the derivational suffixes themselves, but from the verbs to which they are affixed. To what extént, for example, is -skI's perfectivity contingent upon the nature of the verb stem to which it, is affixed? -SKI's. frequent 'attraction to verbs such as ushay'to 'finish' is certainly not coincidental.[16].

Finally, a key to unscrambling the linguistic puzzle of the present is the linguistic situation of the past. Where did -skI come from? From a main verb? If so, what did -skI mean? Extensive diachronic study in the Quechua language family might shed light on the matter.

[^2]- 1. Thits paper was produced under the auspices of the Summer Institute of Linguistics and the Ohio State University, and is based on Pield work carried out in Eastern Ancash, Peru, Province of Huari, Distrstet of San Luis, in 1981 and 1982. The majority ${ }^{\circ}$ of the texts I owe to Mariano Jaramillo": Paulino, native of Huanchacbamba,. Pomabamba, but residing in San luais at the time. Other texts upon which the research was based are from Chacas, San Luis, and surrounding town and villages.
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₹. Conchucos Quechua hés the following phonemes: Consonants: $p$, $t_{\text {, }}$ tis, ch, $k, q$ (post-velar obstruent), $s, s h, h, m, n, f, l(1 l)$, $r$, w, $y$. Vowels: ; $i, a, u$, and their corresponding lengthened counterparts. Under certain conditions; when the high vowels $\underline{i}$ and $\mathrm{u}^{\mathrm{u}}$ are potentially subject to a morphophonemic lowering process, they are symbolized as $I$ and $\underline{U}$.

The following symbols and abbreviatiofis have been used:

```
length
    null (nothing)
    first person singular
    first person plural inclusive
    third person
    first person object
    first person subject, second person object
    question marker
    ablative
    accusative
    accompaniment
    adverbial(izer).
    become
    benefactive
    cause or causative
    comitative
    conditional
    definite
    desiderative
    direct (information) or direction
    future
    genitive
    goal
    imperative",
    imperfective
    inceptive
    limitative
    locative
    narrative past . .
    nominalizer
    participle
    4% 106.
```


as . perfective or imperfective and progressive, but is not 'restricted to these." (1980:21) rCulioli (1971) speaks of "open aspect," which presents a process as it takes place, and "closed aspect;". which indicates that the end of a process has been reached.:
8. $\because$ Perfécive aspect is not to be confused with perfect tense, whjch is apast situation with present relevance.
9. Somf further couments about perfectivity and iconicity are in order here. According to the hypothesis that there is an isomorphic relation between sound and meaning, an "iconic" tendency in language, (see also Haiman 1980:516) the perfective aspect in Quechua should physically reflect the reality of the concept of perfectivity, of viewing the event as a single whole, is some readily discèrnable way.
-SkI is phonetically tight, brief, and tense; correspondingly, perfective aspect'generally indicates telicity', punctuality, and, at times, intensity. The rapidity with which $=$ skI is usually pronquaced is perhaps a reason why it is used when the speaker desires to convey a sense of urgency. In the following instance, the speaker explained that he probably wouldn't have used skI in this command if he hadn't wanded his brother to really kurry:
(i) Shukuskiy ras aywaskinaykipaq.
'Get your hạt on fast tò go.'

If the briefness and tenseness of $s$ II is an iconic reflection of its perfective meaning, a parallel ifonicity is to be expected with the imperfective suffix ykaa. This appears to be the case; -ykaa begints with a semi-vowel rather than a sibilant, and. ends with long, open, lax vowel rather than with a short, high, tense vowel.

Jakobson (1971:202) had the following to say regarding-aspect in Russian: "Any verb of a semantically nonrestrictive or expansive (ie: imperfective, indèterminate, or iterative) aspect has a longer stem suffix than the correlative verb of the opposite aspect." Jakobson provides the following illustration of sych an iconic representation of the perfective- inperfective opposition in Russian: *

$$
\begin{aligned}
& \text { (iia) zamorozi 'to complete freezing' } \\
& \text { (iib) zamorazivai ; 'to freezet (with or without } \\
& \text { completion) }
\end{aligned}
$$

Note that', in Conchucos,Quechua, the vowel in the suffix -skI which marks perfective aspect, 'according to the analysis presented if tere, is $\%$ also 1 ; and" "in parallel fashion, the vowel in the
imperfective -ykaa is a long a, comparable to that in the Russian -ivaj.
10. 'The basic corpus of data consisted of all of the sentences with skI from approximately seventy-five pages of transcribed spoken texts recorded in a Quechua-speaking community. in Peru.
11. For more about this see David Weber's 1983" UCLA dissertation on Huallaga Quechua, a dialect where -skI does not appear and other affixes assume the perfectivizing function.,
12. Bloomfield, for example, remarked that "refined and abstract meanings largely grow out of concrete meanings" (1933:429).
13. Snow (1972), as previously noted; reports similarly for Antonio Raimondi.
14. Conchucos Quechua speakers also maintain that, if you say:
(iiia) upukuskiy. 'Drink it up.'
you mean: : "Be sure to drink it up," or, "You had better drink it up." If, on the other hand, you say: .
f(iiib). upukurkuy. 'Drink it ups!


8

* you convey the impression that it's not all that important if you drink it up, although you are encouraged to do so. (Note, with regard to iconicity, that the suffix rkU probably takes a bit longer to pronounce.)
- 15.. A sim²lar observation could be made regarding the punctiliar affix $-r I$, which apparently takes the place of - skI in Huaraz.

16. For example: $?$
(iv) ushaskIn' 'He/she finished it (completely).'
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1 The Syntax-Phonology Boundary and Current Syntactic Theories

Two important modularity principles are generally regarded as implicit in standard TG theory:

Geoffrey K. Pullum
University of California, Santa Cruz
Arnold M. Zwicky
The Ohio State University
(I) The phonological component has no access to syntactic information except what is in the surface structure.
(III) The syntactic component has no access to phonological information.
(I) is the Principle of Superficial Constraints in Phonology (PSCP) discussed by Zwicky (1970). It is implied by the standard view that the phonological component is an interpretive dne, performing a trahsluction from the output of the syntactic component to the level of systematic phonetics. If surface structure is the input representational level for, phonology, more abstract levels of the derivation can have no direct influence on phonetic interpretation.
(II) is the Principle of Phonology-Free Syntax (PPFS) explored by Zwicky'(1969).

Numerous, linguists have discussed phenomena that appear to them to call for either the PSCP or the PPFS, to be weakened. Typitally, it is argued that global constraints have to be permitted in grammatical descriptions: inaccessible syntactic information has to be made available to the phonological rules, or vice versa. Those who regard global constraints as irredeemably undesirable have attempted reanalyses of various sorts, attempting to utilize already available machinery of the standard. theory to handle the facts without breaching the modularity assumpion that keeps the syntactic and phonological components separate.

The past few years have seen the emergence of theories that depart from the standard theory quite radically, in ways that have hitherto unexamined implications for modularity constraints. The most radical are the "monostratal" theories, which posit no syntactic level other than what standard theory would call surface structure. Generalized Phrase Structure (GPSG) is conceptually the purest of these proposals, in that it assigns the whole burden of, syntax to a mechanism already admitted in standard theoty: the phrase structure (PS) rules. Unlike the standard theory; such a theory necessarily entailispoth the PSCP and the PPFS in their strongest forms without any fine tuning. The PSCP follows since the surface syntax is the ofly syntax there is. The PPFS follows because doty categorial component of the base operates in terms of categories ahd formatives and not in terms of any phonological primitives.

In this paper we explore the question of whether a theory that directly entails the PSCP and the PPFS in unweakened forms should be regarded as favored for that reason, or whether, in the light of the rather extensive ifterature calling for relaxation of the PSCP or the PPFS or both, a thepry like GPSG that cannot admit such weakening should be zegarded theso facto suspect. This topic is, of course, a masidive one. $\cdot \vec{c}$
-We have been studying the corpus of alleged violations of the PSCP and the PPFS for some time, and the number of relevant descriptive problems we have encourtered in different languages runs into the hundreds. In this paper we shal call upon just two well knowh and representatiye case studies to illustrate the view we propose to take.

1. The Principle of Superficial Constraints in Phonology

Perhaps the best known example of a problem area in English that suggests that the PSCP is too strong concerns the phonological reduction of English auxiliaries when unstressed. This was the main topic of Zwicky (1970). It was recailed to the attention of linguists by the remarks of King (1970), redibcovering somewhat more general observations by Sweet (1908), and was.set, in the context of a theoretical debate by Lakoff (1970). It issofinterest, however, that in the light of the wide acceptance of phonglogically null surface syntactic constituents with no phonetically reatized effects by virtually all current schools of thought, the original argumints have lost most of their force.

The pffenomena, as is well known, appeared to involve phonological beutrturbetions--failure of certain unstressed items to assume a normally anctigned reduced pronunciation--that were due to the effects of transformat fons, that had moved or deleted material adjacent to the items in question. A typical contrasting pair of examples is provided by wonder whether the party's at Robin's tonight, with contractible is, and *I wonder where the farty ${ }^{4}$.s tonight, with uncontractible is. But the advent of

 Tindelymater the situation.

Tharks of Chomsky ( 1975,117 ) concerning the claimed invalidity Whacher' arguments against his variety of 'trace theory' are conection. It is true that one cannot say that a theory

和家isformations leave traces in all grammars, since neither allows parochial variation in the matter of whether traces are left by movements. Butigiven that traces are left by some rules, there is a real difference in what ${ }^{\text {phen }}$ phena can be readily described by rules that mention traces in theit structural descriptions.

The generalization that an auxiliary followed at one stage by a constituent which is later moved or deleted cannot undergo a certain phonological rule $P$ (which is reminiscent of what seems to be going on in "English contraction, though it is not a fully accurate description) seemed -essentially uncapturable in the unvarnished standard theory. But once the relevant locations in the surface tree are identifiable by a marker of any sort that consiste of syntactically or phonologically mentionable material,
the statement of such rules is straightforward, even if the resulting statements are not notably explanatory. And the way is open for a somewhat more explanatory formulation to be developed along similar lines (see Selkirk 1972) Notice that it is not the case that Chomsky has in practice eschewed language-particular rules that mention traces. One may be seen in Chomsky and Lasnik (1977, 478, example 154), for example. Nor have others overlooked this possibilty; see e.g. Sag (1978).

The other celebrated problem in English for the PSCP is the formulation of the syntactic environment for the English Nuclear Stress Rule (NSR). Bresnan's (l971) analysis crucially involves a rule of stress assignment applying to representations that are (in some cases) present only during the syntactic cycle on a given clause, so it can hardly be claimed to be compatible with the PSCP. However, it seems to us that, for a number of reasons, $B$ 's account must be rejected anyway.

To begin.with, we think that there is a fundamental confusion inherent In the remarks about 'normal stress' that permeate Bresnan's paper. Recall that the NSR places a heavy accent on the final primary word-stress in the sentence. Bresnan claims:

This is', in general, the 'normal' intionation fór an English sentence. There are, however, well-known classes of exceptions to this pattern. Final anaphoric pronouns do not normally receive primary stress:

1
(2) Helen teaches it.
*Helen teaches it.
('Normally' means 'excluiing emphatic or contrastive stress'.) Nor do final indefinite pronouns normally receive primary stress:

1
(3) The boy bought some. ?

1
*The boy bought some.
Other anaphoric items, even when grammatically definite, receive no l-stress:
(4) John knows a woman who excels at karate, 1 and he avoids the woman.

In what follows $I$ will assume that, by some means or other, anaphoric and indefinite elements are not assigned primary stress, and generally $I$ will ignore the stressing of items which are not relevant to the point at issue.

The confusion we are pointing to is to think, that there could be some means' by which anaphoric constituents could be identified and exempted from the operation of a stress rule. Lakoff (1972, 291) is quite right to point out that 'Anaphora... is not a lexical property.. It is a syntacticsemantic phenomenon which can, and musi; be specified independently of lexical idiosyncracies.' To see the difficulty, considei (1).
(1) Lord Threshingham has been singularly careless in his liaisons with servant-girls. What can we do about the bastard?

There is no way a stress rule could determine on the basis of the syntactic or semantic structure of the second sentence in ( 1 ) whether the bastard was anaphoric. We obtoin a well-formed sentence whether we place heavy accent on bastard or on do (to mention only two possibilities). If bastard is. accented heavily, the utteratise will be interpreted by the hearer to . suggest that the bastard refers bome entity not referred to in the earlier part of the sentence: an ly legitimate son (presumably of Lord Threshingham's), to be precise. Or it can convey extraordinary exasperation with Lord Threshingham, in which dase the bastard refers to ford Threshingham. If bastard is not heavily accented, the bastard would be interpreted by the hearer to be anaphoric $1 . e$. to refer to an entity already, introduced into the discourse. This could be an illegitimate son if one had been mentioned earlier in the didcourse, or it could be Lord Threshingham, or anyone else recently mentioned and still sitent. There is no finite limit on what we might need to know about ${ }^{\prime}$ : irse of which (1) is assumed to be part in order for uk i w in to psedict whether the phrase the bastard should be read weth low stress or not: , Such uec is are difficult enough that experfenced actors of ten fail to see enough of the structure in their script, and read a line with a stress pattern that cannot possiby be correct given the full context.)

Bresnan's approach is essentially to identify a kernel class of sentences in which the stress is 'normal' and for which the rules of grammar to determine it operate without special circumstances obscuring them. We regard this approach as completely mistaken in principle.

But there are empirical difficulties with the rule system she advocates as well. Consider the following examples.
(2) a. I've already GIVen it to him.
b. 非've already given it To him.
(3) a. You've already given it to WHOM?
 c. \#\#You've already GIVen to whom?
(4) a. Who have you GIVen it to?
b. Who have you given it To?
c. Who have you GIVen to?

The capitalization indicates stress. Example (2a) is quite natural, while (2b), with a stressed preposition, is unnatural. In (3a) the only natural stress is on the wh-pronoun whom, the other possibilities in (3b) and (3c)

$$
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$$

being extremely unnatural. From a source like the, natural (2a), her analysis predicts that under wh-movement we would get the stress pattern seen in (4a). This is well and good. But it also predicts that the pattern in (4b) will have the same unacceptability as the completely. unnatural ( 3 b ), and that the pattern in ( $4 c$ ) will have the same unacceptability as the completely unnatural (3c), and both predictions are quite incorrect. The hypothesis that stress patterns arepreserved through transformational derivations is not supported by such cases.

Let us now turn to the cases on which Bresnan originally based her hypothesis about the ordering of the NSR, namely the cases discussed by Newman (1946), and analogous examples. The typical contrast is one like (5).
(5) a. George has plans to LEAVE.
b. Gedrge has PLANS to leave.

Newman noted that where the stressis as indicated, the verb leave is read as intransitive (i.e. as 'depart') in (5a), but as trän'sitive (i.e. as 'deposit, drop off, abandon') in (5b). We shall refer to this as the Newman effect. Bresnan's explanation for it is, in essence, that stress is placed on the final constituent of the $V P$ in both (5a) and (,$~ \nu$ ), but in (5b) the stressed constituent is a .....phrase (the object of leave) that is : moved and then deleted by the rule that derives infinitival relative clauses.
-
An important example of a generalization missed by Bresnan (but' pointed out to us by Ivan Sag) is that the Newman effect operates in (7) as well as (6):
(6) Stacy has a proPOSal to incorporate.
(7) Stacy has a proPOSal to be incorporated.

Both imply that a proposal will be incorporated into something. But if inCORporate ( $d$ ) bears the sentence accent, the meaning changes (Stacy pitoposes to become a corporation):
(8) Stacy has a proposal to inCORporate.
(9) Stacy has a proposal to be iNCORporated.

For (6), Bresnan's theory postulates a postverbal NP in cyclic structure that absorbs;nuclear stress. But the passive analog (7) is treated in a completely different way (see Bresnan 1972:328-9, essentially acceding to the point made by Berman and Szamosi 1972:307). Hence Bresnan's account does not seem optimal (a welcome conclusion for bresnan, who now advocates a theory with no syntactic cycle; cf. Bresnan 1982). It is encouraging that accounts are now being advanced--see in particular Culicover and Rochemont (1983)--in which sentence stress is not predicted directly from syntactic structure.

## 2. The Principle of Phonology-Free Syntax

Whether the PPFS is implicit in standard $T G$ is a matter that depends on the rather confusing question of haw exactly lexical thertion is supposed to operate in TG. It is'probably assumed by many linguists that the PPFS is entailed by the definition of transformational rules, since transformations are assumed to be able to refer only to categories (like NP or $V$ ) and formatives (like you in Imperative Subject Deletion or there in There-Insertion), but not to details of the internal phonological composition of formatives.

The matter is obscured by an error in Chomsky (1965). The ler th insertion algorithm Chomsky gives (1965, 84) reads as folle s:

If $Q$ is a complex symbo "of preterminal string and ( $\underline{D}, \underline{C}$ ) is a lexical entry, where $\underline{C}$ is not distinct from $Q$, then $Q$ can be replaced by D.

This formulation substitutes phonological matrices for complexes of syntactic and semantic features at deep structure, with the result that transformations have access to the phonological shape of formatives but not access to syntactic, features or even categories (and the semantic component has no access to semantic properties of lexical items). This is apparently a mistake, as was pointed out by both Brekle and Luelsdorff ( 1975,376 ) and Hudson (1976, 90). As Hudson observes, we can safely assume that the way the standard theory is. supposed to work is that the phonological shape $D$ is appended to the syntactic/semantic feature complex $C$, and that although phonological shapes of formatives are henceforth present in syntactic representations, they are rendered inaccessible to the operations of transformation's, which are permitted to analyze only the syntactic information contained dft the complex symbols that label the nodes.
$\omega$
Hudson (1976) argues quite sensibly that a modification should be introduced that has only syntactic and semantici information inserted at deep structure, phonological and morphologeal details being added at surface structure. This might seem to be sailing dangerously close to the generative semantic wind, in that it makes lexical decomposition in the syntax much easier to handle. But later we find Chomsky and Lasnik (1977) proposing 'lexical insertion at surface structure' anyway, so Hudson's idea cannot have been totally heretical even from Chomsky's standpoint. Provided something like Hudson's revision is adopted, or that transformational rules are simply blinkered by stipulation to make phonological representations invisible to them, the PPFS will be entailed by standard TG.

While it would be possible, through only slight tampering with standard TG, to permit transformations to inspect details of phonofogical representations attached to nodes (and thus to formúlate, e.g., a rule to front phrases that begin with a bilabial stop), the definition of pS rules excludes such a possibility. A PS rule of the form $A->\cdot$, where $A$ is a syntactic category label and $W$ is a string of terminals and/or nonterminals, can pick out an individual formative that happens to begin with a. bilabial stop and stipulate that it be the first element of W , but it cannot quantify over the entire stock of such formatives. If a terminal is
mentioned first in $W$, only that item will be picked up, while if a nonterminal is mentioned,' all members of that category will be picked up regardless of their phonological composition. Even a list of rules that included one for each.lexical item beginning with a bilabial stop would not achieve the effect of fronting ${ }^{\prime} 11$ [p]-initial and [b]-initial constituents once we consider the fact that the lexicon is in effect open (e.g. there is no ifmit to the number of possible proper names beginning with [b] $\lambda$. The list approach would not embody the claim that all newly coined names beginning with.[b] would also determine fronting. And the various schemata and other devices for capturing syntactic generalizations in GPSG merely. have the effect of stating sets of ordinary PS rules more compactly. They do not alter the character of the operations that can be performed by PS rules.

However, there is a possibility inherent in $T G$ that is inherent in exactly the same way in GPSG. Given the availability of syntactic features. and the possibility of lexical redundancy rules (LRR's) being conditioned by phonological properties, there would be legal analyses capable of obtaining the result that all phrases beginning with Bilabial stops appear together (as a, group) at the beginning of their clauses. A simple statement of such an analysis can be devised using the ID/LP format of Gazdar and Pullum (1981).

We first state an LRR to assign a feature [ $+F$ ] to all and only those lexical items that begin with a bilabial stop. It is not too hard to develop an explicit statement of the LRR. Let FORM be a function of one argument, that applies to a lexical item and returns its phonological 'represenfation (a string of feature matrices). Let NO्qDISTINCT be a function of two arguments (both quoted strings of feature matrices) that returns TRUE if its firgt argument. is nondistinct from its second argument in the usual sense: two feature matrices (not necessarily fully specified) are nondistinct if neither has a value" $V$ for a feature where the other has a different value $V_{2}$ for that, feature. tet VALUE be a function of two arguments returning the value that its first argument (an item) has for its second argument (a feature): The LRR could then be stated as follows:

$$
\begin{aligned}
& \therefore(\text { NONDISTINCT("[+anterioŕ, -coronal, -continuant][...]*", FORM(@)) }= \\
& \text { TRUE) }\langle-\rightarrow\rangle(\operatorname{VALUE}(@, F)=+)
\end{aligned}
$$

Second, we state a feature-percolation convention that requires the feature $[+F]$ to be present on any node that has a $[+F]$ daughter constituent. The feature $[+F]$ will then percolate from a lexical. Item with this featurerall the way up to the root node. Third, we assume an LP statemention the grammar that says "@[+F] < $\$[-F]^{\prime \prime}$, where @ and $\$$ are universally quantified variables, ranging over the nonterminal vocabulary. Regardless of what ID rules we have for stating what constituents can appear in $S$, the only linearizations that the $L P$ statement just mentioned will admitare those that put [ +F$]$ constituents ${ }^{2}$ leftmost.

We are therefore able to construct, even in phrase structure terms, an analysis that positions a constituent syntactically according to whether its finitial lexical item begins with a bilabial stop or not-a paradigm case of a PPFS violation. And clearly we could construct such an analysis within $T G$ as well, even within a version of $T G$ that was set up to deny
ations access to phonological form; an obligatory fronting [ +F ]. Two questions arise: whether we should forbid such analyses, and whether we can.

We take the position that an analysis along the lines just sketched should indeed be excluded. We shali argue that inguistic theory should not permit any LRR to predict a sýntactic property on the basis of a phonological one. However, this raises the second question: Is such a restriction too strong? Are there any sets of facts that clearly and uncontroversially call for analysis in terms of an LRR of the type we plan to prohibit?

Although many cases from different languages could be discussed in this connection, we shall again take just a familiar case from English: inflectional versus periphrastic degree marking in adjectives. There is a traditionally recognized and apparently phonology-related generalization. distinguishing the adjectives like nice, which accept the -er and -est. suffixes (nicer, nicest), and those like gorgeous, which do not (*gorgeouser, *gorgeousest) and, therefore have to take the periphrastic comparative and superlative markërs. (more gorgeous, most gorgeous). To put it very roughly, the adjecatives in the former class are shorter and those in the latter classoare longer, and leng'th ofl words is assessed in terms of phonological rather than syntactic units. Here is the account of the generalization offered in slightly more precise terms by Jespersen (1933, 222).

Comparatives in -er and superlatives in -est are formed freely from monosyllables and from words of two syllables ending in a vocalic. spind (e.g. pretty, narrow, clever) or in a syllabic $1 \ldots$.., or else having the stress on the lastysyllable (polite, severe)...But with all longer words, especially if efiding in a hard group of consonants, these endings are avoided, and comparison is effected by means of preposed more and most...

Not only does this (slightly abridged) summary make it took as if phonological considerations are playing a role in the syntax of comparatives and superlatives, the facts have actually been cited as evidence that a theory that allows for some flexibility in the matter of syntax-phonology relations is ipso facto favored over more stringent alternative theoriés. Huddleston ( 1973,353 ) criticizes stratificational grammar for being too restrictive in this domain:
...in English we shall need to distinguish in the lexotactics and/or morphotactics between adjectives like tall which take the comparative: suffix -er, and those like beautiful which take more: within the SG: framework the classes are entirely arbitrary at these grammatical strata, for the theory does not allow any references to phonological syilable structure at this point. Examples of this sort seem to me to present quite compelling evidence against the stratificational hypothesis:- the theory is based on an assumption of a much greater independence of semantic, grammatical (ox syntactic) and phonologkcal phenomena than can be empirically justified.

We disagree with Huddleston. We belleve that the rigidity of stratificational grammar on this point ought to count in its favor, and likewise for other framewprgs that do not countenance the statement of correlations in the phonology-to-syntax direction. We will argue that the traditional phonological generalization does not hold up under scrutiny. There will be some variation between individual speakers in the data we cite, but we. belleve it is straightforward to show for any idiolect of Enlgish that purely phonological conditioning is not operative.

First, it is not true that monosyllabicity is a sufficient condition for inflectability-in adjectives. We find the following examples all ungrammatical:


Second, it is not of course true that monosyllabicity is a necessáry condition for inflectability. We find hundreds of forms such as those in (11).


Sweet (1891: 326-327) suggests a number of generalizations governing which adjectives inflect and which do not, but they are not watertight. The problem is that for each of the subclasses he refers to we can find both members that inflect and members that do not. Some examples follow.
(12) Words ending in $\mathrm{C}_{0} \mathrm{~V}$ (r)

| Inflectable: | bitter | bitterer | bitterest |
| :---: | :---: | :--- | :--- |
| $\mu$ | tender | tenderer | tenderest |
|  | slender | slenderer | slenderest |


*eagerest
*properést

Words ending in $V: C_{0}^{1}$ :


Even when we move to trisyllabic adjectives, we cannot say that inflection becomes impossible. Many trisyilabic adjectives with the negative prefix un- take adjectival inflection; but again, there are others that do not:


Thus the division of adjectives into inflecting and periphrastic subcate-. gories turns out to be a matter of arbitrary lexical conditioning. The tendency for one subcategory to contain shorter stems than the other is explicable historically and is not grammatically relevant.

We have found that this sort of situation is typical of the various putative phonologically constrained LRR's that have been suggested for English or other languages. We are therefore inclined to think that LLR's of the form " $\varphi \supset \psi "$, where $\varphi$ involves a phonological or phonetic predicate and $\psi$ a syntactic one, should be disallowed in principle. This would mean that descriptions of, languages with (for example) a productive preposing of phrases beginning with [p] or [b] would be completily excluded if grammars were phrase structure grammars. We.think this is the right result.

## 3. Conclusion

Our conclusion from this brief review of two familiar descriptive problems in English is that monostratal syntactic theory like GPSG might well be formalized in such a way that it entailed both the PSCP and PPFS fn their strongest forms, and that on presently available evidence othis must be regarded as a point in favor of such theories. It should go without saying, however, that there is a large amount of work to be done in developing adequate GPSG analyses of the kifhd of phenomena at the syntaxphonology interface that have been held to provide evidence for the
negesisity of weakening one or the other of these constraints. Our position is that there are prospects for success in this work, not that the work has already been done:

## References

Berman, Arlene and Mich̆ zamosi. (1972). Observations on sentential stress. Language 4041.304-25.

Brekle, Herbert E. and Philip A. Luelsdorff. (1975). : Review of Noam Chomsky, Studies on semantics in generative grammar (1972). Foundatians of Language 12.367-82.
 Language 47.2. 257-8 L, \%
 $48.2326-42 \because 2 \pi{ }^{2}$
 relations

Chomsky, Noam. 9565 . Agnetis of the theory of syntax. Cambridge, Mass.: "MIT. Pres.

Chomsky, Nơam. (1975). Reglections on Language. New York: Pantheon.


Culfcover, Peter for Míphaíl Rochemont. (1983). Stress and focus in - English. Language 59:1.123-65.

Gazdar, Gerald and Geoffrey K. Pullum. (1981). Subcategorization, constituent orger and the notion "head". In Michael Moortgat, Harry van der Hulsty and Teun Hoekstra (eds.), The scope of lexical rules, 107-23. Doredfecht: Foris.

Huddleston, Rodney D. (197.3). Review of David G. Lockwood, Introduction to stratificationaf grammar (1972). Journal of Linguistics 9.2.349-56. Hudson, Richard A. (1976). Regularities in thé lexicon. Lingua 40.115-30.

Jespérseri, ottó. (1933). Essentials of English grammar. London: Allen and Unwin.

King, Harold V. (1970). On Ulocking the rukes for contraction in English.Linguistic Inquiry 1.1.134.-6.

Lakoff, George. (1970). Global rules. Language 46.3.627-39.

4-116-
Sag, Ivan A. (1978). Floated quantiffers, adverbs, and extraction sites. Lingulete tnquiry 9.146-50.

- Selkirk Hisabetho. (1972). The phrase phonology of English and French. Doctoral Ulissertation, MIT.
+:
Sweet, Henry. (1891). A new English grammar: Logical and historical. Part 1. Oxford: Oxford Univ. Press.

Sweet, Henry. (1908). The sounds of English: An introduction to phonetics. Oxford: Clarendon Press.
Zwicky, Arnold Ma (1969). Phonological constraints in syntactic descriptions. Papers in Iinguistice 1.3.411-63.

Zwicky, Arnold M. (1970). Auxiliary reduction in English. Linguistic Enquiry 1.3.323-36.

# "Reduced Wor'ds" in Highly Modular Theories: Yiddish Anarthrous Locatives Reexamined 

Arnold M. Zwicky

For Beatrice Lincoff $\mathrm{Ha}, 11$, olehashblem.

1. An Embarrassment of Theoretic Riches

### 1.1. Reduced/Weak vs. Full/Strong

- In most currently avallable theoretical frameworks there are several possible analyses for "reduced", or "weak", forms paired with "full", or "strong", forms, A reduced form might turn out to be any one of the following:
--an inflectional affix, only historically related to the full form. This is certainly the case for the English derivational suffix -ly, which. has only a historical relationship to the full word like. A less obvious example is the English contracted negator n't, which 2 wicky and Pullum (1983) argue is an inflectional suffix in modern English, though it is indubitably related historically to the full negator not.
--a clitic with a special distribution, distinct from that of the corresponding full form (a "special clitic", in the version of the terminology of Zwicky (1977), that I will use here): This is the case for a set of Serbo-Croatian weak forms including the dative personal pronouns mu ( 3 sg , masc./neut.) and im ( 3 pl . $\mathrm{l}_{\mathrm{a}}$ the corresponding full forms are njemu and njima, respectively (Browne 1974, 38): Serbo-Čroatian weak forms occur as clitics in "second position", which can be either after the first accented word in a clause or lafter the first accentled constituent (Browne, 41). Full forms occur everywhere else (usually indicating emphasis or contrast) --includiag in isolation: "Njemu? 'To him', Njima? "to them?'.
clitic that merely attaches to a word adjacent the corresponding full form (a "simple clitic" in my current terminology). The English auxiliaíy clitics 's;' 'd, and so on are simple clitịcs, attached phonologically to the word preceding them and serving as reduced forms of the full words is/has, had/would, and so on.
-an allomorph distributed (in part) according to syntactic confext, without negessarily attaching phonologically to a neighboring word. Into this category of phenomena fall examples of "external sandhi". involving phonological reduction, for instance the reduction of the English preposition to to [ta] when it is in construction with a following NP (as in to pittsburgh), but not when it is stranded (as in Where to?).
-1.2. Phonological Relationships
Moreover, the phonological relationship between a full and rēduced fan can be expressed by rules of several different sorts, at least the
following:
-a morpholexical rule, or "rule of allomorphy", distributing allomorphs according to morphosyntactic (and perhaps also, phonological) context. Such rules account for suppletive apd portmanteau variants, and for other cases in which the appropilate analytic move is simply to assign several morphophonemic representations to some (abstractly specified) morpheme or sequence of morphemes. Kaisse (1983) proposes that thealternants /Fizz/ and / z/ for has, /wUd/and/d/for would, and so on are distributed by such rules: / $/ \mathrm{l} / \mathrm{is}$, the alternant of KHAVE, PRES, 3PER, SG> appearing when this formative is a clitic, /haz/ the
.alternant appearing elsewhere; /d/ is the alternant of <HILL, PAST> appearing when this formative is a clitic, /wUd/ the alternant appearing elsewhere.
--a nonautomatic morphophonemic rule, deriving morphophonemic representations from morphophonemic fepresentations. Such rulet are subject to morphosyntactic conditions, and their effect is to alter phonological segments, rather than to "expfess." morphosyntactic entities. The rule of Sanskrit sandhi that says that the two words (and only the two words) "sas 'he' and essas 'this man' drop s before any consonant' (Emeneau 1958, 6) is such a rule.
--an automatic phonological rule, deriving phonological representations from phonological representations, in phonological contexts. the (variable) rules in English deleting word-initial [h] añd reducing [ $\mathfrak{R}$ ] and other vowels to [ $\partial$ ], in words not bearing phrasal accent, exemplify this type of rule. Note that one effect of these particular rules is to supply [had], [ad], and [ad] as variants of [hXd].


### 1.3. Highly Modular Theories

This descriptive embarras de richesse is to be expected in "highly modular" theories, those positing a number of grammatically significant modules, components, or strata. The problem in such theories is that any particular array of facts, including those concerning the distribution of full vs. reduced words, will initially appear to permit a large number of analyses, involving different assignments of rules to components.

However, in highly modular theories it is usually possible to argue for one analysis over others by appealing (a) to general characteristics of the various types of rules, and (b) to the possible interactions between rules of different types. A theoreticai framework of interest makes a number of specific claims about characteristics of rules and about rule interacitions, and in consequence it permits certain analyses and excludes others.

In what follows I will explore what happens if we try to adhere to the predictions of one highly modular theory, namely the "Interface Model" outlined by Zwicky (1982). Five components in this theory will be relevant to my discussion of Yiddish: a component of syntax, specifying the surface consitiuent structures of a language; a cliticization component, in which special clitics are positioned and in which clitics, simple and special, are attached to adjacent words (I will assume that the method of attachment is Chomsky-adjunction), to form "phonological words"; a set of
morpholexical rules; a set of nonautomatic morphophonemic rules; and a set of automatic phonological rules, these last three types of rules as characterized briefly above.

As for interactional possibilities, I will make the simplest possible assumption about these five components, namely that the rules in one. component apply, as a set, before the rules in the next component in the list. A major result of this linear ordering fautonomous components is that the applicability of rules in one comporynt of the grammar can affect the applicability of rules in a later componentinthe list, by feeding or bleeding, but cannot affect the applicability of any rules in an earlier component in the list.

## 2. The Yiddish Facts

Among the locative expressions of Yiddish are some lacking an overt expression of a definite article, though they are understood definitely. The phrase in gloz 'in the glass' is a typical example. The noun gloz in this expression is understood definitely, and can even be anaphoric. Such anarthrous ('article-less') locatives are therefore not parallel to the anarthrous locative idioms of English (at school) and German (zu Hause 'at home'), the nouns of which carnot be anaphoric. A closer comparison is to German locative expressions with a contracted definite article, such as zum Bahnhof 'to the [railway] station' (though the comparison here is not perfect; see section 4 below).
. I will view the Yiddish anarthrous locatives simply as extreme cases of reduction, to zero. The question is what sort of rule, or what sorts of rules, should be responsible for this reduction of a definite article ultimately to zero.

My presentation of the facts about locative expressions in Yiddish will follow Hall and Hall (1970; hereafter HH), a description of "the contemporary standard langyage" ( $\mathrm{HH}, 49$ ), though based on the judgments of one speaker, Beatrice Hall's mother, Fannie Lincoff.

First some background about the morphosyntactic categories of Yiddish. Yiddish has the same four cases, three genders, and two, numbers as German. We are concerned here only with the dative case, since all prepositions govern this case. : In the dative, the relevant gender distinctions are masculine/neuter; or MN, and feminine, or F. The dative articles are
(1) dem MN Sg ; der FSg ; di Pl

No. gender distinctions are expressed in the plural. In and case, the .plural article di is not subject to reduction to zero; we will be concerned only with reductions of dem and der.

In addition to gender, two other factors are relevant for article/zero alternations. The first offthese is the phonological shape of the locative preposition with which the article is in construction; we need to distingaish the prepositions ending in nasals, in particular $n$, from those ending in some other consonant and from those ending in a vowel:
(2) a. in 'in'; fun 'from'; lebn 'near'
b. $\overline{a f}$ 'on'; unter 'under'
c. $\overline{b / y}$ 'near, at'; \&u 'to'

The other relevant factor has to do with the composition of the nominal expression following the definite article. What counts is whether thisnominal consists of just a noun, without any'modifiers, or whether there are modifying expressions in it:
(3) a. Unmodified: almer 'cupboard'; gas 'street'
b. Modified: [ingm] groys m feld ${ }^{\text {[in }}$ the] big field';
[inam] feld voz iz grin '[in the] fleld that is green';
[ [ $\frac{\text { nom }}{\text { park }}$ feld lebn park '[in the] field near the
The full range of facts can now be illustrated, first for unmodified nouns (in (4)), and, then for modified nouns, (in (5)).. Within each set I give, first, expressions involving MN nouns like almer, feld, park, bet 'bed', hoyz 'house', and ekgas 'corner'; and then expressions involving $F$ nouns 1 ike gas, tir 'door', Xtot 'city', Yul 'school', and hant 'hand'. Within one gender, i first give cases with n-final prepositions, then cases involving prepositions ending in other consonants, then cases involving prepositions ending in vowels
(4)
a. i. in almer, in feld, fun bet, lebn park
ii. afn almer ( $=$ af dem almer)
iii. Daym hoyz ( $=$ bay dem hoyz )
b. i: in gas, lebn tir, fun 豸tot, in gul

1i. $\overline{a f} \frac{\text { der gas; unter der hant }}{\text { der }}$
1ii. Eu der
(5)
a. 1. inam grinam feld, inam feld lebn park
ii. afn grinam feld
iii. brym groysn bet
b. i. in der $\frac{Y_{u l}}{\text { afn }}$ ekgas
11. $\overline{\mathrm{af}} \frac{\mathrm{der}}{\mathrm{gas}}$ lebn 8ul

1i1. bay der Yul in stot
In (4) the article dem appears as zera, $n$, and $m$, while the article der alternates between zero (after n-final prepositions) and its full form (otherwise). In (5) dem appears as 2 m , $\mathfrak{n}$, and $\underline{m}$, while der maintains its full form throughout. In tabular form:


## 3. The HH Analysis

The analysis suggested by $H H$ has a core of four rules, preceded by a Rule A that marks objects of prepositions with the dative case, and followed by syntactic rules affecting relative clauses. Their Rules B through $E$ are reformulated below; note that the rules are supposed to apply in the order given.
B. i. dem is realized as mafter a [-cions] segment, as $2 n$ otherwtse;
11. der is realized as on after a [tnas] segment, if the article is followed by an $N P-f i n a l N$.
C. Reduced articles become clitic to a preceding preposition.
D. i. The clitic definite article $\partial n$ is realized as $2 m$ when it follows a [tmas] segment and precedes $N$ followed by $S$.

1i. Otherwise, it is reduced to n.
E. nn is reduced to $n$.

### 3.1 The HH Rules by Type

Let me simply suppose that these rules achieve their intended ends. Now consider how to classify each rule according to the scheme in section 1.3 above, in which a rule is syntactic, cifticizing, morpholexical, nonautomatic morphophonemic, or automatic phonological.
--Rule B distributes phonological forms for the dative definite articles according to their context. Since it is very difficult to see the realization of dem/der as $\mathrm{gn}_{\mathrm{n}}$ as a phonological operation, Rule $B$ seems fairly'clearly to be a morpholexical rule.
-Rule $C$ is a cliticization rule.
--Rulé $D$ has the effect of replacing a clitic definite article $\frac{\partial n}{}$ by白, in a context that is partly phonological, partly syntactic; and of deleting, the $\boldsymbol{\partial}$ of this, $\partial \mathrm{n}$ in all remaining contexts. The rule therefore effects phonological operations, but not automatic ones. It is a nonautomatic morphophonemic rule.
--Rule $E$, a degemination, is clearly an automatic phonological rule.

### 3.2 Ordering Probblems in the HH Analysis

I now observe that at least four aspects of this analysis run counter to the component interaction assumptions outlined in section $1.3 . \ldots$

First, Rule $B$, a morpholexical rule, is ordered before'Rule $C, a$ cliticization rule. $H H$ require this ordering to get $B$ to feed $C ; \cdots$ reduces
articles, and C applies only to reduced articles. But the scheme in section 1.3 requires that cliticizations precede morpholexical rules.

Second, Rule C, a cliticization rule, is ordered before the relative clause rules of Yiddish. This is a consequence of two other ordering assumptions, Rule C ordered before Rule D (cliticization before morphophonemics, just as the Interface Model would require) and Rule D ordered before the relative clause rules (which $I$ will examine in the next paragraph). The ordering of Cbefore D is needed in HH's treatment because D applies only to clitic an; C creates the structure to which D appliés. In any event, the ordering of $C$ before the relative clause rules is the opposite of the ordering required by the scheme in section 1.3 .

Third, Rule $D$, a nonautomatic morphophonemic rule, is ordered before the relative clause rules. HH require this ordering because "modified noun" figures in the context of Rule $D$ and they pick out modified nouns by looking for a noun followed by a clause. If the relative clause rules applied first, they would transform the single $\mathbb{N}+S$ structure into three alternatives, $N+S$ (feld voz iz grin), NPP (feld afn eckgas), and $A+N$ (grinzm feld); then modified nouns could be picked out, it seems, only by an unrevealing disjunction of contexts. But the scheme in section 1.3 requires that syntactic rules, such as those affecting relative clauses, precede phonological rules of any sort, including nonautomatic morphophonemic rules.

Fourth, the appearance of an "unmodified $\mathrm{N}^{\prime \prime}$ condition in Rule Bii means that Rule B, a morpholexical rule, must also be ordered before the rules affecting relative clauses, which are syatactic. But the scheme in section 1.3 requries that syntactic rules precede morpholexical rules.

### 3.3 Sources of Problems

The HH analysis of Yiddish anarthrous locatives was formulated about 15 years ago, when issues of modularity were not as prominent as they are today--indeed, when Generative Semantics, with its assumption that no potential interaction between rules of differen't types was to be ruled out in principle, was gaining currency. The Halls saw quite clearly (56-7) that their analysis required that morphophonemic rules apply pre-cycilcally; what is not so clear is whether they viewed the "problem in rule. ordering" (hey referred to in their title as a blow to the foundations of grammatical theory (as $I$ would be inclined to see it today), or ars. motivation for adopting the "one giant homogeneous component" Generative Semantics view.

It would scarcely be fair to castigate the Halls for failing to be prescient about developments in grammatical theory. The problems listed $n$ the previous section must nevertheless be taken seriously now, in the context of the Interface Model and other highly modular theoretical frameworks. Two crucial, assumptions give rise to these problems.

The first crucial assumption is that unmodified and modified nouns should be distinguished from one another by reference to an early stage in transformational derivations.

But almost no tratidformational grammarian would now derive adjectives modifying nouns by reduction of predicative relative clauses, so that the HH proposal to identify "modified $N$ " as "N in construction with $S^{\prime \prime}$ would no. longer be available to most analysts. Fortunately; this is not the only way to generalize over nominals of the form $A+N$, $N+S$, and $N+P P$ as against nominals of the form $N$. Surface constituent structure can be referred to directiy to distinguish the two types of nominals, so long as Nom(inal) is a constituent, dominated by NP and dominating N. Given this relatively uncontroversial assumption about the constituent structures of Yiddish (and German and English), then "modified $N$ " is simply "N that is not the only daughter of Nom.".

The second crucial assumption is the dem and der should alternate with zero by virtue of a series of reductions, of the form: dem/der $\rightarrow 2 n \rightarrow n$ $\rightarrow \emptyset$. The weak link in this chain of reductions is the first.

This link is weak because the output at this stage, $\mathrm{gh}_{3}$, is not an actually occurring alternant of dem or der, but rather is an intermediate representation hypothesized as a source for both $\partial m$ and $n$. Note that a morpholexical rule is required at this initial point in. the chain; the question then is why the zero alternant (or an $n$ alternant that wald automatically be subject. to degemination) should not be directly derived by such a morpholexical rule. And if the zero or $n$ alternant is derived directly, then the nasty ordering of a morpholexical rule before a cliticization rule is no longer necessary.

HH (54) provide some defense for $\frac{2 n}{}$ as intermediate stage in the derivation of $\frac{\partial m}{}$ and $n$ : They cite a paraliel alternation in the form of adjective endings, an alternation in the masculine genitive/dative/accusative and neuter genitive/dative morph, which is reailzed as am after stems ending in a nasal and as $n$ otherwise. They hypothesize a nonoccurring form on as the basic representation, presumably by a kind of triangulation from the phonological shapes of the two actual alternants. But this analysis itself is quite shaky; $\underline{n}$ is clearly the "elsewhere" alternant and could easily be taken as the basic allomorph, with zm derived fromit by a morphophonemic rule. In any case, I can see no satisfactory way to collapse the alternation between $n$ and am in adjective forms with the similar alternation in reduced definite articles; the latter alternation is contingent on the modified/unmodified distinction, but the former is not. -

A moment's reflection on the forms in the table of section 2 should suggest that the zero alternant of dem after a prepositon ending in $n$ is surely the historical outcome of reduction, assimilation, and degemination, and that the extension of this zero alternant to the other dative definite article, der, was analogical. The HH analysis does not attempt to recapitulate all the steps in this historical development (Rule B, in particular; is not a direct reflection of a historical.chainge), but it does make some effort to break down the ultimate reduction to zero into steps. My suggestion is that there should be no special preference for stepwise reductions in morphophonology; and if such stepwise reductions would run counter to a
general component inferaction assumption, then they must be rejected, so, long as a palatable alternatite is available.

## 4. Alternative Analyses

As it turns out, there are several analisses, differing in a number of details, which are consistent with the Interface Model assumptions about component ordering. (To some extent, the choice among these alternatives depends upon further information about Yiddish morphology and syntax that i. da not have.)

In particular, it is possible to see the reduced and zero definite articies of Yiddish, not as clitics attached to a preceding preposition, but rather as inflectional affixes on that preposition. Though the corresponding contractions, or Verschmelzungsformen, of German, like the zum of zum Bahnhof, are usually assumed to be combinations of a preposition, here zu, and a weak or clitic form of a definite article, here $m$ corresponding to the full formem, it has been argued--by Hinrichs in this volume--that the Verschmelzungsformen are actually prepositions inflected for case and number (and of course definiteness).

The Germpand Yiddish facts are not entirely parallel; since the German P+Arfustractions lack an anaphoric use, whereas the corresponding forms in Yiddish can be used anaphorically, as i pointed out in section 2 above. It now turns out to be important whether the Yiddish reduced forms have deictic uses. The German contracted forms do not; as a result, the contractions are never obligatory, the full or uncontracted forms conveying deixis. The same is true of Yiddish (HH, fn. 3): An expression like af dem almer (with emphasis on dein) is grammatical on a deictic reading 'on THAT cupboard' and thus' contrasts with afn almer in the cupboard' It follows that whatéver rule creates "contracted forms" whether it is a. cliticization rule or a rule distributing morphosyntactic features realized as inflections, can be general and optional:

One analysis along these lines assumes that Yiddish singular definite articles cliticize, generally but optionally, to a preceding preposition, yielding two types of singular definite PP's in the language:



A set of morpholexical rules then "spell out" Art in P+Art combinations:
--the dative MN definite article is realized as jm when $P$ ends in a nasal and the following $N$ is modified;
--otherwise, it is realized, as $\underline{m}$ when $P$ ends iv a $\underset{s^{s}}{\text { row }}$
--otherwise, it is realized as n;
-- the dative $F$ definite article is realized as $n$ when $P$ ends in a nasal and the following $N$ is unmodified.

These rules yield P+Art combinations like intn and funtn, which will yield in and fun by the automatic phonological rule of degemination.
. I assume, finally, that a universal principle marks as ungrammatical any morphologital combination that receives no phondogical realization. As a consequence of this principle and the morpholexical rules listed above, the feminine definite article has a reduced form in only one context; following a $P$ ending in a nasal and preceding an unmodified $N$. Since clificization was optional, the full form der is available in all the other contexts.

This analysis is consistent with syntax before cliticization before morpholexical rules before phonology. The syntactic component provides the appropriate surface constituent structures, which are then (optionally) altered by cliticization rules, the outputs of which are the structures within which morpholexical rules assign allomorphs, the resulting strings of segments being subject to phonological rules. The analysis is roughly: is complex as the HH treatment--there seems to be a fair amount of irreducible synchronic arbitrariness here--but incorporates no "problem of rule ordering".

A number of details in this analysis might be improved upon, with the exercise of some ingenuity or the infusion of further relevant data or both. I do hope to have shown that a not implausible analysis is available that is consistent with highly modular theoretical frameworks like the Interface Model.

- Two final remarks. First, the Halls mention a further case in which the feminine definite article has a reduced form. They say that in "fast speech" der can reduce to $n$ when it follows a consonant-final preposition ( (like af) and precedes an unmodified noun; af der gas has the "fast speech" variant afrigas. Surely it is casual and not fast speech. that is relevant here; it is mind-boggling to imagine how speed of speech could reduce der to $n$ in the context of $f$. What we are dealing with here is an extension, in Informal style, of the morpholexical rule for clitic der: The rule is extended to provide the $\mathbb{I}$ allomorph, not only after nasal-fimprepositions, but after consonañt-final prepositions in general.

Second, although I do not have the space to pursue the matter here, I should point out that the references to "unmodified" and, "modified" N have survived the translation from the HH analysis to mine. I believe that the modified/unmodified distinction is one of the constraining or conditioning factors that linguistic theory must make available in morphophonology, and I expect that the need for this distinction could be supported by examples from many languages other than Yiddish. It is especially notable that this distinction can be defined on the basis of surface constitưent structure, so that it is available even in nontransformational theories of syntax; in fact, the distinction can be defined on the basis of individual branchings
within surface constituent stryctures, so that it is available even in pure phiase-structure approaches to syntax.
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## 0. Introduction

It is a well-known fact that in Modern German certain forms of the indefinite article, such as ein and eine, as'well as certain forms of the definite article, such as der, das, dem, and den, çan attach to preceding prepositions. As the examples in (1)-(4) show, combinations of prepositions and attached articles contrast with combinations of prepositions and unattached articleg
(1) a. FUr 'ne Mark kannst Du 30 Sekunden telefonieren. 'For one mark you can call for 30 seconds.'
(2) a. FUr'n Groschen kann man nicht mehr viel kaufen. 'For one Groschen one can't buy much any more.'
b. FUr einen Groschen kann man nicht mehr viel kaufen.
a. Ich habe die Kette fUr'n Basar gemacht. 'I made the necklace for the fundraiser.'
b. Ich habe die Kette flir den Basar gemacht. $;$
(4) a. FUr's Mittagessen ist alles vorbereitet. 'Everything.has been prepared for lunch.'
b. FUr das Mittagessen ist alles vorbereitet.

In this paper I will mainly concentrate on the attachment of definite articles. However, the analysis of attached definite articles could easily be extended to indefinite articles as well because the two phenomena are strictly parallel in their morphological and syntactic behavior. Chart (5) shows that the attachment of definite articles is quite productive in the sense that it occurs in all cases that can be governed by prepositions and in that foccurs with virtually alol prepositions.
(5) Inventory of Preposition/Article Combinations (Case for Case)

| Cas | Attm | Masc. Sg. | Fem. | Ne | Plural |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Genitive | att. unatt. | statt's <br> statt des | statt'r <br> statt der | $\begin{aligned} & \text { statt's } \\ & \text { statt des } \end{aligned}$ | $\begin{aligned} & \text { statt'r } \\ & \text { statt der } \end{aligned}$ |
| Dative | att. unatt. | $\begin{aligned} & \text { vor'm } \\ & \text { vor dem } \end{aligned}$ | $\begin{aligned} & \text { vor'r } \\ & \text { vor der } \end{aligned}$ | $\begin{aligned} & \text { vor'm } \\ & \text { vor dem } \end{aligned}$ | $\begin{aligned} & \text { vor'n } \\ & \text { vor den } \end{aligned}$ |
| Accusas tive | att. unatt. | $\begin{aligned} & \text { gegen'n } \\ & \text { gegen den. } \end{aligned}$ | gegen die | gegenis gegen das | gegen dis |

One way of interpreting examples such as (1)-(5) is to regard the attachment of déterminers to preceding prepositions as the result of a phonological process. This view is taken in Schaub (1979), who identifies the attachment of de'terminer's to prepositions as á
"coarticulatory phenomenon" and who coins ther tern "Verschmelzungsform" to convey the idea that the article phonologically fuses together with a preceding preposition. Although Sehaut does not_provide any detailed phonological derivations, she might have a derivation as in (7) in mind for a string like (6).
(6) flir das Atto
(7) [fyr das awto] [fyr dos awto]

- [fyr as awto]
[fyr sawto]
However, there are at least four problems that such a purely phonological solution cannot account for. I will discuss these counterarguments against a phonological solution in the next section of this paper, before $I$ consider two morphological treatments for the problem at hand.

1. Four arguments against a phonologtcal treatment

The first counterargument against a phonological solution concerns the process of phonological weakening that buch an analysis presupposes. Not all of the intermediate stages of the derivation in (7) are possible pronunciations of (6) in casual speech. At least in my dialect, the stage which is marked by an astesisk in (7) is not a possible pronunciation for (6): However, if the pronunciation [fyr s whtol were in fact the outcome of a series of phonological weakenings ("lenitions"), such a gap in pronounceability would be highly unexpected, unless the intermediate form violated some phonotactic constraint in the language, which is not the case here.

Second, it turnis out that the Verschmelzungsform, i.e. the form which has the arificle attached to the preposition, is not just an optional variant of the preposition with a following unattached article; . instead, each form is restricted to certain uses of the definite article.

In German the definite article can be used in at least three different ways, as examples (8)-(10) \#ndicate.
(8) Als ich aus dem Fenster blickte, sah ich ein Auto vor dem Haus. Als ich nach einigen Minuten zurlickkehrte, war das Auto verschwunden.
'When I looked out of the window, $I$ saw a car in front of the house. When I came back a few minutes later, the car was gone.'
(9) Das Auto verschmutzt die Umwelt mehr als jedes andere Verkehrsmittel.
'Cars pollute the anvironment more than any other means of transportation.'
(10) Ich mठCḩ̧e den Pullơver, nicht diesen.
'I would like that sweater, not this one.'

(8) exemplifies what we might calf an anaphoric or referential use of the definite article. The use of the definite article in the noun phrase dis Auto establishes an anaphoric link between the referent of this NP and. the referent' the NP en Auto in the preceding sentence. In (9) the definite article is used in its generic sense. Dis Auto in (9) © does not refer to any particular car; rather it refers to cars as a "natural kind", to borrow the terminology of Carlson (1977). In (10) the definite article is used deistically. In its deictic use the
 other's.

After this necessary digression, we can analyse in more detail how the usage of the Versgexmelzungsform of a definite article differs symthematically from that of the unattached articles.


As the chart in (11) shows, the Verschmelzungsform and the unattached form of the definite article are semantically in complementary distribution. Thus, in a sentence like (12) the definite article der can be ; used deflacically, or it can be used anaphorically; if (12) is embedded in a discourse like (13).
(12.8), ste gent gene au der Schule.

She likes to go to this school.'
(13) Kafengeht chon in zweiten Tahr qum Heinrich-Heine-Gymnasium. Es geflyilt ihs dort gut. She geht gene mu der Schule.
'Karen has been going to the Heinrich-Heine-Gymnasium for two years. She likes it there. She enjoys going to that 'school-'

However, when the generic use of the definite article is if tended, ie. if the speaker wants to express the proposition that Karen likes to go to school, the use of the Verschmelzungsform is obligatory. In this - 縟 case, (12) is unacceptable; instead (14) has to be used.
(14) Karen geht gerne sur Schule.
'Karen likes to go to school.'
W he purely phonological account of the attachment of the definite article

- to preceding prepositions is at a loss to explain this systematic sementic/pragmaitic difference between attached and unattached forms. Even though the relationship between the semantic component and other componets of a grammar may not be completely understood at the present time, I know of no linguistic theory and of no example of a segmental phonological rule in any language that would lead to the claim that the applecation of a segmental phonological rule can cause a difference in meatming.

The third counterargument against a phonological analysis of the Verschmelzungsform concerns évidence. "ftom idioms." If the attachment of the definite article were merely a phgnomenon of coarticulation; as Schaub claims, we would expect the use of the Verschmelzungsform to be optional in all contexts. However, for most idioms this is not the case. Thus, we find patterns as ins (15)-(17).
(15) a. Wir machen éine Fahrit ins rivie.
'We are taking a trip to the countryside.'
b. *Wir machen eine Fahrt in das Grlane.
a. Wer im Glashaus sitzt, soll nicht mit Steinen werfen.
'People who live in glasshousesishouldn't throw stones.
b. *Wer in dem Grashaus sitzit, soll nicht mit Steinen werfen'.
a., Er traf ins Schwarze.
'He hit the bullseye. ${ }^{\text {i }}$
b. *Er tràf in das Schwarze.
(The (b) examples are, of course, not actually ungrammatical; they fust don't have the idiomatic meanings.)

Furthermore, the the use of the Verschmelzungsform is obligatory in certain syntactic constructions, and is prohibited in others. For the superlative construction of adjectives and adverbs the forms am (from an dem) and im (from in dem) must be used. Thus, (18a) and (19a)are ${ }^{\text {T }}$.

a. Gottlieb schwimmt am schriellsten. ${ }^{\prime}$
'Gottlieb is the fastest swimmer.'
b. *Gottlieb schwimmt an dem schnellstên.
a. Es styrt milch nicht im geringsten.
$\therefore$ 'It does not bother me', in the slightest.'
b. *Es st8rt mich nicht in dem geringsten.

On the other hand; for the inse of der, die; and das in relative clauses an attachiment to a preceding preposition is prohibited. Compare (20) and (21).
a. Das Haus, in dem Fritz wohnt, wird verkauft.
'The house in which Fritz lives is for sale.'
b. *Das Haus, im Fritz wohnt, wird verkauft.
(21) a. Das Konzert, flir das ich Karten gekauft habe, fllilt aus.
'The concert for which I bought tickets was cancelled.' b. *Das Konzert, flirs ich Karten gekauft habe, filllt aus.

Of course, one might claim that the morphemes der, die, and das are not to be considered as forms of the definite article when occurring in relative clauses, but rather as homophonous relative pronouns. Notice, however, that this countexproposal cannot salvage a phonological solution to the attachment of definite articles. If attachment were. phonologically productive, we wowld'expect it to extend to the homophonous relative pronouns as well: However, as (20) and (21) show, this is not the case.
2. Two morphological analyses and how tol decide between them

Now that I have ruled out the possibility of a phonological expla= nation for the attachment of the definite article to preceding prepositions, I will consider two alternative solutions that seem to be left open. $\therefore$ One approach would argue that the attachment of the article is an instance of cifticization. This view is taken in Zwicky (1982) and would amount. to treating the attachment of the article as originating in a readjustment rule that would convert structures like (22) into structures like (23).


'The readjustment rule would Chomsky-adjoin the determiner to the preposition; the determiner can then cliticize to the preposition. Since the cliticized version of the article occurs.in the same syntactic position as the unattached form of the article; the attachment of the definite article in German would be an example of what Zwicky (1977) calls "simple cliticization".
: The view that the attachment of the definite articles to preceding prepositions involves readjustment of syntactic structure and subsequent cliticization is consistent with all the counterarguments cited abquer against a phonological solution. It does not have to rely on a series of phonological weakenings, as Schaub's solution does. The'systematic difference between the semantic/pragmatic properties of the attached and the unattached forms of the article will come as no surprise because the cliticized and the non-ciliticized version must have separate listings in the lexicon, so that they can differ in meaning, say between a deictic and anaphoric reading on the one hand and a generic reading on the other hand. The only slight problem for the cliticization approach that arises from the data discussed so far involves the superlative construction. Recall that for the superlative construction of adjectives and adverbs the use of the forms. im and am is obligatory, whereas their unattached counterparts in dem and an dem are unacceptable. Since in all other cases the cliticization of the article seems to be optional, in the sense that both the non-cliticized and cliticized version are grammatical (albeit with certain systematic semanticidifferences), the superlative construction represents something of an exception. However, this construction involves only two prepositions in their dative singular forms. Therefore, it can plausibly be argued that these two prepositions have lexically marked forms for the superlative of
adjectives and adverbs, rather than deriving this construction by a combination of cliticization and readjustment.

Moreover, the cli,ticization approach seems to have the, advantage of being easily generalizable to the attachment of the definite article to material other than prepositions. It turns out that in casual speech the definite article can attach to anything preceding it, as long as the preceding materialois in the same clause;
(24) Er hat's neue Auto auf Raten gekauft.
'He has bought the new car on an instaliment ${ }^{\text {b }}$ pfan. ${ }^{\prime}$
(2-5) Er erreicht langsam's Rentenalter. 'He slowly reaches the age for retirement.'
(26). Er hat Maria'n teuren Pelzmantè gekauft. 'He bought Maria the expensive fur coat.'
(27) Sie brachte's Meerschweinchen ins Zimmer. 'She brought the guinea pig into the room.'
(28) 'Sie hat in Frankreich's grosse Gillck gefunden.
'She found true happiness in France.'
In (24) the definite article attaches to a preceding auxiliary, in (25) to an adverb, in (26) to a noun phrase, in (27) to a main verb, and in (28) to a prepositional phrase. In general, there seems to be no restrictioncon the type of preceding material the definite article can : attach to in German. This situation resembles that of the cliticization of is and are in English. The clitic forms's and 're attach to any preceding syntactic material in the same clause. If there is no preceding material, they will "by default" attach to the following material. This is also true of the definite article in German. Consider the examples in (29) and (30).
(29) 's Geschlft ist heute geschlossen.
'The store is closed today.'
(30) 'n neuen Mantel kann ich mir nicht leisten.
'I can't afford a new coat.'
If we adopt $Z_{\text {wicky's solution of treating the attachment of articles to }}$ prepositions as simple cliticization, then this attachment would be just one particular instance of a much more general rule of cliticizing articles to any preceding syntactic material.

However, upon closer inspection the attachment of articles to any preceding material and the combination of articles and prepositions turn out to be quite dissimilar. One aspect that distinguishes the two phenomena is their dependence on the rate of speech. The case of articles combining with prepositions is independent of the rate of speech, whereas the attachment of articles to preceding syntactic material is highly dependént on the rate of speech. Thus, if sentences (24)-(30) are uttered slowly, they simply, become unacceptable.

It is especially instructive to compare the two types of processes in their behavfor with respect to parenthetical remarks orfpauses.
(3i) a. Er ist jetzt schon zum, eh, eh, funften Mal zu splt gekommen. ${ }^{\text {'This is }}$ the eh, eh, fifth time that he has been late.'
b. *Er ist jetzt schon zu, éh,'eh, 'm funften Mal zu splt gekommen:
a. Sie wurde am, wenn ich mich nicht irre, 13. September geboren.
'She was born on, if I'm not mistaken, September 13th.!
b. *Sie wurde an, wenn ich mich nicht irre, 'm 13. September geboren.
(33)
a. Sie, trug, wenn ich mich recht erinnere, 's goldene Halsband.
'She was wearing, if $I$ remember correctly, the golden nëcklace.'
b. *Sile trug's, wenn ich mich recht erinnere, goldene Halsband.
a. Er hat, glaube ich, ' $n$ neuen Wagen zur Arbeit mitgenommen.
'He took, I think, the new'car to work.'
b. *Er hat'n, glaube ich, neuen Wagen zur Arbeit mitgenommen.

The preposition/article combinations in (31) and (32) are unaffected by parenthetical remarks and hesitation pauses in that they can occur immediately before such pauses, whereas the attachment of articles to preceding syntactic material is sensitive to such interruptions, as the grammaticality of (33a) and (34a) and the ungrammaticality of (33b) and (34b) show. If the article is separated from preceding material by a pause or parenthetical remark, then it $h$ uattach to the following material. Thus, it follows the "default ane", just as if there were no preceding material. at all.

As a result, the attachment of articles to preceding syntactic material and the combination of articles with prepositions are quite distinct processes :. To use the terminology of Kaisse (forthcoming), the former process is a fast speech rule, whereas the latker is a rule of connected speech.

So far, I hiave presented only negative evidencé, to the effect that the combinations between prepositions and articles cannot be considered just an instance of more productive cliticizatioy attachment of articles to any preceding material. I will now discuss some positive evidence that conclusively shows that the prepositions that combine with forms of the definite article have to considered inflected prepositions; rather than hosts of simple clitics. My argument presupposes an organization of grammar that has been suggested in recent work by Arnold Zwicky and Geoffrey Pullum. Pullum/Zwicky have argued that a grammar should be viewed as a system.with high modulatity. That is, a grammar will consist of a number of different components, which have distinct functions and are governed by distinct principles, which are ordered with respect to each other, and which are allowed only limited interaction with one another. Pullum/Zwicky adopt the traditional distinction between syntax and morphology, but argue that the morphological component of a grammar should be divided into at least three different
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submodules: word formation rules, allomorphy rules and morphophonemic rules. Moreover, Zwicky and Pullum assume that there is a component of readjustment and cliticization rules which intervenes between the syntactic and the morphological components. The rules of readjustment and cliticization have the function of readjusting syntäctic structure so that the readjusted structure can serve as input to the rules of morphology and phonology. Such a readjustment of syntactic structure is necessary because, as has often been observed, the syntactic structure of a sentence need not be identical to its prosodic structure. The sentence This is the cat that caught the rat that ate the cheese is the classical example cited in thiscontext. The pauses between prosodic. phrases do not coincide with the major breaks in syntactic constituent structure. Therefore, in certain cases the syntactic structure has to be modified before prosodic structure can be assigned. The readjustment and cliticization component serves exactly. this purpose. The cliticization of English pronominal objects and the reduction and cliticizaEion of English auxiliaries are typical examples of such cliticization rules.

As mentioned above, Zwicky (1982) claims that the attachment of Wefinite articles in German involves a readjustment and cliticization rule in very much the same fashion as auxiliary reduction in English. Sučh an analysis makes strong predictions about the location of this rule in the overall grammar. Since the components of the grammar are ordered in such a way that the rules of one component precede all rules of the following component, Zwicky's analysis predicts that the putative cliticization of definite articles in German should not affect the operation of any syntar rule. This prediction follows from the assumption that the syn.... tic component precedes the component of readjustment ar " Lciadion..

Therefore, under the view that all readjustment and cliticization rules follow all syntactic rules, as suggested by the syntax-morphology interface model of Pullum/Zwicky, we would expect no syntactic rule to affect the combinations of prepositions and definite articles, if these were true cases of simple cliticization. However, there is at least one syntactic rule that these article-preposition combinations are sensitive to, namely the rule of coordination. Consider the pattern in (35).
a. Vor'm und nach'm Essen 'before and after the meal'
b. Uber'm und unter'm Tisch
'above and underneath the table'
m und hinter'm Haus
front of and behind the house'
d. zum und vom Arbeitsplatz
'to and from work'.

The ${ }_{\text {q examples }}$ in (35) show that preposition-article combinations can be conjoined. However, someone favoring a cliticization analysis might well point out that corresponding combinations of unattached articles and prepositions are grammatical as well:
(36)
a. vor dem und nach dem Essen ${ }^{\circ}$
b. Uber dem und unter dem Tisch
c. vor dem und hinter dem Haius
d. $z u$ dem und von dem Arbeitsplatz

That is, one might airgue that the conjoined structures in (35) can be derived from the corresponding structures in (36) by a readjustment and cliticization process. Notice, however, the fagrammaticality of the phrases in (37).
(37) a. *vor dem und nach'm Essen
b: *Uber dem und unter'm Tisch
c. *vor dem und hinter'm Haus
d. *von dem und zum Arbeitsplatz

If (35) involved cliticization as an instance of a more productive rule of attaching articles to any preceding material, we would "expect that its application to each of the conjuncts, such as to vor dem and nach dem in (36a) should be optional, and therefore we would expect the strings in (37) to be grammatical. They are, however, unacceptable, and therefore the attachment of the articles in (35) cannot involve "cliticization. Rather, what are conjoined in (35) must be single constituents and not cliticized versions of prepositions.

Once we recognize that combinations of prepositions and attached definite articles act as simple constituents in syntactic rules, we are left with two options. We could analyse them either as inflected prepositions or as case-marked definite articles. Regarding them as case'marked articles would lead to a proliferation of cases in German. Furthermore, this analysis would have to regard it as a merely accidental feature that a noun governed by a preposition plus an attached sarticle is always identical in its case marking to a noun governed by the same preposition plus an unattached article. Therefore, combinations of prepositions and attached articles have to be considered

- Inflected prepositions rather than casemarked articles.

Preposition-article combinations in German are inflectional in the same way as the English verbal inflection'n't. As Zwicky/Pullum (1983) point out ${ }^{\prime} n^{\prime} t$ crucially interacts with the syntactic rule of SubjectAuxillary Inversion (SAI). If n't were a simple clitic, it would have to cliticize to the preceding auxiliary before SAI applies, because a sentence like (39) is ungrammatical, while a sentence like (38) is not. However, this analysis involves a rule-ordering paradox, if we want to maintain that all syntactic rules precede all cliticization rules.
(38) Haven't you seen this movie.
(39) *Have not you seen this movie.

For the case of English n't it is the syntactic rule of Subject-Auxiliary Inversion that provides crucial evidence for treating n't as inflectional; for the case of German preposition-article combinations it is the rule of coordination that leads to such an analysis.

Zwicky/Pullum (1983:503) provide further criteria to distinguish between inflection and ciliticization, most of which apply equally in the case of English $n^{\prime} t$ and German inflectional prepositions:

Cliticizatfon versus Inflection (Zwicky/Pullum)
*
A. Clitics can exhibit a low degree of selection with respect to their hosts, while affixes exhibit a high degree of selection with respect to their stems.
B. Arbitrary gaps in the set of combinatipns are more characteristic of affixed words than of clitic groups.
D. Semantic idiosyncrasies are more characteristic of affixed words than of clitic groups.

Criterion $A$ clearly applies to the case at hand, if we compare the inflectional prepositions to the fast speech rule that attaches articles to any preceding syntactic material. Article inflections are restricted to prepositions only; fast speech attachment is unrestricted, in that attachment does not depen'd on the lexical or phrasal category of the preceding material in any way. Criterion B is applicable because there is a gap in the inflectional paradigm, in that neither of the articies. die can ever form an inflectional ending for a preposition. Criterion $D$ is clearly satisfied, if we consider the systematic seman'tic distinction between the generic use of inflected prepasitions and the anaphoric and deictic use of uninflected prepositions and articles.

Let me in conclusion suggest three bytactic rules for German that will generate the relevant strings for examples such as (35) and (36). Without defending my choice, I will adopt the framework of Generalized Phrase Structure Grammar. (GPSG), rather than a transformational analysis. I, propose the following two rudes to expand prepositional phrases in German-


The rule in (41) will generate prepositional phrases with inflected prepositions, while the rule in (42) generates "ordinary". prepositional phrases consisting of an uninflected preposition and a noun phrase (N). The features attached to the $P$ node will be copied on to the $P$ node by the Head Feature Convention of Gazdar/Pullum (1982) and from the $P$ node to the $N$ and $N$ nodes, respectively, by the Control Agreement Principle of Gazdar/Pullum (1982). The rules in (41) and (42) will generate strings like vorm Haus and vor dem Haus, respectively. To generate conjoined strings of inflected prepositions $I$ will adopt coordination rules as proposed in Gazdar (1981:158).

$$
\begin{equation*}
<k,\left[\alpha_{\alpha} a_{1} \ldots a_{n}\right], \beta^{\prime}\left(a_{1}^{\prime}, \ldots, a_{n}^{\prime}\right)> \tag{43}
\end{equation*}
$$

where,$\beta \in\{$ und,oder;...\} and $\alpha$ is any syntactic category.

$$
<1,\left[\begin{array}{llll}
\alpha & \beta^{\prime} & a ; & \alpha^{\prime}> \tag{44}
\end{array}\right.
$$

[ $\beta$ ]
where $\beta \in\{$ ind, oder, ...\} ~ a n d ~ $c$ is any syntactic category. For strings such as (36) I suggest the following derived phrase struttore rule.

$$
\left[\begin{array}{ll}
\overline{\overline{\mathrm{P}}}, \overline{\overline{\mathrm{P}}} / \overline{\mathrm{N}} & \overline{\mathrm{~N}},] \tag{45}
\end{array}\right]
$$

Rule (45) will assign the following structure to the conjoined phrase or dem ind nash dem Essen.
(46)


Notice that the rules stated above, together with the "Across the-BoardPrinciple". which follows automatically from the version of Gazdar's Coordination Schema in (43), will not generate any of the ungrammatical strings in (37). These phrases are ruled out because the Coordination Schema allows coordination only between identical structures. However, since vo dem Essen and nach'm Essen are generated by two different syntactic rules, they are not conjoingble and thus cannot serve as input to the derived phrase structure rule in (45).

## Footnotes

* I would like to thank Arnold Zwicky for many helpful comments on this paper.
${ }^{1}$ For a complete list of occurring' forms see Schaub (1979), (p. 94. 12
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Among the examples of endoclitics cite $\because$ the literature on clitics. is the emphatic clitic -gi $\sim-k i$ of Estonian. Upon closer crutiny it turns out that tis is not an instance of endocilisis, 位t a fituation in which two morphemes exist, each having different positioning in the word and different meaning.' I begin by looking at Zwicky's (1977) original citation of "gi as an endoclitic. Next, I"summarize a proposed account of the" surface"phenomenon of endocilisis as the result of external clitic
attachment followed by a rule of morph metathesis. I reject this analysis for Estonian -gi and argue instead that the "endoclitic"-gi is really a : separate morpheme from the emphatic, enclitic -gi. It occurs only in certain adyerbials and indicates indefitmeness ramer than emphasis. I further argue that the five adverbials in question constitute lexicalized word-forms and suggest the possibility that the "endoclitic"-gi appearing in these adverbials is derivational ffix and not a clitic at all. Finally, I explore the historical omigit of the quacent "infixation" of indefinite -gi, arguins hat the fourr the: is analogy rather than infixation, endoclisiz, or metathesis.
$\checkmark$ •
Zwicky (1977), receiving his information from Ilse Lehiste, is the first person in the literature, to describe Estonian -gi as an endoclitic bound word. He says that it
"has the syntactic freedom of the typical bund word, and in addition ... fails to condition at least one rule of internal sandhi ( $[\mathrm{n}]$ fails to assimilate to [ $\eta$ ] before -kf , though [ n ], regularly assimilates to -

| $\cdots$ |  |
| :--- | :--- |
| $\cdots$ |  |
| $\cdots$ |  | velars word internally, see Lehiste (1960:39). The morpheme is normally. enclitic. However, when added to interrogative woids' (making them indefinite); -ki may efther follow or precede a number of case suffixes" (ZWicky 1977:8)

1 He goes on to note the alternative orderings of the morpheme -gi and the case endings in keegi 'somebody, someone' and miski. 'something, anything'. The paradigms for these two are given below. (The hyphens separate the morpheme boundaries.)


In the other indefinite adverbials, however, the order of case ending is fixed. For example, millalgi 'at some time, at any time, ever' has -gi outside the adessive -1 , and the opposite ordering (*milla-gi-1) is ungramnatical. In kusagil $\sim$ kuskil 'somewhere, anywhere' the opposite prevails: -gi lies inside the adessive - 1 , with the other ordering 4 ungrammatical (*kusa-l-gi, *ku-l-gi). See the kuski paradigm below ${ }^{4}$. Mingi 'some, a certain, a kind of appears to ? the case endings in its paradigm.


Note that' the kuski paradigm actually has both orderings. For the "internal local cases" (i.e. the illative, inessive, and elative) the case endings lie inside the -gi morpheme. For the "external local cases" (i.e. the allative, adessive, and ablative) the case ending lies outside it. There is, in addition, a difference in the ront: the internal local cafses take ku-; the external local cases take kus- or kusa-.:

The morpheme -gi in Estorian has the following placements with respect to the $f$ ase endings in indefinite adverbials:
external local cases of kuski
monomorphemic mingi
Both inside and outside
初ique cases of keegi and miski
OUTSIDE
internal local cases of kuski millalgi non-oblique (or direct) cases of keegi and miski
[Note, by way of comparison, that the clitic -gi normally attaches outside the, case endings, e.g. maja-s-ki 'even in the house' $\sim$ *maja-gi-s.]

In an early draft of a book in progress, Zwicky and Pullum attempt to restrict the notion 'cliticization', arguing that clitics are attached externally to their hosts and that endoclitics are the result of morph metathesis rules. This approach works fine for miski and keegi above. The clitic -gi; under this view, is attached externally to inflected keeor mis-, as in (a), and optionally metathesizes with the case ending, as in (b).
(a) CLITICIZATION [[[ kelle-] -le allative] -gi CLITIC]
(b) MORPH METATHESSIS kelle-gi-le

4
This rule, however, would have to apply obligatorily for the external cases of kuski.

In the following I argue against any synchronic analysis in which the morpheme -gi is seen as an endoclitic. First, I point out that the morpheme in question is one that indicates indefiniteness and does not signal emphasis, as does the enclitic -gi. Second, I argue that these five adverblals in which "endoclitic" -gi appears are lexicalized word-forms, semi-frozen polymorphemic adverbs. There is no morph metathesis rule, merely memorized paradigms having variants with different orderings. Finally, I will explicate an account of the historical-origin of the apparent "infixation" of -gib

The -gi found in keegi, miski, millalgi, kuski, and perhaps mingi does not have the emphatic meaning of the clitic, gi, but has a meaning of indefiniteness ('some, any"). There is a.formal difference between the emphatic cilitic -gi and the indefinite morpheme -gi. The former is productive, and like a typical clitic, exhibits a low degree of selection with respect to its host (zwicky and Pullum 1983:503). It can attach to any; word clask, e.g.

|  | NOUN | naine-gi | 'even the woman' |
| :---: | :---: | :---: | :---: |
| - | VERB | rygatib-ki | 'even speaks' |
|  | ADJECTIVE | suur-gi | 'even large' |

This clitic never appears inside case endings and is never found as an endoclitic in compounds.

The latter; however, is not a clitic, but appears to be a derivational. affix. It appears with only a few pronominal stems (denoting person, place, time, or type),
keegi 'somebody, someone', cf. kes 'who'
kuski 'somewhere, anywhere', cf. kus 'where'
miski 'something, anything', cf. $\overline{m i s}$ 'what'
millalgi 'at some time, at any time, ever', cf. millal
",when, at what time"
' (mingi 'some, a certain, a kind of' from older genitive of mis (what')

This behavior is typical of affixes, which exhibit a high degree of selection with respect to their stems. (Zwicky and Pullum .1983:503).

My claim then, is that it is only the indefinite -gi, not the clitic -gi, that appears on the surface "endoclitic", "infixed", or metathesized with the case endings. There is no motivation to posit a rule of morph metathesis, since the generalization that underlies such a rule is restricted to parts of just three paradigms (the optional miski and keegi forms and the three obligatory kuski forms). It is more likely the case that all the forms in question are memorized as wholes-a common situation for pronouns and adverbs.

One may worry about the independent status of this indefinite -gi--is it trily a dérivational morpheme? There is some evidence to support a polymorphemic analysis of keegi, miski, kuski, and perhaps millalgi (but not mingi -- see footnote 5). Numerous formal similarities exis.t between the interrogative pronouns that serve as the etymological sources for these adverbs and the stems which serve as the synchronic stems'for the adverbs.

Keegi 'somebody, someone' is formally identical to the interrogative pronoun kes 'who' plus the emphatic clitic -gi. The first morpheme in kee-gi is declined exactly like kes (except $\frac{1}{i n}$ the nominative), sharing all the idiosyncracies of that paradigm. For example; kes has an irregular genitive kelle and irregular pagtitive keda, and so does keegi--genitive kelle-gi and partitive keda-gi. ${ }^{\text {a }}$ For this reason kee-gi is to be analysed as polymorphemic. It is not the case, however, that keegi is the same as the interrogative pronoun plus the emphatic clitic (i.e. kes-ki), since it has a specialized meaning-'.somebody, someone', not kes-ki'even who'. Just as kes is lexicalized, with its morphophonologicalidiosyncracies, so is keegi, which shares many of these properties (but not all).
"Parallel to keegi is miski .'something, anything'. This likewise is composed of two morphemes mis and -gi. The former is to be identified with (But not as) the interrogative pronoun mis 'what' because the two are phonologically and morphologically identical. They both have the same mor̂phophonological fdiosyncrasies--nominatives ending in -s, genitives in -llè, partitives in -da, short and long forms (igth of whichare represented in the lexicon-e.g. millelt $\sim$ milt ${ }^{10}$ ). That miski is not the same as the pronoun plus the emphatic clitic is obvious from the semantics of miski: the pronoun-clitic mis-ki means 'even what', but the lexicalized miski has the specialized meaning 'something, anything'.

That miski is a semi-frozen form in the lexicon is further demonstrated by its appearance as the first member of a compound: miskipyrast $\sim$ millegipyrast 'for some reason or other'. The emphatic clitic -gi even, in combination'with mis 'what', would never appear endoclitic in compounds or any other word form.

The morpheme kus in kuski has internal local caseskuhugi, kuski, and kustki, just like the kus paradigm. Kuski also lacks forms in the, "., nominative," genítive, partitive, transfative, essive (see footnote 6 ), terminative, abessive, and comitative. What the kuski paradigm has that is absent in the kus paradigm ate external local caises. These, however,
are 'attached not to' the ku- stem, 'but 'to a kus-~kusa- stem, with the indefinite -gi intervening. This irregularity is apparently memarized, as is the whole defective paradigm. ${ }^{\circ}$, Note; in addition, that kus has an emphatic form kus-ki 'even where', but this has only superfiffal similarity to the seman'tically specialized kuski 'somewhere, anywhere'.

None of these paradigms can be generated syntactically from
interrogative pronouns and clitic -gi. Their meanings are specialized and they have certain morphophonologicalidiosyncracies that force a special treament of them in the lexicon. That they are not completely rule governed is seen from the formal irregularities in their respective páradigms (e.g. absence of plural formsand presence of short forms). There is no motivation for a rule of motph metathesis which wauld apply optionally, to parts of two paradigm's (keegi and miski); obligatorily to parts of one paradigm (kuski), and would fail to apply at all in parts of the kuski paradigm and in millalgi. Thus we are dealing with lexicalized word-forms which are semi-frozen polymorphemic adverbials.

I have argued above that Estonian does not have a synchronic endoclitic -gi in the five adverbials at hand, but i have not yet proven that the "malordering" of $-g i$ in at least some of these forms is not due to endoclisis (or metathesis) at an earlier stage of the language. At this point $I$ shali attempt to outline a diachronic account of the indefinite $-g i$ in which endocifsis (or metathesis or infixation) is not a negessary step in in the history of Estonian. Instead, I'claim that analogy is the óruaial factor.

Originally the interrogative pronouns combined with the emphatic 'clitic -gi and took on a specialized meaning. The -gi apparently changed semantically to indefiniteness and the whole adverbial became lexicalized. Ali 'fife of these adverbials were frozen. Millalgi did not inflect furthier, thus stranding -gi outside the case ending. The kuski paradigm is based on the defective kus paradigm, which has only internal local cases (inessive, illative, elative). In order to form the external local cases for the kuski paradigm, the case endings were attached to the kuski ~ kusagi stem, stranding the -gi morpheme inside the allative, adessive, and ablative case endings.

In miski and'keegi, the nominative, genitive, and partitive are mprphemes fused into the stem (not isolable), and could not be separated to be placed on the other side of -gi. The rest of the paradigm follows this ordering of case and -gi, but also allows the reverse order, due to anadogy with the kuski external local cases. In other words, millelgi~millegil et al. were subject to analogical pressure from two sources: one is the. direct (or non-oblique) set of inflections of the same paradigm; the other is the external Aocal case set from the kuski paradigm.

Mingi is frozen and lexicalized to the point that it is no longer analysable as two morphemess All inflections lie outside the former morpheme -gi.

This approach to the origin of the different orderings of indefinite $-g i$ and the aase endings in the indefinite adverbials makes the claim that there wes never a period in the history of Estonian that the clitic -gi
metathesized with the case ending. The diffexent orderings were a result tof analogy. Speakers of the language today hate both orders ás afternatives as a result of this analogy, and neither ordering can be proven basic in synchrontcestonian.

In this paper I haye argued agatnst, an endoclitic onalysis of Estonian -gi on several grounds: First, keegi, miski, etc. are not semantically relatable to forms having the emphatic cliticicoupled with an interrogative pronaun; they arelexicłlized ddverbs. Second, they must be seen as semi-frozen forms because of certain formal irregularities (absenct of plural forms and presence of short forms, among others).- Third, the $-g i$ that appears in these paradigms has an indefinite meanifz, not an emphatic one. Finally, the alternative orderings foundi in the keegi and miski paradigms are rfstricted to just parts of these two paradigms. - The generalization that underlies a morph metathesis rule (or any other entoci势is) is very limited indeed. I have proposed instead that all the forms in question are memotized as wholes.

The historical source for this ofdering predicament comes from the lexicalization of indefinite -gi and the defective kus paradigm, followed by the reinflection of kuski kusagi, which leaves 'Indefinite -gi stranded inside the case eriding. This defective paradigm has influenced the miski and keggi paradigms, through analogy, to reverse (optionally) the order; of case and -gi. The original ordering is still possible due to pressare from the diraty, or non-oblique, cases (nominativa, genitive, and partitive). which could not ".metathesize" because they lack discrete morphemes (i.e.' they are fused into the stem):

The tendency, then is for indefinite -gi to migrate closer, to the root because it is isa derivational affix. As Zwicky (1977:8) says, "we have, transparently, a morphological change in progreos, with -ki comíng to: be treated more and more as a suffix attached to thé se.". The change is nearly complete; the indefinite morpheme -gilis a suffix, and is in most instances attached to the base. (In the case of mingi, the/change is complete-- the former morpheme lies inside all inflections and is synchronically unanalysabie as a separate morpheme,) This means that Estonian does not have an endoclitic -gi, but a derivational affix-gi. ,

## Footnotes

*Special thahks go to Ilse Lehiste for heting as an informant and providing additionial information, and to Brlan Joseph and Arnold $\mathrm{Z}_{\text {wicky }}$ for reading previous versions and offering, helpful suggestions.
$i_{-g 1}$ and -ki are orthographic variants:- -ki is found after voiceless consonants and -gi after voiced consonants and vowels. Phonemically there is no difference between the two--both -gi, and -ki have a short /k/ (which is to say quantity one; phonetically voiceless lenis [g] or [G]). Since. the lettef $g$ is normally used to represent this phoneme. I shall refer to this morpheme by the -gi variant.
$2^{2}$ as examined in the text butalso mlngisugune 'a kind of' (a compound, cf.
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mingt 'some, a certain, a kind of'), Ukski 'even one ${ }^{\prime}$, and muu 'other' (Kask and Palmeos la $955^{\circ} 70^{\circ}$ ). In addition, there ts kumbki 'either'. Although kumbki dind llaski, contain, the indefinite -gi, neither are discussed in this paper since they are both weld formed: orily kumbil has a specialized meaning -.. Compard the interrogative pronoun kamb 'which (of two) in combination with the emphatic clitic -gi: kumbki even which (of two).'. Otherwise. fiese two adverbs are formally equivalent to the pronouns kumb and lks '('one') plus, the emphatic clitic,-having case endings between the stemand -gi, and allowing all case forms and plurals.

Finally, there are kufdag1 'somehow', etymologically related to kuidas 'how, in what way! (and possibly, also kuld 'but, yét'), "and kuigi. 'though, although', etymologically related to kui ''when, if'. Neither of 'these tivo are synchronically, derivable from their respective etymological s.tems.
${ }^{3}$ The term 'case ending' here refers to the direct (or syntactic) cases nominative, genitive; partitive; the oblique suffixes $-\rightarrow$ illative, inesive, elative, allative, adessive, ablative, and translative; and the bound postpositions-essive, terminative, abessive, and comitative (see Nevis 1982 for a discussion of these last four case endings). In this paper the bound postpositions are not distinguished from the other oblique suffixes; since the distinction is not relevant here.
${ }^{0}$ I have selected kunk as the eftation form for this paradigm. There is no, nomingtive case, b the form kuski can serve, as the stem for the attachment of the external case endings, e.g. allative kuskile alongside kusagine (with the alternative stem kusagi-).
${ }^{5}$ Mingi is to be parsed into two morphemes only on etymological grounds.: It consists of an older genitive min (cf. Finnish min-ky) plus the -gi morpheme. But the n-genitive has long disappeared in Estonian, and where it does appear (e.g. In maantet 'highway, road', etymologically maa-n-tee lit. land-GEN-path), it is no longer recógnized as a genitive. The synchronic genitive of mis is not *min, but"mille. Mingitis inflected as if it were a single morpheme. It still has the indefinite meaning 'found' in the other indefinite adverbials examined here.
${ }^{6}$ The etymological root ku- plus essive -na plus "emphatic" is not truly a part of this paradigm for two reasons. First; it has temporal meanitig; 'once, at one time, ever', not spatial as the rest of the members of the kuski paradigm have. And second, kunagi is lexicalized, and as a separate lexicalized item; participates in derivational morphology, e.g. kunagine 'former, one time, some time' with the derivational affix -ne. Such derivation with other members of this paradigm is ungrammatical, e.g. *kuskine.
. ${ }^{7}$ Klavans (1979) is a response to Zwicky and Pullum's (former) analysis of endoclisis as morph metathesis. She argues that clitics which are members of some major word clags can themselves be inflected, and after cliticization, can come to look like endoclitics (i.e. resulting in [HOST[CLITIC-SUFFIX]] or [[PREFIX-CLITIC]HOST]). In her footnote 10; she promises to analyse Estonian -gi in her 1980 dissertation. I have not yet been able to locate this information in her dissertation. Nonetheless, -gi
is not problematic for her "clitics as words" analysis sinctif member of an inflectable word class and therefpreroes no other examples of endoclitics that.Klavans exam, es Ant this paper, the "endoclitic" -gi is not, even a cilitic.
${ }^{8}$. It is doubtful that ciltic -gi ever appears lexicalized, (tyen in silski 'nekertheless, all the same, still, evën then' from sils then' plus emphatic -gi. Note that the meaning'even then' of silski is pot simply* 'even at that flme, even in that case'.
"Kes has "short" forms in the adessive and ablative; ${ }^{\circ}$ that is to say, kel occurs as an alternative to kellel; and kelt to kellelt. This is only partly true for keegi--kelgi appears alongside kellelgi, but *keltki if not possible as an alternative for kelleltki: Some of the kes case endings accept plural -de-: genitife plural kelle-de $\sim$ kelle, flative plural kelle-de-sse $\sim$ kelle-sse; etc. Keegi, however, lacks separate plural. forms. See Kask and Palmeos (1965) for a description of the long and short forms and see my (1982) CLS paper for arguments that neither is derived from the other--both long and short forms are. lexicalized and idiosyncratic. (pp. 403-5):
${ }^{10}$ Miski has only two short forms, adessive milgi ( $\sim$ millelgi $\sim$ millegit) and translativè mikski ( $\sim$ millekski $\sim$ millegiks) according to Kask and Palmeos (1965:7.5). The pronoun mis what also has (optional). plural forms for most case endings (e.g. genitive plural millede mille, illative plural milledesse $\sim$ millesse) which are lacking in iniski (Kask and Palmeos 1965:63, 75).
${ }^{11}$ Arnold Wicky has suggested that the kus paradigm need not be entirely lexicalized. The gaps that appear are for the most part semantic --kus 'where', kust 'whence'; and kuhu 'whither' are locative (or'. airectional) in meaning (the stem ku- refers to location). At itence of nominative, genitive, partitive, translative, essive, abessive, and comitative cases in this paradigm is then to be expected on semantic grounds: They do not express location or direction. The absence of external local cases is not necessarily expected, however, nor is the gap in the terminative. For the latter, one would expectikuni, a form that exists, but only in temporal meaning (and not locatife). That kuni ' until, up to is lexicalized and separate from the kus paradigm is clear from its further inflection: kuni-ks "up to when, up to what time" is the translative of kuni. Estonian never productively strings sequences of case endings together, so an analysis of kuniks as ku-ni-ks (ku-TERM-TRANSL) is ruled out and kuni is to be viewed as a single morpheme. 'The same holds for the terminative of kuni,' kunini 'until, up to'.

In the kus paradigm, however, the gap in the locative *kuni (in the sense of 'up to where') is unexpected. For two reasons; then; I claim that the kus paradigm is lexicalized and defective: the absence of the external local cases and the absence of the terminative (1.e. locative kuni): These two gaps are apparently arbitrary and not ruled out on semantic grounds as are the 駼er gaps in the paradigm.

12 The absence of external ldcal cases'in this defective paradign results in partial agreement. in phrases like kus kohal 'in what place, where' (in which kus is inessive and kohal is the adessive of "kght 'place') and kust kohalt 'from what place, from where' (in which kust is elative and kohalt ablative). These two phrases agree in directionality: Similarly one firds kuspool 'on which side, where, in whatydirection' with inessive kus and adessive pool, and also kuhupoole having illative kuhu and allative poole.
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# Clitics and Particles* <br> Artiold M. 'Zwicky <br> The Ohio State University 

## Abstract

Typological and theoretical speculations about clitics require that clitic be adequately distinguished from inflectional affix on the one side and from independen word on the other. The first of these tasks has been aftended. to, but the second has been slightep fith the result that many items labelêd as 'particles' have been treatedas clitics.

After some remarks on what 'tests' are in linguistics, a series of tests is provided for distingulshing clitics from independent words. On the basis of these, it is concluded that most of the 'particles' in the ifterature are simply words, and from this conclusion it is argued that treating words with idiosyncratic distributions as acategorial 'particies' is wrong.

The relevance of various cases of 'particles'--in German, Chrau, Hidatsa, and Welsh--to theoretical proposals about special clitics is then considered. The examples include particles that are really independent words, particles that are really inflectional affixes, and particles that are really independent words with simple clitic variants.

Finally, a true class of (discourse). particles is delineated-a gramatical category having little to do with most of the particies in the 1!teratureptist
0. Ihitial remarks .

The recent flurry of work on clitics--especially the description of clitic systems in various languages and the examination of the status of clitics in a general theory of language structure--has made the task of distinguishing clitics from (on the one hand) affixes and (on the other)independent words an especially pressing piece of business for linguists.

One of the main reasons linguists are interested in the clitic systems of individual languages is that they hope to use data from a variety of languages to formulate inductive generalizations about language, in particular inductive generalizations that might be useful in typological studies. Qbviously, if such generalizations are to have any value, the phenomena on whicha they are based must involve clificization and not ordinary morphology or ordinary syntax.

The same is true for investigations in which theory construction is the chief goal: there is not much point in proposing that cliticization is an ordinary syntactic operation (describable by the same formalism as ordinary syntactic rules and capable of interacting with them), or that it is a type of affixation (describable by the same formalism as ordinary
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infleational affixation and interacting with other morphological rules but not with ordinary syntacicic rules), or that itis a special type of rule (subject to its own fo al constraints interacting "with other types so as to operate on the output of syntacticrules as a group and to provide the. input for morphological rules as a group), so long as the evidence for this theoretical position involves linguistic units whose status as affixes, clitics, or'words is unclear.

A few remarks on recent history are in order here. My early investigation of clitics (Zwicky 1977b) was pretheoretical ia nature and did not address these issues seriously. Klavans 1982 took the position that clitics are to be distinguished in linguistic theory from affixes and words (so that clitic is a theoretical construct and not merely a useful pretheoretical cover term), but she supplied little in the way of tests to distinguish cilitics from other units Given what $\operatorname{said}$ above, such tests are very important, if the theoretical enterprise is to advance. Zwicky and Pullum 1983a was an attempt to pull together a list of tests for one side of the clitichood question, the differentiation of clitics from affixes.
? There is, unfortunately, no comparable summary treatment of the other side of the question, the differentiation of clitics from independent words. Certainly the matter isn't clear; language descriptions abound with references to 'particles' whose classification as clitics or wordey to something else is not at all obvious. As it happens, the recent Ifterature on clitics is very much inclined to assume that anything labelled as a 'particie' is a clitic, so that a basic unclarity is carried through from the original language descriptions (where these funcamental conceptual distinctions are not the focus) to general surveys like Zwicky 1977b and to theoretical proposals and typological speculations like those in Kalssei 1982. (in this context the conceptual distinctions are crucial).

My purposes in this article are, first, to remark on what is to be meant by test in contexts like this one; second, to provide a tentative list of tests , that might be used in an attempt to distinguish clitics from independent words; third, to remark that on these tests most. of the things that have been labelled 'particles' are not clitics, but rather separate words, or inflectional affixes, or separate words with clitic variants; and finally, to point an extra moral, namely that (so far as I can see). 'particle', is af pretheoretical notion that has no translation into a theoretical construct of linguistics and must, be゙・eliminated in favor of such constructs:

## 1. 'Tests' in inguistics

It would be easy to mistake the nature of familiar tests for membership in a syntactic category, application of a particular syntactic transformation, classification as a word or affix, and the like. The temptation is to: see these tests as necessary and sufficient conditions for the applicability of a theoretical term, that is, as definitions of the term. But what is notmally intended when such tests. are appealed to is more analogous to medical diagnosis than to operations using an dixiomatic. system. The tests point topcharacteristic symptoms of a linguistic state
of affalrs, not to infariant concomitants of it. ${ }^{1}$
Thus, the tests listed by Zwicky and Pullum 1983a ('clitics can exhibit a low degree of selection with respecit to their hosks, while affixes exhibit a high degree of selection with respect to their stems', arbitrary gaps in the set of combinations are more characteristic of affixed words than clitic groups', and so on) 'are mostly stated fin terms of tendencies, and the inferences they suggest work in one direction only: if you're looking at an affix, it probably exhibits a high degree of selection; if there are arbitrary gaps in the set of combinations, you're probably looking ảt an affix. The tests are useful (when they are) because they work in most clear cases--indubitable affixes usually do exhibit a high degree' of selection with respect to theit stems (and so do some," but not all, indubitable clitics), and there are rarely arbitrary gaps in the set of indubitable clitic groups. However, as in medical diagnosis, interfering factors can cause even clear cases not to exhibit some symptom, and a particular symptom might result from some condition ther than the one at issué.

Note that a tést can be useful even when its basis is poorly under-stood.- Sometimes, of course, tests follow from theoretical assumptions, but their utility is independent of these assumptions. To see this, consider the two tests in Zwicky and Pullum 1983a that are stated absolutely and bidịectionally: 'syntactic rules can affect affixed words, but cannot affict clitic groups' and 'clitics can attach to materia'l already containing clitics, butiaffixes cannot'. These two tests follow from the theoretical assumption that no syntactic operations (including those of government andagreement) can follow, cliticization operations, but even those who do not share, this assumption are entitled to use in their argumentation the fact that a word-like unit affegted by a syntactic operation is usually (if not necessarily) an affixed word, and also the fact that an affix-ilke unit attached to material already containing a clitic is üsually (if not necessarily) itself a clitic.

Wherever possible, of course, we should seek a rationale for tests Sand I attempt to do this for the tests in the following section), but on occasion we musta proceed in a state of imperfect understanding about why the tests work as they do.

## 2. Distinguishing clitics and words

I now ture to a series of pretheoretical and theoretical observations about affixes, clitics, words, and phrases, all leading to tests that ${ }^{-}$ might, in favorable circumstances, distinguish between clitics and words. The tests all depend on the general observations that when contrasted with Independent words, ciftics have some of the properties of affixes (especially inflectional affixes), and that when contrasted with clitics, words have some of the properties of syntactic phrases.

### 2.1. Phonological tests

The first relevant observation about clitics is that they form a

phonologntal init with an independent word. ${ }^{2}$ However, some non-ciftic words also form phonological units with words adjacent to them: English prepositions with the noun phrases following them, for instance. The difference between the clific + word and word + word cases is the difference betweenemhonological words and phonological phrases.

### 2.1.1. Internalfexternal sandhi

What the foregoing means is, at least, that phonological rules specifically of 'internal sandhi' apply only within phonological words, whereas phonological rules specifically of 'external sandhi' apply only fen phonokogical words and not within them. Consequently, an element affected- by or conditioning. a sandhi rule otherwise known to be internal ought to be a clitic rather than an independent word. And an element affected by or conditioning a sandhi rule otherwise known to be external ought to be an independent word rather than a clitic.

### 2.1.2. Word/phrase domains in prosodic phonology

Rules of sandhi affect segmental features. But rules of prosodic phonology--rules assigning accent, tone, or length--can also be sensitive to the distinction between phonological words and phonological phrases, in that the domain within which a prosodic feature is distributed can be either the phonological word or the, phonological phrase (or some other prosodic unit, like the syllable). Consequentiy, if an element counts as belonging to a phonological word for the purposes of accent, tone, or length assignment, then it ought to be a clitic rather than a word on its own. And if an element counts as belonging to a phonological phrase for these purposes, it ought to be an independent word rather than a clitic.

## 2.l.3. Word/phrase domains in segmental phonology

Finally, there are phonological rules--rules of vowel harmony are familiar examples--which affect segmental features but which nevertheless are 'prosodic' in character, since their domains of applicability are prosodic units. If an element counts as belonging to a phonological word for the purposes of such rules, then it ought to be a clitic rather than a word on its own. And if an element counts as belonging to a phonological phrase for these purposes, it ought to be an independent word rather than a clitic.

### 2.2. An accentual test

Clitics are accentually dependent, while full words are accentually independent. That is, an element that does not bear an accent of its own is probably a clitic, whereas an element that can bear the accent in its" phrase or sentence is almostsurely a word. (In a few cases, analysts have opted for an ad hoc labeling of certain items, which would otherwise have been classified as clitics, on the grounds that they are not necessarily stressless; so Speiser 1941: 166-7 introduces the term associative and

Derbyshire 1979: 35 calls on the ubiquitous particle.)
This accentual test is probably the most popular rule-of-thumb for distinguishing clitics from independent words, but it is a most unreilable test and should never, I think, be used as the sole, or even major, criterion for a classification, though it can support a classification established on other criteria. There are two problems with the accentual test, one minor and one major. The minor problem is that some languages do. permit ciltics to be accented in certain oircumstances; Rlavans 1982: sec. 5 surveys cases in which clitics get accent through the operation of . general accentual rules or for emphasis or contrast. The major problem is that many clearly independent words, like the prepositions, determiners, and auxiliary verbs of English, normally occur without phrasal açatín (such words are called leaners in 2wicky 1982).

### 2.3. Tests using simikarities between clitics and inflectional affixes

In contrast to independent words, clitics*are affix-like; -indeed, they resemble inflectional ffixes: At least six tests exploit this difference. 2.3.1. Binding

We expect bound elements to be affixes, free elements to constitute independent words. Correspondingly; if we are trying to decide whether. some element is a cilitic or a word: If it is bound it ought to be a clitic, if free an independent word.
:

### 2.3.2. Closure

Typifly, certain inflectional affixes 'close ${ }^{\prime} f f^{\prime}$ ' words to further affixation. Corfespondingly, an element that closes off combinations to affixation, or indeed to cliticization, ought to be a clitic rather than an independent word.

### 2.3.3. Construction

Inflectional affixes combine with stems or full words, whereas wards combine with other words or with phrases. Consequently, we expect that an element whose distribution is correctly stated in terms of its ability ta combine with single words is acclitic, and also that an element whose distribution is correcty stated in terms of its ability to combine; with (potentially) multi-word phrases is a full, word. The first of these expectations is strongly supported, but the second is more complex, because some indubitable clitics do combine, with multi-word phrases (in the clearest cases, the items in question are clitics on all the relevant phonological and accentual tests).

## 2.3-4. Ordering

Alternative orders of morphemes within a word are associated with differences in cognitive meaning, while alternative orders of words within phrases'are commonplace (they are 'stylistic', conveying the same cognitive, meaning). Cousequentiy, an element that is strictiy ordered with respect to adjacent morphemes is almost surely a clitic (o'r an affix); while, an element exhybiting free order with respect to adjacent words is certainly an independent word. Again, there is some complexity here, since clitics on occasion exhibit some freedom of order with respect to one another (this is the case for the Tagalog clitics; see Schachter and Otanes 1972: sec. 6.2), though not narmally with respect to their hosts.

### 2.3.5. Distribution

Affixes typically have a single principle goveraing their distributionf English -ness combines with adjectives, -ing with verbs. Words rarely have distributions that can be described in a single principle; the combinatory possibilities for a verb like watch are numerous. Clear cases of clitics typically behave like affixes in this respect, having distributions describable by single principles like combines with the head verb of a clause', 'combines with the first constituent of a clause', 'combines with the first word of a clause', or 'combines with a noun phrase' it follows that an element with a simple distribution of this sort is probably a clitic (or an affix), and that an element with a complex distribution is almost surely an independent word.

### 2.3.6. Complexity

Affixes are usually not morphologically complex themselves, whereas words frequently are. Clitics again behave like affixes (though Klavans has suggested in her work that inflected cliftics do occur). Consequently, a morphologically complex item is probably an independent word rather than a clitic.

### 2.4. Syntactic tests

A word can (\{̂erve as a syntactic constituent, and therefore can be subject to syntactic processes; a clitic, however, is only a proper part of a word-like construct, and should be immune to such processes. From this fact we can obtain several tests that differentiate between word $+c l i$ itic combinations and word + word combinations. In what follows $I$ will use the terminology of transformational syntax, though the tests can easily be translated into other frameworks.

### 2.4.1, Deletion



Proper parts of words are not subject to deletion under identity; . whole words may (in the appropriate circumstances) undergo such deletions.

Proper parts of wordtelitic combinations are equally immune to deletion. It follows that if either $X$ or $Y$ in an $X+Y$ combration is deletable under identity, then $X$ and $Y$ are words; neither of then is a clitic.
aq
Fu (Note that I refer here only to deleffon under identity. So-called free deletion is quite another matter, and 'Items that are unquestionably. P clitics can be subject to a type of 'deletion' that does not involve an: ariaphoric inkage between the victim and some other constituent in its sentence. Zwicky and Pulfum (1983b) have argued that some ffee deletions arề simply examples of zero allomorphy, not syntactic phenomena at all, and they speculate that all such 'deletions' are really morphological. The main case they consider involves, in fact, a set of clitics-English prociftic auxiliadies, which are deletable in casual style in examples like You seen Jerry? (éf. 'V you<seen Jerry?).)

### 2.4.2. Replacement

Proper parts of words are not subject to replacement by a pro-form under identity; whole words may (in the proper circumstances) be subject to such replacement. Proper parts of word+ciftic combinations are equally immune to replacement. It follows that if either $X$ or $Y$ in an $X+Y$ combination is replaceable by a pro-form, then $X$ and $Y$ are words; neither of them is a clitic.

### 2.4.3. Movement .

Proper parts of words are not subject to 'movement rules', that is, they cannot serve as gaps in gap-filler.relations with other constituents in $\stackrel{\rightharpoonup}{*}$ sentence. Full words may (inv the appropriate circumstances) participate in. such relations. Proper plerts of word+clitic combinations are equally unaivailable for movement. It follows that if either $X$ or $Y$ in an $X+Y$ combination can be moved without the other, then $X$ and $Y$ are words; neither of them is a clitic.

### 2.5. A test derived from interface assumptions

Given the proposal that cliticization occurs in a componentordered after syntactic rules apply; it follows that a clitic group-a combination of a host word with its clitics-should not be available when syntactic rules apply (except in the case where the clitic is simply a reduced form of an independenf word that makes a phrase with its host).

As a result, if a syntactic rule miust mention a combination $X+Y$ containing a 'dependent' item $Y$--either because $X+Y$ is deleted under Identity, because it is replaced, or because it is moved, or even because it must be mentioned as a conditioning factor in a rule affecting other constituents-we should expect that $Y$ is an independent wैord, and not a clitic (or an affix). Conversely, if X+Y makes some sort, of unit, but never, requires mention in a syntactic rule, we should expect that $Y$ is a clitic.

### 2.6. A metaconsideration

a As a final, somewhat speculative, point in this enumeration of criteria distinguishing clitics, from words; I suggest the; following metacriterion: In the absence, of clear evidence classifying an item one way or the other, assume that the item is a word (or an affix) rather than a clitic.

The implied claim here is on fabout the genergi human ability for language, that clitics are more marked than either inflectional affixef or independent syntactic units (that is, wards). since inflectional morphology is clearly more marked than syntax--theresare many pretty-thoroughlyisolating languages, but no almost-totally-synthetic languages (despite the gyidence of languages like Eskimo)--the consequence of this claim is that, ceteris paribus, an item whose standing is unclear is most likely to be an independent word, next most likely, to be an inflectional affix; and least likely to be a clitic.

Though I take this metaconsideration seriously, in what follows will not assume that it is a reliable guide. Nevertheless, I should point out that the argumentation of section 4 below would be a good-bit shortef for anyone who assumes that cliticization is more marked that either inflectional affixation or syntactic comenation.

## 3. Particles

The term particle is a ubiquitous one in syntax. Its most common function is to label items which, in contrast to those in established word classes of a language, have (a) peculfar semantics and (b) idiosyncraticis distributions. Particle is consequently a cover term for items that do not fit easily into syntactic and semantic generalizations about the language.

On occasion-as in Bloomfield's 1917 analysis of Tagalog-2the word is used to cover any lexical item not in a major' word class; in Tagalog the list of such items incudes both true clitics, which Bloomfield calls. 'enclitis particles', and a large number of nonclitic wónds. Especially in older works (like Whitney 1889 on Sanskri.t) the word covers any indeclinable, or uninflectable, item;'this use of the word if particularly common for languages, like Sanskrit, in which almost all words have inflected forms. oA middle course is steered by those who follow Crystal (1980: 258) in distinguishing as a particle an invariable item with grammatical function, especially one which does not readily fit into a .. standard description of parts of speech'.

### 3.1. Properties of 'particles'

The familiar class Prt of verbal 'particles' in English--the off of send off, the up of give up-is a typical set of words that get this label becaúse no other suitable label is available. They are, first of all, semantically peculiar: their contribution to the combinations in which they occur tends to be idiosyncratic, and in any case this contribution is not that of either of the two closest word classes in English, prepositions
and (directional) adverbs. "In addition, the English 'particles', are odd on distributional grounds; they tiave neither the distribution of prepositions (since they occur postnominally, as in Robin gave the theory up) nor the

- distribution of adverbs (since they occur between a vérb and:its direct.
- object, as in Robin gave up the theory).

Elsewhere in English, one might want to rlabel some roughly aduerbial words like even, onld ${ }^{\text {dend }}$ not as particlesp similarly, the infinitive marker to is a cindact collections of wordif pe been assigmed to a páfticle category--markers of mood and sentence typethorifess indicators of topic and focus, case markers, tense/aspect of hemes, markers of emphasis, subordinators, coordinators, indicators $\boldsymbol{\phi f}$ direct vs. indirect discourse, negators, vocative markers, deictics, definiteness/indefiniteness markers, classifiers, and so on. That is to say, the range of meanings for the things that hape . been cafled' 'particles' in one language or another parallels exactly the range of meanings for clitics. In the languages of the world, and these in turn parallel exactly the range of meanings for finflectional affixes in the world'sianguages. Semantically, items classified as particles are 'function" 'father than 'content', items; the "words most likely to be so classified are those with the least content-od the one hand, apparently meaningless concomitants af syntafic constructions like the infinitive marker to In English, and on the other, the little worde like German doch and noch that are the bate of lexicographers and grammarians alike because it is so hard to specify their menaings or thef'r functions, despite the fact that they clearlycontribute something to. the sentences in which they occur.

## .

Pbonologically, the thingsc labeled as particles tènd to be depentent', again like ctitics and affixes. . Some partictagilike the English infinitival to; cannot occur in isolation. Most of eem are normally subordinate in aćcent to words from other word classes, and so do not usually bear phrasal accent (here the English verbal particles, Prt, are atypicat, for they are usually stressed):

This is not impressive list of general properties of the thingsinat have been called particles: The peculiar semantics and idfosyncratic syntax of particles together make an entitely negative characterization of the set; the 'English'particles' to, off, and only, for instance, share no interesting syntactic or semantic properties. The list of meanings. conveyed by pariticles merély groups them toge'ther with affixes, clitics, and some indubitably independent words (including, in English, préposiltions, determiners, and auxiliary verbs)--as function rather than content items. And their typical lack of phrasal accent, merely groups them again with these other function items.

### 3.2. Particles as words .

It should now be clear from what $I$ have said about typical particles that they are in fact words'rather than clitics.

First, they all can combine with phrases rather than words (the construction test, section.2.3.3). The English verbal partifles combine
with a Cexical category, $V$, and parasal. category, NP; in examples. Ilke send [-the estronauty] off and see [the horrid task] through. The'infinithive marker combines with VPs, as int to [baldly go where no man has gone 'beforel. The adverbialo particles tot; only, and even combineowith-all. sorts of phrasal categories, as in not [because I askèd.you], only [with a plak-axel and even [the bravest of us]:
$i \therefore \quad \therefore$ se of these particles also exhibit a certain amounc of freedom in wordorder (the ordering test, sectión 2,3.4) In particular, evert and only miodifying a phrase within a VP can occur either with its phrase or at the beginning of the VP: even saw Adeline shares one of its readings with saw even Adeline, and only took a drop shares one of its readings with took, only a drop.
$\because$ All of these English particles except to can occur as independent
$\Rightarrow$ words (the blinding test, section 2.3.1).
The infinitive marker to is itselfe subject to deletion (the deletion test, 'section 2.4.1) y-as in to teach and (to) learn--and the material it combines with is subject both to deletiona-I urged him to (have the penguin stuffed)-- to replacement by a pro-form (the replacement. test, section 2.4.2)- I urged him to do so. Both sets of facts ifidicate that the combination of to with, other material does not behave like a word syntacticálly.

Although most of the Englisin particles I have been discussing are accentually 'dependent'. 'they aII can bear phrasal accent (test 2.2), hethe ${ }^{\text {ob}}$ behave like independent words rather than cilics. Note examples like is don't mant TO go, I will NOT eat, that rat tart, and She sacrificed EVEN her kangaroo.

7 The phonological tests in section 2.1 above are not easy to apply to the current cases. One possibly relevant observation concerns the infinitive marker to and the rules governing the aspiration of voiceless stopsin English. One context for aspiration is the beginning of a (phonological) word. If to were a proclitic rather than an independent word, then wey would expect'no aspiration at the beginning-of perpetuate in to perpetuate. The presence of aspiration there supports other evidence that to is not a clitic.

Although my discussion in this section has concerned English entirely, corresponding evidence can bê provided for noch and doch in German, the negator hindi in Tagalog; and many other examples of particles. I conclude that though there are clitics in many languages, most of the things that have been labeled as particles are in fact independent words rather than cilitics.
3.3. 'Particle's' and syntactic categories
'UP to this pQint', I have been treating particle'ds if it were a theoretiçal term, parallel to word, clitic, and affix (admittediy, I have been inclinied to put the word particle in quotes).. But there is norreason whatsoever to think. that the class of particles in any languge constitutes
a unified group of items. And there is certainly do reason to think that particles make a coherent set cross-linguistically. Particles are distinguished entirely negatively: they are the items left over when adl the others have been assigned to syntactic categories, or the items that do not belong to major word classes, or the items that do not take'inflectional $l_{\text {, affixes. }}$

### 3.3.1. Acategorial items

One way to capture this fact is to say that particles belong to no syntactic category, that they are acategorial. This is equipalent to saying that these words are directly introduced by, syntactic rules, rather than appearing as instances of lexical categories: An acategorial, account of English only would introduce it via rules like the following:
NP $-\cdots$ (only) Det Nom
VP $--->$ (only) $\hat{\text { (on (NP) (NP) (PP) }}$
PP $-\cdots$ (only) Prep NP

The alternative is tolassign only (and perhaps a few other particles) to a small subclass af adverbs, call it 'AdvX', introduced by rules like the following:
$N P--->$ (AdvX) Det Nom
$N P .-->$ (AdvX) V (NP) (NP) (PP)
PP $--->$ (AdvX) Prep NP

As Pullum (1982) points out in ${ }^{\circ}$ his discussion of one English particle, the infinitive marker to, acategorial accounts have been proposed for a very large number of words in English--in Chomsky 1957 and Burt 1971 alone, for infinitival to, the conjunctions and and or; certain occurrences of the . prepositions of by, and for; the complementizer that; the auxiliary verbs do, have, and be; the expletive pronoun there; and the degree modifiers very and so-ats well as for several affixes (among them, perfect -en, progressive -ing, and negative $n^{\prime} t$ ) and at least one clitic (possessive -'s).
3.3.2. Problems with acategoriality

Pullum (1982: 182) observes that there are two reasons to object to the availability of acategorial descriptions: 'it introduces irreducibly parpchial (language-particular) elements into the syntactic rules of the ląnguage instead of assigning them to the natural repository for such parochiality, the lexicon' and 'it formalizes'a distipction between words in a language [the distinction between categorial and acategorial words] for which there is absolutely no warrant in terms of the intuition of the native speaker'.

The first objection is important to anyone who wants to propose substantive universal generalizations about phrase structure rules: The second objection is that there is no psyohological realfty th the distinction betweff categorial and acategörial words. "There are at least two further objections:

First, not only is there no apparent psychological reality to the distinction between categorial and acategorial words, there seems to be no granmatical reality to it, either. That is, there seem to be no grammatical generalizations that are correctly stated terms of this distinction. I noted above that the set of particires in a language do not hang together in any grammatically interesting way; this is equivalent to saying that acategorial words form no grammatically interesting class.

Second, lumping acategorial words into a class predicts not only that there should be generalizations over this class (which I have just denied), but also that there should not be any generalizations relating individual acategorial words to other syntactic categories. Indeed, the apparent lack of such generalizations is what causes particular words to be treated acategorially. However, several, such generalizations have been found: Emonds. 1972 uses generalizations connecting the English verbal particles to prepositions to argue that the particles should be analyzed as (intransitive) prepositions, and Pullum 1982 uses generalizations connecting infinitival to to auxiliary verbs to argue that to should be analyzed as an auxiliary verb (admittedly a rather special and defective one). It is a feature of such works that the generalizations are by no means obvious or easy to discover. But the fact that they have been found in some cases encourages me to think that generalizations linking individual particles to syntactic categories can be found in other cases as well.
3.3.3. No acategorial words:

As a result, I propose that there are no acategorial words; that is, stated positively, every word (in every. language) belongs to one of the syntactic categories provided by (universal) grammatical theory.

Clitics and inflectional affixes are acategorial, on this proposal, but every word must be assignable to a syntactic category. "Still another. way of stating the proposal: there are no particles-only syntactic categuries, clitics, and inflectional affixes.

I should add here that in proposing this I am presuming an elaborated theory of syntactic categories. What is required, as Gazdar and pullum (1982: l-3, citing earlier works in a variety of theoretical frameworks) have pointed out, is both a hierarchical arrangement of osubcategories , within categories (so that the English infinitive marker to can be treated as a singleton subclass of the class of auxillaries, itself a subclass of a class of verbs, itself a subclass of a class of predicators that includes both verbs and adjectives) and also the ability to refer to natural classes' of categories that cross-cut one another (the ability, for instance, to refer to adjectives and verbs together as a class, and also to refer to adjectives and nouns together as a class). The required theory of syntactic categories is therefore parallelin its form to the theory of " distinctive features in phonology. Its most salient feature here is that
it permits reference to a large number of word classes-of all sizes from a single word to thousands, with some classes included within others, and with some classes intersecting with others.

### 3.3.4. An alternative

)
The proposal $I$ have just made, appears to run diréctly counter, to ideas presented by Carlson (1983): In this section if will argue that the two are: compatible, and in so doing I. will sharpen somewhat my own proposal.

Carlson's discussion begins with the observationthat in language in general 'there are two distinct types of mor"hemes...variously referred to as lexical vs. function morphemes, full words vs. empty words, content words vs. particles' (69). Carlson takes this distinction to be a . fundamental one in linguistic theory, and argues that particle words group together with inflectional affixes, indeed with certain instances of morphological operations like reduplication, with certain clitics, with some suprasegmental marks like intonation contours, with some null elements, and even with instances of altered word order A telling cagie is that of yes-no questions across languages; they are marked by'sparticle words, by verbal inflections, by clitics, by intonation or other suprasegmental means, and by word order changes (like inversion in English)--in some languages by two or more of these in concert or in alternation.

The suggestion Carlson ultimately makes is that particle words and their ilk are in fact both meaningless and not lexical items at all. Instead, a particle or one of its kin is a mark of a syntactic combination, a concomitant óf a rule that combines lexical or phrasal material; according to Carlson, the meaning apparently associated with some such items is actually a semantic. operation associated with the rule.

My proposal requires only that a particle"word be assigned to a syntacic category. It does not require that the particle be listed. in the lexicon (assuming that the lexicon is conceived as the list of open-class items), or even that it have a meaning common to all of its occurrences. The main reason particles should belong to a syntactic category is that generalizations should be statable across classes of particles, across classes containing both particles and indubitable lexical items, and even across classes comprising occurrences of the 'same'. particle introduced by different rules. For this.purpose, it would be sufficient for material introduced as a concomitant of a syntactic rule to have some internal feature organization of a nonphonological sort (and indeed we wouldn't want. it to have internal phonological organization, for then phonological features would be available to condition or constrain syntactic operations). This'material would not have to have a 'meaning', and it certainly.. is not necessary that this material be a member of an open class.

- For this proposal to work, we must assume a distinction similar to one that hàs repeatedly been suggested in transformational grammar," between an 'early' accessing of the lexicon (for open-class items) and a 'late' accessing. (for function morphemes and words), though there is no neded to treat the insertion of open-class items as early in derivations. What we require is a distinction between the lexicon proper--a list in which bundles of morphosyntactic features are matched with phonological content
and meaning-and a process of shape assignment, in which bundles of morphosyntactic features (associated with words or phrases) receive phonological shapes, whether as segmental material, as an.operation on segmental material, or as prosơdic features:

I conclude that a Carlson-style treatment of particles is indeed compatible, with the claim that there are no acategatial words, so long as material introduced as an accompaniment to a syntacitic rule. can be internally complex.

## 3.4. 'Particles' and a typological generalization

I return now to the issue with which this paper began, namely the involvement of particies in general hypotheses about langauge, in particular typological generalizations. I want to treat one hypothesized generalization in partiçular: Kaisse's proposal (1982: 4) that All languages with $S^{\prime}$ clitics place those clitics in second position, after the first stressed constituent (or word) of the clause, regardiess of the . category of that constituent (or word).?

My aim here is not to defend or attack this proposal--I am inclined to believe that the strongest form in which it can be maintained is limited to free-word-order languages, and I am not committed even to that version--but rather to point out that most of the problematic cases adduced by Kaisse are irrelevant to the hypothesis, since they do not involve clitics, but rather (i) 'particles' that turn out to be independen't words, (ii) 'particles'. that turn out to be affixes, or (iii) 'particles' that turn out to be simple-clitic variahts of independent words (simple ciftics are those, like the English auxiliary clitics 's, d, and so on, that serve as reduced forms occurring in the same positions as corresponding full forms--in my English example, the full forms is/has, would/had, and so on).

To elucidate Kaisse's version of Wackernagel's Law, rimust first explain that' $S^{\prime}$ clitics are a subtype of special clitics (clitics not partaking of the distribution of corresponding full forms) functioning as constituents of $S^{\prime}-$-that is, as modifiers of $S$. Spécial clitics márking mood, tense, and aspect are typical $S^{\prime}$ clitics, and special clitics marking subject pronouns are typical examples of $S$, rather than $S^{\prime}$, clitics in Kaisse's schème.

- It follows from. the statement of Kaisse's generalization that any of the following would be counterexamples to it:
--S' clitics iffinitial position;
$-S^{\prime}$, clitics in a medial position other than $2 \mathrm{P}-$-for instance, in third position;
$-S^{\prime}$ clitics located with respect to the end of a clause, either in final position or in penultimate position.
. Kaisse herself is careful to bring forward cases that seem to be counterexamples, or at least problematic. These include
- initifai $S^{\prime}$ clitics in Welsh;
- -thírd-ppsition $S^{\prime}$ clitics in Germañ;
--final S' clitics in Chrau and Kenyang (to which I can add a similar case in Hidatsa); and penultimate. $S^{\prime}$ clitics in Nganhcara.

I cannot consider all of these cases here-to begin with, I lack the information $I$ would need to judge the Kenyang case--but $I$ can consider representative phenomena: independent words rather than clitics (German, Chrau); affixes. rather than clitics (Hidatsa); and simple-clitic alternants of independent words rather than special clitics (Welsh). These are examined, in order, in the next section.
4. Items misclassified as special clitics
4.1. Independent words rather than clitics

The burden of most of the preceding discussion has been that many items that might be classified as (special) clitics are in fact just independent words.

### 4.1.1. German conversational particles

One case I have already alluded to: the German 'conversational particles' ja 'indeed', eben 'just', denn 'for', doch 'yet', and wohl 'indeed'. As Kaisse (1982: 9) observes, most of these particfes are capable of receiving stress, a property 'more characteristic of independent grammatical words than of the special clitics'.

Several of thé conversational particles can even occur in isolationy or in combination with other 'little words': doch constitutes by itself a positive answer to a negative question (Verstehst du das nicht? Doch. 'Don't you under'stand that? Yes, I do.'), and ja doch and nicht doch serve às emphatic positive and-negative answers, respectively; wohl alone is an exclamatory 'Well then!' or a military "Aye, aye', and ja wohl and nicht wohl are an emphatic positive and an emphatic negative, respectively; eben alane is an exclamatory.. 'Exactly! That's right!'. If the conversational particle ja is to be identified with the answer-word ja, then it should be added to this list, and it probably should be added in any case, givèn its exclamatory use, in examples like Ja, ist er gegangen? 'Why, has he gone?' In any event, the binding test (section 2.3.1) indicates that most of the conversational particles (denn is the čonspicuous exception) are independent words rathey than clitics.

It is also true that the conversational particles are by no means restricted to second position, that is,. to position after the first constituent of a clause. Ja, wohl, and eben, at least, occur phraseinitially as well, in examples like Hunderte--ja Tausende 'Hundreds--. indeed/even/nay thousands', Wohl zehnmal Indeed/easily/at least ten times', and Eben an der Stelle 'Just on that spot'. That is, the conversational particles (again with the notable exception of denn) have the distributional properties (section 2.3.5) of independent words rather than clitics.

The reason that the conversational particles appear to be problematic for Kaisse is that in main clauses, where German requires that verbs take second position, the conversational particles appear in third position:

$$
\because \quad \frac{\text { Peter }}{\text { Peter }} \frac{\text { war }}{\text { was }} \frac{\text { ja }}{\text { indeed } \frac{\text { dech }}{\text { let. }} \frac{\text { dort }}{\text { there }}}
$$

*Peter ja war doch dort.
*Peter ja doch war dort.
cf: $\cdot$ - weil Peter ja doch dort war
'because Peter was indeed yet there'
There is, of course, no problem if the conversational particles gre adverbs of a special type. Then their privileges of occurrence are matters of syntax-interesting, but of no particular signific̣ance for generalizations about clitics.

Everything I know about the German conversational particles indicates that they are adqerbs with special restrictions on their occurrence-in this respect, much like English not, though of course with rather different distributional restrictions from those on not.

### 4.1.2. Chrau particles

The Mon-Khmer language Chrau, as described by Thomas (1971), presents a picture of incredi ${ }^{\circ} \mathrm{e}^{\mathrm{e}}$ diversity in its particies.

Thomas' analysis of this SVO. language distinguishes nuclear slots in a clause, filled by verbs and their nominal arguments, from peripheral slots, filled primarily by various types of 'particles. Among the particle types is a category of 'adverbs', which are byidistributional definition 'words. which usually, follow the object, but which can freely precede the object' (81) and which have meanings comparable to those of adverbs in familiar languages. But the class of particles also includes a set of initial adverbials', ideophonic adjuncts to specific verbs, though located before the subject; a set of 'movable particles', of idiosyncratic distributions, which combine with a variety of constituent types; and a set of 'fittaly. particles', the most common of which is en 'already, now, finished' (Thomas, 100). The peripheral slots in aclause include several that are clearly phrasal, in particular a set of 'clause. temporals' (time adverbials) and a set of 'location' elements (prepositional phrases of location).

Other particles are located at the beginning of the verb phrase constituent in Chrau. These "preverbal particcles" are adverbial in meaning, marking negation and temporal relations:

Still more types of partickes occur in main clauses only. These include a set of 'initial particles'; some modal in meaning (chäc 'surely, , probably'), most functioning as senténce connectives (ncai 'then, after that'; te ra 'so that, as a result'); a set of 'modal particles', intervening between the clause temporal and the subject, or occuring after
the subject, and again performing both modal (đ̛̃ng gal 'truly, indeed') and connective (ehěq' so as a result, then, in that case') functions; and a collection of 'final particles' beyond those that can occur in both main and embedded clauses. These final particles mark questions of various types, imperatives of various types, emphatic assertion and denial, and. bewilderment or surprise. It is these particles, mentioned in Zwicky 1977, that appear to constitute an exception to Kais'se's version of Wackernagel's Law-if they are clitics. The Initial particles would also constitute straightforward exceptions-again, if they are clitics.

But there is no reason to think the final and initial particles are anything other than words, adverbs in fact.

Chrau is largely monosyllabic, and the particles all maintain their phonological integrity; there is no evidence that they coalesce with neighboring morphemes. Chrau accent is a matter of high pitch, usually on the final syllable in a sentence, and it is true that final particles like the emphatic negative nôq and the mild emphatic vu de, have inherent low pitch (Thomas, 60f.). However, a number of other morphemes (di 'in order to, until', and the sentence and noun'phrase coordinators) have inherent low pitch even though they are not final particles-and, in any case, usually neutral or de-emphasized words in a sentence can receive high pitch for special emphasis. Phonologically, then, there is no compelling reason to classify the Chrau particles as clitics.

It its also true that none, of the particles seems to be able to occur in isolation. However, from Thomas' expósition it appears that anly nouns and verbs can occur in isolation, so that free occurrence is not a good : litmus forwords vs. çlitics in Chrau.
A.t least two facts favor the classification of the Chrau particles as independent words. The first of these is that a number of the particles are clearly morphologically complex. The final particle vu de, for instance, is an idiomatic combination of vu 'people' and de 'possessive particle' (Thomas, 189). By the complexity criterion (section 2.3.6), we $\&$, expect these particles to be words rather than clitics.

The second fact is that the distribution of the final particles cannot be described by a single principle locating them at the end. of a clause. The complication is that Part of the clause nugleus may be repeated (echoed) after the final particle for additional semantic emphasis' (Thomas, 102). We need to say that final particles combine either with a clause, or with a clop and an independent constituent (from Thomas' examples, the echoed Ufinstituent can apparently be a noun phrase, a verb phrase, or the two in combination, without any final particles).
\%,
The distribution criterion (section'2.3.5) then suggests that the particles are simply words.
I. conclude that absolutely nothing about the phonology or syntax of Chrau indicates that the final particles form any sort of unit with the non-particle word preceding them. Similarly, nothing indfates that the initial particles form any sort of unit with the noṇ-particle word following, them.

$$
\text { A }-165^{-}
$$

### 4.2. Affixes rather than clitics ${ }^{3}$

The Siouan language Hidatsa is an SOV language with a set of morphemes, indicating moods, that occur only after $V$ in main clauses. These mood markers are differently treated by, Robinett 1955 and by Matthews 1965.

Mathews' description is in the early transformational framework; it has a set of phrase structure rules (introducing eight moods via the rule $S$ ---> P Mood), a set of transformational rules (irrelevant to the issue we are considering here), and a set of rules introducing boundaries into syntactic structures. Mathews. (Appendix B.l) descrmbes this third set of rules as demarcating 'words', but he also says that the way strings are divided into 'words' can diverge considerably from the (surface) constituent structure, so that it is clear that this, third set of rules, intervening bétween the țransformational and phonological components, comprises what have come to be known as readjustment rules, creating' 'phonological words' "rather than the words of ordinary morphology. That is, Mathews is proposing that the mood markers are clitics, syntactically positioned at the end of an $S$ and later readjusted to form phonological words with the $V$ that precedes them. These are special clitics, (they have no full forms in this position, or any other position), and from their meaning, s'clitics.
. Rabinett's analysis, on the other hand, fis framed in terms of position-classes of affix morphemes. For her, the mood markers belong uncomplicatedly to a class of inflectional affixes including also such non-mood morphemes as, wa 'as, when, at' and hiri 'beciause'.

Now Matthews' analysis, in which mood markers like Quotative wareac, Report rahe, and Emphatic ski'are, $S^{\prime}$ clitics located clause-finally, clearly runs against Kaisse's version of Wackernagel's Law, while. Robinett's analysis of Hidatsa is consistent with Kaisse's proposal (the location of inflectional affixes has nothing to do with the placement of $S^{\prime}$ clitics): Butt which of the two is the right analysis offidatsa?

Considgr the criteria that Zwicky and Pullum (1983a) provide to distinguisik lifics from'inflectional affixes, and the criteria they cite from other'authors (Carstairs 1981 \& criteria do not apply to the Hidatsa case, at least given what $I$ know about $:$ the language. But not all are beside the point. 'Carstairs' third criterion--that inflectional affixes are. 'members of relatively small closed system, one of whose members must always appear at the relevant. place in structure' (4)--fits the Hidatsa case perfectly, since the mood markers make a small (seven- or eight-member ${ }^{4}$ ) closed class, one of whose members must appear at a particular point in structure, namely at the end. of CYery main clause. Zwicky and Pudlum's first criterion-that clitics can exhibit a low degree of selection with respect to their hosts, while affixes exhibit a high degree of selection with respect to their stems' (503)--is consistent with an affix analysis, since the mood markers occur only after verbs; bu't since juerbal clitics are, common in the languages of the world, not much weight can be placed on this test.

The most striking evidence oin favor of the affix analysis comes from Zwicky, and Pullum's third criteion: 'Morphophonological idiosyncrasies are
more characteristic of affixed words than of clitic words' (504). There are at least three types of morphophonological irregularities associated with the mood markers.

First, the Optative and Imperative markers 'Both combine with a preceding number morpheme...into the phonemic shape aara... Otherwise, after a nonhigh vowel that is not preceded by a nonhigh vowel,...[they] have the shapes $\frac{h}{}$ and ka, respectively; elsewhere their shapes'are ah and aka, respectively (Matthews, 108) $\therefore$. These morphophonemic conflations and alternations have no obvious parallel elsewhere within the language.

Second, the Report mood marker idiosyncratically fails to undergo (Matthews, 287) a morphophonemic rule raising e to in morpheme-final position.

Third, at least one mood marker conditions morphophonemically irgegular behavior in the stem to which it is attached: 'Under certain not-yet-understood conditions, a stem will move its stress to the final vowel when it $1 / \mathrm{s}$ immediately followed by the Quotative morpheme' (Matthews, 286).

Finally, the phonological shape of at least one of the mood markers indicates that it is an affix rather than a clitic. Most of the mood markers have quite ordinary shapes, like Indefinite toak and Period c, but one, Question, has a peculiar phonological realization: as a glottal interruption of an immediately preceding vowel (Matthews, 101).

Now morphophonological processes like ablaut, umlaut, consonant changes, reduplication, accent shifts and tone alterations are fairly common as the phonological exponents of inflectional or derivational. formations in morphology. Sometimes the processes cooccur with affixes (e.g. German umlaut with plurals in -er, as in Blaetter, from Blatt 'leaf'); sometimes they are the sole phonological exponent of a formation (e.g'. German umlaut as the sole mark of plurality, as in Brueder, from Bruder 'brother'f. Sometimes the proceses affect only a subtype pf a formation (e.g. German umlaut in general, given that my plurals, like Frauen 'women', do not involve umlaut even though the trínoun stems have umlautable vowels); sometimes they occur across the boatd. (e.g. the Tagalog 'contemplated-aspect' form of a verb, marked only and always by reduplication, as in makikita 'will see', from makita 'see' (Schachter, and Otanes 1972: 363)). Parallel phenomena involving clitics or independent words are at least very rare, if not unexampled. Given that the Hidatsa Question morpheme is realized as morphophonological process, it is most unlikely to be a clitic.
(Notice that here $\dot{I}$ am using a test to distinguish clitics from affixes that Zwicky and Pullum do not cite: Morphophonological processes nosmally function parallel to affixes rather than to clitics (or independen't words).)

On balance, every criterion $I$ have mentiond shows that the Hidatsa mood markers are fnflectional affixes (after the fashion of Robinett's. analysis) rather thag clitics (in the spirit of Mathews analysis).
4.3. Simple clitics rather than special clitics

Welsh presents a situation that, at first glance, seems to involve S' clitics in clause-initial position. The particles at issue in this VSo language include at, least the affirmative particles $y(x)$, fe, and mif the intergogative particles, and aif the relative particle a; and the negative particles $\mathrm{ni}(\mathrm{d})$, $\mathrm{na}(\mathrm{d})$, and nac. From-their functions, it is clear that if these particles are special cliticsf they are $S^{\prime}$ clitics. The question is whether they are special clitics all.

To explore this question, I must firsf sketch the syntactic properties of the Welsh particles. The particle $y(r)^{5}$ will serve as an illustration. It combines with a clause whose main verb is a form of bod 'to be':

$$
\begin{array}{lll}
\frac{Y r}{\text { oedd }} & \frac{\text { Jac }}{\text { WRT }} \quad \frac{\text { yma }}{\text { here }} \quad \text { 'Jack was here' }
\end{array}
$$

Compare A oedd Jac yma? 'Was Jack here?' and Nid oedd Jac yma 'Jack wasn't here'.

The other afirmative particles, fe and mi, combine with clauses having main werbs other than bod, and they are optional, whereas $y(r)$ is obligatory: ${ }^{\text {toedd Jac yma, }}$ but boyh My ganodd Jac and Canodd Jac 'Jack sang'.
? $\mathrm{Y}(\mathrm{r})$ does not, however, combine with clauses that have a (fronted) topicalized constituent; the particle is instead in complementary distribution with a topicalized constituent: y bachgen oedd yma 'It was the boy who was here', Yma oedd $y$-bachgen ${ }^{\prime \prime}$ It was here that the boy was', but ${ }^{\prime \prime} \mathrm{Yr}^{\prime} \mathrm{y}$ bachgen oedd yma and *Y bachgen yr oedd yma. $\cdot$. The interrogative and negative particles are not so restricted; compare Ai Jac oedd yma? 'Was it Jack 'who was here?' and Nid Jac oedd yma 'It wasn't Jack who was here' with Jac Oedd yma. Note also that $y(r)$ does not cooccur with a/ai or ni(d).

For sentences with main verb bod, then, there are six-things that can precede the verb: AFF, $Q$, NEG, TOP, $Q$ TOP, and NEG.TOP, where 'AFF' stands for the affirmtive particle, ' $Q$ ' for 'the interrogative particle,' 'NEG' for the negative particle, and 'rop for a topicalized cons tuent. A straightforward analysis of these factṣ would posit a Comp position preceding $S$, with two constituents in Comp:


(A transformational treatment would get the effect of complementary
3. distribution between AFF and TOP by moving a topicalized constituent so as to replace AFF, but the details af how the positions in Comp get filled need not concern us here.) In this analysis, AFF has the allomoxphs $y$ and yr (depending on whether the followitrg verb begins with a consonant or a vowel) when it is $S^{\prime}$-initial, and a zero allomorph otherwise.
$\therefore$ Such a straightforward analysis of the major Welsh facts is not posible if AFF is a special clitic, and if in addition the cliticization
component is to follow all syntactic operations; a clitic element AFF would

* not be available in the syntactic component. Similar remarks hold for $Q$ and NEG, and indeed for the other particles I have not discussed in any detail here. We must now ask why anyone should suggest that the Welsh particles arerelitics, rather than independent words.

The first piece of evidence suggesting a clitic analysis is the, restricted distribution of particles. . But I have niow famply illustrated the fact that items with restricted distributions are not necessarliy clitics. .

The second piece of evidence is that the particles, are usually unaccented. $\mathrm{Ni}(\mathrm{d})$, fe , and mi, however, are easily accented for emphasis. And, in any case, the accentual criterion is one of the least reliable, as I pointed out in section 2.2.

What looks like the really conclusive pieqe of evidence comes from the phonological properties of AFF, NEG, , and $Q$ in cllloquial Welsh speech. Preceding forms of the verb bod (which are always vowel-initial), AFF and NEG are phonologically reduced and attached to the verb. Yr oedd Jac yma pronounced with a intial schwa is distinctly bookish; the colloquial version is 'R oedd Jac yma, in which the first phonological word is /roy ${ }^{\circ} /$. Nid oedd Jac yma pronounced with a full form nid is emphatically negative; the unemphatic colloquial version is 'D oedd, Jac yma, in which the first .phonological word is/doy //. In the same context; $Q$ is simply absent. A. oedd Jac yma? is distinctly bookish; the colloquial version is just Oedd Jac yma?, with rising final accent indicating its interrogative character.

Moreover, preceding verbs other than bod, $Q$ and NEG are usually not realized as separate' elements at all in colloquial Welsh. . Instead, $Q$ is manifested as a morphophonological rule, the 'soft mutation', affecting. certain segments at the beginning of a verb following $Q$, and as a concomitant rising intonation on the sentence as a whole. And NEG may be realized via another set of morphophonological alteration's ("soft mutation' of some consonants, 'aspirate mutation' of others) affecting the first segment of the verb following it, in combination with'a negative marker ddim or mo later in the sentence. The colloquial version o ganodd ef? 'Did he sing?' (cf. affirmative Canodd.ef 'He sang') is Ganodd ef?, and the colloquial version of $\mathrm{Ni}^{\text {chanodd }} \mathrm{ef}$ ddim 'He didn't sing' is Chanodd ef ddink

Both the facts about the particfes preceding forms of bod and the facts about the particies preceding other verbs/\$uggest a high degree of integration between the particles and the verb forms that follow them; inđeed, the particles eeem transparently to be clitics. (For at least some speakers of modern We Wh, one might even want to analyze some of the 。 mutated verb forms as inflectional forms.)

For the many speaker who hav full and reduced forms of the particles as formal/booicish and informal/colloquial veriants, it is clear that the reduced.forms ( $\mathrm{AFF} / \mathrm{r} /$, $\mathrm{NEG} / \mathrm{d} /$ ) -are clitics. But they are simple clitics;, occurring in the same position.as the corresponding full forms.

The zero variants of $Q$ and NEG can then be analyzed.as zero allomorphs of simple clitics, an analysis that is especially attractive in light of
the fact that the mutations appearing when the is is no overt manifestation of $Q$ or NEG are exactly, those that occur with a or ni(d) is present: (A) ganodd ef?, (Ni) chanodd ef.",

I conclude that the Welsh 'particles' are independent words (adyerbs, presumably, though of a small and distributionally restricted class) with simple clitic yariants.
'5. A'real class of particles
Despite all the cold water $I$ have thrown on the notion of particle in the sections above, there is a grammatically significant class of words that have of ten been labeled 'particles'--namely the 'discourse particles', or 'interjections', as surveyed ${ }^{\text {most }}$ recently for English by James (1974), Goldberg (1980), and Schourup (1983).

The English discourse particles include (certain instances of) well, hey, ok, oh, yes, like, y'know, no, uh, now, say, why, look, listen, and please, and perhaps others, as in the examples:

Kim will want, well/oh/like/uh/say/why, a golden penguin.
Well/hey/ok/yes/y'know/look/listen, let's go to Pismo Beach.
I'd like á pomegranate popsicke, please.
(On distributional grounds, the traditional class of exclamatory.'interjections' in English--items like ouch, boy, gosh, holy cow, wow, my goodness, dear me; and hell--should also be grouped with thesse partifles.)

Though these items are in some sense 'little words', they are not at all like cliticis. Their, kinship is, ithstead, with vocatives, appositive relatives, and interruptive adverbials like I think, as you might have heard, and so they say:

UnVike clitics, which are prosodically dependent, discourse particles and their kin are prosodically independént. Typically, they are both accented and prosodically separated from their surrounding context.

Though discourse particles are usually monomorphemic, they can be morphologically complex (y'know is probably still complex for most current speakers of English) ${ }_{2}$, and certainly the congtructions related to them are complex, often having quite considerable internal structure (as in the parenthetical as I ought to have realized you probably heard from Robin or the vocative all you people with both apples and oranges in your knapsacks).

Unlike clitics, which form word-like units in combination with neighboring words, discourse particles and their kin aqe syntactically. insplated from, the rest of the sentences they occur in. Typfoplby, the internal syntax of a discourse construct has nothing to do with the syntax of the rentencefaround it,

Finally, a point about meaning. Clitics express a variety of meanings; in addition.to clitics indicating various arguments of a ver, $b$, modality, sentence type, negation, and so on, there are some that are
really pragmatic/discourse markers, indicating the speaker's state of mindwith respect, to the content of what is said, the speaker's estimate of the. speaker-addressee relationship, and the speaker's estimate of the role of the current sentence within a larger discourse. Discourse particles ard all pragmatic/discourse markers; they never supply, argumentes for predicates or act as operatars on propositions. .

The special characteristics of discourse particles have long been recognized. Traditional grammars ofmany languages distinguish a class af interjections"; and detailed grammars based on distributional analysis (like Fries 1.952 for English) must separate discourse particles from other function words. Fries' analysis, for example, has lis classes of 'function words, among them Group K (well, oh, now, and why, very frequentiy. occurring at the beginning.of response utterance units', and more generally at the beginning of sentences continuing conversations (101) , Group $L$ (yes and no, distributed much as the items in Group $K$, but occurring as whole response utterances. and having a clearer meaning than the group K words ( 102 ) ), Group M (look, say, and listen as 'attention-., getting signals' (103)), and Group $\bar{N}$ (please occurring with request sentefices, most frequently at the beginining (103)). These four classes of function words stand out very clearly against all the others, primarily because their distribution, in this very distributional grammar, is. described in discourse terms, not in terms of their cooccurrence possibio lities.with other syntactic constituents. . $\quad *$

I conclude that there is a place for a class of discourse particles 'in general grammatical theory (and, undoubtedly, a place for many subclasses̀ in the grammars of individual languages). Discourse particiles, however; make up only a small part of the great world of 'particles'., and they have nothing worth mentioning in common with clitics.

## Footnotes

*My thanks to the people (especially David Dowty and Bavid Stampe) who listened, to an, earlier version of this paper at Ohio State and offered comments and criticisms; and to Geoffrey Pullum; who (even more admirably) : performed the same service by mail.
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-c. Five Morphemes in Finaish:
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## 0. Introduction

Finnish has:five morphemes that have presented analytic difficultíes. to both syntacticians and phonologists for years. These five morphemes have been referred to in the literature as "Possessive Suffixes" (henceforth Px, as is the traditional abbreviation in the ffeid), "possessive" because of thetr association and cooccurrence with the genitive personal pronouns, and "suffixes" because of their status as a proper subpart of the word. I shall demonstate that the best approach to these morphemes is to describe them as clitics; my discussion brings together facts about the phonological and morphological behavior of the Px (few of which have been presented in a unified way in the literature) that point to cliticization. Then I shall examine the syntactic evidence and, taking into consideration a presentation by piferrehumbert (1981), argue for two fairly simple clisis rules involving clitic doubling and clitice movement (as well as clitic. adjunction).

- "I will also" argue that because they never occur without coreference to another noun phrase in the sentence, the Px are anaphors. (An apparent exception, in which the NPs referred to are (genitive) non-interrogative personal pronouns, turns out to fall under my generalization; these NPs undergo free deletion at a late stage in the grammar.) Finally, although I claim that the Px are (anaphoric) clitics, I point, out how they "differ systematically from other clitics in Finnish.


## 1. Phonological Facts

Any morpheme.in this class behaves as if it were a proper subpart of the word, because it undergoes certain (morpho) phonological rules, with the word.as their domain, and because it prevents other (morpho) phonological rules from applying word-finally to stems. The Px must also, be considered. proper subparts of words for the reason that they are not "phonotedically possible independent words. Instead, they are similar, or somet ${ }^{\top}$, ${ }^{\top}$ en even identical, to well-forwat suffixes of Finnish.
1.1. Word-internal sandh ${ }^{2}$ and phonotactices

No word begins with geminates in Finnish, though the first and seond person plural Px do " (-mme and -nne, respectively). Few words begin with. consonanityctustens, none dith ns, but the third person Px (at least in its basie állomorph) is -nsa hots. The refore the Px cannot stand alone as independent words. They are similar to case suffixes frn form-isG rni and 2SG -si parallel the essive sufidy hat; -mme and -ane are payple to the
 translative -ksi and ablative -1ta $\sim$ - 1ta The $1 \overrightarrow{\text { PL Px-mme IS fomophonous }}$

with the lPL vertb suffix -mme.
The Px undergo the (word-y pral) phonoloztcal rule of vowel harmony. Since 1 and e are "neutral" witi respect to harmony, only -nsA is relevant. (A is, an archiphoneme representing the a $\sim$ 㫫 alternation resulting from vowel harmony.) Thus weu find -nsa in back vowelf words:
kirja-nsa ~*Eiorja-nsa
$\because!$
'his book."
(cf. kirja-ssa $\sim$ tkírja-ssa 'in the book') book-iNES
and -nsá in front vowel words:
r kynạ-nsä~ *kyne-nsa
pen - 3
$\therefore$ his peñ'


$$
\therefore \text { Pen-ADES }
$$

### 1.2. Word-external sandhi

4

The Px also behave like true suffixes insofap as they block three • . ${ }^{\circ}$ well-motivated morphophonological rules which affect final vowels of stems. First, there is a raising of word-final e to 1 . For example, lumi 'snow' is derived from an underlying //iume// (cf. the genfive singutar lume-n). The Px on this and othe words does not allow the $E^{\rightarrow} \rightarrow$ raising:


$$
\begin{aligned}
& \text { lume-ni~ }{ }^{\text {an }} \text { *lumi-ní } \\
& \text { "sniow-1SG } \\
& \text { 'my snow' }
\end{aligned}
$$

Another rule applytng word-finally shortens eetoge \% Most word-final e's alternate with -ee-; the latter is considered Besif here becdause it is less restricted in $\bar{t} \overline{t s}$ occurrence than the nominative partitive singular -et- and because it must be difforenteated from the onderlythg e which raises to $\frac{10}{}$. For adifferent approaeh to the selection of a basic allomorph see Karlsson (1983'f45, 197).). The Px do not permit sfortening of final ee:


|  |  |
| :---: | :---: |
|  |  |
|  |  |

one last morphophonological rule fis final vowe heletion (in some worts). The following woral can be món vated ds havtng an underlyigg form A/vanhuute $/ x$


$$
-177
$$

in 'our bird' even though it, too closes the syllable.

### 1.3. Truncation

The Px, unlike any other morpheme in ${ }^{〔}$ Finnish (even other.clitics), condition a truncation rule. Final consonants get delete when immediately preceding a Px:

Since NOM RL $t$ and GEN SG $n$ otherwise cause consonant gradation, it is clear that this truncation takes precedence over, ÉNonont gradation (so as
i) to avoid *linnu-ni in the NOM PL and GEN SG.).

* 7 If there is an e-insertion rule (as opposed tolan e-deletion rule), then this rule takes precedence over truncation.
$\$$

Truncation also affects the final consonants of the GEN PL, the ILL SG and PL, the INSTR, and the second. infinitive (2INF):



## 2.:- Morphological facts

With respect to their ordering within words, the Px resemble clitics. However, with respect to allomorph selection, they behave, as In phonology, like proper subparts of words, both conditioning and exhibiting special allomorphy.

### 2.1. Linear ordering:



The Px lie outside all derivational and inflectional morphology (egg.. "case 'and number morphemes):

## ma-i-ssa-mine

1and-PL-INÉS- 1 PL 'in our lands'

sy8-daz-kse-mme.
eat-1INF-TRANS-1PL
'(In order) for us to eat!
The only' morphemes permitted to follow the Px within we word are other clitics, for example the sentential operator critics:

$$
\begin{aligned}
& \text { auto-11a-nsa-ko } \\
& \text { car-ADES-3-Q } \\
& \text { 'by their car?' }
\end{aligned}
$$

Also permitted to follow is the directional adverb, pan (a simple clitic or a leaner -- note the absence of vowel 1 harmony):
koti-i-nsa-paln (from penttila 1957:123)
home-ILL-3-direqtion
In thetridection of his home!
Thus, the Px can be seen as the first of the cilice, string attached the the hast h
2.2 Stem allomorph•selection


The Px are not like other cities fin deterring stem allomorphs, The, other gittics attache to any (inflected) stem, with no sped
and do not have phonological effects as the Px d above.
 the NOM SG stem endiñén a a consonant (q femarkeq above):

In the morpholngically determined allomorphy of -nen $\sim-$ se- , the Px attach to the basic -s(e)- allomorph, not to the NOM SG -nen (although the other clit $\boldsymbol{q}^{\prime}$ s.attach to -nen):

Suomalainen 'a Finn (NOM SG)'
Suomalainen-han', -pȧ, -kỏ, -kin, etc.
Suomalaise-si~*Sudnalainen-se ~ *Suomalaine-si 'ypur Finn' (ćf.: GEN SG Sưomalafise-n)
I. conclude that for stem allomorphy selectiqn the $P x$ behave iike

4 proper subparts of words rather than like the less integrated particle clielcs.

### 2.3 Px allomorphy

Some of the Px have unusual allomotphy: The firstrand sécond person plural -mme and -nne are Invariable, but the other three Px have allomorphs that begin with vowels and end in consonants:

$$
\begin{aligned}
& \text { 1SG - } \mathrm{H} \text { i } \dot{\sim}-1 \mathrm{n}
\end{aligned}
$$

$$
\begin{aligned}
& 3 \text {-onsA:~-Vñ (where V repeats the final vawel of the host) }
\end{aligned}
$$

The vowel-finfl allomorphs are restricted variants; found only after suffixés ending in a vowèl. (The exaçt staţement of the alloinorphy rule is difflact ecanse the underlying shape of the parttive suffix is indeteriminate.). Nince the VC-alloméphs must follow a vowel, the NOM PL, GEN ȘS, GEN PL, HNSTR; and 2INF suffixes do not cooccur with them.

The ve-allomorph also follows, only a suffix, 'nevet a root, even'if the root meets, the phonological requirements. For example, the root talo bouse ends in a vowel, but talo'is is not permittert, only talo-si your house '. It is, also clear that only.inflectional suffixes suffice to 2 trigge the $y c$-allomotph; iderivationg suffixes do not. Thus in the three infindtives and the two participles, the CV shape of the sufftixes still does dot permit a-VC-allomorph for the Px, because the siffixes in question are derivational suffixes.
1
qhe c-ailomornhs, thent are fognd yafter inflectional akfates endigg


I. morphological level. three vowels are likewise permitted (e.g. hat $+1+$ ta land + PL + PART'), but the undergo a phonological 4 ( which oho ens
 suggested that the constraint one of syllabification, since form like raa'an consists of two syllables, but ttila-a-an and *tila-a-fn would consist only. of two, not three, syllables.

In all forms the basic (C)CV-allomorphs are possible, but whenever the VC -allomorphs are available they are preferred. The reader is referred to Appendix II for da list of relevant forms.

Note that the $P_{x}^{*}$ allomorph rule interacts with the truncation rule of section 1.3 in a counterfeeding manner. The consonant truncation rule potentially feeds the vc-allomorphy, yet it does mot. This interaction falls out of a theory in why ch ali morpholexical rules (e.gp VC allomorph) take precedence over all morphophoñemic, rules (egg. truncation):

TRUNCATION.
ALLOMORPH


### 2.4. Summary. of morphophonological facts

The following is a summary of the ordering of the morpholexical and morphophonemic rules discussed thus fart: Lines indicate relevant crucial篹teractions; at inter interactions are left undetermined.
MORPHOLEXICAL:

MORPHOPHONEMIC :
$\qquad$ $\left.\begin{array}{cc} \\ \because & \ddots \\ \vdots & \ddots \\ \vdots & \ddots\end{array}\right]$

$$
- \text { men } \sim-s(e)-\text { allomorph }
$$

$\frac{L^{2}}{C^{2}}$
The Px, for the most part, behave like proper subpart, of the wórd-they condition stem allomorphy as well as several word et ernal sandhi rules.
 Functionally the same as suffixed fir the purposes, morphology and phonology.
and The Px have an Intermediate status, bet wien the affectional suffixes

condition a free, deletion rule affecting pronouns, and (c) they confition, simt lar allomorphy for the stem:.

Inflectional Affix: 1PL Px:
(Me) Koi vo-mine 'we hope'
(Meidan). toivo-mme 'out hope:?

The Px are like the sentential operator clitics idechat (a) they lie outside all inflectional and derivational morphology iontheir attachment to the host, and (b) they fail' to cause fotionant Gradatiof:

The Px must be kept diftinct frof. .oth the inflectional suffixes and the sentential operator clitics becaus faf the phonological and morpho-. logical idiosyncrasiès presented above. For these reasons I tentatively posit a special place in the finternal morphological structure of the Finnish word for the $P x$ :


The various morpholexical and morphophonemic rules. can refes to the different levels of the word. Consonant Gradation, for example, has a domatnof $\mathrm{W}_{1}$, thereby appropriately excláding the effeg of the Px. Vowel Harmony as a domain of $W_{3}$, thus including the Px and the sentential operator clitics. The stem allomorphy rules apply at level $\mathrm{W}_{2}$.

Below I shall present some further evidence that the Px cliticization rules follow the late syntactic rulesithat assign and percolate inflectional features and that they precede the rules that place and attach sentential operator clitics (and the leaner pain 'direction').

The Px cliticizations take precedence over cliticizations of the siententlal operator clitics for three reasons. Rirst, the Px always appear closer to the host than do the o for cilitics.

```
    auto-11a-an-ko
'by their car?'
```

$\because$ Befrg closee the hosto the Px interact mone frequenty with the fost for the purposes morphology and phonof logy than do the other cilitics. They are therefore more likely ta lextalize (cf. section 5. 5.5 ). $\because$ Second; the semantic *omain of the 虽 is smaller than that of the sentential operator clitics the Px operate at the phraselevely the
sentential operator clistco at the sentence level. The principle of "smaller, then larger" predicts" this interaction.

A third reason is that the' Px clisis rules are sintactically much like agreement and case marking rules, in that they mark. features that play a role elsewhere in the syntax of the language.. The sententlal operator' cilisis rules merely determiae the placement "of morphemesan In this. regard, the Py cliticizations point to a "clitic as- feature complex" analysis, but the sentential operator cliticizations point to a: "clitic as word" analysis. One possibility is that the feature-type cliticization , iniversally. takes precedence over the word-type cliticization.

At any rate, the Px clitcicizations are sandwiched between the infléctional. rakes and the other cliticizations.

## 4. Stylistic facts

The Px are, used mostly in formal Finnish. Colloqiaial Finnksh has them in numerous lextacized forms (mainly adverbs). This explains why the comitative case requires.a Px: it is used in formal styles. ico foquial等男guage prefers instead the postposition kanssa 'with':


Colloquial Finnish: . mies yaimo-n kanssa
man wife-GEN with
'a man with his wife'
That the Px, are stylistically marked is no problem for the analysis of these five morphemes, since their crucial syntactic interactions involve constructions that are equally marked. The relevant syntact constructions Includie nonfinite verb phrasés and preposed (adjectivized) relative

- -2 chausesion of which are quitye formal in style:


## 5. Syntactic facts

The Px are clearly proper subparts of words. They represent person and number features on nominals, and as morphologtcal features, might, be expected to be assigned as inflectional features. But they cinnot be
res. considered infleational affixes for the reasons detailed above. In addition, they fail to behave like other inflectional morphemes in the language in that they fail to underga agreement. rules., Other features associated with the NP node in Finnish (e.g. case and number)' regularly show agreement. (Karlsson 1977).
5.1. Host requírement


In place of full Ne agreement, the Px attach on to the head of a nominal pheese,
$\psi$

```
minpm pieni sininen kirjaami-g
my little blue book-ISG
'my little oblue book'
*minum piene-ni sinise-ni kirja-ni
(cf. minuńn piene-spll sinkse-ssl kfobja-ssa-n!
'in 睬little blue, book')
```

in fact, only to certaln hépds of nomínal phrases: They will notattach to adjectives in general; Hakulinen and Karlsson (1979:129) provide the following examples, in which an adjective is stranded as the head of an $\mathrm{N} P$ :
*Minll vien namid kaksi laukkua-ni, ota sint minun muu-ni.
I take these two bag-1SG take you my other-1
'I'll take these two bags of mine, you take my others'.
*Jos sinl otat rumaǹ solmio-si, minla otan kaunii-ni... : . if you take ugly ring-2SG I take pretty-2SG
'If you take your ugly ring, I will take my pretty one.'
*Kun me olegme sybneet sinun kakku-si, jHjelif
when, we have eaten; your cake-2SG after
on viella hănen kolme-nsa
is still his three-3
纺
'.When we have eaten your cake, there are still, his three leftover'.

Exactly what can serve aş the head of an NP for the purpóses of cliticization is far from clear. Nouns can, but adjectives in general cannot. Some adverbs accept Px, as do certain nominalized verbs and most. postpositiong.

### 5.1.1. Adjectives as hóst

There are some exceptions to this statement. Hakulinen and farlsson (1979;129) mention oma 'own' and the "mensual""adjectives (adjectives showing mass or comparison) : earvoinen ' of value', kaltainen' 'resembilng', mittainen 'measuring', veroinen'equal', etc. Pierrehumbert ( 1980603 )
offers the following example:
Kaltaise-kse-en Jumala loi ihmisen.
like -TRANS-3 God $\because$ made man
'God made man like himself.'
This subgroup of adjectives also shows different syntactic behavior irom theother adjectives; insofar as they cannot appear alone, but; must govern some preceding, NP (or an anclle ic Px, us above), Mo'stadjectsues modify-a following noun and do not participate in government iñthis way. Hakulinen and Karlsson (1979:137) provide 'further examples of adjectives of thit
class: 4 class:



## -5.1.2. Nominalized verbs as hosts

There are several other non-finite verbal forms that accept Px. All of them are nominalized forms of some sort (with the 1INF -tA, 2 INF -te-, 3INF - mA -, and the "temporal" -ttu-) which are; or can be, inflected for case. The first infinitive -tA also has a long" form with the translative case. which requires a Px (e.g. juos-Ea-kse-en '(in order) for him to run'~ *juos-ta-ksi without Px). The second infinitive has only two forms, both of which require a case ending, either the instrumental (juos-te-n 'by running') or the inessive (juos-te-ssa 'in running, while running'). The third infinitive has several inflected forms, but only the "agentive" ( = adjectival use, above) and the abessive (juokse-ma-tta(-an) 'without (his) running') accept the Px. The other inflected third infinitives apparently lack the appropriate syntacticisources.

Finally, the "temporal". construction in thu has only one forme the partitive:

```
saavu- ttu - a -' an
arrive-IMPER-PART-3
    PAST
    PRTC
```

This form, Hakulinen and Karlsson (1979:389) argue, is lexicalized and not generated by regular rules of Finnish, since its syntactic source would have two deeper subjects: the impersonal -ttV- and the genitival pronoun that becomes the Px. Elsewhere in the language, $P x$ and impersonals cannot cooccur (for the reason that subject pronouns and impersonal forms do not cooccur): Also, the meaning of the temporal construction is not impersonal; but personal. Note, however, that although this construction is argued to be lexicalized, the partitive -a- must be retained as a discrete unit because it satisfies the conditions $\bar{n}$ ecessary for the vC-allomorphy. rule (see section 2.3).

All of the verbal forms mentioned in this section act as nominals: adjectives, adverbials, and infinitival heads of embedded S-clauses.

### 5.1.3. Adpositions as hosts

Px can also attach to most postpositions:

| minun my | ympări-11a-ni <br> around-ADES-1SG | 'around me' |
| :---: | :---: | :---: |
| - minnun my | $\begin{aligned} & \text { ympari-1le-ni } \\ & \text { around-ALL-1SG } \end{aligned}$ | '(to) around me' |
| minnun my | $y m p a r i-1 t a-n i$ around-ABL-1SG | from around me' |

They do not attach to prepositions, since these govern partitive NPs (not a source for the Px). And there are some postpositions that do not accept the Px; these either have partitive NPs or do not accept any person,
number, and case morphemes at all podpositions requirun genitive NP, but not having inflectedfatme do not accé

> 1Hpi 'through'

Striking is the difference between the side of and luo ibid., the latter

$$
\begin{array}{r}
\text { (minun) lub-kse-ni } \\
\star \quad \text { minun luo-ni }
\end{array}
$$

### 5.1.4. Adverbs as hosts

Finally, there afe a number of 1 These take the form of NOUN $\mp$ CASE as the adverbs mentioned above (with tof eq ofreated
, koto-na-ni
home-ES-1SG

### 5.2. Syntactic source for Px

 phrases, and even non-finite verb phrases and adjective pfraseds def
 specifler.


The syntactic source for the $P x$ is clearly a genitive pronoun in specifier position. For the purposes of syntax the Px behave as if they preceded the host NP and were genitive pronouns. in this position the Px condition such rules as object case marking.

- $\wedge$ rules all of morphol genitival pro". the componcit of the wo and phonology. Thus the fx haye their origit as
 ding that level contaliz:

```
for details).
```

I 1
Note that the syntactic source is before the host, but the morphological/phonological location is after (enclitic to) the host. This is characteristic of all clisis rules in Finnish. The peparation of the syntactic, and morphophonological facts' about clitics (elaborated by Klavans (1980)) falls maturally out of a theory of autonomous components.

### 5.3. Pierrehumbert's analysis

4. Pierrehimbert (1981) uses Jackendoff's X-bar framework to capture relevant facts about the syntactic behavior of the Px. She argues that the syntactic source of the Px in Finnish is a genitival, reflexive pronouh in specifier postrion in X'''. She does not have to refer to N'I specifical$1 y$, but assumes that this rule applies to verb phrases, adjective phrases, and sentential clauses.

Genitival, reflexive pronouns not in specifier position cannot act as , a source for P :

```
        Minun taytyy lahtea. 'I must leave.'''
i . my must leave
    *minun taytyy-ni lăhtea
    *. Sinnun kiusaamise-n tayytyy loppua.
        your teasing-GEN must stop
        'Your teasing (=teasing of you) must stop.'
        *Sinun kiusaamise-si tapwyy 1oppua.
        Sinu-n Mati-n kutittamise-n talytyy loppua.
        you-GEN Matki-GEN tickling-GEN must stop
        'Your tickling of Matti must stop.'
    ~}Sinu-n Mati-n kutittamise-si taytyy loppua.
```

    In the last example, sinun 'your' is in specifier position (as the subject
    of the nominalized verb here) and is allowed to be source for the Px -si.
    The other examples have genitives, but they are not in specifier position;
    rather, they are acting as objects or indirect objects. For this reason
    the genitive pronouns in the first two examples above cannot act as source
    for a Px.
    Pierehumbert is particularly interested in arguing that the $P x$ are not simply copied agreement markers of a genitive specifier and that they are "allomorphs" of the reflexive pronoun. In particular, she argues against a traditional (but unarticulated) analysis whereby genitive pronouns in attribute positon get copied and adjoined to the head of the phrase. In some ins es the independent genitive pronoun can be deleted. Plerrehimen (3)
-189-
(33) HAnsen hermostumisen Jormai, unohti。,
his loss of nerve Jorum forgot
copying and adjunction:
HRnen $n_{1}$ hermostumse-nsa norma ${ }_{1}$ unohti.

* deletion under coreference:
$\emptyset$. Hermóstumise-nsa Norma $_{1}$ unohti.
'His loss of nerve Jorma forgot.'


### 5.3.1. Anaphora facts

Pierrehumbert is also concerned with the conditions relevant to deletion under coreference. This deletion is optional only for first and second person pronouns, and only in PPs, PPs, and NBs. In participles (she calls them VAs), either a genitive pronominal subject appears or a Px, but not both. (The numbering of example sis taken directly from Pierrehumbert 19812.
1). a. Sanoin pita- va - ni silty.

I said Iike-PPRC-ISG it
'I said I like it.' (lit. 'I said my liking it.')
*Sanoin minun pitä-va-ni sita.
my-GEN

'I said his liking it.')
The third person pronoun has obligatory coreference deletion under identity with some other $N P$, obligatory retention under nonident ty:
'He tulev̀at (*heidăn) auto-lla-an:
they come their car-ADES-3
'They are coming in their (own) car.'
He tulevat heidăn (* $\left.{ }^{( }\right)$auto-lla-an they come their car-ADES-3
'They are coming in their (someone else's) car.'
Contrary to the above situation of deletion under coreference, only personal pronouns are found in the doubled construction; inanimate and interrogative pronouns are never found doubled (6).
(6) a. Rahasumma vielakin odottaa (*sen) omistajaa-nsa money still awaits its owner-3
'The money still awaits its owner.'

Sen omistaja (*-nsa) on munkki. its owner - 3 is monk
'Its owner is. a monk.'
\#
Finally, first and second person genitive, pronouns can occur without coreference to another. NP, but the third person cannot.
(7) Serkku-ni kanssa on anna háys̉aa.
cousin-ISG with is always rice

- 'With my cousin one always has a nice time.'
(8). - *Sérkku-nsa kanssa on aline hauskåa.

cousin-3 with is always nice
'With his/her cousin one alway has a nice timex'
In this section $I$ have mentioned the complexities of the occurrence of the $P x$ and their genitival pronominal sources. A distinction is to be made between the doubled construction (see section 5.4.3) and the coreference construction (section 5.4.2).


### 5.3.2. Plerrehumbert's arguments

$$
\therefore \quad \omega
$$

Pierrehumbert's first argument that the Px are allomorphs of reflexive itse 'self' is that the Px are reflexive in reference. Her second argument is that the $P x$ are in complementary distribution with the reflexive morpheme itse with respect to specifier position. She posits the following "allomorphy" rule:

$$
\left[\begin{array}{l}
\text { PRO }  \tag{30}\\
+ \text { reflexive } \\
+ \text { genitive }
\end{array}\right] \quad \rightarrow \text { POSS / X', }[\text { (article) } \longrightarrow
$$

And then Pierrehumbert has a cliticization rule:

$$
\begin{equation*}
X \text { inf(article) POSS Y head } \tag{31}
\end{equation*}
$$

$$
1 \begin{array}{llllllll}
1 & 2 & 3 & 4 & \cdots & 1 & 4+2
\end{array}
$$

Pierrehumbert suggests that it is possible that the "allomorphy" rule, her ( 30 ), is governed entirely by syntactic factors and has no lexical exceptions. This would be a surprising sort of ablomorphy rule. But in fact it is not a true allomorph rule--it does not determine the shape of allomorphs (or even morphemes), and so seems to be some sort of syntactic rule. Since it manfiffates syntactic features, one would expect syn el conditions, and not, ieflcal exceptions. Even if one consider if reflexive clitich ch th es typically combine into lexicalized in less easily than proper subparts of words, in particular, inflect
do; see Zwicky and Pullum 1983 . do; see Zwicky and Pullum 1983.

Now is apparent that Pierrehumbert is dealing with a late syntactic rule that afters morphosyntactic features (rule 30) and a critic adjunction
rule that determines, the placement of the Px (fule 31). These two rules are in the proper ordêt fer a syntactic and a criticization rule: the syntactic rule procedes the cilsis ruld.
". Pierrehumbert sitill has to account for the appearance of "doubled" forms, as in her (40-43), so she posits a "doubling". rule. (57). :
(40) Sinun hermostumise-si Jorma unohti. your(GEN) loss of nerve-2SG Jorma forgot 'Yoúr loss of nerve Jorma forgot.'
(41) Tuo puku sopil A', [sinun ikalise-lle-si] naise-lile. that tress suits your age-All-2SG woman-ALL 'That dress suits a woman of your age.'
(42)

Pidăme AIM[sinun osta-m-1-sta-si] tuole-i-sta: we like ${ }^{A}$ your, buy-3INF-PL-EL-2SG chair-PL-EL. 'We like the chairs you bought.'
(43) Jorma valitsi Marin sinun sijalle-si. Jorma chóse Mari your lin place of -2SG 'Jorma chose Mari in place of gou: '
(57) "Doubling Rule"


This rule must feed pule (30) so as to get the right results:
(57) "Doubling"
(30) "Allomprphy"
(u) clitirctzation

But doubling of pronouns, especially of pronouns that will end up as clitics, is usually captured in a clitic copying rule. Now we have the following schema:
(57) cític Conytug
(30). Syhtactic Feature Manipulation
(31) Clitic Adjunction,
later "Unemphatic Pronoun Drop"
With this reinterpretation, we have an apparent malordering for the autonomous components framework: A syntactic rule is sandwiched between two cliticization rules.


### 5.3.3. Criticisum



This malordering is avoidable, however. 'I believe, first of all, that Pierrehumbert's "Allomorphy" rule is wrong. Complementary Distribution" arguments are not used very often in syntax, and, even so, this one fails. The reflexive itse and the Px do cooccur to a great degree. The only apparent place they cannot cooccur is in the specifler position, where itse does not occur at all. Using this argumentation, Pierrehumbert could just as easily have called the Px allomorphs of some reflexive yerb, since such verbs do not occur in specifier positon either. Notice that itse 'self' and the Px cooccur in nearly any overtly reflexive form:

```
itse-11e-si
self-ALL-2SG *
    'to yourself'
```

The itse morpheme is indicating reflexive meaning here, and the $P_{x}-s i$ is marking person and number for that reflexive reference (as well as redundant reflexive meaning):

Fiurthermore, the statement of (57) is rather ad hoc. Pierrehumbert ha; to force a feature change from [- reflexivel to [+ reflexive] in the personal pronouns in order to make them undergo rules (30) and (31):

Pierrehumbert doe's succeed in presenting an analysis in which the doubling of pronouns is distinct from the cliticization involved in the other uses of the Px. It turns out that no Px ever occurs without " coreference to another NP (before the free deletion of first and second person pronouns). Thus all Px are anaphors: They have no independent reference, but take their' reference, from some antecedent (Radford 1981/ 364). (The only exceptions to this statement come (from the lexicalized forms mentioned in section $5.1 .^{8}$ ),

Pierrehumber 4 tempts to capture these facts in her rules, but ends up whth ad hoc. descriptions, connecting the reflexive itse ,morpheme with the person and number clitlc markers. I will connect them, too, but in, a less direct manner; they are both anaphors.

### 5.4. Kevised analysis

Following a description of Chomsky's Semantic Interpretation Rules outlined by Radford (1981), I will present an account of the Px which falls out of Chomsky's. Binding Conditions. This will require that an indexing rule (assigning an index to every NP in a sentance) precede cliticization. It will not matter to my analysis where exactly the Semantic Interpretation Rules go in the grammar, so long as they precede cliticization. For the purposes of this paper I will follow Chomsky's model, in which they follow Casee Rules (surface syntax) and Transformational Rules. (rélational syntć") (Radford 1981:363).
5.4.1. Binding

Ṙadford distingulshes three types of NPs (1981:364-7): anaphors, pronouns, and lexical NPs. An anaphor has no independent refepence, but is "bound" in its "governing" icategory-(i.e. must refer tg-another N within the clause). A pronoun either takes its reference from some other NP or refers independently, and it must be "free". In its governing category if it" has.one. A lexical NP refers independently and is "free" everywhere: $\cdot 5$

He also has an indexing fule that assigns every NP an index through which any random pair of NPs can be either coreferential orgnoncoreferential (Radford 1981:366). In addition there is a Matching Condition that requires NPs assigned the same index to agree in person and number features. This latter filter rules out a sentence such as
*Mina, saneln pita-va-nsay sifta.
I $\frac{1}{}$ said : 1 ife-PPTC $\rightarrow 3^{i}$. it
$\because$ 'I said himself liking it.'
cf. Mina sanoin hanen ${ }_{1}$ pita-va-nsa ${ }_{1}$ sifta.
'I said his liki $\frac{1}{7 g}$ it'
because the $\mathrm{F}_{\mathrm{P}}-$ nsa is anaphoric and must refer to another NP, miny, but. does not agree in person with it. But the following sentence is acceptable, since the anaphor -ni is coindexed for its ćrcommanding NP ming-and agrees in person and number with it:

$-\quad . \quad$ II said I like it. (I said my liking it.)'
The Px are anaphoric because they are coindexed with a c-commanding argument (i.e. bound) and because they always agree in person and number with that argument (which must be a clausemate of the anaphor). In all the following sentences, offered by Pierrehumbert (1981:603), the anaphor is coindexed with a clausemate; c-commanding NP, and agrees ${ }^{\dagger}$ with it in person and number:
$\mathrm{He}_{1}$ tulevat $\left.{ }_{\mathrm{NP}}{ }^{\text {[auto-1la-an }}{ }_{1}\right]^{\prime}$.
they come NP car-ADES-3
'They are coming in their (own) car.'

'God made man like himself.'

' Near lymself Jorma saw a snake.'
Since in the majority'of cases the Px is coreferent to a subject NP, it follows that no Px can attach to a subject NP. The only exceptions come from the first and second person doubled constructions discussed below. In all the third person instances, the 3 Px refer to, subject NPs and lack a

genitival antecedent in specifier position, eeg.

He, tulevat autolla-an ${ }^{-}$.
they come car-ADES-3 ${ }^{1}$
'They are coming in their (own) car.'
When a genitival pronoun appears in specifier position, the PX is not coindexed with the subject NP:

He, tulevat heidan autolla-at,
'They are coming in their' (someone else's) car.'
5.4.2. Clitic Movement

L: , ~
To handle the subject-coreferent third person Px, I posit a clinic movement rule that takes a coreferent genitive pronoun and moves it to a spot after the head of an X'"'. For example, in the participial structure, which requires a coreferent genitive, the coreferent clitic movement takes a morpheme minn out of SPEC position and attaches it to the head word pitaz-va-n.

## Before Cliticization:




Allomorphy the selects a Px allomorph instead of a genitive pronoun. ,

The same holds for the structure

in which the pronoun sen will be cliticized onto the head of its NP, omistajaa. . Being third person, this moppheme will be realized as -nsA or - $\overline{\mathrm{V}} \mathrm{n}$ :
-:
Rahasumma vielhkin odotitaa. (*sen) omistajaa-nsa,
'The money still awaits its owner.'
$\therefore$ Lexical NPs, are gever moved via this rule, because they are never coreferent to $c^{2}$ commanding, governing NPs:'

$$
\begin{aligned}
& \text { Mati-n vaimo } \\
& \text { Matti-GEN wife. } \\
& \text { 'Matti's wife } \\
& \text { *Mati-n vaimo-nsa } \\
& \text { *yaimo-nsa }
\end{aligned}
$$

### 5.4.3. Clitic doubling

The clitic movement rule is not sat isfactory for first and second person pronouns or for noncoreferent third person pronouns, because they can appear in a phrase alongside their Px:
$\cdots \quad \begin{aligned} & \text { minun talo-ni } \\ & \text { 'my house' }\end{aligned}$
meidăn talo-ssa-mme
oin house-INES-1PL
'in our house'
1
I treat the doubled constructions differently from the movement constructions. For the doubled clitics.. I posit a copying rule that copies person and number features from the SPEC positon. This rule is restricted to postpositional, adjectival, and noun phrases. It is never possible to double a genitive pronoun with a verb (i.e. from a V'' SPEC). So, following Pierrehumbert (1981:617), I will restrict this cliticization to $[+N]$. The structure to which copying applies is


The copying rule then reproduces the person and number features of a genitive noninterrogative human personal pronoun on the head of the [+N]''', namely [+N].

Interrngative and inanimate pronouns must be ruled out in copying because of the following examples (from Pierrehumbert 1981:615):

$$
\begin{aligned}
& \text { kene-n vaimo } \sim \text { *va'mo-nsáa } \\
& \text { who-GEN wife } \\
& \text { 'whose wife' }
\end{aligned}
$$

### 5.4.4. Rule Ińteractíoñ

How do the two cificization rules interact? ' The movement rule has to take pręcedence over the copying rule in order to bleed it, and to prevent the copying of coreferent third person pronouns:

UR
MOVEMENT
He tulevat heidgn
aintolla

COPYING (not applicable)
SURFACE He tulevat autolla-an.
'They are coming in their (own) car.'
The copying. rule could be modified by the addition of the feature [-coreferent] or some othen feature (as Pierrehumbert 1981:616 does). But if the coreferent movement cliticization applies first, then the copying rule need not even be restricted to $[+N]^{\prime \prime}$, but can be more general, applying to X'''. The V'i' instances are all coreferent structures, and the lack of doubled constructions here will fall out of the rule interaction.

It is interesting to point out that Radford (1981:364-5) says that pronominals "can either take their reference from some other NP (this is called their anaphorfa or proximate use), or they can refer independently (this is called their deictic or obviative use)" [parentheses and emphasis his]. It is in this latterfunction that the personal pronouns undergo the clitic copying rule.

### 5.4.5. Comparative evidence for separation of rules

There is some evidence to suggest tha't the separation of the two, cliticization rules is the correct approach. In neighboring languages and dialects, the Px. aye less productive or even entirely unproductive. They generally have two disparate functions: as vocatives and as reflexives. This is the situation in Lappish (Colilinder 1957:194) and Votic (Ariste 1968:57), and apparently was the situation in Estonian in an earlier stage of the language. The vocative use of the Px corresponds to the clitic copying rule in Finnish, and the reflexive use corresponds to the coreference movement cliticization.,

Collinder's view of Lappish Px as "enclitic possessive pronouns"
(1957:193) suggests that a system of anaphoric cilitics should be reconstructed for Common Finic. (ca. 1000-500. B.C.), complete with the clitic copyIng and clitic movement rules. Finnish, and to a lesser degree Lappish, would then be conservative in retaining this system.
5.4 .6 Sumfary
. Chomsky's Semantic Interpretation Rules (Indexing, Matčhtng Conditions, Binding Conditions, etc.)
Coreferent Clitic Movement Clitic Copying (of noninterrogative personal pronouns)

It is crucial that the Semantic Interpretation Rules take precedence over. the cliticization rules and that the clisis rules are premitted reference to their indexing.

## 5.5.. Free deletion

$\therefore$ One final fact needs to be accounted for, and this.is the optional déletion of first and second person genitive pronouns. in the doubled construction:

> (minun) serkku-ni kanssa my cousin-1SG with 'With'my cousin'

Generally the genitive is retained if it is emphasized; otherwise it is dropped. Pierrehumbert points out the parallels with the dropping of the nominative first and second person subject pronouns:
(Mina) mene-n kotiln.
?. I go-1SG home
'I am going home.'
$\because$ Again, the subject pronoun is retained under emphasis, otherwise dropped. The parallel is striking when one considers the fact that in neither free deletion is the third person pronoun deleted. In all likellihood the two, deletions ought to be combined into one rule at a fairly late stage in the grammar (e.g. morpholqgy).
6. Conclusion

I have argued that the Possessive Suffixes of Finnish are neither possessive hor-suffixes, but anaphoric clitics that are derived through one of two clisis rules: (i) clitic movement and (il) clitic copying of a. genitive pronoun in specifier position.

Syntactically the Px behave like full genitivai pronouns, conditioning case marking rules and undergoing Semantic Interpretaton Rules. . Morpholag-
ically the Px, are part of the word, conditioning id free deletion rule, allomorphy rules, and several morphophonemic rules, and undergoing the phonological rule of Vowel Harmony. They do not, however, condition Consonant Gradation, and therefore are not as closely associated with the stem as are regular inflectonal affixes: (See Appendix III for "a list of all the, rules discussed in this paper.)

I have categorized clitics in Finnish into at least two classes: the Px and the sentential operators. These two types of clitics operate on diffecent domains and betave divergentily in their morpholexics and morphophonemics. The Px are most compatibféwith a "clitic as feature" analysis' whereas the sentential operators are most compatible with a "clitic"as word" analysis. The former take precedefice over the latter.

I have also made the clain that Semantic Interpretation Rules must precede cliticization in Finnish, and-now speculate that this claim is to be generalized to all languages.

This analysis, then, incorporates the insights of Pierrehumbert's approach--separating the cliticization of coreferent pronouns. from the copying of noninterrogative noncoreferent personal pronouns, and recogniz'ing the parallel between the genitive and nominative free deletions of first and second person pronouns-but avoits the malordering and ad hoc qualities of Pierrehumbert's treatment.

$$
20
$$

APPENDIX I. List of abbrevlations.
NOM - nominative
GEN - genitive
PART - partitive
ES - essive
TRANS - translative
INES -inèssive
EL - elative
ILL - illative
.ADES -adessive
ABL - ablative
ALL - allative
ABES - abessive
INSTR - instrumental $\because$
COM - comitative
lINF - first infinitive
2INF - second infinitive
3INF - third infinitive
PL - plural
SG - singular
IMPERS - impersonal
PPTC -.past participle
PRTC - present participle
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## Footnotes

${ }^{1}$ The analysis of the $P x$ as clitics is not contcoversial or innovative. Many scholars have recogntzed the special status of these morphemes; thus, Collinder (1965:40) uses the term "enclitic", and the Finish term lifite in omistuslifte 'possession clitic, Px' can be translated as 'clitic' (cf. Hakulinen and Karlsson (1979:73,90), among others). However, many earlier scholars falled to recognize the clitic status of the Px (among them Hakulinen (1961:78-81)), and many who do recognize this status do not explore the topic in any detail (e.g. Hakulinen and Karlsson 1979:section 7.4.2).

Setala (1960:87-8) and Lindén (1959) mention the division of the Px into two rules, so that Pierrehumbert cannot, historically, be said to be the orginator of this distinction. But she has significantly contributed to the explicitness with which the rules are stated.
${ }^{2}$ Many of the rules described here and in section 1.2 are morphological in nature (cf. Karlsson 1982). However, the tradition in the generative framework (which I follow in this paper) treats these rules as (morpho)phonological. Their character is still a matter of some controversy; see, for 1. example, Campbell (1975) about the epenthesis/deletion of e.
${ }^{3}$ See Campbell (1975) for a discussion of the two approaches to the insertion/deletion of $e$ and for arguments in favor of $e^{-d e l e+i o n . ~ K a r l s s o n ~}$ (1983), however, has e-epenthesis as a part of his morph'. consonant alternations.

The sus ordering established here is dialect-particular. In the Iftt dialect as described by Mark (1923) and Lindén (1959); the ordering is reversed: Consonant Gradation takes precedence over Truncation. As a result, $t$ he ${ }^{2} O M$ PL and GEN SG have "weak" stems rather than the "strong" stems of the standardedialect. Thus one flnds the following (partial). Px paradigm:

| 1SG | NOM SG <br> tupa-m | NOM PL tuva-in | GEN SG ${ }^{\circ}$ tuva-in |
| :---: | :---: | :---: | :---: |
| 2SG | tupars | tuva-ns | tuva-ns |
| 1,2PL | tupa-nne | Euva-nne ( $\sim$ tupa-nne) | tuva-nne |

Note the different allomorphy of the singular $P_{x}-1 S G-m$ and $2 S G-s$ in the NOM SG; elsewhere $1 \mathrm{~S} G$-in and $2 S G$-ns. Two example derívations are given below:

2SG-GEN SG: $\quad \therefore \quad / /$ tupa-n-ns//
CONSONANT GRADATION tuvan-ns
TRUNCATION

1SG-NOM PL: :
CONSONANT GRADATION tRUNCATION
$5^{\text {The }}$ Px on the first infinitive is not permitted in Standard Finnish, acfording to Hakulinen and Karlsson (1979:344), but Peqteila (1957:122). mentions "poetic" juostansa 'his runding' and lahteansa 'his leaving'. Such forms are presumably also found dialectally.

The morphological rule that selects the $V C$ allomorph after the $C V$ of the suffix must refer exclusively to inflectional suffixes, as is shown by the IINF and 3INF; which satisfy the CV suffix condition (-tA and -mA, respectively), but nonetheless do not accept VC allomorphs, e.g. *juostaan, *lahteakn (Penttila 1957:122) and *puhumaan 'speaking'. Such a morphological condition (CV in an inflectional suffix) would then, automatically exclude the NOM $S G$, since it is suffixless.
${ }^{6}$ The solution to this problem will parallel, if not coincide with, the solution to a similar problem in the selection of the partitive singular allomorphs, -A $\sim$-tA. Under certain conditions -A is selected (e.g. talo-a 'house'); under other circumstances -tA is selected (e.g. suu-ta 'mouth'); and in addition, - A and th are permitted as alternatives in disyllables ending in a sequence of two vowels (e.g. vaalea-a $\sim$ vaalea-ta 'light, fair'). However, if the two vowels are identical, i.e. if they constitute : a long vowel, then only tha is allowed. Thus vapaa 'free' has a fartitive" singular vapaa-ta, not *vapaa-a.
${ }^{7}$ It is clearly the head nominal to which the Px alpends, and not we.:ly the right margin (as in Klavans' (1980) framework), even though the head of a nominal phrase is usually the rightmost branching member. 'This is clear from realive clauses which follow the head:
vanhempi veli, joka lydsi tyton...
older $\%$ brother who hit : girl
'the older brother who hift the girl...'
In such a relative cilause the head, veli, does not come at the right margin of the phrase, but in the middle. Névertheless the Pxattaches to veli,: not to the rightmost. element, tyton: ! . .
minun vanhempi velje-ni; joka lyösi tyton...
my older brother-1SG who hit girl
'my older brother who hit the girl...'
*minun vanhempi veli, joka lybsi tytto-ni...
8 The reflexive morpheme itse is also anaphoric and also has coreference to a c-commanding clausemate NP. Since it, too, must agree in person and number with its antecedent, this is another source for the Px.
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