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Requirement:

B

- To investigate if and how Subjective judgmental heuristics can be incor-
porated into a computer interactive degisionémaking aid. -

Procedure:
oD

.~ Review and critiques of the following topics were made: the development
of decision-theoretic systems, decision theory, heuristic devices, and classi-
fication of heuristics. A computer aid was-developed using heuristi 5 to sup-

port the structuring and évaluation of a decision or problem.

0
O 0]

A
4

2

Findings:

“

The current view of judgmental heuristics as biases is' challenged on the

grounds that the biasing nature-of some of the heuristics Hds not been repli-
cated in the degree; and; in some cases, in the direction of the bias: &an al-
ternative is to view heuristics as devices for integrating the decision maker's
semantic memory with the decision-theoretic techniques: In addition, it was
possiblée to identify areas in the decision-making process in which heuristic
rather than normative algorithmic procedures should be used. A comprehensive
categorization of heuristics was generated. A decision aid, Multiattribute

Utility Decomposition (MAUD), i§ used to demonstrate how heuristic. devices

can be used to handlé the transactions across the decision-theoretic computer-
ized system and the decision maker's semantic memory. Specifics on the MAUD .

system are summarized in Technical Report 543.

Utilization of Findings: - 5

_©  This report will be of use to those’interested in understanding the ~ _
psychological meéans of Supporting decision making. Due to their technical and
exploratory nature, the materials presented willsbe of limited value for imme-

diate applicatiom.; Rather; their merits will be realized as a stimulus for

researching .boththe empirical psychological support and the efficacy "of such

concepts in desision aiding.
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1. SUMMARY

used for structurlng dec1slon problems. Flrst we describe decision theory

in terms of linked subsystems; this permits us to identify the sites in which

it is necessary to empioyrheuristlo rather than normative algorlthmlc proce-—

dures: These sites iie on the interface between decision-theoretic subsystems

and the decision maker's semantic memory, because no adequate formal specifica-

tlon of the structure of semantlc memory eXlStS as yet, and consequentiy no

spec1f1ed. Next, ‘we make use of productxon systems to describe heurlstlc de-

vices handling transactions across the interface between the decision- theoretlc

system and the decision maker's semantic memory and suggest that these heuris-

thS can be incorporated into decision aids designed to improve the quaixty of

access to the information contained within the decision maker's semantic memory.
°
We 1dent1fyroandIdate teuristics for use in development of such dec151on

aids. We develop criteria for locating the operation site of heurlstlcs re-

ported in the literature and then select those heuristics that operate on the

interface with semantic memory. These hetiristics are identified within a com-
N

prehensive table of heuristics cited in the literature: )

2. INTRODUCTION

.

. Irtérfacing Machine-Client-Decision Analyst: What Next?

A fundamental p?obiem In dec1slon analysls is the,ektént to whicn the

or Inste&d interact with an automated dec1slon aid in bulldlng, exploring;

and evaluating & decision-theoretic model of the problem being considered.

Should decision aids bé interfaced dir ectly thh the decision maker; or should

the decision analyst serve as an intermedxary, retalnlng control of the over-

all structuring of -the probiem, but using a decision aid to perform the more

.. "automatic" functions (such as applying a multiattribute utility composition

ruie; rolling back a decision tree, ahd so on)? Inltlally, automated aids

were desgigned with the goal of "bootstrapplng" the decision maker (Dawes &

Corrigan, 1974). Automating a decision maker's composition rule provided.

judgments superlor t5 His or her mnaided intuitive judgments. Subsequently,

it was real}gedithat structuring and decomposition operations might also be
profitably aided (Selv1dge, :1976) . Humphreys (1978b) found that it was the

~ structuring capability “of a bootstrapping aid that was valued, particularly

by those decision makers 'who were initially unsure about their preferences

.
a

and goals.

However, desxénlng a decision aid with structurlng Capablllty does not

involve simply an extensipn of. the devices employed in aids designed to auto-

maté composition rules. As We show in section 3, decision theory specifies

completely how the elements of & decision are to be combined; but it provides

only a limited set of rules aboiut how the elements should be structured (e.g.,

events should be mutually exclusive and exhaustlve) Thus, heuristic devices

ERIC

Aruitoxt provided by Eic:
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must be made available to guide structuring activities. These heuristics must
operate within a compzehensive control and checking framework to insure that

the final structure is val'id and internally consistent.

The research program reported here was concérned with both the design of

a structuring aid and the identification of heuristics that can facilitate
g;;ucturing é;tivfty.ifggﬁaqgition;,wé,ébhéideréq nggiggproachés to structure
problems involving uncertainty. Specifically, the original proposal that led

to this work called for the following tasks to pe carried out:

1. Develop interactive Multiattributce Utility Theory (MAUT) aid with
dynamic capability.

2. Collect and investigate heuristics useful for predecisional

structuring; and

3. Identify and program useful probability assessfient procedures.

; Soon after we started this work; a new conceptualization of decision =
theory began to emerge. This new view helped us to see -where decision .aids -

would bé most useful, and it provided criteria for judging which heuristic

would facilitate structuring activity and which would not; this view will be

discussed in section 3. Then, in section 4; we will discuss the role of heu-

ristics and present a list of heuristics, derived from a wide-ranging examina-
tion of the literature, along with evalyation of their usefulness for struc-
turing. Section 5 presents Multiattribute Utility becomposition (MAUD), the
interactive structuring aid whose development was completed under this project.

Section 67¥§gort§ on work in dével§piﬁginew-éﬁﬁfdééhééftbrﬁn¢ertaipty structur-
ing: 1In section 7 we will conclude with an overview of the structuring process
and suggest uses for heuristic devices within this process.

3. THE PROVINCE OF DECISION 1HEORY

’

Overview

our view of decision theory is that it consists of four interlocking sys-
tems. One is concerned with the representation of Utility, anovher with the
representation of uncertainty, a third (the core system) with modelingiact-_
event linkages, and the last with the influence of secondary events not explic-
itly modeled in the core system. Decision theory provides for the coherest
interfacing of these systems; so that an output from one system across an
interface completely specifies the value of the input to the system on the

other side of the interface. For example, the value of a holistic utility of
a consequernce as calculated using MAUT can be used’in expected utility. calcula-
tions when folding back an act-svent tree. ' .

Although decision theory prescribes how these systems should link together;
it is still necessary to provide inputs from outside; in this sense, decision
analysis is not a closed system. This is always the case, whether decision
analysis is viewed as an engineering cciencé or as a clinical art (Buedé, 1979) .

Models of the environment provide inputs in the engineering science approach,

»

. 1z
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whereas Judgments by experts are the main 1nputs in clinical art applIcatIons.

Subjective judgments necessarily involve semantic memory systems (Anderson;

.1876) . However,; the province of decision theory {(Lindley, 1974} does not in-

clude models of semantic memory nor of the environment.

In the remalnder of sectlon 3 we will out11ne briefiy the hIstorIcal o~

development of decision theory into the four Interiockxng systems. In section

4, we will demonstrate “how procedures that iInvolve passing informaticn «cross

an interface between a system modeled within decision theory and the decision

maker s cognltlve Lnformatlon processlng system requlre the use of rJles spec-

sion theory.

.

3. 1 Historical Development of Decision-Theoretic Systems
Dec1slon theory has, since 1ts 1nceptlon, been concerned with the decompo-
sition of immediate acts (Bernoulli, 1737) . 1. Acts can be decomposed into the

set of their posslble corisequerices, each describead by a payoff function index-

ing the value gained or lost through the reallzatlon of that consequerce.

Given the assumptlon that the decision makef will choose a specific subseguent

act in each eventuality under consideration, the_ Gecision analysis can be con-
ducted by constructing a payoff lmatrix. Each cell in this matrix defines a

particular act-event Seguence, the consedquerice of which is represented by a

payoff shown in the cell. This is known as the normal form of decomposition

of immediate acts through act- event sequences.

\

An altnerative decomposltlon of 1mmed1ate acts through act-event Seqﬁences

is known as the extensive form, usually represerited as a decision tree: Here

the links between all imimediate acts, events, subsequent acts; and conseguences

under consideratiofi are linked in a tree structure containing act nodes and

event nodes: The left-hand side of the tree starts with.a simple immediate
act node; and the right-hand side ends with a set of consequences. The set of

payoffs associated with these conseguences can be used to fill the cells of a

payoff matrix ideritical to that obtained through a normal form, decomposltlon

of the same problem. The dlfference, however, is that an extensive form struc-

turing of the pxroblem allows one to fold back the decision tree piecemeal,
examlnlngrexpected utIiItles at intermediate nodes in the tree, and prOV1d1ng

expected utilities for immediate acts.

Hence, we can see; that normal form and -extensive fo;m2 decomposItlons of

a set of 1mmed1ate acts into events, subsequent acts; and consequences differ

only in that the e§tensive form provides the decomposition in a more structured~

way, alIowxng an analysis of the problem in partially decomposed form, as well
as in, holistic and fully decomposed form. Both the normal and extensive forms

.

1
Bernoulll was concerned w1th among other thIngs, the questJon why people

ever answered the guestion, "Shouid I buy insurance now?" in the affirmative.

2-
See Luce and Raiffa (1957, chapter 3) .for a detailed descrlptlon of normai
and extensive form decomposltlon.
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are what we w1ll call single- system decompositions; and in this section we

shall trace the hIstory of decision theory, _starting with these single-system

decompr -itions, up to its present. state of devélopient in which decision prob-

lems can be subjected to decompositions by four separate but interlocked
systems.

At the outset of this development, about 20 years ago, initial réééarch

emphasis was on. gheinature of the optimal composition rule for use within the
single decomposxtlon system in prescribing a preference funiction over the set

of immediate acts; so that the optimum immediate act could be chosen under any

circumstances (barring hlnd51ght) Later, as a consensus began to devele

arour.d the advocacy of the subjectlve expeoted utility (SEU) rules as the_

normntlvely preferred composition rule (Edwards, Lindman; & Phillips;, 1965-

Lee, 1970), the emphaSIs shifted to the nature of the optimal structurlng of

the decision problem (e.g., Brown; 1977) in conjunction with the gquestion,

How should the structure adopted be extended or constrained in the light of

difficulties likely to be encountered in interfacing it with the decision
maker and the environment?

Flgure 1 shows the interfaces involved, together with the iﬁputs and

outputs cross:ng these interfaces. ) _ -

interfaced directly with the environment, but environmental inputs and outputs

are medlated through the decision maker's judgments. This process_involves

the invocation of semantic memory in the provision of "knowledge of the world"

(Anderson & Bower, 1974). This point has often been missed, sometimes result-

Within personalist dec1s1on theory, the decision-theoretic model is not

ing in the construction of decision analytic models proposed ‘for interfacing

directly with the environment (Howard, 1966), despIte the reatization that =

subjective judgments are involved rIght down the line {5tael von Holstein, 1977).

Dec1s1on theory does not in itself provide any model of semantlc 1nputs,

or of the environment, so in each case inputs cross an 1nterface7from a system

not formally modeled to one that is. Hence, the total system cannot be closed,

and the decision-theoretic model miust be conceived as part of an open system

in which elicitation instructions are sent as outputs across the interface re-

guesting the necessary information to proceed with wmodeling the decision
problem.

Three different types of information are required for input with the
decision-theoretic model:
1. Information about influences of acts on events; and vice versa;

2. Information about probabilities to be assigned at event nodes; and

. Information about utilities' of consequences.

(o

Becausz the system on the other side of the interface is not formally modeled

no axiomatic way of specifying the form of the output (e11c1tatloh ;nstruction)

will guarantee that the input subsequently received is that required at that

point in the generation of the decision-theoretic system. Hence any input

¢ 14
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modeling the problem. The lack of formal criteria for identifying valid inputs

must; if possible, be checked for coherence before continuing with its use in

ifito decision-theoretic models explalns why decision analysts have been unchar-

acterxstlcally vague in Specifying elicitation instructions to be used in ob-

taininc any particular 1npﬁt. Decision analysts have ;esorted to exhortations

such as, "the decision analysts should take on a role not too dissimilar to

that of a psychoanalyst" (Brown, Kahr, & Peterson; 1974).

Despite the fact that 0pt1maI eticitation 1nstructlons cannot be specified

axiomatically, some forms of elicitation instruction w1II be more efficient

than others. 1In subsequent sections of this report we will develop a produc-

tion system répresentatlon of heuristics designed to optimize such efficiency.

Flrst though,; we will describe revisions and extensions of the deczsxon—

theoretic system shown in Flgure 1 resulting from research enterprlses during

the past two decades, that were; in effect, desigried to push back the interface

between act-event tinkage system and the decision maker's semantic memory

-through buffering the system with three further systems. -

In the original representatlon outllneq in Figure 1, input information

about act-event links is specified in terms if binary (presence or absence)

relatlonshlps, input information about probabilities is specified in terms cf

(unldlménsxonal) scalar numbers assignable to consequences in a one- -to-one re-

lationship. Eliciting these various inputs in applied problems has not always

been easy, so décision anaiysts have developed systems, spec1f1ed axiomatically
within decision theory, designed to buffer these inputs: The general specifica-

tion of sach of these three buffer systems is considered below.

&

Buffering Act-Evernt Linkages: The Irifluence Diagram

The basic dec1s1on-theoret1c odel of Flgure 1 assumes that the decision

maker will choose a specific subsequent act in each eventuallty under consider-

ation. This assumption implies a binary linkage between events ;and subsequent

acts: A Specific act is either consequent on the immediately precedlng event

in the decision tree structure, or it is not. However, in attempting to’

elicit such 11hkagesL decision analysts often received the nonbinary input;

"it depends." Selvidge (19275, p-. 46) gives an example:

Sippose someone were t> ask you whether or not you will buy a new car

next year. You might answer that it depends on the State of repaxr

of your old car. At the present you do not know what thé outcome of

this secondary3 everit "state of repair of your 6ld car" will be ....

What can the decision analyst do about this? Selvidge contlnués:

-

... but you can list the different outcomes and then for each of these

assess the probabxixtles that you would or would not buy a new car

under. those circumstances.

3 ool oo llliio sio acr-event tree
For "secondary," read "not expticitly modeled within the act-event tree."

s 16
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‘sequence is decomposed intc part worths (Kneppreth, Gustafson, Leifer, &

Seividge then shows how sich information:can be structured ‘throtgh the

Use of an influence diagram, modeling an act (or event) whose occurrence is
conditioned by a number of secondary events and definés the composition rule

appropriate for use within the influence diagram structure.

The core system describes linkages between acts and events leading to
consequences. Influence diagrams, in effect, act as a buffer for this core

system; enabling the modeling of secondary events that influence the assess—

Ments to be made within the system. . |

Blffering Utility ASsessment: Multiattribute Utility Theory

When the value of a consegquence can be completely described in terms of

money (e.g., worth $1,000), utility assessment may be reasonably conceived as
mapping a unidimensional utility function on to:monetary value. The scalar
monetary value is then transformed into a scalar utility value, which is input

to the basic decision-theoretic model. However, many consequences possess

moderately or extremely complex value structures (e.g.; *have a child,"

Beach et al., 1976). Attempts to elicit scalar holistic utility assessments

of such conseguences directly from decision-makers are Usually unsuccessful.

The decision maker typically responds to the elicitation instruction with the
reply that “"there are too many factors to trade off:" Early attempts to solve
this problem were based on elaborating the act-event tree into the future, look-
ing for subseqiient consequences that would possess a Simpler value structure

and that would therefore facilitate direct scalar assessment of their utilities.
However, there is no guarantee that such an elaboration will uicover conseguences
with simpler value structure, and the elaboration has the additional undesirable
effect of pushing the decision horizon further into the future, a future that
exists only as a fantasy in the decision maker's mind and that may, at the time

an immediate act has to be considered, not be modelable with any precision

(Brown, 1973%; Humphreys; 1979).

An alternative, and usually more efficient, solution is to stay with con-
Seguernices possessing complex value structures in the act-event tree but to

buffer the inputs representing Utility assessments of these .consequences using
MAYT to provide a further decomposition of their value structures (Raiffa,

1969; von Winterfeldt & Fischer, 1975; Humphreys, 1977) .

The structure of this decomposition may be modeled in either normal form

or extensive form. In normal form decompositions; the structure of each con-

Johnson, 1974) on a number of attribute dimensions. For example, the conse-
quence of building a particular type of rapid transit system may be decomposed

into travel time; user comfort, vehicle constraction cost; user fatalities,

level of environmental noise, etc. (Raiffa; 1969). The input to the MAUT sys-

tem is vectors of part worth (decomposed utility) assessments from the decision

maker (or expert), and a MAUT-axiomatized composition rule is applied to these

.. g S
For a specification of coffiputer-=2ssisted procedures for use in such modeling,

‘see Allen et al., 1976:

17 -
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. vectors to yield the holistic utility values for consequences (Humphreys,
1977). These scalar values are the output of the MAUT system and the input
to the act-event system with which it is interfaced. . >
/ - .
In extensive form decompositions, a utility hierarchy is constructed,
in which the holistic utility of each consequence is decomposed within a tree
Structure (here called a hierarchy). At the bottom level of the hierarchy the |

decomposed part worth assessménts are input, the same inputs required by.a

normal form decomposition. However, the composition of these inputs into
holistic, scalar utilities of consequences (emerging at the top of the hierar-
chy) is performied in stages, by multiplying through the.hierarchy (equivalent
to folding back a decision tree); permitting the examination of partially de-

composed utilities of conseguences. in addition to the fully decomposed input
assessments and holistic Utilities. EXamples of the use and interpretation
of such hierarchical representations of the utility structure of conseguences

are g;vgn”iﬁ;ggggh;Viqyngs;7Campbeii; and Keating (1976); Chinnis, Kelly, Mink-
ler; ana O'Connor (1975); and'Fischer, Edwards, and Kelly (1978j. In addition,
the interactive multiattribute utility decomposition and recomposition decision

aid, MAUD, computes and uses a hiera;ch;¢§;fgg§1i£y structure to aid in elicit-
ing weights bn the various attribﬁte'gfmensions. ’
All of these systems buffer the act-event stricture. They do this by

moving the site of the utility interface with semantic memory, so that the
relevant elicitation instructions are designed to elicit inputs representing
decomposed utilities of consequences on attribute dimensions, rather than
hHolistic utilities: : ¢ .

\

Buffering Probability Assessment: PIP (Probabilistic Information Processing)
Systems : .

The information about probabilities to be assigned to event nodes; which
is required as input to the act-event system shown in Figure 1, is of the
form of the probability of a hypothesis given particular data: P{H|D).

The hypothesis (H) is that the future event represented at a particular
event node in the decision tree will occur: The data (C) summarize the infor-

mation, rot Shown on the tree, relevant to the event and given the intervening

scenarioc represented by the linkage within the decision tree connecting that
event to the present Situation (immediate act). Edwards (1962) ang Pitz {1975);

among many others, have pointed out that estimates of the required P(H|D) are

often niot readily available and have to be constructed by integrating P(D|H)

over a variety of data and hypotheses. For example, consider the hypothesized
event, "enemy launches attack." One must estimate P(H|D): the probability

that this event will happen, given D, the state of affairs at that future
point in time at which the decision maker believes the hypothesized event may
occur. Faced with the need to estimate this; the decision maker usually starts -

considering data defined in terms of P(D|H): What is the probability agsociated
with particular states of the world given that the ‘enemy actually laanches an

actack? With a complex world, a large number of P(D|H)s exist; hence a wide
range of data may have to be considered and integrated in the attempt to cbtain

a reasonably well-defined assessment of P(H|D).

18
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 pitz (1975) outlines methods by which a person may do this within the
structure of his or her own Semantic memory. For an appropriate model of :

semantic memory, Pitz used that of Anderson and Bower (1973); a precursor

of systems developed by Anderson (1976),; which are discussed in Appendix A.

For our purposes we reed only to note that such procedures almost invariably
produce suboptimal results, often grossly So, when compared with those readily -
obtainable through the use of Bayes' theorem to perform the integration, within

what Edwards (1962) called a Probabilistic Information Processing (PIP) system.
Edwards' definition of a PIP system is outlined in Figure 2.

P S L. e ; S e
The input to the PIP system (elicitation instruction) dcross the inter-

Tl

face from the decision-making system is a reguest for information about tae.
likelihood of an event (H?) and data about the states of the world obtaining ™

at the relevant (future) time, D. The output returned across this interface
is”P(HID)i”which becomes an _input to the act-event system. In order to obtain
P(H|D); the PIP system reguires estimates of P(D|H) over all Hs and Ds rele-

vant in establishing P(D|H). These are elicited either from decision makers

(or experts) or from formal (computer-based) models of the environment by ask-
ing them to consider the probability of the data if H were to obtain. Memory
is involved; because the data that need to be considered are almost certainly

not those impinging at the present moment on the decision maker's senses; or
the machinery implementing the formal model's sensors; but have to be -recalled
from earlier experience, yielding data believed-to be relevant in establishing-

the state of the world; D; under consideration.

Hence, Use of a PIP system serves to buffer inputs concerning uncertainty

aboiit future states of the world to the act-event system. PIP systems were

originally proposed as labor-saving devices for cases where P(H|D) was not
directly estimatable, providing Bayes' theorem as an.automated composition
cule. However, the superiority of Bayes' theorem over intuitive composition
fules for integrating P(D|H)s to obtain P(H|D) was soon confirmed in a wide
variety of contexts (Edwards & Phillips, 1964; Edwards, Phillips, Hays, &
Goodman,; 1968; Howell; 1967; Gustafson, 1969), and led to the suggestion
that such buffering should be included in decision-aiding systems where
possible (Slovic & Lichtenstein, 1971): The Bayesian composition rules for

Use in PIP systems were originally formulated for normal form operation, that

is; where the composition of the input information into p(a|D) is accomplished

use where the composition is accomplished through intermediate stages within
a hierarchical tree structure (Kelly & Barclay, 1973). This technique, known

in a single stage. -Extensive form representations were developed later, for

as cascaded inference; has been found useful in situations in which it is
possible to decompose the problem of estimating P(H|D) through the use of

intermediate or explanatory variables, i.e., where

it-will often be possible to assess the likelihood of the data
given some intermediate variable, and ‘the likelihood of that inter-

mediate variable given another, and so on, until the hypotheses of
interest are reached. (Kelly & Barclay, 1973, p: 388)
Schum and Kelly (1973) have also developed cascaded inference composition

schemes for determining the inferential impact of confusing and conflicting re-=

ports from a mixture of unreliablé sources, where these reports provide data

diagnostic with respect to a particular P(H|D; under consideration. ]
.
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From the point of view of this report, all Siich Systemis, whether expressed |

in extensive or normal form, extend the province of decision theory in the same

way: by providing a subsystem to buffer the Inputs concerning probabilities <
to be assigned to events within the structure of the core act-event system.

3.3 Conseguences of Exténding the Province of Decision Theory

The developments described in section 3.1 serve effectively to extend the

province of decision theory by buffering all three intarfaces of the core act-
event system of decision. theory through subsystems involving the decomposition
of the relevant inputs. The inputs of the subsystem are still interfaced with
the decision maker's semantic memory, just as were originally the inputs of
the stand-dlone act-event system:” However; the decomposed _information now
obtained through these inputs (part-worth assessments, P(D|H) assessments, and

influence relations between primary and Secondary, events) are integrated into-

the relevant utility, probability, and event inputs to the core systeém by com-

position riles applied within the subsystems. Figure 3 summarizes these
relationships.

The province of decision theory has thus been extended to inciude four

subsystems within the total System bounded by the hatched line shown in:Figure
3. Each subsystem is constructed on the basis of decision-theoretic axioms
and is (or should be) coherent and explicitly specified in a way consistent
with these axioms: .The nature of transactions between each subsystem and the
core act-event system is also cotipletely explicit, because the effect on the
' reievant input to the core system of modification of content or structure .
within any buffer subsystem is completely and exhaustively specifiable on the
basis of the relevant decision-theoretic axioms. However, this specificity

is not true for transactions that cross the interface between any of the three
subsystems and semantic memory, because only one side of the interface is ex-
plicitly modeled within decision theory. We are not able to say precisely .

what effect a particular modification of content or Striictire within semantic

' memory will have on the resulting input from memory to a particular decision-

theoretic subsystem (or vice vérsa), because any precise specification of a
person's semantic memory structure is, of necessity, missing.® Nevertheless,

whi'le.there is no axiomatic way of specifying transactions across the interface

ST -
The PIP systems were also proposed for direct interfacing to formal models of
the envifonment, as shown in Figure 2. Here we are concerned with decision~
making situations in which no such fully structured formidl niodel of the environ-

ment is available a priori, and in which the structuring task facing the deci-

sion analyst involves what Humphreys (1979) called internal ordering and reorder-
ing (as opposed to external ordering through the use of a formal model), In such
cases the interface of the decision-making system is always with the decision-

faker's (or expert's) semantic memory.
: [

U o L T -
Formal models of semantic mémory (e.g-, Anderson & Bower; 1973; Kintsch, 1974:

Norman, Rummelhart, & CNR Research Group, 1975; Anderson, 1976) provide precise

specifications of systems which are incomplete and fragmented approximations to
semantic memory structure; intended for investigative purposes only. o
. 11 '
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that heuristic devices have a major role to play in éptlmIZIng sach trans-

actlons to meet the demands of the dECISIOﬂ—theoretIc system. °

4. HEURISTIC DEVICES

- Overview BN
B —_— . :
IS b

Heuristic dev1ces by deflnltlon are suboptlmal when compared thh norma-

tive formulations for the same operatibhs; Working within a normative frame-

work, the only justification for the use of heuristics (and resulting risk of

1neff1c1e1t use of information or incoherence of the material’ generated) is

tbétrtﬁey are “guick and easy" ‘or "reduce information processing load" and

hence generate results that would not otherwise be available because the

decision maker would refuse to invest the amount of time or effort involved

" in following a normatlveiy acceptabie procedure. . In_this report, we are not

1nterested in pursuing such a line of jﬁstification,7 rather, we are concerned

with condltlons in which it is not possible to specify a procedure on a norma-

tive basis; léaving no option biit to resort to a heuristic device. This occurs

only in situations in which the procedure involves crossing an interface be-

tween a systeﬁ that is explicitly modeled and one that is not. The only

interfaces that meet this specification in Figure 3 are the three between the

3

dec1s10n theory. subsystems and memory.

3

For example, ore of these interfaces is crossed when a set of crlterla

is elicited from the decision maker for purposes of assessing the utilities

of consequences, within the utility buffering system shown in FIgure 3. Given

that it is not poss1ble to specify the procedure to be used here in normative

terms, what happens in practice? Accordxﬁé to Humphreys (1979), ]

on analogies with problems fac1ng psychoanaiysts -and ciinical psy-

chologists. Brown, Kahr and Peterson (1974} shggested that the

decision analyst take on a rote 'not too dissimilar to that of a

. psychgana;yst,; although such a suggestion, taken serlouslyﬁglght

ifnvolve more than théy had bargained for (c:f{; Sandler; Dare &

Holder, 1973). Keeney (1975) described a MAU decvmposltlon used in

studying alternative energy poixcxes kty presentlng the verbatim -

record of a session witn the decision maker in case report format.

Humphreys and Humphreys (1975) suggested the use of elicitation tech~

niques designed for use within repertory grid technique, which was

origirally deveioped at Harvard psychologlcal clinic (Kelly, 1955).

None of these techniqgues, of course,, are grounded in any axiomatic

theory of preferences. They are all able to elicit strucfural mate-

. rial that would not have been volintesred without their use, and it

7 : o S U
For an example of a comprehensive attempt of such justification of particular

heurlstfé procedures enclosed within-a decision-theoretic framework, see
Watisten (1978). )
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is possible to check coherence of the structures so generated.

However, there is no §ﬁ§r§gtée that .the resulting coherent struc-

tures are in any way optimal.

Humphreys (1979) discusseés the need for imternal reorderings of prefer-

gﬁég structures generated through the use of heuristic technigues to bring
them closer to optimality while maintaining coherence. Sectionm 3 describes

the striicturing (and restructuring) capability of the computer program MAUD,

whose operation is coutrolled through the operation of a production system.

Section 4.1 provides an outline introduction to the notion of a groduction

§¥steﬁ and the potential uses of such systems within decision-theoretic
contexts. .

4.1 A Production System Representation

 since Emile Post's pioneering work (Post, 1943) on a powerful, new symbol
manipulation system--which he called a procduction system--several authors have

developed Post's idea as a basis for the specification of psychological models

of human knowledge.S3

" Ghie of these authors; Newell (1973), explains the basic operations of
production systems as follows: B
A production system is a scheme for specifying an irformation process-

ing system. It consists of a set of prodictions, each production con-
sisting of a condition and an action.... A production system, starting
with an initially given set of data structures, operates as follows.

.That production whose condition is true of the current data (assume
there is only one) is executed, that is, the dction is taken: The
result is to modify the current_data Structures: This leads in the

next instant to another (possibly the Sa@g)iproductiéﬁ being executed,
leading to still further modification. So it goes, action after ac-
tion being taken to carry out an entire program of processing,.each

evoked by its condition becoming true of the momentarily current

collection of data structures.

The advantagé of production System representations of information process=

ing systems is their great gererality and flexibility. As Newell and Simon
{1972, p. 835-6) report: :

Methods are to be represented as production systems, ana the set of
all methods is equivalant to the set of all prodiiction systems that

will realise rational courses of action for some given goals and B
some environment. A specific problem solver his available some &

;ggg;tof§ of such methods, which come to control his behavioiir .
unde-- various conditiofis. . :

e

"For. a general revicw of the use of prodiction systems; see Davis and King
(1875) . . : - : :

o
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models of the productiohs 1mplemented within a perscn s Internal judgmental

or semantic memory system: - The best artxcuiated model is that of Anderson

(1976) thch 1s rev1ewed 1n Appendlx A. However, the only appllcatlon

how productlon systems can be Used to generate inferences made by subjects

through testing conditions of prréSéﬂtEtIVéﬂESS (Tversky & Kahneman;, 1974).

The general form of a production rule? is - L

d R : {e+a}

where c Is a 1ist of conditions that may be met; and a is a 1list of dctions
‘to he.taken consequent on ¢ being met. In generating a productlon system,

Pitz was primarily interested in providing an account of how his subjects

might Use such riules in ordering and noting the contents of their semantic

memories to arrive at inferences. However; in this paper we are prlmarlly

interested in how to develop such systems for use in directing.and controlllng

‘decision aids in interaction with decision makers. . .

“  what would such decision aids be like? They would; at the very least,

possess the following features:

1. They would give e11c1tatlon 1nstructlons to actlvate (but not con-

o . trol) the decision maxer's semantic memory and to elicit specific :
outputs, -

2. They would check for coherence w1th1n the materlal thus output

across the interface to a decision-theoretic subsystem (explicitly

modeled in the decision .aid) and take whatever action is necessary

_should such checks fail. : "

« 4.2 A Critigue of Heuristics as Biases

77?he study of the use of heuristics within dec1slon-mak1ng contexts has -

traditionally been linked with the Study of-bias in human information process-

ing. Attribution of bias is pOSSlble only in sitwations in which it is pos-

sible to comgite what an unbxased response tinference) might be. _The reduire-

‘ments for such situations are outlined In Figute 4. The degree of bias is -

computed by. comparing the output of the imtuitive model being used by the sub-

ject (persgn suspected of being biased) w1th the output of a formal model

axiomatically grounded within decision theory {e.g:; Bayes' theorem) when both

are suppll d with 1denticai Input data. The larger the difference, the greater

%in section 4 we usé the notation P : {C»a} in preference to R : {c*al to

show (i) that the Rule (R) is a productlon rule (P) and that C and A are »
vectors.
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Figure 4. General form of the setup required for the investigaticn of

bias in human information processing.
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the bias. In an attempt to insure that ; the input to the two models is identi-

cal; the data- generatlng process has to be precisely specified.

The 1ntu1t1ve model employed by the subject is presumed to compr;se a num-

ber of hetiristic procedures, and the degree of suboptimaixty of such heuristics

is indexed by the degree of computed bias, that is; the degree of deviation

from the optimal results prescrlbed by the output of the formal model.

Two aspects common to treatments of heurlstlcs as biases are irrelevant

1. The construction of a precisely specified data-generating process.
We are interested in situations in which much of the data has to be
retrieved from the decision maker's semantic memory (see earlier

section); and in which there is no pre01se external specification of

the structure of the processes involved in the generatlon of such
data.

2. The compar ison with a formal model axiomatically based in decision

theory. 1In the specification and implementation of decision aids,
we assume that where such models exist, and where the intuitive
models used by (unaided) decision makers yield output that is sub-

optimal compared with that provided by the formal model; then the

decision aid will implement the formal model in preference to the

intuitive model,il and consequently, the resulting judgment will
be “unblased.

As descrlbed 1n sectlon 2 what we are Interested in is the use of heu-

r1st1CS at sités in which no formal model can be axiomatically specified, and

in which,; therefore, the issue of suboptimality cannot be investigated by a
dlrect test agalﬁst a formal crlterlon. We w1ll have to address the questxon

rrrrr s

turing and that may therefore merlt 1ncorporatlon w;thln dec1sion a;ds. The

critérion for including a heuristic in this set is that it mast be sited at

the interface between a decision-theoretic .subsystem and semantlc memory (see.
Figure 3). . :

1 Vo o

7OA typ;ga;”spegrgloatron ;s as follows: 'Chips drawn at random; with replace-
ment from two bags; each containing a-large number of chips, but with a-defined
composition of chips; such as 70% red and 30% blue, or 30% red and 70% blue in

,

each bag"; see Phillips and Edwards (1966).

1 is rationaie for decision aids is called "bootstrapping” (Dawes & Corrigan,
1974); see also Humphreys, 1977 (section 6.1), and Humphreys, 1979 {section 3).

17 2%
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In section 4:3 we present a case study of the investigation of two

processes purported to underlie the reported conservatism bias in probabilis-
fic information processing;l? misaggregation and misperception. The case
ctudy details the isolation of the heuristics involved in these accounts of
bias and demonstrates how they may be rejected from our set of candidate heu-

“ristics because they are not cited at the required interface.

in the literature, consistent deviations from the output of an appropri-

ate formal model are often attributed to a global causal mechanism such as
"availability" or "representativeness" (Tversky & Katineman; 1974). _In such
cases; we found that a reformulation of the postulated processes using a pro- '
duction system representation, like that discussed in section 4.1, was a

necessary step in isolating the actual heuristic procedures involved prior to

éxamining their -site of operation.

in section 4.4 we present a reformulation of Tversky and Kahnerman's

account of representativeness in these terms.

~ Section 4:5 summarizes the resulls of our formulations of the existing
literature and provides a classification of heuristics along the following

Iines:

"1. Effects of heuristics upon intuitive judgments, as reported in the
literature;
7. Explanation suggested by the authors réporting the effect; and
¢ .
3. & statement of which of these explanations of heuristic effects we

intend to investigate further for use within decision-aidirig systems
employing stricturing heuristics; and our reasons for doing so.

4.3 Heuristics as Biases, A-Case Study: Conservatism,

Misperception, or Misaggregation?

_ Conservatism in intuitive probabilistic judgment was described by Slovic
and Lichtenstein (1971) as follows:

Upon receipt of rew information; subjects revise their posterior

probability estimates in the same direction as the optimal model
but the revision is typically too small: subjects act as if the

data are less diagnostic than they truly are.

These conservative responses are commonly accounted for by one of two explana-

tions: as the result of either intuitive misperception of the data generator
(Lichtenstein & Feeney; 1968; Peterson, DuCharme, & Edwards, 1968; Pitz & Downing,

1967; Wheeler & Beach, 1968; Vlek & Beintema, 1967) or misaggregation of various
pieces of information to produce a single holistic response (DuCharme & Peterson,

1967; DPeterson & Swensson, 1968; Hammond, Kelley, Schneider, & vancini, 1967).

12 U R SRR g
For research establishing this bias, see, for example, Peterson, schneider;

and Miiler (1965), Phillips and Edwards (1966), and Pitz and Downing (1967).
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The misperception thesis is explained by Slovic and Lichtenstein (1971)
in the following way:

In order to perform optimally subjects must have some understanding

of the data generator,; the model, device; equation or assumptions

used by the experimenter to gernerate the stimuli shown to the subject.

If the subject misunderstands the data generator he may misperceive

the conditional probability of the data given the hypothesis; P(DIH)

In the laboratory experiments commonly used to support the mlsperceptlon

thesis; the true nature of the data generator (such as a partlcuiar type of

probability distribution) is specifiable precisely because the experlmenter

gerierates the stimuli shown to the subject from well-specified sources such

as ‘that described in footnote 10. 1In real world contexts, it is difficult to
specify the true nature of the data generator, because in such real world

cases it is notoriously difficult, if not impossible, to specify a Géridiccllj

model of the task environment with which intuitive models can be contrasted.

Mlsperceptzonihecoges a misnomer when veridical perception cannot be spec1fled,
but the explanation may still be of interest because it indicates a feature of

methods used to model stlmull within the individual's information processing
apparatus.

Bat where is this feature located within the system shown in Flgure 1z

It 1s nelther a feature of the assessment of content within GECiSIOﬁ structure

ture. Rather, it is a feature of subjective encodlng of _ informatlon glven in

the environment within the network of semantic memory. It this operates at
the interface between the environment and semantic memory, and not at the

interface between sémantic memory and decision-theoretic subsystems,; which is

of concern to uUs here. Hnnce we can reject mlsperceptlon as a structuring

heuristic useful within our terms;, because it is not situated, at the appropri-

ate interface in Figure 2.

on the other hand, the mlsaggregatlon thesis of information processing

1nterpretsrconseryat15m as the result of intultlve inadeguacy in information
aggregatlon when compared to the procedures for aggregation prescrlbed by the

Bayesian method. On this explanation, therefgre, conservatism is the conse-

quence of a feature of intuitive assessment of information within the probabil-

ity buffering subsystem shown in Figure 3 and is thus of no help to us in

specifying ways in which subjects structiire the décision space itself,; because

once again it is not situated at the appropriate interface:

In summary, while both the notions of m;saggregatlon and misperception

lead to the SPECIfICathn of heuristics;, these heurlstlcs did not meet the

criteria for inclusion in the set of heuristics that mlght be useful in deci-

‘sion structuring operations, because they were'not sited at the appropriate

Q

interface. The next section; however, describes the isolation of a heuristic
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which, although conceived within an account of bias in information processing,

is located at the appropriate interface and has already been reported elsewhere
in use as a decision-structiring heiuristic (sheppard; 1976; Humphreys, 1979,
section 5:2).

4.4 Heuristics Within Prodiction Systems:
Analysis—of Represeritativeness

This section presents in some detail a prodiction system representation

of one heliristic, described by Tversky and Kahneman (1974), which we believe

is a component in intuitive structuring of certain kinds of decision problems.
Tversky and Kahneman named it the "representativeness" heuristic. We delve
fairly deeply into the modeling of this example to give a detailed demonstra-

tion of a prodiction system representation of a structuring heuristic. The
subsequent sections of this paper (and our work emanating from it) will be
centered on the implications of structuring heuristics, rather than their de-
tailed modeiing. First, though, we detail the modeling to clarify the function

of structuring heuristics and to show the advantages of their specification as
production systems.

The effects accredited to the use of the representativeness heuristic

have been shown to bias intuitive judgment considerably and to be highly
replicable. Tversky and Kahneman (1974, p. 1124) have introduced it as follows:
Many of the probabilistic guestions with which people are concerned

belong to one of the following types: What is the probability that
object A belongs to class B? -What is the probability that event A
originates from class B? What is the probability that process B.

will generate event A?

Th answering such questions, people typically rely on the representa-

tiveness heuristic, in which probabilities are evaluated by the degree
to which A is representative of B, that is by the degree to which A

resembles B: For example, when A is highly representative of B, the
gggbability,thétrﬁ originates from B is judged to be high. On the

other hand. if A is not similar to B; the probability that & originates
from B is low.

B consequence of evaluation by representativeness is that "if people
svaluate probability by representativeness; therefore, prior probabilities

will be neglected" (Tversky & Kahneman; 1874, p. 1124). Tversky and Kahneman
have tested this effect inm a variety of experiments, one of which is examined

here in detail: In this experiment subjects were asked to judge the 1ike1ih668

that gn”iﬁdividdai; ¢all Him Dick, is either a lawyer or an éngineer. Subjects
were given two sets of data from which to make their judgment: ’
1. 3asef?§§§;§éféamwléﬁyéfs_éhd,éhgiheErS are in a ratio of-7:3 in
the poputation in guestion.
5. Case data: a brief personality sketch So that the subject may
perceive a similarity between Dick's described traits and the
stereotype of a lawyer or engineer.
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From the results, a consistent paptern emerged of subjects placing much

greater evidential weight on the case data than on base-rate data. Judgments
were typically resistant to changes in the ratio of lawyers to engineers in
the population, and subjects typically ignored base-rate data even when the
case data description was modified so as to become totally uninformative.

.~ The explanation offered for this judgment bias by Tversky and Kahneman
(1574, p. 1125) is that "subjects evaluated the likelihood that a particular
description belonged to an engineer rather than to a lawyer by the degree to
which this description was representative of the two stereotypes, with little

or no regard for the prior probabilities of the categories.”

This éiblahatibh,cahfbé7piéCéé in context through the use of a model of

sequential processes involved in probabilistic inference first presented in
Phillips and Wright (1977). This model is reproduced as Figure 5. According
to the Phillips and Wright model, the use of probabilistic information in a

judgmental task requires a considerable elaboration of the problem over a
cimple deterministic assessmeént and involves the prior rejection of two other
possible response modes as inappropriate: a response under certainty at
stage 1 of the scheme shown in Figure 5, and a response consequent on a re-

fusal to assess probabilistic evidence in spite of uncertainty at stage 2.
Because sibjects in the Tversky and Kahneman experiments were presented
with data inviting probabilistic inferences and were prepared, quite happily,
to produce probabilistic responses; these subjects apparently elaborated the
probiem sufficiently to arrive at stage 3 of the Phillips and Wright schema .
The biases typically found in the inferences made are thus the consequence

of the particular way in which j9§g§§ﬁ¢1aborate.iﬁé structure of the problem
at stage 3 in the schema: The judgmental problem is, in fact, modeled in a_
fashion that.ileuds judges to be selective about which of the available proba-

bilistic information they incorporate in the structure they use as a basis
for their inferences.
. A

‘Tversky and Kahneman's results indicate that subjects given case data

perceived as being similar to (or representative of) a stereotyped class; at
block 2 in Figure 6, typically made their judgment on the basis of the degree-

of-fit between the case data and the characteristics of the stereotypes, ne-
glecting base-rate data: Such judgments based on representativeness are repre-
sented in Figure 6 as those routes through the diagram marked by double lines:

Thus the representativeness heuristic is characterized by two features:
1. Using a particular search instruction within semantic memory ("fit

these data to the characteristics of a known class"), and

3. Making a probabilistic: judgmernit on the basis of the degree of this

fit without reference to any other available data.

It is the latter of these alone that violates the axiomatic model in:fail-

ing to combine prior and postérior probabilities. Adherence to the axiomatic
model would involve redrawing Figure 6 so that it became possible for a_judge
to move through both steps 2 and 3. In fact; judges given useful case data
typically take the route passing through steps 1, 2, and 6 and so on (as a

result of the représentativoness heuristic). Judges given worthless case data
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~ know the ~___ I €hink T krow
answer for suréZ-

_ Problem requires

further elaboration

s e — Response :
—_n"':onproﬁﬁllistlé-—-» Don't know or
Chance

\_probability

___Problem requires
further (probabilistic)
elaboration

Response:

verbal phrases_
' e N including prob-
e degree :F abilities lying

petweenn O and 1

biserimination of

probabilistic data

Judge's decision here is decided by a variety of factors classified

- under (a) cultural variables, (b) psychological variables, and

{c) task variables. | :

Judge's decision here is also decided by factors classified under

cultural variables and,ps?thdlbgicalrYarig@}g;i(expeciéiii those

relating to open/closed mindedness; see Rokeach; '1960).

his Further decomposition of the basis for the inference involves

the subjective elaboration of the Striictures represented in event

and/or probability buffer Systems shown in Figure 3.

N

Model of the cognitive processes involved in

Figire 5. olved in
inference (developed ‘from Wright & Phillips; 1877) .
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(data that permIt little or no association with any already encoded class con-

cept] persist in neglecting base-rate data and choos¢ to take the route through

steps. 1, 2, and 4. Only subjects given no case data take account of frequencies,
and they travel routes 1, 3, and 5.

It thus can be seen that judgments using case data and those uslng base-
rate data involve traversing entirely different routes throigh thie block dia-

gram. A judgmental procedure involving the combination of case ind base-rates

"data uould requlre a different system from that of Figure 6 _one that wculd

The 1mplementatxon of this production. leads the judge down routes 1 5,

O

‘iine in section 4.1 (and in deétail in Apperdix A) to the structuring principles

preVJousiy

We are now in a posltlon to reformulate the problem of the representatlve-

ness effect and its etiology into the question, Why are judgments such as that

Qesgrlbed above typxcally structured through the sequential procedures «f the

form shown in Figure 6 rather than in a form permitting the Comblnatlgﬁ,Qf,,,,W
base-rate and case data?  The following reformulation of the representativeness

héuristic in production system terms suggests a solution to this questicn.

Apply\hg the. R : C + A formulation of a productlon system descrlbeorln out-

underlying Figure 6, we obtain:

R: Condition , Action
Active memory contains a B §§§,E§é probabxixty of this
class of objects that match —————=\ . o©object or event belng a ﬁéh-

this object or event: _ ]

between it and the matchlng

class.

and 6
and so on, in Figure 6, and thus entails the neglect of base-rate data and

rellably reproduces the reportec biases in responses: (Tversky & Kahneman, 1974)

In addition, thé way in which memiry is accessed in this productlon indicates

that the site of the operation of the heuristic is the 1nterface between memory

and the probablllty buffering subsystem shown in Figure 3.

There 1s, however, a great deal more to the full specification of a pro-

ductlon system than merely suggesting one possible production that such a sys-

tem might contain: In particular; it is necessary for our purposes to under-
stand the process whereby soms productlons pacs a selection test and thus be-

According to Anderson (197€¢; p. 186) productlon selectlon conslsts of

"quxck partial tests ... -to see if the condltlon of a production is reievant
to the current contents of active memory." A production can be implemented

only if it is appropriate to the contents of active memory, and thus productlon

selectlon is crucially dependent on the current activation of memory.
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jties to .5-

Yes -

_ lawyers and engineers?i

Any_infc c
_about frequencies of

Sét. probability of
Dick being a lawyer.
or an engineer to the
frequency of each

class

Very close

pick is @D
an engineer:
| near certuznty

1avyet.71ess

confidence

pick is a @
lawyer: n
”¢§itéiﬁE¥4444, N

figufé 6. Block dlagram of Tversky and Kahneman's (1973)

__Not so close

enséﬁeef'
less

confidence——

-

model of judgmént biased by representatlveness.
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#e have so far shown only that if a particular production is implemented,

then all the judgmental effects associated with representativeness will follow.
It remains to be shown why this production is so commonly invoked. Tversky and
Kahneman's work on representativeness contains no clues as to the determinants

of its invocation. However, the crucial dependence of production selection.
upon ‘the currently active memory indicates that the answer lies in discovering
the determinants of the particular activation of memory. Newell and Simon

(1972; p: 849) provide a clue to the answer:
We can know the objective task--"out there"--only through its partic-
ular representations. There is no neutral way of describing the task
environment. As a consequence; task instructions do much-more than

define the task: they provide,.in addition, a specific representation
. of it that can serve to define an initial problem space; and even
parts of an initial problem solving program for the subject.
. . s e B 777' - _ ~ R o
- Thus, the repercussions of the subject's heuristic structuring of the
task enviromnment are felt throughout the entire judgmental process. One such

repercussion; we suggest, is on the configuration of activated memory.

This accords neatly with our finding in the representativeness case. The

process traced in Figure 6 was found to be the result of invoking the repre-
sentativeness production. Any search to discover the basis for the invocation

of that production leads back through the process of selection of potentially
appropriate prodictions, and of memory activation; to the issue of the subject's

heuristic structuring of the task environment. The whole process, from initial
structuring to j dgmental -response, represents a highly constrained system;

each stage of which is partially determined by prior stages.

] What form of heuristic structuring precedes and détermines a judgment

by representativeness? While Tversky and Kahneman do not directly. address
the structuring issue, they have recently (1977) suggested a link between
representativeness and the intuitive introduction of causal thinking into the
judgmental process: This suggestion is; in effect, extended here to show how
a subject's intuitive modeling of the task environment in causal terms deter-

mines which productions pass the_selection ‘test _and consequently are available
to.be invoked. Which portions of memory a subject activates and 'in what form
(in full, extended propositional form or in the.more limited form required for
matching-by-intersection tests) are determined by the subject's imitial struc-
turing of the task environment. Introducing a causal model of the task environ-

ment is one form of such initidl structuring, and such a model can function as

the initial memory activator. Abelson's (1976) work on cognitive scripts sup-
ports the belief in the predominance of this structuring of judgmental problems
in causal terms: . -

Thus, in the example displayed in Figure 6; subjects' judgments of the
probability of Dick being a Tawyer typically involve the initial generation of
a hypothesis concerning a causal relation between Dick's character traits and
intentions on the one hand (derived from the personality sketch given) and
Dick's choice of profession on the other, and this hypothesis creates an  _
active partition of memory. It is assumed that the portion of memory likely
to be activated in these circumstances; and hence available for accessing,
consists of a simple pattern specifying traits and properties typical of

"lawyer:" The subject's judgmental task is now restricted to merely scanning
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for a mat h between pDick's character traits derlved from the given personallty

csketeh and the properties associated with "lawyer" thus activated in memory.

‘Hence, the production typlcaily Implemented not only neglects base rates

but engenders a fairly loose and imprecise ‘assessment of case data. A more

precise assessment of case data would reguire a proposltlonai representat:on

‘6f relevant memory and a closer screening of the probe ¢that is; the character

sketch of Dick) to make an exact assessment of the information it contains = .

. {for instance, encoding 411 the verbail elements in_the proposition, as opp05ed

to merely scanning for property words to be matched with properties encoded in

fiemory) . In short, the specific activation of memory invoived in structuring

the problem according to a causal model determines what information is acces-

sible; this in turn determines what judgmentai procedure is used to generate

a probabilistic response. Methods based on ;Bayes' theorem proV1de a formal;

optimal procedure for the combination of information in inference but are of

necessity silent on how such information is accessed. However; in intuitive

judgment, restrictions of access to 1nformatIon within memory_ (due to restrlcted

active memory) can place crucial restraints on the inferential procedures that

can be brought to bear. If a certain memory activation does not méet the con-

dition of a production, that production is rendered 1noperabie./
: {

. The implication for decision analysis of the above interpretation of the

representatlveness heuristic is that the method of accessing information for

input into the decision structure can prevent its optimal use in accordance _

with Bayes' theorem. If an inadeguate or 1nappropr1ate structurlng heuristic

is employed at the interface between memory and the decision-making. structure,

the decision maker runs the risk of placing a structure on the decision

: problem that will of necessity commit him to inappropri iate and nonoptimal in-

ferernces and actions, regardless of .the optimality of the composition rules

(Bayes' theorem,; SEU,; etc.), which he uses.to manipulate information within

the structure in arriving at his inference, or plan of action.
FAN

Incldentally, it Is worth noting that judgment by representatlveness

counters prima facie the supposed ublqulty of sImplIfIcatlon technigues

deslgned to ease cognltlve strain (Miller, 1956; Newell & Simon, 1972) in

intuitive decision making. Since case data; unlike base-rate data, must be

matched 'against information retrieved from memory to be put to use in the

judgmental process, the diminution of cognitive straim thesis would find it

surprising that base-rate data rather than case data are typically neglected.

The former, it may seem, are more easxiy put to use; reguiring lessrcognItIve

work on the part of the judge: The material just presented therefore suggests

that it is misgulded to explain the use of the representativeness heuristic in

inferences as resultxng from the need to reduce information processing load.

_ . <

14
sSteppard (l976) and Humphreys (1979; section 5. 2) presejtra case study of

the use of such a heuristic by a division manager of a medium-large U.K.-based

Cfixm in maklngsforéigﬁ,locatlon dec1slons and discuss the advantages and

limitations of such an approach. T e S U O S
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4.5 Classification of Heuristics

Tabie 1 summarizes and classifies-the results of published investigations

into the use of heuristics in intuitive judgment: Column 1 of the table

specifies the features which, it is believed, are Characteristic of intuitive
judgment. Column 2 lists the explanations given for the presence of these

features referenced by the authors supporting’ these explanations. In columns

1 and 2 we have used the currently.prevalent nomenclature for the phencrena in
question. In column 3, however, we have 'broken down this existing work on

heliristics into two classes: those that may be relevant to the "elicitation
of structuring heuristics as we have defined the terms, and those that we be-

lieve are not relevant. We briefly state the basis for doing so in each case.

5. AN APPLICATION

Overview of MAUD

. MAUD, Multiattribute Utility Decomposition, is an interactive, computer-

‘based decision aid designed to help decision makers faced with a choice among

atternatives where the basis for preference lies in differences in worth on a
nurber of different attributes possessed in varying degrees by those alterna-
tives. MAUD assists and guides the decision maker in (@) structuring and de-

composition of such preferences in a wuiciattributed form and {p) finding out
the tradeoffs he or she is prepared to make between values on the various at-

tributes in recomposing these decomposed preferences into holistic utilities
to be placed on the alternatives as a basis for choice. An embryonic version

of MAUD was described by Humphreys and Humphreys (1975) , and subsequent versions
have been found to be of use in situations in which the decision maker has some

intuitions about relevant aspects of the decision problem but has not, as yet,

been able to discover its precise subjective worth structure.

MAUD was designed to work in ‘direct interaction with the decision maker,

without a decision analyst, counselor, or other expert as intermediary. How-
ever, since MAUD is limited to the examination of value tradeoffs among mem-
bers of a homogeneous set of alternatives, a decision analyst or counselor in
discussing a complex problem facing the decision maker should first arrive at
an agreed definition of the set of alternatives whose worth structure MAUD is
to investigate and the goal under which this worth structure is subsumed.

N 5.1 Example of the Use of a Heuristic Device:
Use of Structuring Heuristics in the

Eltcitation of Poles of Attribute Dimensiens

Decision theory is of necessity silent concerning the elicitation of at-

tribute dimensions for incorporation in a decomposed preference structure.
However; methods. for .eliciting. such dimensions have been studied in some de= _
tail within research in the field of personality, stemming from the discussion
by Kelly (1955) of the repertory grid; a device for conceptual ing an individ-
ual's dimensional cognitive structure. The rating form version = the reper-
“tory grid (see Bannister & Mair, 1968) is closely related structurally to_the:
normal form decomposition of utilities of terminal events {called elements

Q
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Table 1

Classification of Heuristics

Uiicér€ainty Structure:

Reported effects in Explanation suggested by Possible use as a co

intuitive judgment o authiors reporting the effect within structuring heuristics
(1) Conservatism in 5;;5; {1) Subjects misperceive data generator Norie--Iocates the effect at the interface
and _posterior. proba- (Vlek & Beintema, 1967; Slovic & between memory and environment

bilities (DuCharm Lichtenstein, 1971)

1970, claims con

vative effects only {2) Siubjects misaggregate information None--locates effect within uncertainty
at extreme ranges of {Edwards, 1968; SIovic & Lichten- structure
posterior odds) stein, 1971}

{3) Subjects tend to agsign e

None--~locates éffééé wiéﬁih unceiééiﬁé?

bilities to all outcomas unless there - Structure
is_a reason to do otherwise (Pitz, " ’
) 1975) ' o
(2) oOverconfidence (1) Representativeness-—-judgment made by I cases in which subjects make inferences by,

(3} Neglect of base-rate fitting case to a class of which the referrinig case data to a parent population,
data and faiiure té case is _judged to be a representative répresentativeness is used as a search in-
roqress toward the : member (Tversky & Kahpeman, 1974; struction for retrieval of informatidon about
Eééb in predxctxon Erom Kahneman & Tversky, 1972, 1973) parent pOpulation {see text)
base rate and. case _data, {2) Subjects fail to measure §ké61c€ive NOﬁE-ogives no indication of cognitive
unless base-rate data e oot R

validity of data (Kahneman & Tversky, strategy used by the subject _
perceived as cau:ally .

1978) o
related to out a
{g:;;sky & Kahneman, (3) Subjécts misunderstand regressions None-mggygs no 1nd}cation of éﬁﬁﬁiﬁive

R and megns {Peterson & Beach;, 1967; strategy used by the subject
; Slovic & Lichtenstein, 1971)

() oOverconfidencs in judg- (1) Represengqt;ygngss——subjects judge 1i cases in which. a subject can_ retrieve a
ments of degree of fit samples by the similarity to a model model of the population from memory, the
between Samples and popu- ° OF.prototype_ of population (Tversky probability of a sample matching the model
lations {law of small & Kahneman, 1971, _1974; Kahneman & is judged to be high; and hence confidence
numbers) Tversky, 1972, 1973) . in the replicabxlxty of results is high

AU a ER
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Table l--Continued

Uncertainty Structuré (continued):

Ropottcd ef fects in
intuitive judgmcnt

Explanation suggested by_
authors reporting the effect

{¢) _overconfidence in
prediction from
imiginaed scenarios

(2)

L S
Subjects tend to explain consequent
failures of predxctxon by causal

accounts (Tversky & Kahneman, 1977)

In contexts characterizea by Iack
of indcgendent data, shall samples

populations (Eirhorn & Hogarth.
1978)

Availability--highly imaginable EuEure

developments are available for easy ac-

probable (Tversky & Kahneman, 1973, 1974)

. cess but are not. necessat;ly highly

_ information ;

Devxant
of the

world" for an intervention by a sepa-

rate caus al chain that causes the deviation

from expectations.

None--IocaEés the ef[ect in the environment

if avaiiabiiiéy inierpreied éé ééiéfﬁiﬂéé by
then--

oy
. availability interprete

1f, howe . avai
determined by the search instruction across
the interface with. semantic _memory,_ then--
effect is tnEetpreEed as a consequence Of

intuitive proceédure for easy recall of

relations betws
data sets

iﬁi iiiﬁsofy
correlation
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(2)

Subjects perceive causal re}ggion~

ship “between data sets (Tversky &
Kahineman, 1977)

Subjects retrieval of infotmaﬁion
affected by availability {Tversky
& Kahneman, 1974)

(U

. Subjects introduce a causal model by which

the data are explained and correlatéd

See entry in (2){(c), column 3



Table 1--Continued

tincertainty Structure (continued):

Reported e }Eg&gign R Explanation auggested by Possible use as a cpmponent
intuitive judgmentr . authors reporting the effect within structuring heuristica

(b} 1n correla€ion - (D) InEormatIon from other cells often None--locates the effect in the environment
between input and - . gniavailable (Einhorn & HOgarth,

output variables, ' 1978) . ; . ] -
judgment_on basis of o

only 1 cell in a 2 x 2 (2) Subjects lack an abstract notion of ane--gives fo indication of cogniEive

data matrix contingency’ (Smedslund, 1?63) strategy used by the subject

(4) Greater redundancy of “Confidence is high wher the data can be Data are associated with a causal model
dncaA———b-qreater con- incorporated into a single integrated which; it is believed, causally determines
fidence in inference -model that explains them"~-causal . the data
from data (illusion of “schemata (Kahpeman, 1974) N ~
validi€y) -

(5) The confxéqgge that Subjects select outcomes by the degree . This suggests an intuitive judg@gggalirule--‘
Egblgggsibaygiggigheir of their tepresentativeness to the input salect the outcome most represeritative of
prediction depends _ (Tversky & Kahneman, 1974; Kahneman & the input dafa, and a procedure for elicit~
primarily on the qual-. Tversky, 1972, 1973) - - ing outcomes--access only outcomes Tepresenta-
i€y of match between the tive of inpﬁtiéigi. The latter is of interest
selected outcome and the to ug; the former is not (see ?1tz, 1975,.
1nput 1977 /

(6) Inadequate adjustment original judgment operates as an anchor,~ None--locates. thie effect within the
of a probability esti~ and “adjustment Erom the anchor is typi- o ﬁﬁb“ttsiﬁty structure
mate in the light of cally. insufficient (Slovic, 1972; Slovic,
new {nformation Fischho6ff & Lichtenstein, 1976) ‘

(7) Relative invulnerability . Strong commitment to an hypothesis None-—effect merely contrasts viﬂm Bayeaian

* of opinions to conflict~ (Geller & Pitz, 1968; Slovic & - revision in uncertainty structure
ing eviderice “(the iner- Lichtenstein; 1971) ‘ v

l
£13 effect) ' §
]
i
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Table l--Continued

Uncertainty SEructure (continued)

Reported effectsrin
intuitive judgment

auEhors reporting the effect

Possible use as.a component
within structuring heuristics

(8) vLarge deviations from
mean OF a. probability. .
distribution not weighted
heavily (Peterson &
Beach, 1°67) .

Subjects misperceive the ifpace of rare

events (Slovic & Lichtenstein, 1971)

Nohe-—iocateé EEE éiiéégﬁgitﬁiﬁ he
aricertainty structure

(9) “In assessmnnt of pre-
]ects typicalIy fniI
to learn frnm past
failures of predictions

(1} Hindsight_ bLBS-‘SUb)ECES Eend Eo

predictions (Fischhoff & Beyth,
1975)

(2) tHonindependence of outcomes due to
treat nt effects- poor judgment
is v:l.nd:l.ca"ed by events (Einhorn &

Hogarth, 1978)

None--on this account, subjects simply
f£ail to use disconfirming evidence

None--the effect is here considered as the

result of. lack of disconfirming feed-
back in the subJect s environment

Frﬂator confidence in

prodxction of variable
B_given variable A than
vice versa, when_A and.
B are equally informative

Subjects hypothesizo a causal_relationship
between A and B. The causal linkage
I\-——’B, has greater ev:l.dential lnn act .

Information necessary for the consErucEIon of

sessment of uncertaxntigg,imugt be retrieved
from memory.

_The_ attempt to_ create_a_causal

Subjects’ recgllfofigre-
quencies of events and
§iZes ot populatinns
typically biased by
salience and recency

(11)

events and populations increase thn

probability of recall but do not 1ncrease

probability of correct prediction

{Tversky & Kahneman, 1973}

Gou entry in (2) (c), column 3.

O
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Table l--Continued

itility Structure:

Reported effects in

intuitive judgments

Explanafton suggested by, o
__ authors reporting the effect

within strucggziﬂggnsgziﬁtics

{1) Subjects prefer to .

individual attributes

serially rather than
across attributes

riiques such as canceling o
that are equal or nearly ¢
the number of attributes to be considered
{Tversky, 1969; Slovic & Lichtenstein,
1971)

Gives some_ indication of conditions_under

which attributes are ‘deleted from the

utility structure

w

(2) jects tend to
cnmpare nutcomos
across attrxbutnq
in more complex

decision problems

. THis comparison prdcedure required when

fo common sét of attributes between out-
comgs and when dafta abouf dif ferént out-
comes not available simultanesusly

{Montgomery & Svenson, 1976)

ap outcome on all dimensions sxmuItaneously,

the decision maker must issue a falrly com-

plex ‘search instruction

(3) Representation of

attg;pgggiﬁxmcnsi ns
of outcomes as bxpolar

scales (one end of_ the
gcale can be elicited
by the method of
triads: from three
possible outcomes,
choose word or phrééé

to describe an_impor- _
tant respect in which two
are similar and the third
dissimilar) (Kelly, 1955)

(1) Eltattationfgf the contrast_end of
bipolar scales by the difference -
method: give a word or phrase to
describe how the third outcome is
dissimilar from the other two
(Kelly, 1955; Epting, Suchman, &
Nickeson, 1971)

(2) Ellcxtaﬁxon of the contrast end of
scales By Ehe opposite
or phrase

characteristic. glvqgifog the like-

riess end (Kelly, 1955; Eptlng,
suchman, & Nickeson; 1971)

Gives a procedure for xnformation search
for structurlng utilities .

Gives a procedure for 1nforma€101 search

- for structuring utilities

ERIC

Aruitoxt provided by Eic:



Table 1

UEIIIéy Structure (continued):

Reported effects in
iﬁﬁé&ﬁiﬁfmj“agﬁéﬁfg

- Explanation suggestea By
authors reporting the effect

Possible useras a component

within structuring heuriggiggggggg

4

by making. absolute eya;u-
ations on a éihgle attr1~

jective criterxon value

The éii@ihariaﬁ—hy-aspecééa {Tversky,

dcrxng a set of outcomes for which. es-

txmations of relative worths are then
made, and. whxch are ;ubsequently linked,

i the act-cvent structure, with spccxfxc

immediaté acts and uncertain events

Indicates how sﬁB]ecEs acgess a nanageable
nurber of outcomes for considération as

consequcnces whose utility structires are

to be traded off in the decision problem

(s)

Incféas.ng number of
oitcomss and attributes
—— decreasing pro-
porrxon of acpcctq
searched (Svcn son,

1977}

to res;g;ch;nco:porat;qn within UELIXify
structure to _only the most salient or
relevant outcomes and attributes of

outcomes

None--does not help with the question of
how salient outcomes and attributes

are accessed

16)

of dxmcnqxons, whxch are

ences in subjective im-
pqrtnnce of attributes

tcrnatxves weighted more heavny Ehan

None--a feature of intuitive assessmenE

within utility structure

(n

élicit possible
»5 O relevant at-.
tributes of outcomes by
xmagxnatxve projection
into possible futures

Scenarxo gene:atxon in uthxEy struc-
turing (O‘'Connor & Edwards, 1976} .

Janis & Mann, 1977)

Scenario generation may be a proceduxe noE
just for elicitation of outcomes but also -

for checkxng their realism, in the sense that

in outcome may be deemed sufficiently realis-

tic to merit._ consideration if it is derived

from a well-defined scenario generation pro-

cedure (see, e.g.; O'Connor & Edwards, 1976)

N

Tversky introduces EEA as a decision rule for choice of a preferred alternat

1= used as a procedure for defining the set of possible optxons.r
this list, we consider that this extenided usage of EBA may be helpful for our purposes,

O
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ive from a set of p0551b1e opt;ons.

Here EBA

While EBA iised as a decision rule has been omitted from

and herce it has been included.



Table l--Continued

Act-Event Structure:
Reported effscts in
_ intuitive judgment

Explanation suggested by

- i
authors reporting the effect

P6§§IBIE G§E i§ i éﬁﬁ@éﬁéﬁé

(1) Subjects utilize only (1
a subset of information
available in the environ-

ment (Svensen, 1977) (2)

Subjects are using very simple
decision rules {Payne, 1976)

Subjects decrease the number of
choice alternatives and dimensions
by the "method of successive
limited comparisons” (Lindblom,
1964). they consider only those
alternatives that differ slightly

March 196 3)

None--locates. the effect within the act-

event structure .
A conservative heuristic, severely re-
stricting information rélevant for struc-
turing decision tree

(2) Docieion by external

‘ authority

Subjects choose between alEernaEIves
according to cultural or family tradi-

* (Hogarth, 1974)

None--this simply notes reasons for failure
€6 Structure uncertainties in viola-~
tion of axiomatic method

(3) Restructuring decis
tree consoguent on a
reality chnck

against observable levels; if a mismatch,

Subjects divide attriBuEes of Ehe out-
come of a choice alternafive into two

groups, A and B; from levels of A, pre-
dict levels of B; check predicted levels

delete the choice alternative
(Humphreys, 1977)

This states a conservative rule specifying
action to be taken in the event of a fail- -°

ure of a reality check and the conditions
for applying the rule

ERIC
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table l--Continued

Act-Event Structure (continued):

Reported effects in
intuitive judgment

Expianacion suggested by
authors reporting the effect

Possxble use as a compo gnt
within structuring heuzxstics

(4) Becauyse the subject sets
a hthex,sell;nq price._
for gamble A than gamble
B —p that the subject

.prefers A to B (Lichten-
stein & Slovic, 1971)

Method of processing information is de-

pendent _upon_the _response the subject
is_required to make--e.g., setting a .
selling price_or making a verbal choice.
"Commen surabi Ii€y between a dimension
éﬁa‘rédﬁltéa tééﬁéﬁéé Effééﬁﬁ 1ﬁ§6i€§ﬁéé

response" (Slovic, 1972)

None--unless one Speculates that response.
mode is a demand characteristic (Orhe,
1962) of t'.he tasi that determines the
1 tion the subject uses

to _access information, a search in-

commensurable with the response mode
is retrioved.

{5) Decisioi affected.by
need to Jlk€Eify it to
otheta

Justifiability--subjects take courses
of actioni they believe will be readily
explicable. and justifiable to others
{Slovic, Fischhoff, & Lichtenstein,
1976)

None--this decision procedure requi;es
accesging information from memory

but gives no_ 1nd1cation how this
access is achieved
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)
within repertory grid terminology) into vectors of part-worth ratings on a

set of attribute dimensions within a preference struc*ure. 15 The two prirn-
Cipai heuristics discussed by Kelly (1955) for elicitation of attribute dimeri-

sion poles are known as the Difference Method (DM) and the Opposite Method (OM)
They are.reviewed in Bannister and Mair (1968) Adamstebber (1970), and

Eptinyg, -Suchman, and Nickeson (1971) : -Both these methods are used in MAUD,

an interactive computer program for the structuring; decomposition; and recom-

pCSItIon of preferences between multiattributed alternatives (Humphreys &

Wisudha; 1979): When the decision maker has reached the point in structuring

his .or _her decision problem at which at least three EIternatIverterm?nal events

are under consideration, and tradeoffs have to be made in determining relevant

preference between these terminal events,; MAUD may be used as an interactive

aid in §eveioprng the preference structure among these altérnativés. MAUD

starts by using the Difference Method and a heuristic device to elicit an at—

tribute dimension. Figure 7 reprodiuces the relevant portron of a printout

from a typical MAUD interaction, together with -.comments on the functions of

the various instructions usé& in achieving this elicitation.1®

The materlal elicited through the use of thlS heurlstic are two words

(or_phrases) that are assumed to define the poles of an attribute dimension

scaled in terms of a monotonic part—worth preference function, so that ratings

of the alternatives under consideration by the decision maker on this dimen-

ston will index the degree of part—worth17 of each alternative in terms of
the degree to which they possess the relevant attribute:

_Since the processes 1nvolved in the decision maker s semantic memory in

formlng the output shown in FIgure 7 are not explicitly modeled, we cannot be .

sure that the elicrted words have the required characteristics, as Just ogtj

lined. However; we can perform a_number of checks to testiwhether the neces-
sary assumptions are met by the ellclted words. These have been reviewed by
Humphreys (1978a) as range of convenience (after Kelly,; 1955); which estab-

lishés the poss1b111ty of actually making tradeoffs involving each and every

g}ternatlye s rating on the attribute dimension; bipolarity, which requlres

that the poles be mutually exclusive and cumulatively exhaustive to insure an.

" unambiguous unidiménsional scale between the poies, and monotonlclty, which

insures that increasing numericai scaie values 1ndex 1ncreas1ng preference.

15,
These dimensicns are called constructs ”lthln repertory grrd terminology.

However, the repertory grid decompositio. Ioes not represent a.preference

structure, because the ratings on constructs are J-scaled {lirniear between

poles as defined, with no consideration of the position ideal point or the
dimension) rather than I-scaled (part-worth, preference ratings) Coombs - ({1964) ;
Humphreys (1977, seéction 4), and Humphreys and Wisudha (1979, section 3.5.1)

-discuss in detall the folding relationship between J-scaled and Imscaled rat-

ings on an attribute dimension:

6. .
1 MAUD uses the Opposite Method in preference to the Difference Method when

more than two attribute difensions are already present in:the preference

However, should the Opp051te Method fail to €licit appropriate

structure.7 ouid t
poles, MAUD will then (temporarily) revert to use of the Difference Method:

17?65 a aiscﬁSSion of part-worth, sSee Kneppreth et al. (1974).

“
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Interaction (user's responses are underlined)

iéﬁ you specify a way in ﬁﬁ?éﬁ one of the fdiLbﬁihg.

{13 LECTURER AT POLY
£ 35 F RESEARCH AT UNIVERSITY
I3} MARKET RESEARCH

What is the number beside the  d0B
that differs? 3 '

You have said that MARKET RESEARCH R
is different from -
LECTURER AT POLY gnd

RESEARCH AT UNIVERSITY

Please type one or more words on the same
a way .n wh1ch HARKET RESEARCH d1ffers

NAPKET PESEKRCH is:
NONACADEMIC

OQ,th,gthgr”héhd, o ——=
LECTURER AT POLY and RESFAPCH AT dNIVERSITY

are:
e

Are you reasonably happy with this description? - YES

R
.y
i

Lo

Comment

Eilicitation instruction-designed to
activate relevant portion of user's
semantic memory five jobs were ‘cur-
rently under consideration; MAUD
chose three of them at random for use

in thlS application of the Difference

Me thod.

Activation is successful.

o e
F A

cé}ifiiﬁia'ti'd'ri of output from user's
semantic mémory by MAUD:

E11c1tat10n 1nstructlon requestlng

user's specification of poles of

attrlbute dimension resuitlng from

above activation of semantic memory

{togéether w1th user's output) .

+ confirmation check

Figure 7.

Interaction between dec151on maker-and MAUD using

the Differerice Method to elicit poles of an attribute

dimension.

EEE




1f any of the checks of these assumptions fails; then the numbers assigned

to alternatives on the offending attribute dimension will of necessity be inco-
herent within the utility buffer system shown in Figure 3 (and within any of
the other decision-theoretic subsystems with which it i§ interfaced). To re-

' store coherence, restructuring activity is required. Humphreys (1979) describes
techniques designed to accomplish this as reordering techniques; as distinct
.from ordering technigies used to.elicit initial (unchecked) components of the

" ‘structfure, similar to the Difference Method and Opposite Method outlined earlier:
77Lﬁiﬁééfééfiﬁé.Eééhhidﬁéé) 1ike ordering technigues, involve crossing the
interface with semantic memory ané therefore involve heuristic devices. How-

ever; the Qéribﬁérhéuristigsigﬁp}§y§§7§é7n6t stand in isolation or in competi-.

tion with one another; they can be conceived as integral parts of an ordering
and reordering system that invokes heuristics as appropriate and checks the re-

sults, passing the results across the interface to the decision-theoretic sub-
system if the checks are passed. If, on the other hand; one or more checks

‘fail, other heuristics are invoked and a further set of checks made, with the

_Gystem remaining active until a set of checks is passed in toto.
~ This type of system can be modeled as a production system. In the preced-
ing section, we outlined a production System representation for heuristics in-

volved in Striicturing operations: The next section shows how an embryonic

' form of such a system is currently employed in MAUD.18 MaUD's production sys-

tem is probably the most advanced available in any current computer-based
general purpose decision-aiding device, but it is still extremely limited.l%

' Before we can go further in building and testing production systems to handle
Structure ordering and reordering activities in decision aids involving trans-
actions across the interface with semantic memory, we need a better understand-
ing and specification of those heuristics that might be useful candidates for °
inciusion in such a system. Section 4 is concerned with the identification’

and classification of such heuristicss

5.2 Production System Control of Structure Ordering
' and Reordering Activities

This section outlines the way in which MAUD (Humphreys & Wisudha, 1979)
uses a production system to control the structure ordering and reordering

heuristics it employs in forming a preference structure described in terms of

fully decomposed assessments of part-worths of a set of terminal events (out-

cofies) on utility-independent attribute dimensions. THis system is, as yet;
. in its early infancy and has limited capability within a circumscribed area

of the province of decision theéory. However, it has proved very successful

‘

ig T
See also Hifiphreys and Wisudua (1979, sectilons 2 and 3).

1 other systems, such as OPINT (Selvidge, 1976; Allen et al.; 1976) have com-
prehensive stricture-reordering devices that operate within a decision~theo-
retic subsystem (the event buffer system in Figure 1 in the case of OPINT).
Such systems operate according to normative specifications. While they are

sometimes organized according to aiprbau¢t;9ni§gsteﬁ; they are not considared

‘here because they do not necessarily involve the invocation of heuristic

devices. b

38 4
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in practlce,20 and thls success has led us to propose ‘that much more flexible;

comprehenslve SysStefis be developed as soon as we have a better command of the

bulldlng blocks for such systems: structurlng heurlstlcs of the type outlined
in sectlon 4;

Here we ehall be concerned only with the control of the section of MAUD

that deals w1th orderlng and reordering the decomposed preference structure.

It is 1nterfaced w;th other sections of "MAUD; wh1ch handle operatiornis such as

speCIfIcation and revision of the set of termlnal everits among WhIch prefer-

ences. are. to be traded off within the structure, ellcfterron, and rev1slon of

current preference structure and.so on:

Control is passed to this section of MAUD whenever a decision maker wishes

to order f(expand) or reorder (revise) the preference structurc currently under

conslderatlon. (Even if this involves 1nterrupt1ng another task within the

decision analysls, the ramifications of the interruption is handled at a higher
levael of control within MAUD:) . Control within the section resides in an -

APPLYLIST22 of 15 productlons. Each production (p) is of the form:

{e-m ' ,

where C is a vector of one or more condltlons that must all obtain at the

moment the. APPLYLIST is scanned for that production to be impiemented. A;

is a vector of one or more actions (procedures) that will be carried out by

MAUD upon 1mplementatlon of the’ production. Some, but not all, of these pro-

diictions will involve interaction with the user. The actions transform the

preference structure; and they also set apprOpllate condition fiags during

their execution. Certain condition flags may also be set at any time by the

user overrldlng a request for partIcuiar input by MAUD with an 1nterruptlon.23

These productxons, and their order of prlorlty in the APPthiST. are’

shown in Figure 8. The conditions Sensed and actions taken are defined as
follows:24

'

5
0See Humphreys (1978b) fcr a report of the use of thls system with a wide

range of detision makers and an analysis of gains made through its use.
2r - - : e S

See Humphreys and Wisudha (1979) for details of these operatlons;
22- - DLl S z-EIis-= i
2APPLYI:IST and other technical terms used in this section are defined in

Appendlx A.

23For 1nstance, MAUD may request ratings of terminal events on_an attribute

lemenSIOn, bot the user: may reply that he or she is unhappy with the current .

definition of the dimension. The production system is designed to handle such

interruptions in whatever way is most approprlate.

24
The number in parentheses after each. condltlon and action refers to the

section in Humphreys and Wisudha {1979) in which these conditions and actions

-are described in detail.
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° APPLYLISE ' : Cbmw'”i

ENTRY
~ p1: {c6 -+ n7}: User—initiated deletion to
p2 : {c5 —+ as} . part of prefereficé Structure

____...__-.____—___...—____—___...._______________—_—_—__—____.__..—________..___

] - p4 : {cs8 —+ Al3, A9, AlO} ' user-initiated change of content
P5 + {ca -+ A9, al0} ' within preference structure
p6 : fcls - Al6} consequences of failure of MAUD-
p7 : {cx4 -~ Al15} . initiated check of adeguacy of
pg : {c13 - B9, Al0}. ‘ aecisicﬁ-theoretic model
P9 : {c12 » A8, All} MAUD-lnltIated gathering of -
p10 : {cl1 -+ Al2, A1lS, Aid} ‘content within preference structure

pii : {cio - a5, &6, AI?}

—___.._..—_—...—___..______..._____..__—_________.._—__—_—__.._—_

P12 : {CZ -+ Aé; ﬁié}_ User-initiated extension of
pi3 : fc7 + aa, Al9} , preference strictire

pia : fcl & c2 & Cl6 ~+ a2, a3} ‘ |
pi5 : {c1 > a1,,A3}

- ___—___-_—_____________....—_—_....-.._____..___...__—_—_—_—_——___.._-.,——_______

7 Ho further ordering-reordering
EXIT ) operation required: task accomplished

Note. Productions are numbered in order of priority of execiition within the
APPLYLIST. : - '

%igure 8: -productions used to control preference structure

ordering and recrdering activities w1th1n MAUD.
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(1) Cconditions

Ccl

c2
c3
c4

c5
c7
cs

cl:

- cl4
c15

Cié
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1]

Bl

nl

S

The declslon maker using MAUD (the user) wishes to have his or

her se@ant§cigeggry prodded to aid the elicitation of the prefer-

enice structure relevant to the decision proklem under considera-
thD (i. e.. tradeoffs between a set of termlnal events, or ocut-

those oiitcomes) - (2)
User is willing to define poles of an attribute dimension on the
basis of the current (MAUD—generatea) elicitatibn instruction: (2)°

User is not happy with current definition of poles of an attrlbute

dimension. (2)

User is not happy w1th current ratlngs on an’ attribute
dimension. (2)

User wishes to chande current ratings on an attribiite
dimension. (2)
User wishes to cancel/delete an attribute dimension from the

current preference structure. (2)

preference structure. (2)

User is not happy with the current position of an ideal point
on an attribute dimension. (3.5.1)

More than two attributes are in current preference structure.

Poles of an attribute dlmen51on are deflned but ratlngs of

terminal events {outcomes) on the scale Spanning the poles are
incomplete or absent. (3. 2)

but .are not folded about the current 1dea1 pélnt on that dimen-

sicn to glve I-scaled (preference) ratings: (3.5.1)

dlmen51on. (3:5:2)

‘sStatistical independence check fails between I-scaled ratings

on a pair of attribute dimensions. (3:3:2)

Utlllty 1ndependence check fails in thought experlment conducted‘

by MAUD in interaction with user. (3.3.2) _ -

faiiure flag not set:

o
ek |
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(2) Actions (procedures exécuted by MAUD)

Al = Use leference Method (DM) heuristic to actlvate semantic memory

eoncerning attriputes to be'added to the current preference
structure. (2)

A2 = Use Opposite Method {(oM) heuristic to actlvate semant:c memory

concerning attributes to be added to the current preference
- structure. <2) :

investigate Qhether gser wants to define poles of a new attribute

A3 =
dimension. (2) N
a4 = Elicit poles of new attribute dimension from user. (2)
A5 = Elicit rating of termxnai ‘events. (outcomes) currently under
consideration as % J-scale. spanning the poles of the current
attribute dimension. (3.2)
a6 = Investlgate adeguacy of J-scaled’ ratlngs on current attribute
dimension. . (3:2)
A7 = Cancei/deiete current attribite dimension: EZS
; A8 = Eiicit ideal point on current attribute diflension. (3:5:1)
A9 = Give user the option of canceling current attribute dimensiom.
(2) - A .
A10 = Give user the option of changing his or her J-scaled ratings on
current attribute dlmen51on. (2)
’ All = Check whether user is happy w1t§7t§e current p051tlon of hlS or
her idea® point on a speCIerd attribute dimension-:
) g—Alz = Fold J scaied ratings about the 1dea1 pOInt on an attrlbute
dimension to form I-scaled ratings. (3:5.1)
at3 = Cancel 1dea1 point on specified attribute dimension:
Al4 = Check ;;§ca1ed ratings on current attribute dimension for statis-
t;g;i independence with I- -scaled {atlngs on all other attribute
dimensions active within current preference Striucture. (3:3.1)
Als = Conduct thought experiment with userwtciaéteinFe whether
SPQ?EfEed pair of attribute dimensions exhibit utility
independence. (3.3.1)
{
Al6 = Delete specified (utility nonindependent) pair of attribute.

dimensions from current prefererice structures; elicit substitute
pair of poles  (defining new dimension within current preference

structure) (3.3.1)

O
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e &

) Al7 = Cahcel Opposite Method heuristic failure flag.
I’y -
A8 = thogifogiadequate variance in I-scaled ratings on attribute
dimensions: (3:.3:2)
AlS = Check whether user is happy with the definition of poles of

current attribute aimEhsion; (2)

list. As soon;as a condltlon spec1f1ed in a productlon 1; matched to a condi-

tion currently obtalnlng, the action 1mpilea by that production is implemented

in the seguence shown. On completion or interruption of the specified actions

{either by MAUD or the user), control is immediately passed to ‘the search of

the APPLYLIST, which is scanned again. This cyclical procedure continues until
the APPLYLIST is scanned completely with no production being activated: At

this point, the structure ordering or reorderIng task is complete; and control

is passed Back to a higher level within MAUD.

rapid expansion in future developmerits of MAUD, without running the risk of

the control system getting out of haﬁd,or becoming indeterminate under partic-

ular conditions: It also gzves us the ability to use and check heuristic pro-

This system has the great advantages of being flexible and capable of

cedures in an efficient way; let MAUD and the user share the dlrectlonrofigogj
trol, and Stlll perform efficient housekeeplng dctivities designed to minimize

the extent ‘of intoherernice in the preference structure under development. More-

over, exit is not possxbie from the production system until the reordered pref-

erence structure 1s cohefent, so the whole system can serve safely as a module

indicates that it will serve as a satlbfactory ba51s for the development Of
much more comprehensive systems in the future, involving many more heuristic

devicés than those incorporated in ‘the current version of MAUD.

6. STRUCTURING UNCERTAINTY

mine ?,?§9§E§Iiity distribution for some target event--PIP systems. and infliu~

ence diagrams. Both systems were shown to act as buffers between the assessor's

semantic memory and thé core act-event siubsystem. Thé systems facilitate prob-

ability assessment by providing structure, usualiy in disaggregated form, to

uncertainty about the target event.: . B

These are not the only two Systems that can perform this function: As

we reviewed systems for structuring unicertainty, Itrbecame clear.- that four

fundamental strategies cover all the structuring systems currently in use,

as well as those -we could Imaglne might be helpful We discuss these strategies

in the next section; and then in sectlon 6.2 we outline a new buffering

subsystem.



6.1 Current Systems

An individual who must assess uncertainty about some target event can
approach the problem in one of four ways, as showh in Figure 9.
1

Y

—— s

Extend the
conversation

use holistic

s puibaauni

judgment il < y e \
Jued Y~ // TARGET EVENT N\

Use Bayes'

theorem
; N
Determine_
functional
relationships
a s

Figure 9. Ways of assessing uncertainty
about some target event.
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HOllSth judgment incindes not only carefully considered judgment about

tne te;get event itself;, but also judgment based on relevant historical data.

For example; uncertainty about projected sales mlght be based on the past 12

months'; sales figures, adjusted to take account of specxai conditions like

1nf1atlon or new sales taxes that mIght prevazl for the next 12 months.

Strictly spéaking, holisiic judgments are not buffered; semantic memory is

linked directly to the core act-event subsystem. However, holistic judgments

are made frequently in most decision analysis, so this strategy for assessing
uncertainty is included here for completeness.

cult to assess because probabilities depend on other events, it may be useful

to extend the conversation to include these other events. For example, if the

probability assigried to event E is thought to be different if event F occurs

than if it does not occur, . then the assessor could be asked to _assess_the con-

ditional pfobainItIes p(EIF) and p(EIF), along with the uncondltlonal proba-

bilities p(F) and p(F). The probability associated with event E. can then be
calculated:

: p(E) = 5(‘5]?5{:(?)’ + isttl’f)p(?)

currence of F prove dlfflcult w1thoutrconslder1ng event G; then a further ex-

tension of the conversation can be made to include event G. In this way, any

number of related events can be considered. Technologies, or buffering sub-

systems, that are based on extending the conveérsation, include 1nfluence dIa—

grams,; event trees, and fault trees. At a theoretical level; there is no
difference between these three technologies.

Two situations may lead the assessor to use Bayes theorem. . In extend—

Ing the conversation; the assessor may be required to assess p(FIG) but may

find it easier to think about and assess tne inverse probability p(G|F).

The earlier probability can be turned into the requ1red probability by using

Bayes' theorem, sometimes called the theorem of 1nverse probability:

pF|c) = p(F)p(GlF)

p(G)

This type of Structure is often referred to as "flipping the decision tree."

The other situation in which Bayes' theorem is useful occurs when data are

avallable that affect one's uncertainty about the target varlable. The PIP

system discussed in section 3.1 is an example; we might call this buffering

subsystem a simple inference’ Stricture: Cascaded inference structures are also

in use. Observable data reduce uncertainty about some unobservable indicator
or factor, which in tuorn reduces uncertainty about the target Variable. An

example can be seen in insurance underwriting. A factory's trash dIsposal

facilities can be directly observed. These, along with other data; give a

fallible indication of the state ofinousekeeping, which is one of several
factors that bear on the degree of fire risk posed by the factory. Another

example is that of sensor uncertainty. A solid sonar return is a fallible in-

aiﬁatxon of the presence of an enemv submarlne, which 1n turn has some bearing

-
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Another way to disaggregate the target event is to determine the functional

relationships the target event may have with other events. If the target event
is an uncertain quantity; then it may be a function of other guantities, some
of which are also uncertain. If the functional relationship between the target
variable and these other va;iabiéé can be aétérﬁihéd,'theh"assessﬁéﬁEé can be
made of the uncertainty associated with the other variables and the probability

distribution over the target variable calciilated or determined by Monte Carlo

6.2 Buffering for Functional Relationships

When it is difficult to assess Uncertainty about some target eve..: because

the event is complex; it may be possible to determine the:functional relation-
ship of the event to other, simpler cvents. Then uncertainty can more confi-
dently be assessed for the simpler events. A probability distribution over_

the target event can be calculated if the functional relationships are simple

eriough for this procedure to be mathematically tractable or determined by
Monte Carlo Simulation.

What are the structural elements that could be used in this type of dis-

aggregation? Typically, they are the same as those used in extending the con-

versation: events (and their outcomes), uncertain quantities and probabilities
associated with the events, or uncertain guantities. This is the most elemen-

tary ievel of disaggregation familiar to decision analysis. However; an alter-
native level of disaggregation may often be more usefil, especially when an

~ The approach can be illustrated with an example. One of the authors was
asked to help the marine tlaims section of a large insurance company to improve
its estimates of the eventual size cf a settlement in cases of damage to the

hull of a ship. Soon after an incident occurs; the claims department is

notified of the accident. They are given only a brief description, but the.
information provides a rough basis for judging the eventual size of the settle-
ment of the claim. There is often considerable uncertainty associated with
this estimate. (The estimate is required for a variety of reasons; an example

:: that reserves must be set aside in a fund out of which claims are paid.)

After many hours of discussion with the head of the section; and following

many revisions and alterations; the model shown in Figure 10 evolved. The
eventual size of the settlement can be expressed as the product of four quan-

tities: the net size of the claim, an image factor; a relationships factox;
and a handling factor. Each of the last three factors acts as a multiplier

that could increase the net size of the claim. For example, circumstances

stbr example; Decisions and Designs, Inc:; has produced TREE;VéniihteraEEiVé

computer program for decision tree modeling, and OPINT, an interactive program
that includes a simple prestructured tree with a single target event whose un-
certainty can be modeled with an influence diagram; supplemented (optionally)

by a simple inference structure. - >

46
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surrounding the clalm may be adverse, which could lead the insurance company

to pay out extra sums to preserve its image. Even if the circumstances are

not adverse, the muItIpiIer might be greater than one, though not So much as

if the circumstances are adverse. Thus, uncertainty about the size of the

factor is modeled in two stages: first, probabilities are assigned to the

c1rcumstances being adverse or not adverse; and second, two probability dis-

trlbutlons over the factor are assessed; one conditional on the circumstances

being adverse; the other on their not being adverse. Similar structures hold

for the relationships and handllng factors.

The net slze of a clalm”;sidisaggregated into two gquantities, the total

cost less the net costs recoverable from a thlrd party (if applicablé). Total

cost is further disaggregated into the size of the loss less a reduction for

negligence plus the size of additional payments. Uncertainty about the size

of the loss is expressed as a probability distribution over that quantity;.

whlch is bounded by the deductible at the lower end and by the amount of the

indemnity at the upper end. A reduction for negligence may not arply; 1f71t

does; and this is assigned a probability, then the policy spe01f1es that the

size will be 10 percent of the size of the loss. additional payments may not

be necessary,rlf they are, for which another probabxilty 1s ass1gned then a

Net costs recoverable from a third party are calculated by muitlplylng

the total cost by a proportion of the total cost that is recoverable from a

thlrd party.r Of course,rcosts may not be rec0verable, but 1f they are {with

over the proportion must be assessed.

In _the figure, the shaded boxes Identify the events and uncertain guan-

tities for which probabilities must pe assessed. Depending on the structure,

assesshents may be associated with discrete events, uncertain cuantltles, or

uncertain quantltles conditional on event outcomes.

Once the requlred assessments are made, a probablllty distrlbutlon over

the eventual size of a settlement can be obtained by Monte Carlo simulation.

Note that each shaded box represents a structurc based on the simple

ingredients mentioned above: events and their outcomes, uncertaln guantities,

and probability dlstrlbutlons. However, some of the boxes are identical in

Structure: &11 the factor boxes are the same; the two bottom right boxes are

also the same: Is it possible that, at this level of structuring, oniy a few

structures are needed to represent most dlsaggregated target events? If so,

then these few structures could be preprogrammed in a computer to serve as

generic bulldlng blocks that would enable a user to model uncertainty about

almost any target event.

& We believe that there are only a few ba51c Strictures; we call them

modutar uncertainty structures (MUSs). Archoughrmany more structures are; of
course, possible, we think thHat those listed in Table 2 should b= sufficient

for most problems.

SEE ,A 5 B
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Figure 10. Modular uncertainty structure for hull claims model:
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Table 2

Modular Uncertainty Structure

Inputs

Structure

i‘iaﬁE

© 2Eepcpn

either U
“E

and U=
' and g
or CE’CE and £

Pl;Pé;:i:;?h;

ei§§eriul;uz;i;;;un;

/ .
or C.,C,

i 2""’Ch and £f.

éeiééﬁéabffééEiiéé; f;qg
(optimals max,min,

truncation)

selected fractiles, f,q;

X,p. (optional as in 3)

E,E,C5.P, )

fractiles, f.g

P

UE=f(CE)

szg(cx)

49

binomial
distribution

multinomial *
distribution

continuous
distribuotion

mixed
distribution

. gonditional

distribution



Inputs

Structure ~ Name

fractiles for x,f;g

fractiles for y,h,i

n;Ei;_Ez;:::;ﬁ,,

‘n
PyrPyre--oBy
fractiles for x,f,9

fractiles for v,H,i

fractiles for z,3;k

(8) X (rate parameter)

€ and £
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Aruitoxt provided by Eic:

é??,,,,,
conditional
distributions

n S
conditionai

distribiitions

poisson
distribution
with known
consequencer
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Inputs . Structure Name

UéEf(C)
poisson
distribution
with un-
certain
consequences

% (rate parameter),

fractiles for C and £

ﬁh=f(n6)

E;E;F;E‘

p(E) ,p(F|E) ;p(F|E)

single
influence,
binary

events

. Names of events and
their partitions, =
conditional probabilities
for all linkages; uncon-~
ditional probabilities
for lowest events.

multiple
influence

b
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_Structure Name

sypotheses, H; Data; D

Prior probabilities, p(H):

tiketihoods; p(D|H)

@ Hypotheses, Hj .
Indicators, I; Data, Dj
prior probabilities,

. bH); p(IH); p(D I).

(More precise speci-

fication given in

Kelly & Barclay,

1973)

simple
inference

hierarchical

Note: For cases 3-9,

utilities may be expressed directly rather than as

functions over consequences.

8.ist of structural elements:

C: consequence; f;g;h;i;j.k:,

£: event; p: probability; U: utility;
functions. :

fopt
oo
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Wercan envisage a computer program that includes these 13 MUSs as the
building blocks in _a _generic. structure-bulldlng program. Any spec1f1c model

could be built by défining disaggregated variables ang their relationships;

and then by asglgnihg the eppropriate MUS to each disaggregated variable.

Each MUS used would then request the appropriate inputs from.the user. Rou-

tines for assessing probability distributions could be included in: the program

‘to help the user generate cohérent assessments.

tecﬂﬁioél Eféiﬁlhg but are not experts in decision_ analysis. By raising the
structural level to the MUS. from the rather molecular level used by decision

analysts, burffering with sSemantic memory systems may be facilitated: The MUS

structure may more closely represent internal structures built vp by the ex-

pert in dealing with a particular class. of problems over many years.

CONCLUSION

report, enabled us to outline the current llmlts of formal Gecision theory,

and to go on in sections g, 5, and & to explore beyond these Iimits; with a

view to extending decision- theoretio methodology into the field of structuring

decision problems. In section 4, we argued the case for the development of

heuristic aids to structuring ana suggested programmatic guidelines for this
develcpment; section 5 described the preliminary implementation of some such

aiding devices within the stxucturing capability of MAUD: Section € pointed

out a direction for further work in aIdIng the structuring of uncertainties by

the use ggimodular uncertainty structures. The implications of the work de-

scribed and the recommendations for future work are stated expllchIy within
each sectlon.

What remains ts be done is to contextuallze these research efforts w1th1n

an overview of the procedures involved in the process of decision structurln

We suggest .such an overview next, decomp051ng the structuring process into i

series of operations and suggesting vhere within this series the candidate

structurlng heurlstlcs isolated in Table 1 of this ceport may be usefully
employed. :

Our review cf the currently avallable work on Structurxng heurlstlcs,

summarized in Table 1, has 1led us to identify the following heurists as-worthy

of further investigation as candxdates for inclusion within structuring systems.

® Representativeness: _a search 1nstructlon for maklng judgments about

a present case by reference to a class encoded in memory.

. éausai schemétéi & model of the world accessed from memory for

9|
foo]
<
W
[N
'é
.
p_a
[ 8
('f
N
U B
0.
U
5
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b
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0
1
b
]
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M
o
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of consequences.
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Search procedure determined by representatlon of attributes of conse-
duences as bipolar scales.

o Ellmlnatlon—by-aspects iise@ as a procedure for reducing sets of options
to be assessed.

Systematic scenario. generatlon. a strategy for e11c1t1ng realistic

consequences of actions.

Conservatlve heuristic for deleting actions from optlon set by compar-

"'ing observed and predlcted levels of attributes (Sheppard s investment

manager's heuristic) .

[ A strategy dlctatlng that Dniy those alternatives approxlmatlng to

present practice are Inciuded in the option set.

However, the specification of some candldates for inclusion w1th1n a deC1-

srogjstructurlng system is merely one Step toward the construction of such

systems. What is: needed in addition is a specification of a structuring sys-

" tem architecture iritcs which each of these candidates may be fitted to aid the

stricturing of decision problems. In Figure ll we present in general form a

proposed architecture for such systems.

The roles of both the environment (represented as block 1 of Figure 11)

and the constantly changing content of the décision maker'" semantic memory

(represented as block 2 of the figure) are expiaxned in section 4 and in Appen-—

dix &: The right-hand colufin of blocks in Figure 11; presenting falrly gross

descriptions of structuring opératlons necessary for providing the required

inputs to a dec151on—theoretxc evaluation model, concerns us here-

If thﬁ decision maker has. recognlzed that a decision problem ex1sts,

we hypothesize that an interactive procedure incorporating the operations de-

scribed in blocks 3 to 8 in Figure 11 will provide inputs crossing the inter-

face with the deC151on-theoret1c system-adeguate for assessment of a decision-

theoretic model of the problem. Thus, the operation described in block 5

'prOV1aes the option set to be evaluated within the decision-theoretic core

system {see Figure 3 . Block 6 structures those uncertainties arising

within the decision problem necessary for numerical assessment within the

decision-theoretic probablllty buffer system. Block 8 provides ‘information

concerning the criteria for evaluating conseqﬁences of actions necessary for
the functlonlng of the dec151on-thecret1c utility buffer system.

Blobks 3 4, and 7, while not directly respons1ble for output into_ the

decision-theoretic system, constitute the fieans whereby the decision maker

constructs an internal representation ofrthe problem reguisite for the pro-

duction of such output. 'The decision maker's coastruction of an understanding

of his or her initial state (at block 3) is a necessary conaltion for the .
categorization-of thHe decision problem at block 4, and it is by means of this

categorization26 that possible action plans for solving the problem are con-

sStructed at biock 5. The’ decision maker's understanding of his goal, con-

structed at block 3, not only conditions the action plans, constructed at :

26 Ll
See von Winterfeldt; 1980.



1. The environment: 2. Decision maker's L_\ 3. Represent initial
exogenous and in- semantic memory ac- < state ‘and goal.

direct determina- \| tivated: endogenous .
tion of decision . and direct determina-
gtructure. " tion of decision

Btructure.

' | 4. categorize the problem--
(new activation of :_é relate problem to appropriate
semantic memory) '-“1 problem class by judgments
< of similarity.

......>

e AT - 5. Construct action plans
i . . . | (choice alternatives) by _
i (new activation of r|_t> creating links between ini-
y semantic memory) i -| tial state and goal (if’
' . 1 close similarity at 4, then
t - --------z22 action plan retrieved rather
- -—/\ =TT - than constructed) .

7 o~
O A I R L = 6. Specify relevant uncer-

v 1 .-| tainties by bﬁﬁﬁﬁltiﬁé sce-
) (new activation of T narios of future, viz. . es-
) semantic memory) 1&-| ploring paths created in 5
) ) 1 above.

>

7. . Spec:.fy poss:.ble conse-
J| quences of action plans by

ulting scenarios of,

(new_activation of
semantic memory! <

R i, S 8. Construct criteria for
evaluation of consequences.

(new activation of "3¥ These criteria then used to

semantic memory) ,'<. assess degree to which the
! varions consequerces lead
L T to achievement oOf goaI.
rd
= Iﬁpﬁt Inputs to decision-
l.v.... = checking 6§é25€i6ﬁ§ ?EEEIEmg theoretic system
in restructuring if checks -

fail (checks such as coherence,

realism,-and completeness) .

Figure 11. Diagram of basic operations required for creating a decision

structure adequate for evaluatlon by the decision-theoretic
system.
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block 5; but also determlnes the criteria used for evaluatlon of the conse-

guences of actions at block 8 in conjunction with the descriptions of conse-

gluerncés of actions at biock 7.

If this constitutes a viable general descrlptIOﬁ of a structurlng system

archltéctuze, how might the candidate hHetuiristics referred to above be employed

within it? Each of blocks 3 to 8 in Figure 11 represents the site of operation

of one or more of the candidate heuristics; as summarized in Table 3.

Rather than statlng all of our reasons for assxgnlng each heuristic to

each structuring site in Table 3, we will concentrate on one éxémplé--that of

'tepresentatlveness. 'Rep" ‘sentativeness may be a useful heliristic in circum-

stances in which it is approprlate to attempt to throw llght on the present

problem by reference to a class .encoded in memory. It can thus be useful in

categorizing a decision problem,. represenited as block 4 in Figure 11. However,

in reinterpretlng Tversky and Kahreman's research in represeritativeness in sec-

tion 4.4, we have identified a further site of structuring operations at which

representativeness may prove to be of help--namely in structuring the decision

problem in such a way that uncertain everits are assigned to classes; the sub-

sequent numerical assessment of probability of the event being determined by

the degree of fit between class and number: Thus it appears that representa-

tiveness also has a role in determining the output from block 6 of Figure 11.

ThHese heuristics are in no way’ exhaustlveigf those we may need to con-
sider in developing decision~structuring systems, and we consider that the

best way to proceed is to start with systems of limited scope and expand the

scope in interaction with decision makers facing a variety of decision-struc-
turing problems. There is also a pressing need for a delineation of those

structuring activities that could profitably be incorporated within a computér-

based decision aid, _and those that woutd reside better within the head of a

decision analyst. It is our contention that aiding techniques that require

knowledge of the world (or a simulation of the current contents of the decision

maker's semantic memory) should not be automatéa because any device d01ng {e]

would have also to be programmed. w1th an enormous: data base that would have

to be constantly updated in the 1Ight of new information from every . .conceivable

source. The hian brain is Iikely to remain the best iriformation processing

and storage system of this type,; at least within the forseeable future.

We con51der that such decision structurlng system§”shouid be controled.

through a productlon system organization of the type now in use (in embryonlc
form) in MAUD and outlined in section 5. !
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Table

3

Sites of Operations of Structuring Heuristics

Ssite of structuring operations

7

Sugdested heliristics operating at site

and goal.
(block 3)

Categorize the problem
(block 4)

¢§n§§gu;£ action plans
{block 5)

Specify relevant uncertainties
{block &) :

Specify conseqiiences of
alternative dactions v
(block 7)

Construct criteria for

evaluation of consequences
(block 8)

Availability

Representativeness
Causal schemata

Availability .

Elimination-by-aspects B
Shéppard's investiient manager's
_ heuristic

- Bccess chlioice options approximating

to present practice
Availability
Representativeness

Causal schemata )
Systematic scenario generation
Availability

‘Inter- and intra-attribiité ififo¥mation

search ) ,
Systematic Scenaric gerneration
Availability
Search procedure determined by

representation of critéria as

bipclar Scidles

O
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APPENDIX A

PRODUCTION SYSTEMS AND SEMANTIC MEMORY

The production system (PS) prov1des 31 convenient tool for réprééehtaticn

of methods; almost' irrespective of how the researcher is disposed to analyze

them. Whichever answers are favored to all the technical questions concernlng

the representation of knowledge; a specific PS system archxtecture can he de- _

signed for their specification. _Whether a theory reguires; for example, serial
(Newell & Simon, 1972),.or parallel (Andexrson, 1976) implementing of processes,

or a mixture of the two (Newell, 1973); whether its short-terii memory data

base is last-in first-out or Ffirst—in First-out; or whether an n-slot model of
short-term memory (Newell 1973) is used, or it is modeled as an active parti-

tion of an associative network in long-term Mmemory {Anderson;_ 1976}, the PS

representatlon provides a prec1se and convenient modeling tool.

All the contents of any structured data base, of which that conventlonally

called long-term memory by experimental psychiologists 'is of principal interest

in perscnalist dec151on analysis, may be répresented as_procedural knowledge

'(kﬁowxng how) as in the Newell (1973) model. Thus Newell takes long-term

remory to consist entirely of an ordered set of productions. Alternatively,

our krowledge of procedures and our declarative knowledge of facts about the
worlia may be separateiy represented. Anderson's {1976) model, which he calls

ACT, is of this type. In ACT, declarative knowledge is represented as a

propositional network encodsd in semantic memory, while goal-seeking methods

and procedures are specified as production ‘Systems. . The proposltlonal network

is- composed of compiex configusations of nodes and links. . Anderson {1976,

p: 147) des:rxbes these as follows:

The rodes in the fietwork such as ACYT are 1ntended to rePresent "ideas"

.... . The linke represent access relationships or associations. That

is, the links represent which ideas can lead to felicit) each othier .

Factual knowledge is represenied as a set of prop051t10ns ericoded in memory;

the structure 'of each propos:*loﬂ being encoded as a set of nodes and relations

(links) between nodes: S§n+act1c priiciples are Invoked as a check upon the

validity of propositions. e

Heurlstlcs, specified as production systems, operate on this propositional

network, which constitutes the structured data base accessed by the decision -

maker. Production systems are invoked noth to perform judgmental tasks (the

output from the system) and to encode new prop051t10ns into the semantic memory

network. The structure snd contenc of the network both determine which pro-

ductions can be irivoked and provide the data atrvctﬁre that motivates the_ im-

plementation of particular ﬂroductlons, ini the manner outlinesd in Figure A-1l.




Production
Initial. N Selection _-_--——:——— s——..i. - ;- New
o o ... detérmines ., determines . results in __ - _.-
activation, _ of pro- .- (Condition—>Action)— . 3 PTOPOsY
B of memory ——————>» ductions 5 tion in
. (input across (when. se- : encoded
interface from lected, 2 - memory
decision- production ©  &and/or output
theoretic is added to across inter-.
systém) APPLYLIST) face to decision-

theoretic Bystem

Figure A-1. Steps in the operation of a production system processing inputs
' and outputs acrcss interface between sémantic Mefiory and a

decision-theoretic system. (The interfdcing is shtown in Figure 3.)

prodictions are implemented as a result of a match between the conditions

of productions and the contents of active memory. The matching check is per-
formed on a subset of the. total repertoire of productions available to the sub-

ject. This subset is composed of those productions that are potentially appro-
priate to the task environment and is labeled the APPLYLIST. An initial check

of active meiory is required to draw up the APPLYLIST. Hence, access to the
propositional network-is required at two separate stages of production imple-
mentation: in drawing Up an APPLYLIST of potentially appropriate productions,
and in the selection from the APPLYLIST of those productions-to.be implemented.
However, access is restricted solely to that portion of the subject's memory

that is currently active.

Any artificial model that purports to nave psychological significance
must restrict memory access so that all encoded elements are not accessible
at any one moment-in time. Newell (1973} achieves this by restricting the

data structures that form the bases for the implementation of productions to

a short-term memory. Anderson's (1976) model; on the other hand, is such
that, while the implementation of a production system will draw further nodes

and links into active memory, the selection of a particilar production system |

for implementation is determined by an initial activation of memory, and it

is this active portion alone that is accessible.

The Structure and content of this activated portion of memory are the
result of the decision maker's structuring of the task enviromient: The main

report discussas how the activation is done, Using detailed examples.
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