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This study focusses on methods of optimizing instruction through the use of
course knowledge portrayal methods.  In pdeSécbhédry “education, student
achievement depends upon knowing the structure of the subject area and - upon
being able to apply the relevant analytic processes: ~ The data on which this study
' was based come from a series of experiments conducted over a period of six years

on sixteen university courses in the sciences; social sciences, and humanities.:

thwiédéé structures in the courses: In the second three years; these knowledge
structures were used as the basis of research into student learning in the course.
The knowledge structures were used fo measure gains in student knowledge and to
test the degree to which they predicted course achievement. Current analysis of
the knowledge structures using feature andlysis and hédei_'R analysis déh’i'c;.i';iSﬂ'dfé's
the kinds of analytic processes requiréd to understand the madin concepts in the
course and the degree of concurrence of relationships within and between concepts.

Thie ressarch is based on codnitive theory applied te instruction. The unit
of andlysis is the concept and the methods explored here are different forms of
- conceptual analysis.. The results of these analyses are viewed in conjunction with

the relationships found between concepts in course material. The application of

conceptual portrayal to instruction and to learning is illustrated with reference to

a university course.
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knowledge structure is the concept and its relationships. By coricept, we meadn d
‘word or phrase which serves as a unit of thought or medning. A coricept is riot'
considered to have finite boundaries but rather a 'c'e’hfér of density, although
features can be distinguished. Relationships between concepts are the most readily
observed and codified units of organization.

in our research into the know ledge structures of university courses; we
focussed on the closest relationships betwesn key concepts in each course (Donald;

described categories of relationships between concepts was created.

]’:nfflf 6-; "" 77|077 - i"g'i - 17 5[”’;” _ k8¥ o ”i 7;

We could discriminate two main kinds of relationships: those based on

congruency or similiarity, and those based on contingency or dependency (Table 1).
In @ sample of.252 relationships examined between key concepts linked in the tree



as advocated by Carroll & Chang (1970); Kruskal (1964); Nagy (1978); YocRuhc»
(I98I); ch‘hough they do not explain a relationship, do h'ot do i'n’jusfi'ce fo’ 60
percent of conceptual relationships, since simiiarity relationships could be dssumed
to be proximal by definition: |

The remaining 40 percent of the relationships between the concepts were
contingency or dependency relaticrships, in which @ 'cH'dh'Q’é in one concept implied
& corresponding change in fhé other. Procedural ’re’iaﬂ’ohshihs (10%) described
steps, order or SE'qUé'n"cé logical relationships (18%) showed a conditional order;
and’ cousol relationships (12%) showed an expllcn‘ cause and effect llnkoge. The
distribution of dependency reldtionships differed dcross courses more fhan that of
similarity relationships. Al 16 courses had similarity relationships and; within that
category, structural relationships: Most of the ;S,Féééadf'éi relationships (83%) ‘were
found; however, in the five science courses as were a majority (54 %) of fhe cousal :
relationships; whereas relationships in science courses represented 43% iof the f’o’fcjl
‘relationships Sfuﬂjéﬂ:. The social science courses had 62% of the logical
relationships although they represented 37% of the t'o’f’dl relationships. All courses

employed at least two kinds of 'rei'cjfi'onships between the ié'ey 'c’cSh’c'e’Qfs’. Three

sumllqufy relcmonshxps between fhe Rey concepfs.‘ Thus, in some courses, where
similarity relationships dominate, proximal isthiods could ridke @ contribution to
the understanding of relationships, albeit at the surface level of analysis. In other
courses, and parhculorly scierce . courses, they would resulf in an ihdéétﬁ-di‘é

Mefhods of conceptual porfroyul for msfruchonol purposes are essenholly

Ui



- methods of interpretation dnd must tdke into account the Kkinds of learning
intended to occur. One categorization (Reigeluth et al; 1983) divides the kinds of
ledrning into four types: facts; concepis; principles, propositions or rules (used

here 's'yh'cjh'yhibu‘siy); and 'p;aaéa’orég or sﬁaiegies ’for problem sciving; Facts are

require a sernes of examples. Concepfs; dep"en'dihg upon how sih‘ip'lé or 'c'o'kﬁbl'e’i
mferprefohon by such methods as attribute andlysis (Tléi’ﬁdﬁﬁ & Mdrklé, |976),
feature analysis (Bever & Rosenbaum; 1971; Soltis, 1978) or network aﬁal’y’s’i;
(Preece, 1976, Rumeihdrf;‘i_ihdscj;(—, & Norman, 1972, Shavelson; |974). Priﬁéiﬁaié
or propositions consist of relationships between at least two concepts and infroduce
an additional level of interpretation which involves methods such as semantic
onolysns, discourse analysis and text analysis (Fréaériléééﬁ, 1975; Miller; 1971):
Prcbléhﬁ:s;omhg requires fhé Us,é of all the analytic strategies 'u'ééd’ to interpret

concepts dnd proposmons applied to novel situations (Eg]éri & Greeno, 1974

Greeno, 1978, Newell &_ Slmong |97|) With reference to an insfrucfich'cji
development model; then, conceptual portrayal provides a.basic building block at
a level micro-analytic to propositional analysis and problem=solving:

Methods of ééhééﬁfutﬂ-bcrfrdydi hdve; hcwever, been found to be Highiy

enabled us to explain why students expériéht:éd difficulty 'in certdin courses, for _
example: In an opphed social - SCIence course where students expressed confusuon,
exammahon of the tree sfrucfure showmg hlghly complicated relcmonshlps between
the key concepts wds d clue foﬂfhé duffncmfy. 'lh'- the - course students were
expected to problem solvé using complex relationships between concepts when they
were not familiar with the concepts themselves. In a chemistry course; the key

-.concepts were both more numerous and more abstract than in other courses; but



also related to each other in ways Uhéip’ééfe’d for chemistry courses; so that
students were required to make d ?ﬁdjéi{ shift in learning strategy in order to be
successful in the course. A comparison of kinds of key concepts or of tree
Structiirés dcross courses suggested different teaching strategies:. Matrix cnainés
of the degree of 'réidfé&hééél among key concepts led to a reorientation in course
structure. Although these methods have proved useful in didgnosing instructional
problems; they suggest hypotheses rather than provide proof of a learning

mechanism.

The relationship of knowledge structures to ledrning

How do we explain the relationship between knowledge structures and student
learning? A recent dttempt to expldin this relationship, elaboration theory,

.sijg'gésfs’ that retrievdl from memory depends upon fhg, elaborateness of the
network é'n"c'o"déd at 'c'cjihp'réhéh'si'csh (A’hdé'r's'csh,l976; Carson & Reigeluth; 1983;
~ Jacoby & Craik, 579; McCown & Miller, 1983; Tobias, 1983). The mechanism
| iJhdéHyihg ease of refrlevol has been described as réﬁé&?éﬂfbﬁordihofe referehﬁdi
cdﬁéjéhCé (McCown & Miller, 1983): Our sfudies suggest that the references are

feature is the coherence of the concept elaboration, where coherence is defired

as the relationship of componerts in an integrated structure: This is closer to the
idea of knowing the structural relations between elements in a domain (Bruner,

1960; Greeno; 1976; Riley, 1984) which differentiates befween meomngful ond rote

learning cmd betwean successwl problem solvmg and cooR-booR oppllcohon. Once '

all the parts or conditions are known, the concept or p'r'cspb'sif_i'csh, becomes a
schemid ds Bartlett (1932) dnd Rumelhart & Ortony (1977) have described,. a data
structure containing the network of interrelationships that is believed to generally

hold dmong its constituents. .

.



The elaboration of a concept should enable it to be reliably useful, without
errors or ambiguities, so that it cdn be applied é'd'sii'y and ﬂéiiBiy.- Reif (1983)
has pointed out that conceptual building blocks or concept schemas of this natura
are esseht@, in the quantitative sciences. He has postulated a set of procedures
f'cj}pf ﬂiférpréfihg scientific concepts which would appear to have more general
dpplicability.  What is most relevant to our goal of representing knowiedge
structures is his attempt to interpret concepts by means of procedura!

specifications and the specification of concept values and independent variables.

of concept values clarifies the elements needed to specify the type of value and
the unit or units of measurement.  The specification of fhdébéﬁé{éhf varidbles
which affect the concept sets the conditioris or framework for dhhl‘iééﬂéﬁ of a
concept and thus entrenches it in memory. Reif's specification procedures suggest

rrore precise approaches to producing d coherent concept or d 'schema. -We have

on units or features and some on relationships:

Application of conceptual analysis to a course

To demonstrate the products of these various methods of specification or

dnalysis; | am going to use, as an example, a course which exhibits both structural

and dependent relationships, frequently in parallel, and which employs concepts .

which are relatively novel to adults. It is an introductory law course on Tort,
from the latin for "wrong", in which knowledge of the key concepts correlated
significantly (.45, p<.0l) with student achievement in the course; and in which

students made a ldrge gdin in knowledge of the key concepts (38%) compared to
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relevant to fhe course of which |4 were Ré'y, fh"df iS; main or lihkihi_j concepts.
The key concepts were andlyzed for their relative importance, familiarity,
~ abstractness and close relcmonshlps befween fhem, the latter by means of a tree

sfrucfure as seen in Figure |.

Tree structure dndlysis

Tree structure analysis has been used to establish the network . of_
relationships among concepts in @ unit of instructional material. The rrethod for
'c'r'e"o’fih'g a tree strycture was to instruct the prcfesscr to link the two mdst
reldted to one of fhem;. ond to continue until all k'e)".'c’or'ice'pfs’ were linked
(Shavelson, 1974). The resulting free.structure showed the dominant relationships
in the course. One drawback of the method was that it irﬁp'o'séd sequentially
greater limitations on the linkages, which would dllow errors of om‘ssion among
the relationships between the key noncepts. The andlysis of the close
relcmonshlps, however, provnded d first sfoge of undersfondlng of the patiern ofthe

professor's thinking in d course.

The tree structure for the law course was headed by the most irmportant

concept in the course which wds common ldw_methodology. This concept was the
course goal and subsumed all other kéy concepts: Tﬁé'eao’;gé pivoted; however;

around the second and third most lmpdf'?dﬁf concepfs, liability _for fault and

recovery of damages WFllCh were the key concepts linked mcs’ closely Analysis

of their relationship showed it to be logical according to the taxonomy of

Félafiéﬁs;ﬁif)éi recovery of damages is conditional upon liability for f’dUif’.

Intentional_ mrf ; that is, intended wrongdomg, produces d Rlnd of liability for
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upon intentional tort. The tree structure in figure | shows that foreseeabilty rule,

causation, ddmdge and vicdrious liability for fault relate to liability for fault and

recovery of damages in a parallel manner, being subsets of liabjlity for fault and
determining whether there will be recovery of damages: The remaining two key

.concepts are mitigating concepts of liability for fault: Unintentional tort, or

accident, would not be subsumed under liability for fault unless injury had

occurred. Public policy could change or adjust a decision wﬁich would affect
liability for fault: The pattern of reliationships betwesn key concepts i this
course is particularly coherent; showing high regularity compared to the patterns
found in other courses, which suggests considerable legal order.

This first stage of analysis provided a description of the dominant
relationships in the course, dnd revealed an 'o'i"déi'i}; sattern, but aid not 'e'i.'p'ldiﬁ
how or why the relationships had occurred. In order to more fully understand the
deep structure of the concepts,- three further methods of concepfual analysis were
smployed using the law course concepts. ’

7

Attribute analysis

Early research on concept formation wds based on the assumption that

Donald, 1963; Hoviland, 1952). Determining which attributes were included in the
concept was the process by Vwﬁiéﬁoner formed a concept: The learner deduced a
concept by comparing examples and 'r;'o'h:excmp'i'es’ of the concept which either had.
cor did, not have the correct values of a s&t of attributes. - Tiemann & Markle

(1978) applied this poradigm to the production of instructionai mdterials. Their
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isolating its properties to discover what was essential and what wads not assentidl

to the concept. For edch essential property, or attribute, the question was then

asked, "Is this property always the same ‘or does it vary?" For example; for the

~ concept antonym, the part of speech would be a variable atfribute because nouns;

verbs, etc. could be antonyms. A critical attribite was a property without which
the concept would not exist: For example; to be an antonym; a word would have
to have a meaning opposite to the meaning of some other word: If a change were

made in a critical attribute; the resuit would be a non-example: Examples and

attributes: ' : ¢
This analytic framework was applied to key concepts in the courses in our

study. Concept definitions provided by the professor dhd,,sfudéhi‘s had been coded

N ,

in the WAIS vocabulary subtest. The coding dilowed for exdmindtion of what
constituted the defining characteristics of the key concepts. The most common
problem in establishing critical attributes was that of interdependencies found’

between them; since the method assumed that the attributes would be mutudlly

exclusive or independent factors: One solution’ was to excise superordinate
attributes; that is; those critical attributes .for which a nonexample could not be

found: For example; for the concept mythical creature; Tiemann & Markle found

invention™, but that it would apply to all mythologicai creatures: This attribute
was then iiﬁéa as a superordinate /aﬁFiEU?é;

A more serious problem with the method arose ‘;\'fﬁén an iﬁ?é?&éﬁéhaéﬁé'y:
between the attributes 'O'f%fd concept was discovered which was not only
superordinate but set a framework for that concept and others in the same course:

For example, in the law course, for the concepts liability for fault and recovery

11
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of damages; several conditions obtained: theie had to be,d .p'ers”o'h—, an dct
committed; and damages caused: The conditions constituted a set of relationships
rather than a set of atfribufes. A problem of the opposite nature drose for other
courses when the concepts within a course were compared based on the attribute
analysis. Becouse each concept was analyzed independently, the crmcol attributes

for related concepfs did not reflect the inherent semantic relcmonf befween them:

For example, in the course on fhe psychology of fhmkmg the attribute analyses

‘of language and symbolic system did now show pardllel criterid; although the
concepts are closely related in meaning. This had occurred because a consistent -

set of dttributes had not been used in-andlyzing the concepts: Because of this

‘ 3

lack of consistency, relationships between concepts were buried: To correct for -

these problems, we decided o broaden- the framework of. analysis and to focus on

the set of generic features needed to ‘categorize the concepts in a course (Bailin,

in bkéSS). This set of fecmjres could be opplled to lndnwducl conceph with the

between ééﬁééﬁ& to be discerned.

Featife anglysis”
?

The method of feature analysis consistad of five steps. To begin, the
Wittgensteinian. question was asked, "In what way is this concept used?" More

operationally, the queshon was "What fedtures does the funchon of fh|s concept
imply?" For example, in the fdhtépf liability for f’d'u’lt, @ﬁé'ré is a pé’rééﬁgmjé
commits an act which causes damidge to another per¥or- "FHé;f'W'dr persons; the
act, and the damage are implied features, and the commission of, the act and the
'c'a'us'o'ﬁ'csh 'o'% ddfﬁdgé 'réi'cife' the éééfu’rés to each other. ’

L >

-

considered to be generic i'dfhéi' than 'sp'ééifié, true on any occasion of use rather

12
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written referrmg fp)fhe feature by its letter Iobel onc':h descri'p'ﬂori was
identified as a ’numbered statement. Fourth, whenever possuble, the relohonshlps |
between features were stated in a numbered description. Fifth, whenever possible,
consequences or 'dppii"cofiohs of the concept were identified by a hurhoered

‘?}éécri'p'ﬁoh. The descrlpflon and relation statements were used for ds mony

concepts as bbssuble. 'ﬂ'us mefhod allowed fhe relohonshlps befween key concep*rs
in a course to be eiumdofed olfhough the set of features used in one course could
not necessarily be applied to dnother one.

Application of the method to the law course revealed certain characteristics
of the course not previously discerned: The number of descripfive statements

ronged from six to ten; and were hlghly consistent across key concepts in the

course (Fxgure 2). In fact, the first four statements were repeated in each of the
‘ ' |

feature aaaiysés of the ten key oohoeoi‘s related in the tree structure. This shows
a cleor and tightly structured pattern of concepfuohzohon in the course and
suégesfs a higher degree of codlflcohon\or regularity than fhe concept of common
law, undersi‘ood to be based on usage and custom, wouid suggest: A compdrison
of the fedture ohoiyses of fhe'i‘wo" pivot corcepts in the course, ligbility for fault
ond recovery of domoges, tevedled "the sumllormes dnd differences befween fhem

(Flgures 2 & 3). The seven condmons of lldblllf)’ for fdult were: repeated for

recovery of domoges The eighfh deSEribfi‘Je statement; which wds the
consequence of the previous seven in liability fer fault, became part of the
features for recovery of damages. This reflects the relationship between the two
concepts revealed in the tree structure: recovery of damages was conditional upon

lldblllf)’ for ;fault in a logical relcmonshlp

flgH‘ﬂ? sfrucfured Ioglcolly relofed set of concepts with a distinct sef of central

13
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concepts. Seconds a limitation of the tree structure wds reveoled by the analysis
6??5& concepts unintentional fo"rf and public p"o’h'c'y. These 'c"o'h'ééb’fﬁ had been
portrayed in the tree structure ds adjunct to the madin set léf’ fél'ciﬂéiﬁ;c;; but the
feature analysis showed them to have d pattern simildr to that of the ofher Réy
concepts in the course, sUggesting d more central role for them. Thus fhe feature
analysis provided o more decurate specification of fhe relationships between key
concepts in the course. )
Could we expect the feature 656}]5&?5 of this course to provide a sufficiently’
- elaborate or comprehensive pattern for retention and application? This "que;sﬁ'o'n
can be tested; but our investigation reveals iﬁaf the analysis provides an
;

obsfrocflon, a skeleton of the operating: condmons. It does not show the dctudl
instances or cases in which the relahcnships between features occur dand could

therefore not be expected to provide a sufficiently eldbordte instructiondl sequence

-
by itself. It could well, however, dct ds d synthesizer for such d sequence. In
conjunction with a set of cases, it would provide an organizer and an operationd!
definition which would effect closure of meaning, and thereby curtail ambiguity.
Network analysis

2 Network analysis is the andlysis of the structure of relations among the

componenfs in a glven domain. [n the social sciences a network is defined 6§ a

(Mifchell; I9E9); The set of persons, objects; or events may be colled actors or

'; . 14




nodes; and possess’ an attribute or attributes in common (Knoke & Kuklinski, |982).
The configuration of present and absent relations among, the nodes reveals a

specific network structure which may vary from loosely fo fightly linked and from

both for the individual units and for the system as a whole:
The application of network analysis to knowiedge structures should, then, not -
only allow the relationships between coricepts to be studied but should dlso suggest

concepts or nodes in the course to be examined. The structure of relations
between concepts suggested learning strategies. For example; in courses displaying
tight, hierarchical conceptual tree structures ds in the physics course; if would be

concept structures; one would expect knowledge of the individual concepts to be
more important than the structure itself for learning.

A coherent conceptual network could be developed from the feature analysis

5i individual key concepts, showing the relationships between features of the
' concept: In the network produced by ﬂiis?ﬁefhcd; relations between nodes varied,
however; creating a closed diagram of some complexity. The diagrams created by
this method clearly showed the components of the concept and their relationships.
Figure 4 the conceptual network of liability for fault, is shown to consist of three
nodes connected by directed lines, revealing the contingencies within the concept.

The consequence of the concept is then diagrammed outside the box but connected



the box buf connected to it by the éaﬁfiﬁgéﬁ& link. "™hen™. In comparison with
the conceptual network diagrammed for liability for fault; that for recovery of
consequences (Figure 5) This reflects the form of the feature analysis and aiso
its logical kgldfiéns_ﬁib to liability for fault: Figure 5 dlso reflects the i‘woj
situations which may pertdin by means of two boxes. The conceptudl networks ds
diagrammed show more clearly the kinds of features and ?‘éi'ciﬁ'o'h;s thdt constitute
each. concept. The simiiarities dnd differentiating features also dssume
prominence; p”r'o'v!'dihg a highly saliept expldnation of concepts in the course and
hHow they reldte. |

The additional instructional vdlue of this method of portrayal could be
expected to be cledrer presentation of feqtures and relationships with an
equivdlent reduction in ambigoity:. . This method shoold meet the criteria postulated

by Reif (1983) for interpreting a concept by means of procedural specifications

and independent variables or conditions but examples would be required to specify

a sufficiently coherent elaboration to ensure medningful and retrievable learning.

In summary, it is possible to develop and compare .nethods of portraying
knowledge structures on the basis of their instructional consequences. Edrlier
methods such as tree structures and semantic dnalysis revealed certain dspects of
. instructional domains and explained learning difficulties in the content area. More .
constitution can be understood. Conceptudl networks bdsed on fedture andlysis

hold the promise of coherency and thus of dcting ds synthesizers or conceptual

.y
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C . ~ Table 1

Taxonomy of Relationships Between Corcepts

Similarity Relationships

associative: '
concepts are contiguous er - 14 bera]1sm and pluralism_ (h1story)

descriptive of each other - noise and critical band (phyS’Cs)

functional : |
concepts have a similar long_ term memory and schema (psycho1ogy)
morality and virtue (english)

outcome or pu rpose

‘structural:

. concepts have a taxonomic or - - 11ab111ty fg;ffau]t and vicarious 11ab1]1ty (1a
hierarchical relationship such - central processing and long term memory
as a subsat, inclusion, or kind (psychology)

or parts relationship

‘Dependency Relationships

procedural : ,
‘concepts are ordered or . = experimental techniques and ana]ys1s of data
'sequenced as for steps, . (biology)

'

progress1on or prerequisites vibration frequency and superpos1t1on of o

waves (physics)
logical:
concepts have a logicdl or
conditional order

11ab111ty for fau1t ‘and reCOVEr/ of damaces (1as

causal: .
concepts have an explicit - flight and success of insects (entomology)
caise-effect relationship - migration and urban1zat1on (h1>t0ry)




Cominon Law Methodology

fault -

tort |°

Piblic pbﬂt}‘i

’1,595é§ééasi1ify rule

e 27
Causation/
3d ~2d
N\ parage 7
8 ~ 2e

1’—13e

Figure 1. Tree Structure of Law Course




[f'x is 1iability for fault then:

if (i) there is a person y
(i) there is an act z

' (ii1) y commits z

(iv) ~ there is damage a

(V) there is a person u

(vii) y isat fault

then

(viii) w can recovery damages for a from y.

Figure 2. Feature analysis of ljability for fault. .




If x is recovery of damages then: v :

(i) . there is a person y
(ii) there is an act z
(i11) y commits z

(19) there is damage a

(v) , there is a person w
(vi) z causes a to w
(vii) gy is at fault

i )

recovers damages for a from.y

(ix) if there is avperson b such that b is vicariously

liable for z, then w recovers damages from b

Cimure 3. Feature analysis of recovery of damages.
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Figure 4. Conceptual network of liability for fault.
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