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(TOEFL) was developed in 1963 by
fsh as a Foreign Language, which

The TeEI 6? 'Eﬁf;iiiﬁ as a beeigalehgijé‘

""at WETE 'concerned wath testmg t\ne Enghsh pmhcnency of non-

wizers of the language applying for avjlssuon to institutions in the
ates. In 1365, Educational Testing Service (ETS) and the College
med joint responsibility for the program and in 1973 a cooperative
Mk 3ar the operation of the program was entered into by ETS, the
College Goara. and_the Graduate Record Examinations {GRE) Board. The ’
membership of the College Board is composed of schools, éolleges, school

systems, and educaiioial aﬁsoanations GRE Boeard members are assocnated
with graduate education:

ETS ad sters the TOEFL gvagram under the general direction ofa Pohcy
| Council that was established by.:3%d is affiliated with, the sponsoring organi-
- zations. Members of the Policy Celncii tepresent the College Board and the

GRE ‘Board and such institutions -asid agencies as graduate schocls of

business, junivr and community colieges, n\pnprofut educational exchange

agercies, and agencnes of the United Sta *esgovemment

P

A coniinuing program of research réiated to TOEFL is cairied out under the

direction of the TOEFL Research Committee. {ts six members inciude repze-
sentatives of the Pohcy Council;, the TOEFL Committee of Examiners, and
distinguish&d English‘gs-a-second-language specialists. from the academic

community. Currently the commitiee meets twice yearly to review and ap-

prove proposals for test. relafed research and to set guudelmes for the entire

scope of therTOEFt research program: Members of the Research Committee

serve three-year terms at the invitation of the Policy Council; the chair ot the
committee serves on the Policy Council.

Because the studies are spemhc to the test and the testmg program, most of

the actual research is conducted by ETS staff rather than by outside re-

searchers. H'Q?wever many projects require the cooperation of other institu- .

tions; particularly those with programs in the teaching of English 25 a foreign
or second language. Represantatives of such programs who are interested in
participating in or conducting TOEFL-related research are invited to contact

' the TOEFL program offnce Local research may sgmet[meg rfeqﬁuﬁ-{g access to
app;qygl}gxtfhﬁe Resgarch Committee. Ali TOEFL research.projects must

undergo appropriate ETS review to ascertain that the confidentiality of data
will be protected. -

'Current (1981 82) members of the TOEFL Research Commiittee include the fol
lowing:

G Richard Tacker (chalr) Center for Applied Linguistics-

touis A: Arena University of Delaware _

'H. Douglas Brown ' University of lllinois at Urbana- Champagne
Frances B. Hinofotis University of California at Los Angeles
Diane Larsen:Freeman The Experiment in International Living

David S. Sparks . . University ofMaryIand
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Introduction 7
e . : - . N oo o
A number of United States colleges and universities provide intensive
Engllsh-as a-second-langyage (ESL) instriction for entering foreign

students. Generally, these programs consist of full-time English language
instruction over a period of several semesters. Students typically
, graduate to English-medium instruction in their chosen fields,: in the same

' or another institution, only after meeting some entrance criterioi score

on an English language proficiency examination, such as the Test of

; Language Profici ency.
I'Y

This manual is designed. to assist administrators of ESL programs in
assessing students language g‘rowth. ) Tt is a guide for conducting stud1es

at different entry levels.. ,'It also offers assistance in interpreting the
typical outcome; that is,; students who enter with low scores frequently

show greater gains than do students who enter with higher scores. This

last issue is Ifinked to the classical “regression to the mean” phenomenon,

wh1ch occurs wi th any test that is not perfectil:y reliable; Ve suggest a

me thod for assessing the amount to which 1ower—scoring students can be

expected to show relatively more apparent gain due to unreil:iabxhty
in measurement. If the low scorer's "edge"” in your program is in the
neighborhood of this expected value as calculated from your . Students
scores, there is"no evidence from the scores that the curriculum at the

more advanced level is not producing adequate results. {ThHetre c¢ould, of
course, be other bases for such a change-in emphasis, but, as shall be

demonstrated even average raw score gains of 80 points for students who

who begin with scores of 500;- do not necessarily mean that the curriculum
is le,se effective for the higher proficiency group. )

i

. The manual beglns by revlewing some Of the concepts and terminoi:ogy

to be used. It then goes on to suggest and illustrate data-recording
formats and methods of summarizing raw gains. This is followed by an
example based on bowling scores to illustrate the regression effect. An

components foliows. *\It concludes with a brief discussion of a method for

comparing two different groups with differing backgrounds'or curricula. A

summary of thL steps in the recommended ’analysis is given in Figure 1..

. The appendices give details of the data and of theesteps in
' performing tlie regression analyses using SPSS (Statistical Pacxage for

the Social Sciences), a widely available statisticai ana:‘tysis computer

package. If SPSS is not available at your computer installation, students
or staff should be able to adapt this sample to other regression programs

w1th little difficulty. By wo‘rking through the example and discussion

data. 1If such analyses are performed the last few pages of this section

Tl _
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Figire 1

Steps in Analysis .

Béeginning of Semester:
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.
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e q%\hThe appendices themselves—-A on data layoutl B on
K

tomparative growth of two groups-—-give more detail

San,Francisho State Hniversity. With the cooperation of faculty members

and Allis R: Bens (director of the American Language Institute at the

univergity), students were preteste{t}l with TOEFL before the fall semester
began, administered a reliability test one week into the semester,

and giVen a posttest at the end of the semester. These institutional

the university. The analyses reported here were performed at ETS.

o . : ‘\

The maJor impetus for the deveiopment of this manual came\from
Biofessor Bens's gentle but firm insistence that her internal analyses of

raw gain for .varying pretest score ranges could be made more rigorous

Al

without becoming incomprehensibie. The intent was to go beyond the
general nostrum that “gome: regression to the mean is inevitable,' and to
find waysiof,estimating hlow miich regression is to be expected for a-given
group, and how much of the apparent’ change may be attributed to languageﬁ
growth. Earlieér versions of the manual were discussed with San Francisco
State faculty members. The current version has been revised further on

+ the basis of user reaction.

When we are confronted with the two sets of numners, such as the

-

pretest and posttest scores of a group of students, we must ‘first sum-—
- marize them if we wish to discern any general patterns and reiationships
= that may'be concealed under the blooming, buzzing confusion of their
underlying patterns is by Summarizing and simplifying a plot of the data.,
The most concise way to summarize and manipulate the data-for statistical
tests i§ to reduce important features of the plot to the simple linear
equations of elementary analytic geometry. -
‘0
: Thus, we need to deveiop“some faciiity in t*ansiating from plots to
formulas and back again. Suppose we have the following .pairs of pretest

and posttest scores om six students.

P Student A . B . C . D E F

Pretest 100 200 200 300 - 350 .. 400
_Posttest 180 190 - 260° 350 350 420

It is customary to plot such scores on_a graph with pretest coordinates on
the horizontal axis and posttest coordinates on the vertical axis, so that
each student's pair of numbers determines a point on the grid. Following
is a plot of the points determined by these pairs of numbers. :

il
a




Posttest
400
350
300
250
200

150

100

L i 1 { | 5
TN - — = 7 .
?// 100 200 300 . 400 Pretest

v

Clearly, these points lie very near an "uphill” straight line passing

close to A and F. The “"best-fitting” straight line for these six points

could be defined in several ways; but if we wish to ‘predict posttest from

pretest; the best-fitting straight line is defined as the line that

minimizes the sum of the squared vertical distances of the points from the
line: 1If you place a clear straightedge over the points and line it up

by eye to come as close?as it cen to have an equal number of evenly

distributed points above and below the edge, you will probably come

remarkably close to the mathematically defined "regression” line of best
fit. Translating this line to a mathematical equation is straightforward.

A line can be described by two constants: the slope and the Intercept.

The line in the figure cuts the posttest scale at about 80, when
extended to the vertical axis. This point corresponds to the theoretical
value of the posttest score when the pretest is zero. The distance that
the iine cuts the vertical axis above or below the origin is called

the intercept; and appears in the equatiom of the line as an additive

constant. The line. in this example can be described by the equation
posttest = 80 + :85 (pretest). -

That is, for amy pretest score multiply by .85, add 80, and the
corresponding vertical coordinate of the line will result. Clearly; when

" 14
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the pretest score is O the posttest score is just 80, When the pretest
score 1is 400 the equation gives a posttest score of .85 x 400 + 80, or
340 + 80 = 420. The multiplicative constant, in this case .85, telis how
fast the line climds as we move to the right. For every additional

pretest point, this 1ine climbs .85 points. For every hundred additional

pretest points, the posttest climbs 85 points. The multiplicative

constant is called the slope of the line. If the slope is 1, the line
climbs at a 45° angle when pretest and posttest are plotted in the

same units. If the slope is 0, the line is norizontal and there is no
relationship between pretest and posttest scores. In the kinds of rela-

tionships that we will be examining, the slope 1s usually between O and
l; unless one or both tests are too easy or too difficult. In such

cases,; the: relationship may not be a straight llne, and will not be

characterizable by a single value of slope across the range of interest.

The simple models discussed in this manual will then not apply.

we turn now to a suggested format for recording a program’s data,

and for tabulating and summarizing scores manually to detect patterns of

Recording Data

Monitoring language growth serves several important functions

related to the controil of student flow through the program. First, an
estimate of the likely scores at the end of the semester for students with
various entering scores helps institutions plan for enrollment in courses
at various levels in the following semester. A discussion of approximate

methods for obtaining such estimates from locally derived score summaries
begins on page 7. :

Second; ind1v1dual students can be helped to estimate the likely

level of prof1ciency. It must, of course; be remembered that ther= is

considerable variation around any average level of perfotiarce.

A third use of score records is program evaluation. Is the sequence

becoming more or. less effective over the years? 1Is a new téxtbook series

better than_the current texts for the development of structure and writtern

- expression? Such comparisons are introdUced on page 13 and discussed

in detail in Appendix C. Does the course have as great an impact on

intermediate English students as on beginners9 This last question is

. " g

complicated by the "regression effect and was a major impetus for the

development of this manual. The question is introduced on page 14 and

followed by an outlined solution on pages. 15— 19. - A summary of the

results of applying a computer program to illustrative data begins on page

19. Details of running the computer regression package are provided in
Appendix B.

_ By collecting data in -a form suitable for easy retrieval and

analysis; and by using some of the techniques suggested in this manual;
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such questions may be addressed with data from your ins}itution.. lhé use

of uniform data collection and reporting formats also fagilitates pooling

.of data across )ears, programs, and institutions:. This makes it possible

to study suchk questions as the impact of vartous teaching approaches on

students with uncommon language backgrounds, who might not appear in

surficiently large numbers in any one institution to make such axstudy
possible.

exampie is given in Table l: Four rows have been allotted to each
student. Programs that typicaliy retain students for more semesters could

adjust the form accordingly. Spdce has been provided to record subscores

and totals of three institutional administrations of TOEFL each semester:

The second of the threé FOEFL testings, given one week after the pretest,

" is for the purpose of establishing a baseline for growth studies, and wiii

be discussed in the next Section. Additional colwmns and the reverse

additional student' data. It is easy to Reypunch scores from such records
directly onto cards or tape; as in Appendix A. :

|

The following paragraphs discuss ways of summarizing such data

without a computer to make it easier to calculate averages and to develop

simple graphs that may clarify relationships between pretest end posttest.

To make the discussion concrete, we use TOEFL  scores coliected from a

group of stidents in one semestetr of an intensive ESL course.

Suﬁﬁariiing Data

\

A group of 98 students ln a full—time intensive English course at San

as a pretest prior to, or at the beginning of, the fall semester. One

week after the beginning of the term,; they tock another form of the test

‘(about which more latet). At the end of the 13-week semester, they were

administered a third" form of TOEFL as a posttest.

The means and standard deviations of the pretest and posttest are
given *n Table 2.

Tabie 2

Means and Standard Beviacions,
San Francisco State Gain Study

lean Scandard Deviation
Pretest’ - 399,77 . 61:57

Posttest 455.34 ’ 59.9% ’ ]
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Program administrators are likely to want to know if a gain of

about 56 points can be expected at all points on the TOEFL scale, if

those with lower pretest scores are likely to grow relatively more, or if -

thocse who start with higher pretest scores can be expected to grow
relatively more. . \ : -

Onie way of examining this issue is to group posttest scores by
range of pretest score, as in Table 3. (The complete set of scores and
subscores are given in Appendix A:) 'The first individual's pre- and
postscores are 473 and 527, so 473 is in the pretest range 451-500: 1In

Table 3, 527 is entered at (a); the first posttest score in the pretest

range column 451-500. The second student's scores are 357 and 403. The

“postrEst score; 403, is thus the first’ entry-at{b)-in-the-pretest-range

column 351-400. Once the 98 posttest scores have been entered, each
column total is divided by the number in that”¢olumn to obtain-the column

average. The average of the pretest scores for the column has also been
calculated from a similar table and entered at the top of each column.

Table 4 summarizes these averages.:

19
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Table 3
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Table &

.Y

Average Pre- and Posttest Scores

BRETest .. o e o N

Range 251-300 301-350 351-400 401-450 451-500 501-550 551-600 601-€50
Pretest L s o L o o - -
Mean 293:5 327.8  379.5  426.2  469.5  523.5 557 613
Posttest . o o o

Mear 385 384 . 44l1.l 478.5 5i1.6 570 603 583
wew Cain 9105 S6.2 616 5233 © 421 465 46 <30

Even discounting the highest two groups,' which ‘consist of one

student each; it is apparent that students with pretest scores below 400

tend to éaiﬁ more than 56 points, while those with pretest scores above

400 tend to gain less than 56 points. We can se€ the relationship of

pretest to posttest more clearly by. smoot:hing to a straight line with a

kind of shortcut graph called a stem-and-leaf plot. In this way of

laying out numbers, we arrange the first digits in order from t:he togiegd

enter the final digit in its appropriate place to. represent each number.
Fgr example the scores 550 543, 547, 533, 523, 527, 527 are represented

as
55 0
54 3,7
533
52 3,7, 7*
Note that since 527 appears twice, the 52 row has two'7's one for each
occurrence of 527. .
[N . This makes it clear at a glance that the median th@ie value) of

“this set of data is 533 (the fourth score from the top or bottom) and

t:hat: row 52 is the modal row (cont:ains more observations than any rows

in t:he above set .of data)s : , .

\\ ’ -

Table\S shows the dat:a of Table 3 recast as st:em-and -leaf plots. Im

!

the first column, which represents the pretest score range 251-30C, the

four scores 420. 350, 387, 383 of Table 3 are represented as 0, 0, 3, and

7 in 'posttest rows (42, 35 and 38; The median of each column is desig-
nated "M." “Although, t:he M's do not fall exactly on_a straight-liney, a
prediction line that o\mes <close to all of them has been drawn. At the

: 300/361 pretest b.rundary\ posit

777777 (a) this line ib CSppOBite a posttest score of
nt; gain. The line cuts/ the 400/401 pretest

~
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Table 5
Stem-and-Leaf Plots
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“poundary (b) at about 455; consistent with the:56-point observed mean
gain. 1t intersects the 500/501 pretést boundary (c) at 530; predicting
an avérage gain of 30 points for students with such high pretest scotres.
If we follow the line up to a pretest score of 600; (d), it.predicts only
about a five-point raw gain. Thus, if we use this rough prediction line,
although the mean gain at a pretest score of 400 is about 55 points, each

points less raw gain,; or 75 additional posttest points for each 100

pretest. points. This line is said to have a "slope" of :75. The rough
graph in Table 5 shows that for a group of students with pretest TOEFL

scores of about 375, (e); the predicted posttest after one semester of

ifitensive instruction was 430: E Jever; almost one~fourth of this group

scored above 470, and about one-fourth scored 41U or less. Average .

_predicticns can be guides to planning, but are far from predestination.y

-

Predicting Scores for Subgroups’

Based on these raw gain estimates,; we can prédic;liﬁiﬁg}yfgqgtﬁgéi

scores for students with similar pretest scores in similar programs.
With larger samples, we could begin to develop separate predictions for
students with specific native; language backgrounds and varying prior -
academic experience. It is likely that ‘¢ifferént predickion equations

would fit &tudents with comparable pretest scores from Indo-Europeas vs.
con-Indo-Européarn backgrounds (particularly for TOEFL subscores), and

students with extensive formal English study im their home country vs.
those with less prior English study.

To illustrate comparison of two groups; we make use of the fact that

the present sample of 98 students contained 63 first-semester students.
and 30 returning students; whose “pretest” scores had been obtained as

‘ posttests at the end of the summer; about two weeks bzfore the beginning
of the fall term. These 30 students are identified ju the data of
Appendix A by a 1 in column 79 of their first data card. One q’u*estipu;\

that can thus be addressed.by these data is whether continuing students
are comparable to entering studentsiin expected language growth. The

means and standard deviations for the subgroup of continuing Studeuts are
given in Table 6.

- c
rd
b

Table &

Pre- and Posttest Means, Returning Students

. . ~ Mean Standard Deviation
Pretest 409.93  48.04
posttest - 458250 48.90

- $ -
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The pretest mean of this subgroup is about ten points above the
overall pretest mean,; and the posttest mean about three points above the

overall posttest mean. The standard deviations are about 20 percent

smaller than for the total group. Referring to the prediction linme in

Table 5 we see that these mean scores lie very close to the overall group
prediction line. If we move about one—fifth of the way from 400 to 450,
(£), corresponding to a pretest mean -of 410, we find that the prediction
line is apout even with a posttest score of 460: Thus, the returning
students' average scores fall only slightly below the predictdon line for
ail students, and;.from this rough analysis, it seems reasonable to assume

that about the same relationship between pretest and posttest applies

—--across—groups. In Appendix B we will show how to develop a more precise

prediction line, using a commonly available computer package (SPSS). A

result of .that analysis is explicit equations for the prediction lines.

i Appendix B wa wili seethat the equation for .the overall line is

pesttest = 119:103 + :8411(pretest).
That is, the ﬁié&iétéd posttest score corresponding to a given pretest
score is .84i] times the given pretest score plus a constant, 119.103.
For a pretest score of 200; the predicted posttest score is 287.323 (see
Glossary, page 27). ~

For the rétﬁthihg‘studenié onty éAﬁﬁéﬁaix C), the equation is
Posttest = Li3:32 + :8413(pretest),

s iine that is parallel to the overall line,. and about 5.8 points lover

for a given pretest score. That more precise analysis suggests the

possibility of a "diminishing return”-of about six points for continuing

students; but the small sample size (30 students) makes this no more than

a possibility, which would have to be confirmed over several semesters in

a particular program before it became a conclusion.

on the basis of the graphical analysis of this section, we w>uld
predict that a student entering this program with a TOEFL total of 300
would gain about 80 points in one semester, to reach.a score of 380.

Assuming that returning students' growth is similar to that of entering
students; we would expect a gain of 60 points in the second semester, to

reach a score of -440. 1In the third semester; we would expect a further
guin of 45 points; to reach the score of 485. These predictions would be
considerably improved by actually following returning students over

several semesters, and by pooling several groups in similar curricula to
obtain a larger sample. They could be somewhat improved by following the

‘more precisé estimation methods of Appendix B.

. How much does this lewer raw score gain for students with pretest
scores above the imean have to doiwith instructional effectiveness; and
how much with fallible meadsurement? We will address this problem in the

. . following section.

K
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Change and Regression to the Mean: An Example of the Problem

Lucy bowls in the Alley Oops League. The league average is 150.
Last month she bowled a game of 100. If we know nothing else about Lucy,
it is reasonable to assume that to some extent she was last month (a) a
below average bowler; and (b) unlucky. :

This month Lucy scored 200. In the absence of any further knowledge

about Lucy it would be reasonablé to assume that to some extent she is (a)
an above average bowler, and (b) lucky this month. ‘To what extent are

these differences the result of changes in Lucy!'s ability, and to what
extent are they due to luck? The question is important if we wish to
compare the two scores. If chance differences of this size are common, we

. should conclude that she probably was and remains an average (150) bowler,

and that there is no real difference in the twc scores, beyond chance

variation. On the other hand, if bowlers are usually quite consistent,
* seldom varying by more than 20 pins from one month to the mext; we should

conclude that there has probably been a real: improvement in her 'bowling
ability., Problems in measuring change center.on the issue of assigning
proportions of observed change to real growth and to luck. “In Lucy's
case, measured change is somewhere between the observed change of 100, if

bowling scores are perfectly reliable, and 0, if bowling scores have no

reliability. Reliability is just an indicator of the proportion of
variance attributed to two possible sources of change.” If -half the change
was due to ability growth, and half due to luck; we say the reliability is

:5: 1If real ability growth represents a greater proportion of observed
change, reliability is proportionally greater. . = ’
o e :

_Test scores, like bowling scores; have ability and chance components.

We-can think of a "true” score analogous to a bowling average, and ask if
it changés over time. If we wish to measure ability, we would prefer that
luck played 3 small role in these considerations. But we tecognize that
the particular selection of questions on the test form, how well the
student slept and ate the previous night and morning; and perhaps even the -
humidity or pollen count; add random errors to the observed score. There
is a significant chance component in any test performance. This mzans
that very low-scoring individuals are probably not really quite as low as
they appear, because part of their low score was likely due to chance, or

bad luck (“megative error;" in measurement terms), while very high-scoring
individuals are probably mot really quite as high as they appear, because

part of their high score was likely due to good luck ("positive error”):

Even if no real change in anyone's true score takes place, initial low -
scorers will tend to score higher than their original scores on the
posttest; -and initial high scorers will tend to score lower on the

.posttest simply because random chance factors over the two times of
measurement will tend to cancel out, making it less likely that the same
person will be equally lucky twice in a row. : -
~ Figure 2 shows the predicted pattern when no real gain takes place
(the posttest mean, like the pretest mean; is 2) but, as is always the
case, measurement contains errors. : -

R | » 2?5; : ,' I =
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"shrink toward the average posttest scere of 2.

Pozet\test-
XY

I
"

predicted posttest, only 1-3. The "missing ' variance im the posttest is '
-chance .variance, which cannot be predicted. The observed scores on the

posttest will probably still range from O to 4; but some who iﬁitially

scored 1 will score O on the posttest, most will séére 1'or 2,.and some 3

or 4; giving an average of 1.5 instead of 1, while some who initially
score 3 will score O or 1 on the posttest, most will score 2 or 3; and

some 4, giving an average of 2.5 instead of 3. 4All posttest BCOTES w:ti\i

o

Given this situation; the uncritical observer may ignore the chance.

variance "and 1ook at raw gains:. If chance variance were 0, this would be

appropriate. However, in the presence of error; raw gain is misleading.

According to Figure 3, thcse with initial scores of 4 "lose” 1. This
interpretation is wrong unless the test is perfectly reliable on both

occasi'o"ris.,, I1f reliability is less than perfect, such shrinking or .

regression toward the mean posttest scgore mist happen on the average,
even when. no real change occurs. »

9

¢ / ,
‘One Solution to the Problem

uniform effects for students of diff ering entering abilities, or to

determine the relative efficacj of different programs at different ability
levels? : - _ :

- R
N Q

One approach is to estimate the reliability Df the test in the group

"being studied; use this to predict ‘the expected final score for each

pretest score under the assumption that no' real change has tqlsen place,

and call only observed discrepancies from this predicted score "change.’

Applying this approach to the situation in Figure 2, we would say that a

student wi th an initial score of 0 and a final score of 1 had shown no_:

real growth, since he had merely kept up with the pre—post difference to

‘ '-°28'

-
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be .expected for a below-average initial score on a test of this relia-

" pility. On the other hand, a studént with an initial score of 4 and a

final score of 4 would be credited with a 1-point gaim, since stie had held
her own against a predicted loss oOr "regression” of 1 point for this
above-average pretest score. To jiiustrate the amount of change to be
attributed to real gain rather than to regression, consider Lucy and her
bowling scores once more. .

60 ganme 1ﬁmédiatg}y7f6116wihg'ﬁér 100 game,

 If Lucy had bowled a 2 ely
.with no time for intervening ﬁréttice,fwerwoqia be more inclined to
conclude 7‘th§t ter scores were highly variable, like those of the student

who moved from O to 1 because of measurement error, and less inclined to
attribute her 200 score :in the following moath to real improvement. On

the other hand, if she had immediatety followed her score of 100 with
scores of 105 and 9§;7hé would be more inclined to see her scores as quite
cdnsistent estimates of her true .ability, with only a small component of

. chance variation, and be.thus more likely to view a score of 200 one month

later as reflecting true gain;-with a similarly small comporient of .chance

variation:

Applying-the Solution to Test Scores

 We can apply this approach directly to the sroblem’of measuring
change in test scores. By following the administration of the pretest

almost immediately with another test that we shall call a fié;gébility"
‘test--given sO soon (within about a week) after the pretest that little

{ true change has had time to occur—-we can estimate the change in observed

_scores likely to take ‘place simply because of -measurement error and test

familiarization effects. For each pretest SCOTE, the average estimated’
score, or "regression line,”

on the reliability test forms a "no-change”

baseline. Changes measured from this baseline, rather than “raw gain"”

measured from pretest scores themselves; give a more realistic picture of

true gain, 'by taking measurement error and practice effects into, account.

average score of

400, Suppose that at the ejrd of a semester of intensive ESL instruction,
the group average climbs to 450. If we looked at the group that scored
around 300 at the pretest, we might find that their posttest mean was 370.

Imagine a group of students with a TOEFL pretest

The students who scored around ‘500~ at pretest, on the other hand, might
have moved to an‘average of 530: It would appear that those with a Tow
pretest gain 70 points and those with a high pretest gain only 30 points:

7 ,Therétféigﬁt,iihe”tééféééibh equation (Figure 3) that fits these
results is posttest = 130 plus .8(pretest) -
.8k ~
¢

That is, 370

130 ¥ .8(300)

li50 = 130 + .8(400)

130 + ;8(5005.

530
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Here 130 is the "intercept” or predicted value at the posttest for a

hypothetical pretest score of 0; and .8 is the "slope.” With a slope of
.8, the predicted posttest score goes up eight points for every additional
ten pretest points. Im the presence of measurement error and parallel
tests;, it is uniusual for the slope to be as great as 1.0, unless the -

variance of the posttest is much larger than the variance of the pretest.
A slope greater than 1.0 can occur, however, if gains are positively
correlated with pretest,; that is, if those who start with higher scores

really gain much more than do those with lower scores. In such cases, any

regression to the mean would be counteracted by the large increase in
posttest- variance; If pretest and posttest variances are about the same,
however, the slope will usually range from .65 to .95. 1In such more usual

cases as this example, with slope = :8; zven with equal growth across the
score range, students with scores belaw 400 would be pushed up toward the
mean by unreliability, and students with pretest scores above 400 would be
pushed down toward the mean.

- If & reliability test administered .immediately after the pretest were
to yieid a parallel baseline (5ame Slope as posttest), e.g.: test(B) =
90 + .8(pretest) (Figure 4), the no-change baseline for students with a

pretest score of 300 would be 330 and for those with a pretest score of

500, 490. The estimated true gain from 330 to 370 and from 490 to
530 points, respectively, would thefi be a uniform 40 points at both points

in the score range,.even though raw gain appears greater for lower Scores
(Figure 3). :

~ If the prediction equation for the no-change baseline had been found
instead tc have a flatter slope, such as .75, e.g.: _test(B) = 100 +

:75(pretest); the predicted baseline score for a pretest score of 300

would then become 100 + .75(300) = 325. For a pretest score of 500,
the baseline would be 100 + .75(500) = 475. The posttest gain from the
baseline for a pretest score of 300 would be 370 - 325 = 45, and for a
pretest score of 500, 530 - 475 = 55: 1In this case, even though raw gain
was less at higher scores, corrected gain would be slightly greater at
higher scores (Figure 5). i

Figure 3
Raw Cain - less at higher pretest scores
AB:- Posttest = 130 + :8 x (pretest)
CD: Bageline = pretest
, .
7
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Figure 4

Gain from No-Change Baseline - uniform across pretest scores

130 * .8 x (pretest)
ion line =

AB: Posttest = 13 o
= reliability test prediction

EF: . Baseline = relia
90 + .8 x (pretest)

Figure 5

Gain from No-Change Baseline - greater étrhigﬁér pretest scores
- N
AB: Posttest = 130 + 8 x (pretest)
CH: Test(2) = 100 + .75 x (pretest)
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We can pétfbi:iii these gain regression analyses éféiﬁﬁiéélly;.by com~

paring posttest scores with baseline scores predicted on a plot iike that
of Table 5. However, with the wide availability of computer facilities,
and of students and staff experienced in using statistical analysis
packages, the use of a computer regression analysis program is suggested.

In the following pages, we summarize the results of a computer analysis
applying the above solution of estimating change from a reliability test
baseline to the data from our sample of students: Details of instructing

the computer to perform these znalyses, and of the resulting output, are
in Appendix B. ‘

Regression Using a Computer Package

. Appendix B gives the details of a regression analysis for the total

TOEFL score and for each of the three TOEFL subscores: Listening Compre-
hension, Structure and Written Expression, and Reading Comprehension
and Vocabulary. The Statistical Package for the Social Sciences is
used for illustrative purposes, but other packages (e.g.; SAS, BMD, or
Data Text) or locally availablé linear regression programs would serve as
well: Stafi at your computer facility can tell you which program is most
economical for your data and analysis needs. ‘ ' -

-~ .- . .
‘The results of the sample regression analyses are summarized and

briefly interpreted in this section.

Each of the analyses is based on three tests: pretest A; given at or

before the beginning of the semester; reliability test B; given one week

after the beginning of the semester, and posttest C, given at the end
of the semester. The purpose of the reliability test was to establish a
no-change baseline; making it possible to estimate the apparent “"growth”
to be expected from measurement error and test familiarization or practice

effects. This baseline was established by'relating test B to pretest &,

to determine an average prediction line. At posttest C, student growth

was assessed by comp%ring a student's test C score with his or her pre-
dicted test B score (as predicted from pretest A); rather than with the
original pretest A score. Changes from A-to predicted B scores were
assumed to result from factors other than instruction,; and were thus

discounted in estimating gains due to instruction. Regression equations
are based on means, rather than medians. Thus, the few high scores in

Table 3 have more influence for those eStimates than was the case in the

graphical éﬁproiiﬁétibﬁ}

For the total TOEFL scores; the reliability test B showed the

following predicted scores for various pretest A scores.
| ~ Table 7
Total Pretest and Reliability Scores
Reliability Test B 323 371.5 419:9 468:4 516.8 565.3 613.7
Pretest A 360, 350 . 400 450 500 550 600

: |
b |

| 30
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Thus, -with no real change, lowest-scoring students would appear Lo

gain 23 points and highest-scoring students, only about 14 points.

This differential is in the direction discussed previously; but it

is not a large discrepancy. Indeed, when we look at posttest scores
(Table 8), we find the corrected gain on totdl scotes remains larger for

students with lower pretest scores.
Table 8
Total Scores and Gains

N

Posttest C 37,6 413.5 455.5 497.6 539:6 S8L.7 623.7
Reliability Test S - 323 371.5 419.9 468.4 516:8 565:3 613:7
Pretest A 366 350 400 450 500 . 550 600

Raw Cain € - A 7.4 63.5 5.5 47.6  39.6 317 23.7
Corrected Gain C - B 48.4 42 356 292 228 16.4  10.0

Even after correcting for test reliability, a student with a pretest score

of 300 is estimated to gain over 50 more than a student with a pretest

score of 400. The graphs of these relationships are given in Figures 6
and 7. :

S Y A S : Ll

However, examination of the subtest scores reveals that most of this
differential growth is coficentrated in one TOEFL subtest; Listening
Comprehension; subtest 1. Table 9 gives predicted Cl and Bl scores for

various Al scores:
Table 9
Listening Comprehension Scores and Gains

Posttest C 1.7 44:9 48:2 Siib  54.7 57.9  61.2
Reliability Test B 344 38.3  42:2 46:2  S50.1  54.0 57.9
Pretest A’ 30 35 40 45 50 55 80

Raw Gain C - A 1.7 9.9 8.2 6.4 47 2.9 1.2

P

Corrected Gain C - 3 7:3 6:6 6.0 : 5.3 4.6 3.9 3.3
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The corrected Listening Comprehension gains are thus seen to follcw a

pattern similar to that cf the TOEFL total scores, with lower-proficiency

studeiits registering considerably larger gains than those achieved by
students with higher pretest scores.

~ Table 10 gives the pattern for subtest 2, Structure and Written
Expression.

Table 10 ;
. Structdre and Written Expression Raw and Corrected Gains

-

P
(e}
(9, ]]

Posttest C 36.8

. : -

Reliability Test 34.2

o)
Lo
oG |
-
[enJ]

(W8]
[V, ]
o
o
Foo
1%,
w
o
W
w
o
o

Pratest A _ 30

2.4 2.5 2.4 2.2 2.2

[ (S
L]
—
[3%)
- L]
e

Corrected Gain C - B __;

—
/ .
Although the raw gain is dramatically less for students with high

pretest scores; even becoming negative for a pretest: score of 60, the

corrected gain is seen to bé mnearly uniform across the score range of
the Structure and Written Expression subtest. This subtest does not

contribute materially to the lessened gain for students with high pretest

noted for the total TOEFL scores.

Table 11 gives raw and corrected gains for subtest 3, Reading Compre-
hension and Vocabulary. :

Table 11

. Reading Comprehension and Vocabulary Raw and Corrected Gains

35.9  40.4 49.3 53.7 58:2  62:6

(24

Posttest

e
Reliability B

Pretest A

32.8.

30

37.5

35

5.4

56.3

55

3.2

61.0

— - o -
Raw Gain C - &

3.1 2.9 2.6 2.4 2.1 19 16

”~

BT T S
Corrected Gain-C — B
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suhtest torrected gai’xs across the 7m1d;dle range of scores are again
reesonehly uniform. The Réading conp’réhéﬁsio’n a"na Voi:ébijlary sijbtést thijs

lower growth for intermediate and higher 1eve1 students observed in the

Listening Comprehension subtest scores. It may be that new students'

but, afterfthis is achieved thatf further growth in ListegingﬁComprehen-

‘'sion depends on the same factors that influence Structure and Vocabulary.

This interpretation is éuﬁﬁortéa by the Listéﬁiﬁg Comprehensidn

results for _the 30 returning students presented in Appendix C. Listening

Gomprehensi%n posttest scores for this subgroup are given in Table 12.

o

Table 12 e
Listening Comprehension Raw 'and Corrected Gains
30 Continuing Students o
Posttest c 37.4  4l.4 45.4 49.4 53.4 S57.4 613
Reliability Test ,l;* 3.4 383 42.2 46.1 50.1 54.0 57.9
Pretest & 3 35 40 45 50 55 60
Raw Gain C - A 7. 6ib 54 bk 34 24 LY
Corrected Gain C - B 3.0 3.1 3.2 3.3 3:3 34 3:4

*Based on total group data equation

Growth is almost perfectly nniform across the scale for this group.

It appears that if, after a semester of familiarization with spoken

English a student who still has a low I:istening Gomprehension score is

not likely to exhibit the rapid growth shown by newly entering students:

Summary

h1gh-scoring stndents. By following a pretest with a- reliability

administration, 1t 1s possible to estimate the probable apparent change

37
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eétiﬁéting gain due to instruction. The technique requires that we fit a

‘prediction line to the test B (reliability test) scores corresponding to

‘each pretest score; and con31der change due to instruction at posttest to
be measured by deviations from this predictionvllne, rather than from
pretest or reliability ‘test observed score. _For example, a _given student
night :score 300 on the pretest (test A) and 330 on test B. 1f the regres—

sion equation relating all test B to test A scores were found to be test B

= 100 + 8(test A), the student's expected score on test C, assuming no

further change, would be the test B ﬁreaxctrgn: 100 + .8(300) = 340. If
" the actuzl test C score were 400, we would estimate gain as 400 - 340 = 60
"points; rather” than ‘the Taw “test C = test, A gain of 100. - : ’
,
;{ N
&

A
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Glossary

Ana] ys:Ls of covari'a'nce——the me thod used to determine the shared variation

of two or more related variables. ) For exampie, a pretest is used as a

covariate to, predict a gosttest. Then standard anail:ysis of variance is
used to estimate the effect of a treatment on the residual variation in

Average—-the sum »of the méq_sures, items, scores, ‘etcCe, divided by their
number or frequency. .

e

Chance va;ia&ion——the variation that 0“,‘?, ygtgid e:gpect from the Scores of

, equivalent foriis given close in time without instruction or mistakes.

e RN .
Correlation——the amount of similarity in degree and direction between two
setsﬁioir ranks of variables,_ a measure of the degree to which k‘nowiedge of

one set allows 0§ tb ni:,edifct,thé 'o'thér set. ST S Do

o LT Lo - 7 {v',_, ;' . ;

T

R ';E:,uiivaient ~forms-—two or more forms of 4 test that are 50 similar fhey can
be used interchangeably and yet are not identical; two or more test forms )
——that yield<about the same mean and variability of scores; and whose’ items: t
are similar ﬁith respect te type, difficulty, distribution of item—test

correlations, and representative coverage of ccntent. .

Mean (average)-——the sum of the measures, items, scores, etcs, divided by
their number or frequency. 2 -

Measurement error (standard error)-—the deviation from the true score that

- is due to thance variation. For a given observed score, the sgecific

value of rhe measurement error is unknown, but the :average error of a set

of scores descr;i/bes their precision:

Median~—the middle score in a distribution or set of ranked-scores;._ the

point (score) that divides the group 1nto two equal parts; the 50th
percentile; a measure of central tendency,

Mode--the score or value that occiirs most frequently tn a dié?riﬁiitidﬁi a

measure of central tendency. ’

treatment to determine posttreatment status of .the examinee or group in

regard,to some skill, aptitude, or achievement. w " .

€
Pretest-~a test given to determine the statns of the examinee or group in
regard .to some skill, aptitude, or achievement, as a basis for judging the
effectiveness of Bubsequent treatmerrt.

Probability-—-1if there is a Imown numiber, p, of possible occurences of an

event and q possible nonoccurences; and 1f each of the total, p + g,

possible outcomes 1is equaiiy 1ikely,; then the’ probability of the event is -

N ‘ ) E
. i | R /
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Regression effect or regression to the mean—-tendenicy of a predicted score
to be nearer.to the mean of its distribution than the score from whichyit B
is predicted is to its mean. Because of the effects of regression, 4

students making extremely high or extremely low scores on a test tefd to
make less extreme scores; i.e., closer to the mean, on a second admin-
istration of the same test of on some prédicted measureé: In gemeral; the ¢

greater the errors of.measurement and ‘prediction, the more pronounced
,i5 the regression effect. For example; the heighté of parents*and of

their children are related, but ome camnot bé perfectly predicted from the

other. If we select the tem tallest individuals in the world, it is
. . extremely likely tiiat their average height exceeds the average height of
. their parents; but it is also extremely likely that- their average.height

will exceed the average mature height of their children. This will be
true even if the average height of the entire population is increasing
slightly from one generaztion to the next. '

Regression (line)--if two paired 1ists of numbers, say pretest scores’ and

posttest scores, are plotted in two dimensions, say pretest horizomtally
and .posttest vertically, then there is exactly one straight line that can

be drawn through the plot so that it passes closest to the fieans of ‘all

those sets of posttest scores that correspond to each pretest scoré: Om

the average, for all pretest scores; this is the best straight-line fit to
. the observed posttest SCOTes. \ i ) : .

Reliability--the extent to which a test is consistent in measuring

whatevefr it does measure; dependability, :stability, trustworthiness,

relative freedom from errors of measurement. ° . _ ‘
‘ c N - - !
L '

Slope--the steepness of ascent of a straight-lime graph. If the line is
described by the equation Y = mX + c, where-Y represents the vertical
axis,; the value of Y will increase m units for each unit increase im X,
and m is the slope., For example, .if Y = 0:5% + 100, and X incresses from

200 to 300, Y will increase half &s much, from 200 to 250.

i

-

Standard deviation—-a measuré of the variability Qf;aisﬁétéion of a

distribution of scores: . The more the scores cluster around the mean, /the
smaller the standard deviation. °'For a normal distribution, about ;two-

thirds 76%5.3 percerit) of the scores are within the range from one S:D.
below the mean te one S:D. above the mean. ‘ 7

. :‘,- I — . - - - - - / —— - —
: True scoré--~a score entirely free of error——hence; a hypothetical value

that can never be*obtained’ by testing, which always involves some iﬁéés;i_;;{g;,:ﬂ%“

ment error. A “trué" score may be -thought of:as the average score ffom an
- - L T e i T T N .
infinite number of measurements from the same or-.exXactly equivalent

tests, assuming no practice effect or change: in the individudl during the
testings. : S : : . S

. Variafice-—az measure of variability equal to the square of the standard

Jeviation; the average of the squared deviations from the mean. The
variance of the sum of independent random variables iIs the' sum of their
variances. This makes the measure useful in theory. For practical
" purposes, the percent of’ the standard deviation explained may be more

meaningful than is the percent of variance explained. K

Q A‘- : : . . B ;4;1 /




Appendix A

: Set’ting Up the Data

* Three scores will be available for each test being analyzed (we “will
discuss missing data. later) - 1f these scores have been entered in a

cumulative record form; such as that illustrated in Table 1 of the text; ‘a

: . single card can be punchedgfor each student. 'I‘his card will contain the

.,student 1D number, program code* and pz‘etest,, reliability test; and
postte’.,t scores in a fixed set of cclumns: Additional information, such
as native language, number of. years of English study, or teacher ratings
may also be included for further analyses.

. 1f the scores have not been copied onto a common 1ecord form ‘but are

on separate lists; it is often easier to punch_up. one card for each

i testing occasion, with student ID numbexr; score for a given test in the

. same column on each card; and a test occasion number (1 = pretest; 2 =

reliability test, 3 = po&test) in column 80. Additional variables need

_be punched only on card one. "The thrce resulting decks of cards may then

be stacked in order‘ with deck one on top, and run through a card sorter

once for each column of the student ID numher, Vstarting with the right-

‘most identification- digit. - The resulbing merged ‘deck Will have cards in
order within student ID's in numerical order. Listing this deck makes it
easy to spot breaks in the 1; 2; 3 sequence and to pull out cards for

studints who missed one or more testings. In our example, student ID's

(numbers ranging from 001 to 111) are punched in the first three coluimns
,0of each card. Column 4 is left blank; and the three TOEFL subscores and

TOEFL total are punched sequentialiy on a Beparate card for each of the

three tests. Listening subscores are in columns 5 and 6 Structure and

Written Expression in columns 7 and 8, Reading Comprehension in 9 and 10,

and TOEFL total scores in+ll through 13: Column 80 contains the testing

occasion, and because some students were pretested on_ an. earlier date

cards were sorted and incomplete sets removed. This resulted in complete
data for 98 students. A listing of the control and data cards is given in

Table A-1. The explanation of the control cards, stuch -as variable list

input format and; scattergram, is given in Appendix B.

\
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Table A-1

RUN NAME . LANGUAGE GAIM ANALYSIS

VARIABLE LIST Al,A2,A3/ATOT;B1;B2;B3; BTOT,Cl,C2,C3,CTOT

INPUT MEDIUM  CARD

INPUT FORMAT  FIXED(4X,3F2.0, 1F; 674X, 3F2.0,1F3.074X,3F2.0,1F3.0)

N OF CASES 98
PEARSON CORR Al .TO CTOT
OPTIONS 5
STATISTICS 1

READ INPUT. DATA , ,
001 54444447 ; : B
001 575447527
001 555053527
002 423431357
002 464137613
002 508536403
003 433232357
003 423831370 . -
003 504133413 . : e
006G 4B4646G6T
006 484947480
004 525248507
006 513733403
006 524542463
006 584043470
050 512734373
050 463237383
050 503641423
007 473433380 ¢

007 423740397

. 007 5438406440
008 433633373

008 394038390

008 414037393

.009 393032337

009 352629300
009 443235370
010 462428327
010 493334387 . .
010 5735639440
011 362531307
011 433334367
011 483638407
013 483736403
D13 524146463
013 5942644483
014 382834333
014 383930357 -
014 423037363
015 352733317
015 393228330 : -

~ 015 423732370

017 502537373 )
017 464136410 ¢
017 534036430

018 504036420
018 443539393
018 5064139433
019 413531357
D19 393027320 ,
019 444033390 -

%
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020
020
020
021
021
021
D22
022
022
023
D23
023
D24
024
024
D25
025

362727300

393329337

513837420
4537373917
494135417
524340450
312833307
353228317
4493533373
4636433370
453934393
533637420
525252520
595355557
645657590
372033300
393232343
403035350

5 433839400

453544413
564156510

7 484541447

5242648473
625251550
483842427

484540443

3 5464244467

363729340
393032337
353236343
413935383
432743377
544348483

383025310

3 342631303

393530347
533942447
514445467
303134317
354437387
423840400
453536387.

7 423536377

443842413

8 413030337

393327330
453633480
434345437
543752477
603748483

0 434241420

4144646437

) 416444430
504439443

546435443
524542463
506643463
514951503
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053
053
054

054
054
D55
055
055
056
056
05%
057
057
057
058
058
058
059
059
059

060
060
061
061
061
062
062
062
063
063
063
064
064
064
065
065
065

4443386417
504241443
584944503
595553557
595154547
6645859603
332231287

514145457
514147463
534945490
606361613
616157597
605956583
322831303
362631310

4236333740,

4839648450
493347430
594253513
545142490
555244503
585353547
392735337
423331353
463636387
494134413
5645626127
534139443
504447470

5766447493
633529357

374034370
504540650
5064242447
696441647
544144663
483839417
466244440

504545467

5139346413
5644137440
524538450
564239457
594543490
574440470
383332343
393029327
413531357
353930347
393735370
4537384600
553440430
583952497
5864647503
483830387
474236417
523840633
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066
066
066
067

- 067

067
068
068
068
069
069
069
070
470
070
073
073
073
074
074
074
075
075

433838397 -

4535G3410
533748460
416035387
384037383
483837410
274240363
524141447
5951464513
564363667
534449487
594347497
433833380
413838390
414339410
333831340
402729320
413638383
453741410
5264761467
505145487
48645396440
463937407
534241453
5644549493
5442506487
555250523
§84555527
5964757543

594759550

} 393235353
y 4523437377

504340443
485943470

0 4555644480

565349527
4264039403

2 474443447

5260647463

5 495851493

505455530
555260557
534152487

574648497

544353500

5 514345463

546646487

595252543
312233287
352731310
443536383
343228313
362531307
623633370
4861386423
524536443
574345483
643640400
556866457
5646416496480

. . . .
QLR =0 O N G NN et G N 0 00 N =0 G N 2 G N et G N e 0 50 3 0N = O RS O N N Ut D e NJ—;‘ G N =t G N N LR R LN



O

ERIC

Aruitoxt provided by Eic:

090

‘090

090
0%
c9l
091
092
092
092
093
093
093
095
095
095
096
096
096
097
097
097
098

098

103

106

108

110

5664139453
5664641670
57646436487
464332397
4642416430
5664943493
383031330
424035390
666138410
466239417
63642645433
564749507
424233390
4644539427
485041463
453236377
343835357
4964540447
433634377
423937393
5641336433
483836407
4938416427

3 573846470

483830387
4636437390

) 474337423

5037356407
40645376407

) 523539420

363830347
414435400
6463537393
506337433

2 544563473

5449426483
383537367
413339377
433644410
476345450

) 494568473

545655550

> 464843457

4951426473
5649464490
483239397
463736390
533534407

7 434036397

466639437
554641473
6B4842453
*5644850507

3 635448550

524541460
5446443470
393131337
353130320

663331367
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111 473940420 1
111 4947464467 . 2
111 544747493 . ' ; L oo o 3
SCATTERGRAM BTOT(250,650),CTOT(250,650) HITH ATOT(250,650)
STATISTICS AL i
SCATTERGRAM _ 'B1120,70J,C1(20,70) WITH A1(20,70)
STATISTICS .~ ALL__ ___ _____ f__
SCATTERGRAM B2(20,70),C2(20,70) WITH A2(20;79)
- STATISTICS Atk 0
o SCATTERGRAM B3¢20;70);C3(20;70) WITH A3(20,70)
‘ STATISTICS ALL - o '
FINISH
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Appendix B
.

Analyzing and Interpreting the Data

Reading the Data

~ To enable the computer to read the information, the names of the
variables and where to find them must be given. 1In SPSS; this is accom=
plished with four cards, immediately following the required RUN NAME
card. » , - ? . )

The first, VARIABLE LIST, gives a list of variable names separated by

commas. We have four scores on each of three cards; and have decided to
call them Al, A2, A3, ATOT; Bl; B2, etc: These labels are punched on the
VARIABLE LIST card beginning in column 16.

. The second card, INPUT MEDIUM CARD; with "CARD" beginning in: colufmf
16, is seif-explanatory. P

The third card; INPUT FORMAT, indicates the location of each variable

'in order on the cards. Beginning in column 16, with FIXED, the card

contains a FORTRAN format statement (4X, 3F2.0, 1F3.0,/4X, 3F2:0,
1F3.0/4X, 3F2.0, 1F3.0). This code instructs the computer to skip the

first four ID spaces, read three two—digit numbers (which it will assign
to variables Al, A2, and A3), read a three—digit number, which it will
assign to variable ATOT, skip to the next card, read the four B variables
from the reliability test in the same format, skip to the third card, and
read the posttest C_scores to complete one case.

The final control card in this sequence; N OF CASES 98, indicates the

nusber of times this procedure must be repeated to complete reading the
data.

Performing the Analyses

- -The basic déscriﬁtive,statisticszziééﬁ§;_gtéﬁqggﬁ_AEyiétibhé, anéd

correlations——are obtained with a single set of control cards. The-

equations of the prediction lines are obtained with a set of control
cards for each test score.

The basic descriptive statistice--means, standard deviations, and
correlations——are obtained with a single-set of control cards:

PEARSON CORR Al ~ TO CTOT

OPTIONS 5 .

STATISTICS , 1



» .
£y

These are followed by the

<

- -READ INPUT DATA card, and by the data decks

 The first page of the computer output, listing the control cards and

showing which card columns were read for each variable, is reproduced as

Table B-1 (page B.10).

. The resulting univariate statistics and correlations are given
. in Tables B-2 to B-4.

 .The release of SPSS used at the ETS computer facility requires that™!’
sibsequent analysis request cards after the first-set follow the data
deck. This requirement may vary with other reteases of the SPSS package.
 The next analysis performed (total test score) is a prediction of the
total reliability test, B, from the pretest scores, A, to establish a

no-change baseline. This is followed by a prediction of total- posttest
scores, €, from As *
7

Charige for each pretest score is the difference between C and B:

predicted posttest score minus predicted baseline for that value of
the pretest. Both analyses may be perfcrmed with a two—card request;
immediately following the data deck: - :

SCATTERGRAM ~ BTOT (250,650), CTOT (250,654) WITH ATOT (250,650)
STATISTICS, ALL ‘ . (Table B-5)

This first shows the relationship of BTOT with ATOT, followed by the

estimates needed for the baseline prediction equation,, Then the relation=
ship of CTOT to ATOT is plotted, followed by the estimates required for
.the posttest prediction equation. The ranges (250,650) scale the plots

“for easier readability. The range (200,700) would atso work:

Table B-6 gives the plot of thé BTOT observations (on the vertical

axis) corresponding to each observed value of pretest score for each of
the 98 students. Each asterisk represents one student's pair of A and B
total scores; The-numeral-2-represents-pairs of scores occurring for two
different individuals. )

-

The scatterplot shows a strong, quite linear relationship between

pretest and reliability test, with a concentration of scores in the lower
two-thirds of the two scure ranges. The 297-point range of the relia-

bility test, 300-597, is slightly less than the 326-point range of the
pretest.; - :

‘Table B-7 gives the information necessary to deterfiitie the prediction

equation for the no-change baseline. The two underlined quantities,
INTERCEPT (&) = 32:33932 and SLOPE (B) = 0.96865; give the constants of
the baseline equation: BTOT = 32.339 + .969ATOT. :



B.3

This line has been drawn on the scatterplots of Tables B—6 and B-8:

[£)

Plotting the No-Change Baselin:

777ﬂf?§§ﬁ§é$éiiﬁé,ééh be plotted by choosing any two convenient values of
ATOT--300 and 600, for example-“calculating. ie corresponding predicted
values of BTOT from the prediction equationy and plotting the two ATOT,

BTOT values on the graph. Thus,

“ |

32:339 + :969 x 300 = 323.0, and

o
3!
NoN
=3
~
—
N
it

P e e o
BIOT (2) = 32.339 + 2969 x 600 = 613.7

\  As a chetk, it is a good idea to choose another value, say ATOT (3) =
500, yielding BTOT (3) = 516.8. The three points should lie on a single -
straight line: If they do rot; recheck the calculations and plotting:

lowest pretest score, and the highest posttest score is 10 points lower

than the ﬁighéét pretest score. '
fable BX9 gives .the estimates for the constants in the equation

predicting pééESéét from pretest: v

)

—~ N S
CTOT = 119.103 ¥ .B41ATOT' ] )

This equation predicts that a student with a pretest score, ATOT, of 300
would be expected to score around 371:4 at posttest; CTOT, a raw gain of
71.4 points, while a student with a pretest score of 500 would be expected
‘to score around 539.6, a raw gain of 39:6; or about 32 points less than

that anticipated for the. lowest-scoring students.

If we graph this prediction equation and compare it with the slope =

1 "posttest = pretest” dashed baselife that is implicit in using raw gain,
it shows that initially 1ow-scoring students gain much more than do
initially high scorers. Instead of comparing raw gainms, however, we wish

to cotipars gains from-—baselime: -~ﬁtéﬁiﬁérihg-».p()sttéétf,,,ét;qr;erjsj,yw:_{.,t;ﬁ_h_ﬁggg__

no-change baseline BTOT = 32,339 + 969 x 300 yields an estimated gain for
2 student with a pretest score .of 300 of CTOT - BTOT = 371.4 - 323.0 =

48.4 points. For a student with an initial score of 500, the estimated
gain is 539.6 - 516.8 = 22.8 points. Thus; although the discrepancy is

reduced from the raw gain difference of 32 to a corrected difference of 26
points, it appears that regression effects are not sufficient to account

sample of students: S ‘ 5

for the discrepancy in gain across the score range for this particular

= N
N
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Analyzing Subtests

In the example, the reguest for analysis of total scores was followed

by the analysis request for the Listening Comprehension subtest:
SCATTERGRAM B1 (20,70), Cl (20,70) WITH Al (20,70)%
STATISTICS ALL * (Table B-10)

The resulting plots and statistics are given in Tables B-11 to BfiZEi
Again, the plots are quite limear, with a large displacement from the Bl
vs. Al plot to the Cl vs. AL plot, suggesting considerable real growth
over the time interval from Bl to Cl. ' , S

The equation 6f.thél5é36iiﬁé is
51 = 10,959 + .78241 (?éﬁiéhé—ii, Find it! It's not aﬁaéiiiaéa
this time.)
Fbr.tﬁé posttest, the piééiéiiaﬁ equation is
&1 = 22.167 + 65041 (Table B-14)

A student with a pretest score of 30 would thus be expected to
achieve a Bl score of
10.96 + 2782 x 30 = 34.42; and a Cl score of
5517 + .650 x 30 = 41.67 for an, estimated gain of -
- 7:25
A student with a pretest score of 60 would be expectéd to achieve
a Bl score of : ‘ : '
10.96 + .782x50 = 50.06 and a Cl score of
22,17 + .650%50 =-54367 for an estimated gain of
¥ 4561
These lines have been drawn on the scatterplots (B-11 and B-13) and

Contrasted with-the—dashed-raw-gain baselime: With Listening Comprehen—

sion, as with TOEFL total, it appears that the initially low-scoring
students did in fact gain more in this class than did those who started
with higher scores; even after measurement errors and practice effects are
taken into account. The estimated gain is positive across the scale; even

though "raw gain" is negative for students with pretest scores above 50.

-

S ﬂ .
*The (-20,70) scaling is ié&iﬁ to improve the readability of the graphs

Without.it; the Al axis wuui&xié in units of 27.0, 30.3, 33.6, etcs.

-
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The next anary81s request calls for 1nformation ‘about the Structure-

and Written Expression subtest:

SCATTERGRAM B2, (20,70), C2 (20,70) WITH A2 (20, ?65 -
C’

STATISTICS ALL , (Table B-lS)

The re5ulting plots (Tables B-16 and B- 18) show an unexpectedly

tlghter scatter of points for C2 vs. A2 than for B2 vs. ﬁi, even though C2

and A2 are more greatly separated in time. The higher correiation, :803;

* for C2 and A2 vs. .760 for B2 and A2 confirms this visual impression. The

i

= 11.247 + 765 % A2 {Table B=17)
The equation predicting posttest from pretest is

o~ o . o o I
C2 = 14.541 + .742 % A2 ~ (Table B-19)

A student with a Structure and Written Fxpression pretest of 30 would

have an expected baseline score

»

Wi
Wi

B2 = 11.247 + .765 x 30 = 34:20 and'posttest

L}
(1)
o
.l
o]
o
'
o}
[a}
0
=
(L0
0
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g/
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14.561 + .742 x 30 =

C2

A student with a Structure and Written Expression pretest score of 50
would have an expected baseline of

49.50 and posttest

]
L

Fa ¥ ER— N E—
B2 = 11.247 + .765 x 50

L
[

~ S
c2 51.64 for an estimated gain of

.
8

iﬁ;?&i + ;742 x 50
oniy ﬁ6 points leSs than the gain expected for a student with a low

pretest score. Gains for Strugture and Written Expression are thus quite
uniform across the score range.

Again, the predrction lines have been added to the scatterplot.

The relationship of\pretest, reliabllity test, and posttest for
Reading Comprehkension and Vocabulary is obtained with the request'

f] : Scattergram B3 (20;70); €3 (20,70) WITH A3 (20;70) ) ,
- X - ©
Statlstics Aii ° (Table ‘B-20)

The resulcing output is reproduced in Tables B-21 to B-24.



B3 = 4.607 + .940 A3 and for the posttest
Aol
C3 = 9,259 4 .889 A3. : ‘ ~

lt‘»j \
According to these formulas, a student with a Readlng Comprehension
and Vocabulary pretest score of 30 would have a predicted reliability test

score of
4,607 + .940 x 30 = 32 29 and posttest
® 9,259 + ,889 x 30 = 35,93 for an estimated gain of
» - 3 . 14 \

y

bility test score of :'

1

51:59 and posttest

4,607 + 2940 x 50

53:72 for a gain of
2'13

6,259 + .889 x 50

Again, these estimated gains are not strikingly different across the score

After the balance of the analysis request cards, the deck ends with a
FINISH card. '

4

f The computer system used for the sampie anaiysis requires a card

" after FINISH, but this end-of-job signal may be different at another
- computer facility. ,

Appendix A, It may be useful to punch these cardsé and to perform a test

run to check that the procedures are compatible with your version of SPSS.

e N — = T g

if the sample run works but your, feal data analysis does not, check

carefully for keypunch errors, missing punctuation; and cards out.of

order} Computers are ridiculously literal contraptions, and will not fill -
in an omitted comma in a set of instructions: : E
: 1
3
I
o
=



Interpreting Patterns of Change 1 1 1

If the reliability test is given within a week after the pretest,
it is probably reasonable to ‘assume that there has not been ernough time
for a significant change to result from instruction. This does not mean

that individuals' scores are expected to be identical from pretest to

reliability test: because of measurement error; neither test is a
perfectly reliable indicator of true score, and the correlation between

the tests,; r;,, will be less than one because ‘of :this: In addition,

small changes due to practice effects and increased comfort with the
" testing situation will take place even in brief intervals between test
administrations. Thus; the group mean may well go up, and the'test
variance may change in the process of establishing our no-change baseline.
The baselifie is more accurately thought of as little influenced by the

important sources of chgnge-—-—instfuctional programs——that we are studying.

In the case of our real data, the slope of the line predicting BTOT -

from ATOT; .969, is almost 1.0, and is greater than the correlation; .922.
This is an indication that the variance of test B is greater than that of
test Al igéfact; the ratio of the standard deviation of B to that of A

mist be ‘755 = 1.05, (as can also,be obtained from Table B-2) so that the
R va'riétjc'ef'gas increased by (1:05)"; a 10.25 percent increase from pretest
to reliability test. Thus, although regression to the mezn does take
place by about 8 percent (1 - :922); it is almost_offset by the 5 percent

increase in standard deviation. This increase in spread of scores

suggests that initially higher-scoring students benefitted more from the
experience of taking the pretest, or learned more during the intervening
__-week before the reliability test. For the total scores of this particular
/:mp‘le, ‘using the no-change baseline will not yield conclusions very
different from those obtained from using raw gain. The standard deviation

of CTOT, the posttest; is only 97 percent that of the pretest, ATOT, and
the slope of CTOT on ATOT is :841, Overall change shows a slight megative

correlation with pretest score; and: total score growth from a no-change
baseline with slope very nearly 1:9 remains greater for those with
1ﬁiEiélly8%iiﬁ gcores. The ratio of posttest £lope to reliability test

slope is: 969 = 586{3.
\

‘Let us examine the subscores to determine if this pattern is the case

for the separate parts of the test.

L The Listening Comprehension subscores are denoted A1, Bl,-and Cl.
. The correlation of Bl with Al is .794, and the slope is 8727 The

“variance of the Listening Comprehegsion section changes very little

from pretest to Bl, the reliability test; with the standard deviation
decreasing by only about 1.5 percent. The slope of Cl vs. Al is .630,
and the correlation is .695. The standard deviation.of Cl thus shows
considerable further decrease, to=duly 93.5 percent that of Al; and-this
decrease indicates that change is.correlated negatively with pretest score

to 2 considerable extent: The ratio of posttest slope to reliability test
N4 . . - s




slope is relatively low: ‘9ad = .831.  This comparatively flat posttest
slope yields high growth ‘estimates for low pretest scorers; and low
growth estimates for those with high pretest scores. :

It appears that much of th arent greater growth of low scorers on
total test scores is due to this pattern for t
subscores.

1]
o
T}
o

ening Comprehension

o
(v
[+2]
o
[+
[n]
cr
1]
s )
=
y
(o]
2]
o
j=
.
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 The Structure and Written Expression scores; A2, B2; and C2; exhibit

a different pattern. The slope relating B2 to A2; :765; is almost

identical to the slope of C2 vs. A2, .742. The correlation of B2 and A2,
.760; is essentially the same as the slope, showing that no change in

variance OFéuffed between the pretest and the reliability tests

The ratio of the B2 and C2 slopes; .97, tells us that growth measured
from the baseline, B2 to posttest €2; is essentially uniform across the

score range for Structure and Written Expression; with initially high-
scoring students gaining nearly exactly as much as do lower-scoring
students when measurement error and practice effects have been taken into

_account: This occurs despite the decrease in standard deviation from

pretest to posttest; the standard deviation of C2 being only 92.5 percent
of the standard deviation of A2. ey

 The only way that a decreasing standard deviation can be associated
with constant gains. from the baseline to the posttest is for these gains
to be positively associated with pretest scores; but negatively associated
with a component of the variance of the veliability test that is not
related to either pretest or pmsttest. Indeed, the A2 — C2 correlation,
.803, is higher than the A2 - B2 correlation, .760, suggesting that the
“lost” variance in C2 was not related to pretest variance. One mechanism

‘for such a result would be a short-t~mm practice effect for some students

e

on the reliability test;, which wasned out because of additional “"test—
wiseness” among all students by the time of the posttest.
\ R

\ f . _ _ o _ o
The Reading and Véégﬁuiéfi scores; A3, B3, and C3, show an alwmost 10

percent increase in standard deviation from pretest to reliability test,

and z slope of .940, again appfqachipgrézg;iiUﬁliké the other subtests,

posttest standard deviation remains about 6 percent greater than that of
the i/ﬁfétéét; rather than 'd\r'o’p’piiig to only about 93 percent of that value.

| the correlation of A3 with C3, .834, is only slightly less than that

of A3 with B3; :858; and the slope of T3 vs: A3, .889, is .95 times the
slope of B3 vs. A3. Again; as with Structure and Written Expression,
growth 1s almost uniform 'acress the secore scale, with high-scoring

students gaining only siigﬁt\?iﬁi iless than low scorers, after allowing for
the effects of measurement error. . '

The general tendency for .the reliab?*1ity test to have greater

variance than the posttest suggests that dirferential familiarization
effects do take place ip short-temm retesting, temporarily adding variance

that "washes out” over the longer term. Although such additional variance

3

s



B:9

can depress correlations between pretest and reliability test, it inter-
feres much less with regression lines, affecting their standard error
rather than their Slope. :

In any of these cases,; the regression line predicting Test 2 score
from Test 1 score determines a baseline expectation consisting of those
average observed-score changes that are attributable to measurement error
and to test practice effects. We now get on with teaching English, and
> administer a posttest at the point at which we wish to evaluate growth.
We count as change due to instruction, neither raw gain from pretest; nor
raw gain from the reliability test, but the difference between observed
posttest scGte and the expected Test 2 score predicted for each pretest

score by our regression equation, which gives a predicted score based on
experience with these Students for each pretest score. If no further
change due to instruction has taken place since the reliability testing,

we do not expect individual students to &chieve scor:s identical to their
scores on the retiability test (measurement error, agajz), but we do

expect students in a given pretest score range to have posttest scores
clustering around the same prediction line obtained from the rel:ability
administration.

if we wished to be extremely conservative, we could choose to assume

that any true changes observed from pretest to reliability test would have
happened again without instruction, and double those changes to obtain an
expectation for a third testing. This would be unreasonable, however,

since test familiarization effects are not likely to operate strongly
among those already familiar with the test. The major advantage of the
reliability testing is to enable us to estimate reliability, and likely
regression effects; in our particular student group. Unless our students
are representative of all students who take TOEFL; reliability and
probable regression effects are likely to differ from the TOEFL Manual

statistics, based on samples of all candidates.; However; if we consist—
ently obtain similar baseline prediction equations over several .semesters;

and if the entering population in our program does not change in native

Tanguage hackground or distribution of proficiency level, we can
eventually dispense with a new reliability testing for each group and use
the equation developed for previous groups; giving a new reliability
testing only occasionally, to check the continuing validity\of our local
prediction equatiomn. ' \ ,
N3
N
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Table B-1
SPSS BATCH SYSTEM | 08710781 PAGE 1
SPSS :FOR 05/360; VERSION ; RELEASE 9:0i JUNE 10 1981

wrt

Y CURRENT DOCUMENTATION FOR THE SPSS BATCH SYSTEM
ORDER FROM MCGRAN-KILL: SPSS, 2ND ED. (PRINCIPAL TEXT) DRDER FROM SPSS INC.: SPSS STATISTICAL ALGORITHMS

SPSS UPDATE 7-9 (USE W/SPSS,2ND FOR REL, 7, 8. 9] KEYWORDS: THE SPSS INC. NEWSLETTER
§PSS POCKET GUIDE, RELEASE 9 - '
5PSS PRIMER (BRIEF INTRO TD SPSS)

DEFAULT spxcs ALLOCATION..  ALLOWS FOR.. 102 TRANSFORMATIONS

WORKSPACE - 71680 BYTES 409 RECODE VALUES + LAG VARIABLES

TRANSPACE 10240 BYTES 1641 IF7COMPUTE OPERATIONS
1 RUN_NAME __ LANGUAGE GAIN ANALYSIS o
2 VARIABLE LIST A1;A2,A3;ATOT;B1,82,B3;B707;C1;C2;C3;CT0T
3 INPUT MEDIUM  CARD
4 INPUT FORMAT  FIXED(4X;3F2.0,1F3.0/4X:3F2.0,1F3.0/4%:3F2,0,1F3.0)

3 ACCORDING TO YOUR INPUT FORMAT; VARIABLES ARE TO BE READ AS FOLLOWS

VARIABLE FORMAT RECORD COLUMNS
Al Fa. o 1 - 8
A2 £ 2.0 ] - 8
T T .
ATOT Fi3.0 1 - 13 .
Bl F2.0 2 5- % g
B2 Fe. o ¢ [
B3 F2.0 2 9 10
8107 F3.0 2 11- 13
¢l Fa.0 3 5- 6
€2 F2.0 3 - 8
3 Fe. o0 3 - 10
cTo7 F3.0 3 - 1

THE INPUT FORMAT PROVIDES FOR 12 VARIABLES, 12 RILLBEREAD
IT PROVIDES FOR, 3 RECORDS ('CARDS') PER CASE. A MAXIMUM OF 13 'COLUMNS' ARE USED ON A RECORD.

5 N OF CASES 98

6 FEARSON CORR 41 TO CTOT
TOPTIONS

B STATISTICS |

YRxxk PEARSON CORR PRUBLEN REGUIRES 3165 BYTES WORRSPACE ¥¥u¥x

§ READ INPUT DATA

» | A .




LANGUAGE GAIN ANALYSIS

FILE

NONAME  (CREATION DATE = 08710781)
VARIABLE CASES
Al 98
K2 98
Al L
ATOT 98
Bl 98
B2 98
83 98
BTOT 98
¢l 98
62 9%
¢ 98
Afilf 98

HEAN

44, 8469

- 37,6531

37,4082
399.7653
46,0510
40,0510
39,7551
619.5714
51.306)
42,4898
§2.5204
455,3347

§1 EY

6:9429
7.3528
6.600)
§1.5730
6.8565
7.3979
7,235

64,6036

6,5147
6.800%
1,042
59,9381

08/10/81

Table B-1
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1 o Table B3

LENGUAGE GAIN ANALYSIS - 08/10/8) PAGE 3T
FILE NOWAKE  (EREATION DATE + 08/10/81)
L . -PEARSON CORRELATION COEFFICIENTS--ccommmnan-

TR A3 Mot Bl 52 B mor 01 2
i DO D16 DASOINE  OBSER DGR LASSDR DABII LIGTG DEVGO BTG
Y, 06184k  1.0000  0:7356%x  0.8936wx  0.4872¢x  0.7603kx 07635k - 0.B127wx  D.b253xx  0.g025%x
Al B.6597%%  0.735¢%%  1,0000  0.8986M%  0.7393k¢  D.E951kw  0.B5B0k¥  0.BagBux -D.63E7H¥ 0,7050kK
ATOT D.8Se0en 0.893ec .80 100D D.B34 0TSk DG4I 0922m  D.73B0RK 0,790k
) 0,7964%%  0.6872%%  0,73%3n%  0.8364%x  1.0000 0.6910%x  0;7798wx% . D,9080%«  0.8095x%  0.5943%x
B 0.6550 D263 069518 0297500 D.69L0 LO0DD D696k D.Bgssee  D.430lkk 0,755k
B3 0:6893x%  0.7695kx  0,8580%¢  0.8¢43ex  0.7798%%  0.6961ex 1,000 0.9144xk  D.7186%%  0.74D6k
BTOY D.IS764%  0BI276N  0;BG6Be¥  0.9220es  D.9080W  0:88S5kx  Qi9ebwe- 1i000C  D.796Sek  0.BQ9%
cl 0.696008  D.B28%K 063670 000NN D.G09SKE  D.ESOIEN  D.JIBEKE DIGSEC LOODD  DLgsdk
{2 0.5876x%  0.8025%%  0,7050%  0.7920%x  Q.69436x  0.7554ke 0, 76406wx  0,8099%%  0.6344xx 1.0000 .
0 DB D7iSe DANIM 0.8030 D717B0 0,66 D930 D.B3ISr  D.6B10ak  0.72020
LTor 0.69648%%  0.7913x%  0,8049%x  0.8640nx  0.B188%  0.7454w%  0,8598%k  D,B96lxx  D.B604xx  0.3810%
% ~ STGNIF; LE ;01 %% - SIGNIF, LE ,001 (99.0000 IS PRINTED IF A COEFFICIENT CANNOT BE COMPUTEL: |

' \
)

£
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LANGUAGE GAIN ANALYSIS |

FILE  NONAME  (CREATI
c3

Al 0.5882¢%
A2 0:7135%«
AS 0. 8343wk
ATOT 0.8034xx
8l D.7173nx
82 0. 8424wk
B3 0.B930nx
8107 0.8319%4
¢l 0.6830%%
02 0:7202%
ey 1.0000
croY 0.8884 %

- SIGNIF. LE 01

54

}
ON GATE = 08/10/81)

o - SIGNIF. LE .0l

4
3

o Tabledd
bars10/81 PAGE A E

SEARSON CORRELATION COEFFICIENTS--o-=---v-=="

(39.0000 18 PRINTED IF A COEFFICIENT CANNOT BE CONPUTED)

exrra
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LANGUAGE GAIN ANALYSIS

U TIE REQIRED: . 0.8 SECONDS

10 SCATTERGRAM
11 STATISTICS

weax GIVEN WORKSPACE ALLONS FOR

BTOT(250,6503,€70T(250,850) WITH ATOT(250,650)
ALL :

4478 CASES FOR SCATTERGRAM PROBLEN wané

~

08710781

o

Table B-5
PAGE 5

T






EINGUIGE GAIN ANK[?SIS

FILE_ NONAME  (
SCATTERGRAM OF

450,00

51000

490,00

450,00
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. (ACROSS) ATOT -

470.00

- 510,08

4 e S e > Bt —a S e & .

550,00
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PAGE

.0

370 00

/1
i
1
I
I
!
1
I
!
!
I
!
I
I
I

! o

do.g0 S0 GO

1

\ Bl Ml G Bl (Sl Bl B Bl Bt S Bl Sl —E 8 =i B

530.00

570.00

610 00

650 00

Pt B =t P T € B et | 8 g Bt S e | € Bt P -t P T b bt I —d St [ 4t bt St €t - 2 —a % P = ¢ R g o )t e

-

-~

3

450,00

510:00

570, 00

pe

490,00 -

450,00

410,00

370,480

330,00

290.00

25000

z



| Table B=7
CANGUAGE GAIN AMACYSIS . | ; 08710781 PRGE 7
STATISTICS.

0.00000

CORRELATION (R): \0.92235 RSQUARED - 0.85073  SIGNIFICANCE -
§1D ERR OF EST -~ S0P - 0. 96845

15, 11263 INTERCEPT (A 3233932 SLOPE (B)
18\ 0 - 0

PLOTIED PALUES - L

. EXCLUDED VALUES- ) NISSING VALUES

kkakRRR' 1S PRINTED IF A COEFFICIENT CARNOT BE CONPUTED,

C
-F
e

9T 49|



Table B-8

LANGUAGE GAIN ANALYSIS f 08710761 PAGE &
FILE  NONAME  (CREATION DATE = 08/10/81) o
SCATTERGRAM OF  (DOWN) CTOT . . o (Aceoss) atOT '
270,00 310,00 350.00  390.00 430,00 470,00  510.00 550,00 590,00 630,00
77777 Ty T e T D e e A Al
§50.00 + I ¢ 650.00
1 I
! I
! I
o] L
§10.00 + 7 + 610.00
! I
1 !
! !
o !
570,00 + + 57000 © -
! I ' |
I r
l !
o] l :
530:00 + + 530,00
! [
! fomofomnmnemmns i men e st e s e I
- - I
1 1
690,00 ¢ . 490,00
I !
! 1
I !

1 I N
450,00 + + 450,00
I I
I 1

! I
! I o
410,00 ¢ + o 410.00
! I
; l
I+ . o
1 ! l N
370,00 + I 4 370,00
i I I l
! I ! 1
I I I I ;
o1 ! 1 1
330,00 + ! ! ¢ 330.00
! ! I 1
I 1 I _ !
! I ] ; I
_____ I I l l. .
290,00 + ! I ¥ 290.00
I, I - I
I 1 I I
I i I | 1 _
N ! ! ; 1 73
+ S S S S o 250,00
e e et SULTULLLLT AL DS SEC It S bl ettt betetulnk il Attt elebel fuduint Aol uuintut Attt fhulal Anl et PO
250.00 290,00  330.00 376,00 410,00 450,00 490,00  530.00 370,00  €10:00  656.00

£




* Table B9 !
TR A

LANGUAGE GAIN ANALYSIS

STATISTICS, . o :
CORRELATION (R)- 0.86&2\,. R SQUARED - 0.74653 SIGNIFICANCE - ‘ 0,00000
51D ERR OF £67 - .33 INTERCERT (h) - 19.16332 ©  SLOPE (B) - naetos
PLATTED VALUES - 98 EXCLUDED VALUES- 0 NISSING VALUES - 0
| yexnes k' 15 PRINTED IF & COEFFICIENT CANNGT BE CONPUTED.
!
,: w
E .
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LARGUAGE BRI ARALTS1S -'
CPU TIME REQUIRED..  0.73 SECONDS
12 seatTerseAn 81030, 70),C120,70) HITH X1(20,70)

13 STATISTICS ALL

—

#uunk GIVEN WORKSPACE ALLONS FOR 4474 CASES FOR SCATTERGRAM PROBLEN wwkix

18/10/81

table B-10
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LANGUAGE GAIN ARUfSIS | - BT

FILE  NONANE IQREATIUN‘DATE & 08710781 R B
SCATTERGRAN OF _(DOWN) Bl __ (ACROSS) A1

00

50,00

2

45.00

65.00

60,0y

55.00

40.00

35,00

30:00

25,00

W . L B Pt G bk ol S B—C o Sk el Bt BB - B G Pl D-c‘-C-!’l—-‘ Wk o St G| B Bd B Bk | St Bl et Sk (o |t e et et [ Gd Pt Bl B (e bt S (P Pt e

2050 2150 355 3n5p 4256 4750 52,50

ol

! \

51,50

Table Be11
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AGE
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n

67,50
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R . i . (4 ce
 LANGUAGE_ GAIN ANALYSIS M . A | 102 ) PAGE 12 !

.

STATISTICS.. ' N !

T

o Co R oo e . ,
, CORRELATION (R)- 0;79439_ R SQUIRE? - v 3&33105: . SIGNIFICANCE - §.00000 J
STD ERR OF EST - . 418754 INTERCEPT (M) =+ 10.95925. SCOPE (B) - 0.78248 i

PLOTTED VALUES - . 48 LD VillESs g OSSN Ulies - 6 :

UeaNNRRR" IS PRINTED IF A COEFFICIENT CANNOT BE CONPUTED.
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Table B-13

“~ LANGUAGE GAIN ANALYSIS L ' 08710781 CBAGE 13
FILE  NONAME ' (CREATION DATE = U&/l08D '
SCATTERGRAM OF _(DOWN) €1_ (ACROSS) 41

2050 2180 %20 IS0 48 4nS0 5058 SIS0 . 6250 6150

7777777777777 . jomacdmemmpmmnnpammafenmmfemnnpemmndrnepomcnfoonad,

7h.00 + I . ! e 70,00
i I I T 3
I [ I : y I
I I 1 / |

R I I - I

65.00 + \ 1 I / ot 65,00
[ [ , ¥ 1 X -/ I
[ I ¥ 1 s : I
! I ¥ I : | 1 .

1 ! I / | 1
60.00 + _ 1 % , 1 y + 60,00 -
. ' I A SR R 6 DA L ! '

! 1 % : Tt 5 | !

I [ o2 ] ¢/ e ) !

o I 23 ' - / () !

53.00 - I ' * 12 .r~—X4 y + 55,00
I I ¥k k142 341734 I
[rrmmmemmm—emeessssceameseren=ssmesesee=——-= PV I . E - L PR
] 1 " T I K !
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! e _P.--.----......--.---.-...-,...:-_-m.------.‘.-:::;:;::::::.::;:;;-1

ot . /DB I ’ o

35,00 ¢ 4 /1 ! ¢ 35:00
I IR ! !

1 ~ /33 ! - I
, T I I !
b1 : (f?-ﬁ i 1 i
30,00 ¢+ R I . [ + 30.00
B /P‘A ! ! g ‘
I | (l ! ! !
] y I l ]

o / 1 3 L

25.00 + I I t 25.00
l , ' I I 1
1 / 1 . : I
1 ! ’ l I

20.00 + e I * 20,00

Q DU TR PR RSP DI ST ST S SO e Le St il niet itk et etviek i et ettt e
25,00 30.00 30,00 i‘iU;OB §5:00 50,80 55,00 60.00 - 65,06 000 8’]

@




LANGUAGE GAIN ANALVSIS | ‘ - 08710781 PAGE
STATISTICS: :

CORRELATION (R)- 069445 R SQUA¥ED

- 0.48226 SIGNIFICANCE -
STO ERR OF £4T - 4. 1195 INTERCEPT 1A} - 2318673 SLOPE (B) - -

PLOTTED VALUES - i EXCLUDED VALUES- 0 HISSING VALUES -

__________ 3
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" | 7NGUAGE GAIN ANALYSIS ; 58710761

CPU TINE REQUIRED., 0,71 SECONDS
16 SCATTERGRAN  B2(20;70),C2(20,70) WITH A2(20,70)
15 STATISTICS  ALL . .

vexss GIVEN HORKSPACE ALLOHS FUi 6478 CASES FOR SCATTERGRAM PROBLEM wxxx
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Appendix C

Comparing Two Groups _ z

~0n some occasions, we wish to compare two or more groups to determine

if the growth rate for students of a particular language or educationa}
background is typical of that for the total group, or to compare growth off\‘/
different groups across semesters Or across alternative ESL curricula.

0 - _ .
This appendix presents two approaches to this problem. The first

approach is simply to redo; for the subgroup, the regression anzlysis

described in Appendix B and to compare the resuiting equations and graphs

g with those of the total group. No tests of statisticai significance are

employed in this comparison since the object is ‘to detemine whether any
\

program, rather than.to assess probability. If \tests of statistical
significance are desired "the second approach may\be employed. This
method, analysis of covariance (ANCOVA), is also based on regression and

pretest score, and of the probabiiity that a difference this large could

~occur by chances

-

66mpariﬁ§ iég;essibﬁ Lines

~a

students from the group of 798, ESL_ students discussed preyiously. Table
C-1 shows the first page of the regression output; giving the control.

cards, format, and first analysis request. The 30 cases representing

the returning students were separated from the total data deck for this
run; so the on1y change from the control cards for the total group is in

the number of cases, N = 30 cards. With a larger data set, it would be ¢

\
i‘.

more convenient to change the input format to read the variabie RET in

column 79, and to use the SPSS "SELECT IF RET = 1" option to read the

entire deck but to process only these 30 cases.

-Table C-2 gives the means and standard deviations ‘of the subtests and

total tests. We see that the mean of pretest ATOT, 409.93, is about ten .
points higher than that of the total group and the mean of posttest CTOT,
458:.5, is about three points higher than that of the total group. For
this analysis, we ignore the reliaBilit}i test B, and focus on compara-

: the in*efz’ept 113.63, and slope, .841, of the regression equation.
Comparing this. equation, .
’ AN o
CTOT = 113.63 + .841 x ATOT

with that for the total group,

/\ o B o
. CTOT = 119.1 ;841 *x ATOT.

et
(v}
04}
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We see thdt the slopes are identical, but that for a given pretest total
score, the returning students gaim; on the average, about 5.5 points
less than do all students. This does not appedr to be a large enough
difference to be of practical significance. If we were to do a separate

analysis on the 68 new students; we would of course find that their
intercept was a bit higher than 119, since the total group 1s the combina-

tion of the returning students and the new students. However, even a

difference of eight total poimte between the two groups is not large:

. Moving to the Listening Comprension test, Table C=5 ghows the graph
and Table C-6 the constants for the regression of Ck on Al for returning
students. The equation; . ,
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total group:
- - ) - _
Cl = 22.1T + :650 x Al.
ras

For a pretest Listening Comprehension score of 30, the returning
group would have a predicted posttest score of 37.4, and for a pretest

score of 50, a posttest score of 53.4. For the same two pretest

scores; the total group's predicted posttest scores are &1.7 and 54.7,
respectively. '

- Although a five-point difference omn total scores is only one-
eightieth of the mean score, and is not educationally significant,
a four-point difference on the Listening Cbﬁﬁrﬁhéﬁéibﬁ,éubt§§57§gg

low-scoring students is about one-twelfth of the mean, and has consider—

able significance. It suggests that students who remain low om Listening
Comprehension after a semester of instruction continue to progress at 2
lower than’average rate in the following semester. @ié:'gbrtiﬁg" effect

on rate of learning of previous instruction helps to explain the higher
stope for the returning group: those who learned more in the first

semester; and who thus had higher pretest scores for the second semester,
continue fo progress at a faster than average rate. but still do not show

as large a raw gain as new students, unless their pretest scores are 60 or’
higher. . ‘
Tables C-7 and C-8 give the graph and statistics for the prediction

of Structure and Written Expression posttest scores froi returning
students' pretest scores. The equation; -

Pa
c2

9.93 + .875 x A,; again has a higher siope and lower
intercept than does the equation for the total group: 5

465.; 11.é5 + .?65 X ﬁ- -
The difference is qualitatively unlike that for Listening Cotprehen-—

sion, however. Returning students with pretest gscores of 30 and 50 would .

be predicted to achieve posttest scores of 36:2 and 53.7; respectively:
Fa)

4
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In this case; returning students gain from two to four more raw—-score

points than do new students, partly offserting the lesser gain observed
for Listening Comprehension scores.

1nally, the Reading Comprehension and Vocabulary scores and

constdnts for the returning students are given in Tables C-9 and C- 10.

The resulting prediction equation is
A . R . . - - R - . I . -
€3 = 8.17 + .903 x A3. This is almost identical to the

n
€3 = 9.26 + .889 x A3.

Return1ng students with Readxng Gomprehension and Vocabulary pretest
scores of 30 and 50 would have predicted scores of 35 3 and. 53 3

In Listening Comprehension, returning students with a given pretest score

gained substantially less than did new students with the ‘same Score, while

in Structure and Written Expression, returning students gained more than
did new students.

If statistical tests of significance are desired for these differ-

ences; or for differences arising. from the comparison of data from two or

more different curricula or from :two Gr more different semesters, the

SPSS ANCOVA analysis offers a convenient method. ANCOVA uses one or more

predictors (covariates) in regress1on equations to explain as much of the

posttest variance as possible. The "leftover™ or residual variance that

cannot be explained by such covariates as pretest score; years of language
study, or language group is then subjected to traditional analysis of

variance. This procedure compares the variance among group means with the

residual variation within groups to estimate the probabiiity that observed

group differences could have occurred by chance: The resuiting "F"

statistic has a probability distr1bution that depends on the number of

groups and on the number of individuals within groups-. An important
assumption of the classical analysis of variance 15 that regression lines
are parallel within groups. Although we have 'seen ‘that the observed
regression lines for new and returning students aré not strictly parallel
for subtests 1 and 2, the lack of parallelism is not significant and does

not violate the. paralieiism assumption seriously.

¢
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Table C-11 shows the first page of output of an SPSS ANCOVA analysis

using two groups: ‘the 68 new students of our earlier analyses; and the 3

returning students:

.~ The input format card has been changed to réad column 79 of card 1,
in which returning students are coded with the number 1. The variable

list card has been changed by adding a variable. "RET;" which is 1 for
returning students and O otherwise. =

The first analysis réquest card,
_ANOVA CTOT BY RET(0,1) WITH ATOT,

asks for an analysis of covariance with total posttest score CTOT as the
dependent variable, RET as the group identification code; and pretest ATOT
as the covariate. Table C-12 shows the CTOT means and numbers of the
total sample and of each subgroup: Table C-13 gives the analysis of
covariance results for the total test scores. ’ '

7 Although .the covariate, ATOT, predicts a highly significant propor-
tion of the variance“of the total posttest score (F = 283.88, probability

of this large a value by chance less than .0003), the main effect of
returning status predicts very little of the posttest variance (F = 1.39;
a value that could be observed by chance in almost ome in four cases).

The total variance explained is significant; but only because of the
contribution of the covariate: Thus the statistical test confi:_. the
judgment based on the comparison of ‘regression lines: returning status

does not significantly influence language growth predictions in this
sample. Table C-14 gives the estimated unadjusted posttest differences,
with the new group 1.4 points below the grand mean and the returning

group 3:16 points above the grand mean, and the adjusted contrasts after

taking the pretest into account, reversed to show a 5.46-point negative

‘weighted effect for returning students and a 2.4l-point positive weighted
eéffect for new students: These effects are weighted by the number of
cdses to-sum to zero (68 x 2:41 - 30 x 5.46 = 0). .

Ks we have noted, this effect is not statistically significant.
 Analysis of covariance is not restricted to a single covariate.
Tabie €-15 gives the control cards for analysis of covariance using both

the pretest and the reliability test as predictors: 6ne could also use

years of prior English study or a code for native language group (e:g., 0
for Indo-European;, 1 for non-Indo-European) as additional predictors. One

could not use months of English study in the U.S.” as a covariate; since
it would be confounded with new/returning status and would explain away

the very effect that we wish to study: -

Table C-16.repeats the means for the two groups; and Tablé C-17 gives
the analysis of covariance table: We note that both covariates contributz
significantly to predicting the posttest, with BIOT, being closer in time

to the posttest, contributing more unigie predictive power than does ATOT,

('Y
Y
P
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although their common component, F = 203.57, éarries the burden of the
prediction. The addition of BTOT as a covariate effectively wipes out any
effect after the first week of returning status (F = 0, probability = 1.

' The contrasts in Table C-18 show that the adjusted mean differences have

dropped to a negligible :13 - (-:30) = .43 points.
‘fable C-19 gives the control cards for the single-covariate analysis

of the Listening Comprehension subtest, ‘Table C-20 the means, and Table

C-21 the anaiysis of variance table. Here again, the statistical test

partly confirms our intuitive judgment. The effect of returning status on
Listening’ Comprehension is statistically significant (p = .015). Table

C-22 shows a covariance-adjusted effect of .79 - (-1.79) = 2.58 points in
favor of new students. Adding the reliability test Bl as an additional
covariate, however (Tables €-23 to €-26),; makes the effect of new vs.
returning status drop to statistical insignificance (p = .279), with an
adjusted effect (Table C-26) of only .98.

H - o

. The analyses of the Structure and Written Expression subtest comprise
Tables C-27 to C-34, Using A2 as a covariate, the effect of group

_(returning vs: new} is not significant (F = .297, p = .587), and the

estimated effect size is only .59 points (Table C-26). Adding B2, the

reliability test, as an additional covariate drops the value of F to 052

(p - .819), and reduces the estimated effect to a negligible .19.
I - e
Tables C=35 to C-42 give the analyses for the Reading Comprehé§%ibﬁ

and Vocabulary subtests. As was noted by comparing regression lines,
differences are slight, and neither the analysis with pretest only

as covariate (F = .888, p = .348) nor that with both pretest and relia-

bility tests as covariates (F = .092, p = .763) approaches statistical
significance;

. The analysis of covariance thus offers a convenient test of group

differences, with considerable increase in power afforded by .using
covariates to remove what would otherwise have been "error" variance.

It should be kept in mind that the analysis of covariance presupposes
random assignment to Eroups, however, and is not capable of correcting
for preexisting differences among groups selected on some ability-

correlated criterion. 1In cases in which the assumption of parallel

within-group regression lines is violated, generalizations of analysis

_of covariance; which fit a group-by-pretest interaction to the data
(Ragosa, 1981); may be considered. .

_In comparing different groups, it is important to check for differen-

tial attrition. If subjects Kave dropped out of both groups before
posttest;, it is necessary to check that the pretest scores ©f those vho

left each group are comparable. If they are not, some cause of dropping
out,; linked to test scores, may have been operating, and any difference

in outcome may.be attributablé to this differential dropout rather. than
to some positive characteristic of the program. The classical example of
this is the teacher who says, "you, you, and you, stay home tomorrow;" on
the day before the posttest; but more subtle influences may operate to
produce a similar result. '




 Concluding Note o

It should be stressed that we have not attempted to estimate
differing true gain scores for individual students with the same pretest
_scores. The difficulties inherent in that task can (and have) filled a
. book - (Harris; 1963). : X L

~ Rather, we have followed the reconmendations of Cronbach and Furby
(1970), who point out_that the correlational 'question, “What kinds of

individuals grow more?” can be answered without estimating true gain

scores for individuals; but is best approached by studying predicted
scores. e

Neither did we adopt the point of view that since measuremeft: 5cales

may be anbitrarily stretched, only changes uncorrelated with pretest
(“structural changes") qualify as "real” change. For example, if every

student were to gain 10 percent from his or ‘her pretest level, posttest
scores would correlate perfectly with pretest scores; but we would still

claim that change had taken place, and that initially high-scoring
students had gained more than haé initially low-scoring students. This
interpretaticn amounts to assumitg that units of th§ TOEFL scale are
meaningful to users in behavioral terms. - ,

Good lick with your amalysis, and please communicate any problems or

" suggestions for clarification to the author.
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$FSS FOR 057360, VERSION M RELEASE 9.0, JUNE 10, 1981 '
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3 ‘ . Table (-1
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LANGUAGE GAIN ANALYSIS
A1:A2:A3,ATOT,B81,82,83,BT0T,C1,€2,C3,6707
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B Fa.0 2 8- 10
BT0T F 3.0 2 1= 1
! F2.0 ! - ¢
€2 F2.0 3 - 8
3 Fe.t : - 10
crot F 3.0 3ol 1 .

THE IKPUT FORMAT PROVIDES FOR 12 VARIABLES, 12Nl BEreR0
IT PROVIDES.FOR 3 RECORDS ('CARDS') PER CASE. A MAXINUK OF 13 'COLUNNS' ARE USED ON A RECORD,

5 OF CAGES
6 PEARSON CORR
7 OPTIONS
8 STATISTICS

0

41 10 CT0T
5

!

xhiek PEARSCN CORR PRIBLEN REQUIRES 3168 BYTES b NURKSPICE HRERY

9 READ INPUT DATA

LD



LANGUAGE GAIN ANALYSIS

[

FILE NONAME  (CREATION DATE = 08/11/811.

VARIABLE CASES

‘ Al , 30
K 30

RV S SO 30
ATOT 30

Bl 30

B2 : 3

B3 | 30

BroT 10

¢l + 30

2 - 10

5 4 30

crar -. if

. MEAN
47,6687
37,3000
38:2000
409,933
46,4647
40:4333
(39,8333
4211333

51,333

425667
42,6867
458. 5000

STD DEV

§,9765

56793
7.0987
57.9784
5.3584
5,9982
16,3698
48;9008

08711781

(

Table C=2 .

PAGE

2

S —— ~
i
L]
W
-
i
"0
* ‘
4
'y
¢
¢
r
.
" AN
'
B
v
[
L]
[
ﬂ" r



IText Providad by ERIC. R ‘ v !

, L , 7 Table C<3
LANGUAGE GAIN ANALYSIS _ S [V} PAGE * 8
FILE. NONAME_  (CREATION DATE = 08/11/61) ' 0
" SCATTEQGRAM OF  (BOWN) €707 o . __(ACROSS) ATOT
270,00 310,40 350.00  390.B0 asufngﬂg;ggﬁ 51000 - 550.40  590.00 630,00
e T I e e L e D et T e e e L
650,00 4 ! 1 +
] ! I I
! I I [
1 T I L
o] [ I i
10,00 + I ! +
I ! l 1
I ! I I
I 1 \ 1
o1 i ! o1
576:00 + I I ¢
| ! : ! ‘ !
. l o I ¥ {
. ! I ¥ I 8|
N ] ! ' . I i
53000 +. I # I .t
| v i I l
1....-..'..»......---..-..._.._.....-;ZZZZI;IIIZZ;:;Z;ZZZEZ:;;::;;::&::;;:::::: .............. o I
1 S - I I
N I o i I !
450,00 + ‘ I LI I 'y, +
l ] I o i I
i - R I . 1
I . T [ 1
A i 1 ‘. I ¥
650,00 ¢+ "D ¥ 1 +
1 . b [ i
1 kol ! 1
! K . I ]
o] LR ' l !
610,00 + ) T B \ I +
1 1 i !
i L Po¥l ‘ I !
Jemmemsmesmnmsnanone e e e Tty e ;
] , 1 I I
370,00 + K ! H 4
o1 * ' i 1 1
! 1 I l
! ‘ ! ! f‘ !
I I I o !
330,00 + ! ! ¢
[ I [ [
[ [ [ " I
I I l : i
, ! I I I
29000 + 1 I t
I 1 ! !
1T 1 I I
P 1 ] 1 I
_____ 1 _ ) 1 - C )1
zsu 0o ¢ o I KO ! *
+---»1----+----@----+----+----+----+----+----—+----¢----+o---+---—«}-—r hommepormriromafesssbooanpyzacs,

1]:KC éSQ 00 290,00 - 330,00  370.00 4l0. 00 450 i &9, Ol! 530, UU 570,00 §10.00  §50.60

l-’

L

610,30

50,00

570.00

530,00

L 49000

o
éib;tiﬁ
370.h§
330.00
290,00

i 2
25003:19

W



LANGUAGE GAIN ANALYSIS

STATISTICS. .

CORRELATION (R)-

PLOTTED VALUES -

§T0 ERR OF EST -

0,82651
28.01475

30

R SOUARED

INTERCEPT (R) =

BXCLUDED VALES-

113.63204

i

1

mable ¢4

VaxRRRRRR' 1S PRINTED IF A COEFFICTENT CANNOT BE CONPUTED.

o118l L PAGE 9,
SIGNIFICANCE - 0:00000
§LOPE (B) - 084128
MISSING VALUES - 0

, e

oy,

TOTTD!



: Table -5
LANGUAGE BGAIN ANALYSIS 08711781 PAGE 13
FILE  NONAME  (CREATION DATE = 06/11781)
SCAVTERGRAW OF . oW Ci - GRS AL
22,50 21,50 32.50 37.50 42.50 47.50 52,50 , 57.50 62.50 67.50.

B T LT T B Bt AL T T e e it Bt SCLET LEL LT
70,00 + I I £ 70,00
I 1 1 \ !
Ly ; I I !
1 I I I
I I I I
165,00 ¢+ I I + 65.00
I I I [
I . I ) !
! / ! i [
! ! I I
§0.00 ¢ ! N + 60,00
1 { ¥ "R ¥ ) l.
I I I I
I I ¥ ¥ L I
. 1 I ¥ i I o
55.00 + I o ) + 55.00
I 0 I X 3 | I
[-~-- e emae e ememem e e mEmr e ————— fmmmmmmm—na— I — T [
! ! T I
I I l ; [ o
50,00 ¢+ I ¥ 1 + 50.00
i : i ; I P
1 ! ' I. 1
1 1 ,-. i !
o0 I [ I R
65:00 + I % [ + 645.00
I I« ¥ * ! l
I I« I [
I 1% I v I
o] I * l !
40.00 + I . 1 + 40,00
I 1 I " I !
PRt I I [
D T et ittt bttt I
1 I ! ! o
35.00 + I ] + 35,00
) [ I I
1 z ! I
1 - I I [
D S ! ! 1
30,00 ¢+ ! 1 + 30.00
[ 1 ! [
I _ 1 ! !
-l I I - 1
r25,00 ¢ I 7 ! ¢ 25,00
‘ I I i I :
! 1 [ I
L i ! I
I 122 1 l f o
20.00 - ? : I I T + 20,00
L L e e Lbetated A ldelet Sutelobh Sotetoted dubuiuind fulndudul futntuin Auttotel Suutriah Auiniubet Antudetnd Sututubvk Subvtniut Anintubeh Sutuiniat Antuiotul SN S
Q 351.00 25,00, 30,00 35.00 40,00 45.00 50.00 55.00 §0.00 65,00 70.00 6
. . ' iy 9




LANGUAGE GAIN ANALYSIS

)

CORRELATION (2)=

STATISTICS.: .

STD ERR OF EST -
PLOTTED VALUES -

.

124

,
3

30

JT9 R SQUARED

43153 INTERCEPT (A)

EXCLUDED VALUES- 0

vawmawrea’ 15 PRINTED IF A

Table C-6

08711781 PAGE

T ,80603 SIGNIFICANCE

1339858 - SLOPE (B)

Il

NISSING VALUES -

COEFFICIENT CANNOT BE.COMPUTED.

14
0,00000
0.79919

0

T~ O



; ’ - Table C-7 .
LANGUAGE GAIN ANALYSIS - 08711781 PASE 18
(FILE  NONAWE  (CREATION DATE = 08/11/81) e
“SCATTERGRAM OF  (DOWN) €2 o . - _(ACROSS) 42 __ . o R
22500 180 3250 310 4250 47.50 5250 S50 6250 §T.50
I e L e STt g e e L ULL LT TPt
70,00 + r ‘ 1. |
! ! I
) I [ I
! I I
1 [ 1
65,00 + I l
! I I
[ [ [
[ . [ I
ot ! I
§0.00 + ) I l
1 1 1
l 1 ¥ I
[ 1 I
o ! ;
55.00 + I I
l ) I
7 IZZZZZZ.2;;2-;;;Z;;;:Z--;;-;-'..;'..--.:----2-;-;-: ....... mema—- -_---...._.....-.._...-..-‘._-.....:...-I
1 ) ¥ I o ]
1 ¥ 1 I
50.00 + ) ) I _ +
1 i ¥ I - I
! 1 I !
! 1 B I 1
I I * I !
45,00 ¢ "I T O 1 +
‘ 1 I ¥ 1 !
I [ ¥ H [ I
I , I ! I
40,00 "+ X R 1 +
1 o1 l I
l x| I I
oo m R TR T T T Lo L e e e e e e e e e o e e e e e e ee l
1 ¥ kal I l
35.00 + ¥ [ +
! I . {
I [ { [
! i ! ! I
o l ! I
30,00 + ¥ ¥ I ¢
I ! : |
1 ' 1 l I
I I ! 1
o] 1 [ !
o 25.0p ¢ l l +
‘ ) ] l 1
] ! ! !
I 1 I !
L1 ! ! I
20,00 + _ e S
S e i el L R R e e e L e bt SLLLL UL ALl SI LT
O 20,00 2500 30,00 3500 40,00 45,00 50,00 55,00  60.00 8500 70,00

[ IR N I e R e T B I I e O BT R T e T T I Y

70:00

65.00

60.00

55.00

50,00

45.00

40,00

35.00

30.00

25,00



. LARGUAGE GAIN RNALYSIS

C TATISTICS..
CORRELATION (R)- 6.73192 R SOUARED -

<10 ERR OF EST - 4. 15945 INTERCEPT (M)

PLOTTED VALUES 30 EXCLUDED VALUES-

0.53571

§.93491

0

Table C-8. :

§8711781 PAGE 1§

SIGNIFICANCE - 0.00000
SLOPE (B) : 0.87485

RISSING VALUES - 0

ewoantnt 15 BRINTED IF A COEFFICLENT CANNOT BE, CONPUTED.

128

-
o]
H
o
¢



’ IR ST e

-, LANGUAGE GAIN AKALYSIS o 08711781 PAGE 23 .
FILE  NONAME  (CREATION DTE = 08711781)° o
SCATTERGRAM OF  (OOWN) €3 Cor : o _(ACROSS) 43 __ o s o
- 2:50 50 32:%0 37 50 42:50  47:50  52:50  57:50  £2:50 67,50
ii----+----$—--:.-‘-+;--~-+~--—+----4---f+--‘-§----+---—+----+-v---w+—--v-+-_'---+----+----+-'---+----+----+—---+! -
70,00 + ' ) I + 70;00
I ! ! !
1 ! 1 1
bl ! I )
Y 1 ; P
65.00 + ! l + 65,00
1 ! -1 !
! l o !
I ! I I
1 ! ] !
60.00 + ! I + 60.00
"l 1 1 % [
! ! 1 !
! I 1 I
I I ) ! o
55.00 + ) 1 ’ I + 55,00
: I I - ! 1
[eummncmmerar e e e ccmmcecmc et s e ta i c e TR fmmmemmecc st e e e e e ——— 1
! l . ! I
1 I ) ! 1
50:00 + 1 i ) i ' 50.00
] l I 1
! ‘ ! I I
] I o* I !
1 I ! !
45:00 ¢ T & i 1 ¢ 45.00
o ' " [ [
1 I 2 L I
I ¥l ] I [
] R I 1 o
40,00 + X KNl 1 p B 40,00
! LR ! ' !
l ) ! . ! 1
[omemocemnrnaaaene ROt EEL e EE LR SE e e ]
! ) * 1 [ o
35.00 ¢ ¥ I ! ' 15:00
l 1 l !
1 o ) I !
I i 1 !
! ! . . I
30,00 + 1 U ] ¢ 30.00°
) I ! !
o ! ! !
I : I 1 1
! i I 1 ! o
25.00 + ] o1 i + 25.00
I 5’ g I 1 !
! U ! ! l
1 I l 1
! ‘ 1 I !
20,00 + e N S 20.00
----+----+---.-+~---+----+----+----+----+----+—---+~---+----+---—+----+----+--—-4----+----+----+---- .
i

O
L0 30,00 35.00 40.00 45.00 50,00 55,00 60,00 . 65,00 " 0. UU
1[KC 0,00 2.0 ‘. ‘

: N
{



Table C-10

LANGUAGE GAIN ANALYSIS - - , 08711781 PAGE, 24
STATISTICS.. | |
CORRELATION (Ri- 050168 R SWARED - 0.81267°  SIGNIFICANCE - 0. 00000
. STD ERR OF EST - 28057 INTERCEPT (A} - 817332 SLOPE (B) - 0.90297
PLOTTED VALUES - - 30 EXCLUDED VALUES- - 0 HISSING VALUES - 0
. . u_ . - i, .
vexaunkik! 15 PRINTED IF A COEFFICIENT CANNOT 8 COMPUTED. DA
A
1"-* N ;
v .
j
' . -
» \ C

L= I s )



- | . Comlet | ©
~ PSS BATCH SYSTEM 7 . 08717781 ' PAGE 1

SPSS FOR 05/360; VERSION Mi RELEASE 9.0; JUNE 105 198

.. .. ___.CURRENI DOCUMENTATION FﬁR THE SPSS_BATCH SYSTEM
ORDER FROM MCGRAW-HILL: SPSSy 2ND.ED. (PRINCIPAL TEXT) ORDER FROM SPSS INC.: SPSS STITISTICAL ALGUHITHMS

SPSS UPDATE 7-9 (USE W/SPSS,2KD FOR REL. 7, 8 9) KEYHORDS: THE SPSS INC. NEWSLETTER
SPSS POCKET GUIDE; RELEASE §

§PSS PRINER LERIEF INTRO 10 SPSS) r
DEFAULT SPACE ALLOCATION..  ALLOWS FOR., 102 TRANSFORMATIONS _ RN
WORKSPACE 71880 BYTES 409 RECODE_VALUES + LAG VARIABLES
CTRANSPACE 10240 BYTES | 1841 IF7CONPUTE UPERRTIONS . :

o g . .. |
I RUNBARE % NEW VS CONTINUING STUDENT TOEFL ANCOVA ' _
2 VARIABLE LIST K1;R2;K3,ATOT,RET, B1,82,B3,810T,¢1,02,05,¢107 ‘

3 INPUT MEDIUM CARD S
G INPUT FORMAT  FIXED(4X;3F2:0; IF3 065K 1F15076X; 3F2: 0 1F3 076X;3F2; U 1F3:0)

KCCORDING 10 YDUE INPUT FORMAT, VARIRELES ARE TU BE REIU AS FULLUHS ' . S

VIRLABLE FORNAT RECORD  COLONNS

Al F 2.0 1 & 8

A2 Fe, oD 1 - '8 .

A Rl 1 - U ,

0T E D bl 1 8

RET Fule 0 S L . B
B Fa0 2 '+ g ; : DA
B2 Fa. 0 2 - 85 -7 T . '

B Fnl 1 9 )

BI0T  F 3. @ A CE |

£t Fo0 3 = b

€ F a0 o8 > ¢
¢t F2.0 I8 10

cT07 F30 3T - 13

THE_INPUT_FORHAT PROVIDES_EQR.__13_VARISBLES. _ I3.WILLBEREED _. . _ .. . _

IT PROVIDES FOR 3 RECORDS ('CARDS') PER CASE. X MAXIMUM DF 79 'CULUMNS® ARE USED UN A RECORD.
SN OF CASES © 9B |
§ANOVA  CTOT BY RETU;LS RITH ATOT : ‘ ,
7 STATISTICS ALL

'ANOVA PROBLEM REGWUIRES 182 BYTES OF SPACE.

8 READ INPUT DATA \ , Y «. ~

rd



. 7
.- ) o3 . o I nr
NEW VS, CONTINUING STUDENT TOEFL ANCOVA
v -

FILE  NONAME  (CREATION DATE = 08/17781) -
S é . o _
KRR R RN RRERER CELL M EANS ¥

* . CT0T - o
o BY RET e
RAER R AR R R R R R R AR R RNy "N

) ’

TOTAL POPULATION
455,34 D ,
[T} - o ‘

RET

; 0 . ] ‘ ’,

RERTINNT
(' 68 ¢ 30)

;
A
L]
1 -

- PN
i .

<

: '
0
' ]
L)
H r
‘.
; .
b L 'y i
. .
[
3
. -
L}
»

: e
CEOR R R R R R KK
S

ER R R R KRN

e

08717781

Tale 012

[

'

PAGET 2

QF "7y



'NEW V6. CONTINUING STUDENT TOEFL ANCOVA '; 08717781
FILE  NONAME  (CREATION DATE = 08/17/81)

EEN RN R R n  ANALYSTIS OF VARIANCE® ® x k% k& kn¥
T |
By RET
, WITH ATOT : -
R RN RN R R R R R R R R RN R R RS R ER

2 SUMOF _MEAN SIGNIF
SOURCE OF VARIATION SQUARES  DF SQUARE  F OF F
COVARIATES ; 260148.063 1 260148.063 283.878 0.000
ATOT 260148.,063 I 260148063 283.878 0.000
MAIN EFFECTS | 1271.000 ] 1271,000 1,387 0.242
ORET 1271.007 ! 1211007 1,387 0,262
EXPLAINED 261419,063 3 130709.500 142,633 0.000 .
RESIDUAL 87058688 95 916,407 : .

TOTAL WEILISL 9 5SS

() SRR 10
L

98 CASES WERE PROCESSED;
0 CASES (0.0 PCT) HERE MISSING,

L

Table C-13

6T 3

139



NEW VS, CONTINUING STUDENT TOEFL'ANCOVA

FILE. NONAME  (CREATION DATE = 08717/81)

I

S Ak MULTIPLE CLASSIFICATION ANALYSIS ik

o cror
BY  RET
RITH ATOT

**I*l*****ﬂ*N%ll*lﬂl**‘*iﬂ**l****

GRAND MEAN = 455.34

VARIABLE + CATEGORY

HULTIPLE R SQUARED
MULTIPLE R

UNADJUSTED
N DEV'N ETA

% i
68 -1
ip Jdb -
0.64
(J

140

ADlUS
INDEP
DEVN

TED FOR
ENDENTS
BETA

+

FEEREBERE

ADJUSTED FOR
INDEPENDENTS
+ COVARTATES

DEV'N  BETA:

2,41
-5.66
0.06

0.750
0.866

08/17/81

Table C-14
PAGE ¢

[ FARRS )



NEW V. CONTINUING STUDENT TOEFL ANCOVA

CPU TINE REQUIRED::  0:4é SECONDS

G ARGER ' CTOT BY RETLO;1) RITH ATOT,BTOT
10 STATISTICS AL

\?ANOVA' PROBLEM REQUIRES 266BYTES OF SPACE,

08717781

Table C-15
PAGE 5

TC D

!nu-bi
.~

e

D



______ | | | Table C-16 |
N%u VS; -CONTINUING STUDENT TOEFL ANCOVA 08717781 PAGE 6
FILE NONANE  (CREATION DATE 3 08/L7781) | '
FRRPRRRRRRRRRE CELL NEANS waNamenwnnennd

A () : ,
TR AR R R R R R R R R R R R R 'R

4

m

TOTAL POPULATION
455,34
{99
W

0 l
UL 6550
{ 68) 30)

ww|
e
)
j—
e
="
P
¥ o
(xS ) ¢

gero:



. [ o Table C-17

NEW VS CONT.NUING STUDENT TOEFL ANCOVA- 08717781 PAGE 7
e ROHANE  (CREATION DATE » Ga/i7781] | .
KA R RN AN NN FANALYSIS OF VAEI&NCEi&iiiiiiii
L ' ‘ !
.BY RET. - '
WITH AT0T
,,,,,,,,, gror
nnnnnx**il&niinuuni*uun*&uniiiiiiiiiiiii
e SUNOFE CWEAN SIGNIF
SOURCE OF VARIATION SQUARES  DF . SQUARE  F OF F
_COVARIATES ‘ © 283109,875 2 141556,938 203,570 0.000
AT0T 32B2.492 1 Jeg2.a92 4.2l 0,032
proT 2961793 1 22961793 33,021 0,060
MAIN EFFECTS - | 3.750 1 3,750 0.005.0.942
RET | ) 3,745 ! 3,745 0,005 0,942
EXPLAINED 283113625 ] 94371,188 135,715 {.000
RESINUAL (5366.125 %6 695,343 |
o o L [ |
TOTAL 3aaq77 750 97 3592:554
' COVARIATE * RAW REGRESSION COEFFICIENT
\ ATOT 0:245
\\arnr 0,616
. 98 CASES HERE PROCESSED, C
0 CASES ( 0.0 PCT) NERE MISSING.
\‘.
\ i

p-—‘u

[P

-~z

€270

iy
W



L

NER 7S, CONTINUING STUDENT TOEFL ANCOVA

FILE NONAWE  (CREATION DATE = i8717781)

L
BY RET
HLTH ATOT

BTOT

i,&_iii‘iiii‘iiiiiiwu‘&iiiii

e
GRAND MEAN = 455,34

VARIABLE + CATEGORY - N
RET
0 b
1 30

HULTIPLE R SQUARED

HULTIFLE
lﬁﬁii(Q 148

Y,

UNADJUSTED
DEV'N ETA

dig
U
0.04

exe RULTLPLE CLASSIFICATION ANALYSIS

NER

TR E LR R R EE. ¥

ADJUSTED FOR

INDEPENDENTS
pev'l  BETA

" ADJUSTED FOR

INDEPENDENTS
+ COVARTATES
DEV'N  BETA

0.00

0.812
0.901

bd

071781

-l

PG

. * I

o+
¥

Table C-18

»|

7T ol



NEW VS: CONTINUING STUDENT TOEFL ANCOVA

CPU TIME REQUIRED..  0.28 SECONDS
i
|
11 ANOVA C1 BY RETC0;1) WITH A1
12 STATISTICS  ALL

S
|
TKNOVA' PROBLEM REQUIRES 182 BYTES OF SPACE; |
i

\.
o |
‘

08717781

Table C-19

PAGE

9

‘H—il

It
| S

£ -r



08717781 PAGE 10

NEW VS: CONTINUING STUDENT TGEFL ANCOVA

FIE NONAME  (CREATION DATE = 08717781) \ -

TOTAL POPULATION
~ 5L
(98

RET ,

S

o529 5L
(68 (30

Q70



NEW ¥S: .CONTINUING STUJENT TOEFL ANCOVE

FILE  NONAKE iﬁﬁgiiibﬁ‘ékik : 08717781)

RER A RN AN NANALYSTS OF VARIANCE R W NN XN NN NN
By géT
WITH Al :

o SUM OF __MEAN  SIGKIF
SOURCE OF VARIATION SQUARES  OF SQUARE ~ F  OF F
COVARIATES 1985, 38% i 1985,384 94,214 0,800
Al 1985, 384 I 1585.384 94:214 0:000
MAIN EFFECTS 129,468 ) 129,468 6,144 0,015
RET , 129,468 1 129,468 5,144 0,015
EXPLAINED 2114,852 2 1057,426 50,179 0,000
RESIDUAL | 2001,948 95 21,073
T0TAL ' 4116.801 97 42,641

COVARIATE  RER REGRESSION COEFFICIENT
il 0:550

96 CASES ERE PROCESSED.
0 CASES { 0.0 PCT) WERE MISSING.

18717781

PAGE

Table C-21

11

2

P

Ry



NEW 75 CONTINUING STUDENT TOEF( ANCOVA
FILE NOMAME  (CREATION DATE = 08/17/81)

vut MULTIOLE CLASSIFICATION AINALYSIS wuk

i
BY RET
WITH AL e

 KbJuSTED FOR
o ADJUSTED_FOR  INDEPENDEMTS
o UNADJUSTED  INDEPENDENTS ¢ CUVARIATES
VARIABLE + CATEGORY N OEV'N ETA  DEV'N  BETA DEV'N  BETA

GREND MEAN = 5131

RET ,
0 . B 0.1 - 0.79

] 30 0.03 ' -1y

0.00 ' 0,18

MUCTIPLE R SQUARED 0.514

0. 717

KULTIPLE R

156

18717781

Table o-22

PAGE

12

|8Z "O!



NEW VG. CORTINUING STUDENT T0E

CPU TIME REQUIRED.. 0,25 SE

13 ANOVA
14 STATISTICS

'ANOVA' PROBLEN REQUIRES

FL ANCOVA

CONDS
C1 BY RET(0,1) RITH A1,B1
ALL

266 BYTES OF SPACE.

08/17/81

Table €23
PAGE 13

62" D!

prlod

oY



 Table C-24

NER V5. CONTINUING. STUDENT TOEFL ANCOVA 4711781 PIGE "6
F16  NONANE (CREATION DATE = 08/17/81)
KERE R KRN N R RN BE CeEtt NEARS S S R R R
el ‘
L BYREY. S
llﬂlilﬂﬁiiiiiiiiiﬂlllll!iriiiiilﬂ*&****l*
TOTAL POPULATION
51,31
{ W
RET 3
0 1 '
CBLg s |
( £8) 30)
' - (9]
(W)
Q
_ _’_:MM_;—MM' i
- T .—_-’1‘—‘_’_’_____._#-*-
— — T
;____.___,—-—-—'—*"—~———-—-"“”"—""" ) :
160 161
‘\




-

NEW VS. CONTINUING STUDENT TOEFL ANCOVA

FILE ROWAME  (CREMTION DATE = 08/17/81)

CERK AR N R NANALYSIS OF. VARIANCE®RERRRAFFIR
B 4 DO
BY ReT
WITH Al
8l L
ni,iiiiiiiiiiiiinnnax*un**nﬁ&i’xii'iiiiiiii
o SUK OF CMEAN SIGNIF
SOURCE OF VARIATION SQUARES  pF SQUARE F oF f
. T
COVARIATES 2721258 2 133,629 93,412 0,000
Al , - 29,455 ] 29455 2.018 0:159
8] ¢ 741,874 1 741.874 50,820 0,000
MAIN EFFECTS 1733 ) 3% 1188 D279
RET - BT 17,331 1,188 0.27%
EXPLAINED o 204,590, .3 914,865 62,671 0000
RESIDUAL 372,205 94 14.598
ToTAL 6116800 © §7 42,441

COVARIATE  RA REGRESSION COEFFICIENT

Al 0.130

Bl 0.664
B mimmm o ‘*.Q '
98 CASES WERE PROCESSED. - e:’

D CASES ¢ 8.0 PCT) WERE MISSING.

Table =25

08717781 PAGE 15
E 1
L}
b
;«
]
L.
'

TE O

0

J



o o , . Table C-26
NER VS. CONTINUING STUDENT TOEFL ANCOVA 06717781 - T PAGE 16 -

FILE  NONAME  (CREATION DATE = 08/17/81)

]

' ]
BY RET
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