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Abstract -
@
3

-

are summarized in terms of a aéstriptibﬁ of how high levels of proficiency
in problem solving are acquired and how problem solving skills might best

be taught, keeping in mind a distinction between well— and ill=structired

probleéms. The need for practice materials is discussed; and some desirable

qualities of such materials are suggested. Finally, several unresolved issues

regarding instructional methods are considered. v
- -
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Ifptications of Theory for Instruction in Problem Solving

° The primary missions ‘of educational institutions; from ‘elementary tc

graduate and professiomal schools, aré 'te impart krowledge and to teach cognitive
skills. One of the most important cognitiwve skills is mo doubt problem solving

ability: Problem solving is”of course predominantly involved in such wvisic’

- 4

engineering,; and architécture. But problem solving pervades almost all areas
J of .instruction; reading and writing have important problem—-solving components,

for examplé: Even such a "rudimentary” process as retrieving information
¢ & Hollan, 1980).

problems=-the kind of problem which is clearly presented with all the information

ﬂgeded at hand and with an appropriate algorithm available that guarantees a
- o .

”

correct answer, such as long division, areas of triangles, Ohm's law, and"

linear equations. But many of the problems we face in real life, and all the

important social; political,; economic; and scientific problems in the world,
- ) » ; < .

s are 11 structured (Simon;, 1973). Schools seldom require: students to solve
such fuzzy problems--problems that are not clearly stated; where ths reeded"

5 e B}

.+ take place during a lifetime. According to Simon, ". . . powerfyl general

methods [of problem soliving] do exist and « . « they can be taught in such a way

kinds of probléms will be considered in this review. - SRR :
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_solves puzzles; ‘or attempts to solve mathematical problems. The result is an

information—processing théory of cognition which is seen by some as highly

relevant to teaching, as is evidenced by the number of edited 'volumes that deal
with the application of cognitive science to instruction (e.g.; Anderson,

1981a;-Glaser, 1978; Klahr, 1976; Lesgold, Pellegrino, Fokkema; & Glaser, 1977;
Snow, Federico, & Montague, 1980a,b; Tuma & Reif, 1980): Theories of creative
thinking and psychometric theories of intellectual abilitles may also have

) - O .

inplications for the teaching of problem-solving skills. The purpose of this

review is to consider some of what is known about problem solving; to identify: -

methods for teaching problem solving. A brief general descriptien of information-
A : o I
processing theory is presented as well as a description of theories specific to

- il

problem solving, and suggestions made by cogaftive psychologists as to how

_ theoty might be applied to,instruction in problem solving are reviewed.

Cognitive Theoty, Problem Solving, and Instruction .

TﬁFﬁrﬁﬁtiﬁh ﬁ;ﬁﬁnﬂéiﬁéﬂTﬁééii e
Memory is, basic to any theory of cognitive processes. .Most cognitive
: i

psychiologists distinguish at least three kinds of memory: a sensory buffer; 'a
long term memory, and a short-term or wirking memogy: '

©

Qo ' : . .t
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; o 7 Instruction in Problem Solving

The sensory buffer (Atkrnson & Shlffrln, 1968; Norman & Rumelhart 1976)

[

reg;sters and maintalns very brlefly a stimuius event; prov1d1ng t1me for it \\\v

to be ré666ﬁi2éd; cla 51f1ed, stored in worklng memory, or ignored. If it is

®» - transferred to working memory, it becomes accééélble for dealing with whatever

v,

‘l

its capacity is thought to be VIrtuélly limitless; Information is stored in
the form of "modes" which are interrelated in 'c'o’tnp'i"ex ways through 1éé§ﬁ’iﬁg‘

‘Séﬁé nodes contain Séﬁ56f§:bérCéptﬁal Rﬁdwlédge, and still others store semantic

or prop651t10nai infqrmation consisting of knowledge of facts, word meanings,

beliefs, theorles, and the like (Gregg, 1974). Qtlll others Store procedural

tm

information héViﬁg to do Qith learned motor or cognitive skills. Informaf
tion may be highly organized into conceptual -networks (Anderson, .1981b; Bobrow

& ééiiiﬁé; 1975; Puff, 1é?é-.R¢ﬁeTEart & Octony, 1977; Schank & Abeison; 1977)

in which node ﬁay represent concepts; and llnes connectlng such ﬁcdes stand

fbt_héé}kﬁgful associations between concepts.. LTM contains thousands of such
Y, - T - .

networks,; each with connections;to other netwofké; Because of tﬁééé intercon-

nections, information other than that which was. exp11c1tly stOred can be

.
, .
-

derived-(Bower, 1978);
) s ¢ R
Most dodes in LTI are normally inactive; those that are active at a.given.,

moment are contained in worRing mermory (Feigenbaq@, 1970, Wbikiﬁg memory thiis

= :
dontains the information that is actively belng used, anc 1nformat10n processing

\‘1> ] , v i - e
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, 3
from the sensorg buffer, by recognizing, comparing, and manipulating symbols;

e

in working memory, and by storIng 1nformation~£h’LTM (Shiffrln, 1975) Thus

e

;’ working menory malntalns an’ 1nternai reprasentatlon»of what is going on. ‘ité;
capacity, however, is limited to a small number of items of info?ﬁétion;-généraiiyA
no mate &ﬁaa six or seveaz—wﬁicﬁ méy énérﬁiy‘iimif the size of pfabiéag 65;;255

« . 2 . L ]
deal Wlth successfuiiy (Mxiier, 1956) But céﬁﬁcity can BéAéréétly increased

by chunking (Battlg & Bellizza," 1979 Mxiier, 1356; Tulving, 1962) éompiék

R .
-

« =
v . E =

number, a famiiiar pattern of pieces on a chess board (deCroot, 1965), or ayen
. .a set of formulas for soiving probiems in mechanics (Chi, Claser & Reés,

1981). Chunking helps: make it possible to process a great deal of detailed

information automatically- i - - . .

Schneider and Shiffrin (1977‘ Shiffrln & Schneider, 1977) have shown that

there are two Kinds of InfoEﬁaEion processmng controlled and automatics A
controlled proce;s involves the activation of a Eéénéﬁcé'of nodes undér the
control of the person; since it requires attention; only one ééaaéﬁéé cén_ii‘
operate at'a tiné.. Controlled pfotéééing thushouickiy uses up the capacity of

7 %ofkiné néﬁof§; Automatic processing also 1nvolves activation of a set of

> B © .

sensory) iather than’by control of the subject: The sequences are thas garried.

out autdmatically without requiring the attention of the éﬁsjééi; and théréfoté.;
they use 1itt1e;o; none of the capacity of working memory. A high degree: of 3
éufoﬁéiiciEquan resalt from a great agal of training and gtécticc}1
It Has beeh shown that it is possible to_carry out two visdal-seazch tasks

. { R

.7

~-~ concurrently without measurable decrement in performance if one of the tasks
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can be performed automatically (Schneider & Fisk, iéééj éné lﬁportant factor -

in 3etermining whether or fot one car learn to process 1anrmat10n a&tomatlcally

T 2
AN

in such- tasks is the consistency with. which symbol are used as targets and as

»
¢

-distractors. AAutomar1c~proce551ng can develop when condltlons are less than "3 Ve

Ny - °
v < - kY :

sowy

beriectiy éonsistent; butrthere is a Qoint where 1ncon51stency_makes éutomatié'

target is detected 1n relation to the number" of'trials ( hifffiﬁ & Dnmaxa, .

- 1) = ¢ _

. 1981) ) . ' ' e o S . -
’ * . B [ Lo 5 - :
5 . R ' '_ Dot e B X 0
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O reqnlred in readin é such as decoding orthographic foxms; /translation into
- 2

4

speech unlts, retrleving word meanlngs, and establlshing relationsths among

o
semantic proposftions, may become automatic, maklng possible the huge “amount of

simultaneous inféfmaéion processing that is féqoiréaﬁof a'skilled reader (J. R.

brederiksen, 1980, 1981, 1982; Perfetci & Lesgold, 1977)s

’ .

1ii-structured Froblems

1

Simon (1@731 1678) distinguishes between wéllzstrasturea prabiémg; such as
"\ . . .' «

J P .:,'
encoﬁntered if real life; The former:mainly reqnire the information contained

o . .

'in the ?roblem statement and perhaps other information stored in hTM including;
_ %

) —

§roée3nfal knowledge such as knowledge of an algorithm, while illostructured

problems requ1re one to reﬁy more extensively en resOurces-of longuterm memory
ot to go to éxternal sources for additional information: Iii-structured problems .
- s . 7 : “ ‘\ . -
$ ¥ . R . Y
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-il*—structured problems, but for ill—structured pfoblems oné s conception of
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Instruction 1n Problem Solv1ng

e

-

3
v Rl Do . )
.:

-are defzned by Simon §}978) as those that (a) are more complex and have’ less

defJnite criteria for détermining when the problem has been solved (b) do~not

N

= <

"legal move.generator' for findlng all the»posslbilities at each- step. “He

‘believes that the\\rocesses are. ba51cally the satie for solving well- and - e

0

the problem alters gradually as new. elements are evoked from LTM or from

\_

: outside sources,-and a Wide repertorggof recognxtron processes is necessary to

- -

"evaluate whether one is CEFttlng warmer as a result of each aitered state.'

There is of ceurse no sharp div151on between well—structured and ill—"

il

structured problems. Simon (1973) concludes that,ill—struCtured problems are®

often splved by being~simplified into a serxes of small well-structured sub—»'

“problemss e the problem 1s well-structured in the smaii but 1ll—structured

i

. ,:°plan, and\carrying out the operations required to solve the problem. Information J

<
.

in the large (p. 190)0; Similarly, otherwise Well—structured probiems often

have égﬁééié_5f~i11:struétnréa prbbléms (Gréeno,11976b; 1?78), for exampie, the

B ld

~ initial statement of a problem may not completely specify tre problem space

in a geometry- problem whereiconstrnction iines have to be added” in order to
: N . .

"prove a prop051tion. Such problems, according to Greeno, require that intermed-

Iate xndefinite goals bg set up which ire. solved by a pattern-recognition . E[

systems ‘ ' , ; -
. ° Greeno-(1973) distinguishes between prodictive and reproductive thidking.

He describes five stages in sclving ; problem: féaéiﬁg thke CQXL— interpreting
the tonceptéi retrieving .relevant inFormation fibm ETﬁ’ constructing a solution

! : R

7 »
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the ptocesses are held in working memory s The outpﬁts may be in the form*of

'chunks, which greatly enhances the power of the system, thus compensatlng

: L o . Instrgction in Problem Solving

-, N - . . e

. o 7 -7- .

7§robiem; Reproductlve th1nk1ng 1s 1nvolved when the. solution plan is ah’ 5

v " .

or new features must be added. Thus problems that for Greeno require productiwe
’ . - P

thiﬁkiﬁg rééémhié Simon's iii-étrﬁcturéa probiemgi-

)

Whether a problem is well- ot 1ll-structured nay of course depend\ln part ; fﬁ

solver who possesses the requ151te knowledge and has practiced the reievant\

"

problem-solv1ng procedures, and 1ll—qtructured for one who has had little ors no

.
¢

ekbériéﬁce or traiﬁiﬁg in éleiﬁg problémé of‘thét type.

e
.

A . .
. . N N -

Some Eiements of Problem Solving Theory T sl

5

Theories of problem solving rest on an‘information—broceésiﬁé théoriéof

‘the sort we havecdescrlbed. they are concerned prlmarily with well~structured

_,z- ‘o w

;prleéms. According to. Newell and Slmon (1972), the informatlon—processing

.
o A -

céﬁétem geherally operates serially rather than in parailel.'.Thé.elements of'

’

the process require-no more than a few hundred milliseconds; and the ontputs of

-
-~

- Q

v -

o
somewhat for the llmited capacity of worklng memory. The store of infornatlon

in LTM is potentiaiiy avaxiabie for the solvxng of a probien Aand the organi~.

»
- s

'-zation of ‘this 1nformatlon 1ntounetworks may greatiy facilitate the search of -

-~
L3

L\Tl‘io v N ' } . ° ‘. ’ B ’ . ,;
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Instruction in Probiem Soiving
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Problemfrepresentation, The concepts of “task environment"” and “problem

=.

space are important to the NeWell Simon~theory of problem solving. The task

-
e

enviroﬁmént is the structurézof facts, concepts, and their interrelationships

that make up the,probiem, and the problem space is the problem solver s mental

\vy

v;representation of the task environment. An inaccurate or incomplete problem

- ~

- represen 'tation may make it difficult or impossible to solve the problems The
. a R . \ “
taskyenvironment for’some problems, such as a puzzle, may be quite simple, but..
N

the probiem statement: may ‘obscure soiie critical aspectqand thus make it .

difficult to deveior an adequate. representation of the problem. Other probiems;

[

. such as might be involved in a scientific investigation, may be very large and

[

extremely complicated— requiring a great deat of Informatxon not included in

the problem statement. Riley, Greero, and Heller (1981) define a problem
requiring information not included in the problém statement as "a semantic

the operations that may be legally employed to change the state), ‘the desired

-

goal; and the set of interrélationships among “these elements. The quaiity of
the -Solution to the problem will be determined by the adequacy of this represen-

tation of the problem.

Novices and experts in physics were compared with respect to their
representations of problems in mechanics by having them sort problems into - -

~ categories on the‘basis of similarities in methods of solution (Chi; Feltovich,

& Glaser, 1981; Ghi Glaser; & Rees, 1981) . It was found that tbe novices

.H\

4l



' -conserVation of enetrgy and Newton's third law. The greater knowledge an

.

Instruction in Problem Solving
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_ planes, pulleys; and friction, while the experts categorized problems on the

basis of the fundamental principles of physics that were involved; suzh as
and ¥
experience of the experts made it ps@sible for them to représent a problem in

terms of a schema containing both factual knowledge znd procedural knowledge of
solution methods (including formulas) for solving problems of its particular
“kind. : . . I L

deKleer and Brown (1981) describe how a mechanical device such as a

.

doorbell is represented mentally by ar expert; how the mental model is formed,
-’ - : . . . - L
and how the structure and functions included in the model influence its uséful-

ness. in solving problems. _

_ Problem-solving procedures. Newell and Simon have found that many problem

solvers make use of a heuristic called "means-end analysis,” dn which the

problem solver repeatedly ‘compares his present state with the desired state and

 asks himself, “What is the difference between where I am now and where .l want:

- .
IS

to be? What can T do to reduce that difference?” Such questions result in a
subgoal. Very little trial-and-error search goes on.° The search is sequential,

with very little backtracking, presumably because the capacity of working

<

S S
memory makes it too difficult to try to- remember the -previous steps in the

search. The success of the problem solver will depend largely on how well he

represents the critical features of the task environment in this problem
space.
Bhaskar and Simon (1977) extended the analysis to problem solving in a

"semanticaily rich” domain fnvolving engineering thermodynamics; where much



]
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semantic information is stored in LTM as textbook knowledge and procedurés.

They describe a subject's problem=solving behavior as closely resembling

performance in situations that are much simpler with respect to the knowledge
required; the approach was means—end analysis. The principal difference from

the less rich domains was mainly in the need for a recognizing or evoking”

méchanism for retrieving relevant information from LTM. ‘ e
Swellef and Levine (1982) have shown in a series of experiments involving

mazes that means-end analysis is more likely to be used if the position of

the goal is clearly specified. When the goal position is mot éﬁééifié&;

means-end analysis cannct bé used. They also found that when means-end analysis

-

1ittle about the strictire of the preblem: The results were replicated with
o;)' )

nutierical problems. Their work demonstrates not only that different problems

A

used in problem solving; they range from algorithms for arithmetic computation
to general strategies, heuristics, and plans. Polya (1946), for example,
provided a list of heuristics for understarding a problem and devising a. plan

to solve it; including making sure that the givens, the conditions; and the 5
goal state are understood; féférﬁﬁiatiﬁg the problem; thinking of known analo-
“gous ppobleﬁéi ﬁékiﬁé the problem more géﬁéréi; and breékiﬁg the problem into
parts. - |

Simon (1980) describes taa'pgcceAures~in addition Ea‘aééﬁéiéﬁa analysis

A o

o 15

Q - ' oo - , A
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- Instruction in Problem Solving
Z11=
describes two additional strategies; one is a kind of plamming in which the

original problem is replaced with an abstracted vérsion which retains the
- ] R _ o . _ ~ o ~ ~ R . '
central features and is used as a guide in solving the origiwal problem.

Another involves replacing an unattainable goal by a simpler subgoal which whenm
attained can be used in achieving the original goal:
The hypothesize-and-test method may be particularly relevant for ill-

structured problems. The method, however, may be subject to error because of
such:csmmgﬁ tendencies as aGéEéaﬁﬁagiéiﬁg'ﬁaéitiVé information while failing to
give sufficient weight to megative instances (Bruner, Goodnow, & Austin,
1956). o
Sacerdoti- (1977) has developed a theory of planning in considerable
detail. It is summarized by Greeno (1980b) in tertis of tie organization of

knowledge about actions into a procedural network. Each action has a set of

preconditions; a set of consequences; and a set of subactions that are neces-

“sary in order to accomplish the action: Such an organization facilitates

occurs in different ways depending on the problem solver's knowledge of the
domain: For the pérson experiefced in the domain, planning may be automatic,

while the novice must generate and try out various sequencess

Pattern recognition. deGruot (1965) compared chess grandmasters and

masters with ordinary chess players with respect to their ability to reproduce

- the position of the pieces om a chess board after seeing them in a midgame

- position for 5 to 10 seconds: The experts were able to reproduce correctly the

i,
(wp]
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were able to place only a,ﬁaif—dazéﬁ pieces correctly: When the experiment was

repeated with the pieces randomly arranged; only about 6 pleces were correctly

placed both by masters and ordinary 5155&5;; Appéréntly the experts ﬁad

learned to recognize at a glanCe patterns (chunks) of related pleces on the

board and to use such patterns in processing informaticn ratherAthan the

positions of ind Ividual pieces. The abllity_of a chrss master to defeat a

°

large number of lesser players in simultaneous play is no doubt attributable to

such pattérn recbgnitibn skills (Chase & Chi; 1980): Such a sklll is also

electronic circuits (Egan & Schwartz, 1979) or to técognize a word of phrase at

a glance without using the decoding processes that are necessary at an earlier

'stage in learning to read.

Simon and Chase (1973; Slmon, l97ﬁ) timed the piacing of each of the

pieces by chess masters after seeing the board in mldgame position and found

that the Intervais between placements were relatlvely short for pieces within a

cluster, and that longer intervals defined the boundaries between clisters.

_ The number of chunks so defined turned out to be 5 or 6; which is consistent

Qitﬁ;wﬁat is kﬁbﬁﬁ about the limitations of Wcrklngvmem6r§; Similar results
have Bééﬁ:féﬁafﬁéa for the Japanésé game go (Reitman, 1976). It was éé%iﬁéfé&f
using a computer s1muiat10n, that between 25 000 and 100 000 clusters constitute
the '’ Vbcabulary of chunks in a master's menory, which is comparable to the
éstiﬁatéa Vocabilary of an educated adult.

The importance of what may perhaps be interpreted as pattern-recognition

skills has also been shown in studies of phys1c1ans (Norman, Jacoby, Feightner,

e

N

1

~F
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& Campbell, Note 1; see also Wortman, 1972). Four written case histories were.

‘presented to practicing physicians,; third-year residents,; first-year residents,

and second-year medical students. 1Two of the histories werg based on common

diseases and two contained .findings not suggestive of any disease. Subjects

were asked to read each history and then write as much of the history‘as they |

-

could remember; For histories based on common diseases; experienced physicians

recalled tbe most details, followed by third-year residents, first—year residents,

and undergraduates, in that order. For the histories not suggestive of any

disease; there was little difference among the phySician and resident groups.
. i [ . N ) “\ :

With tréiﬁiﬁé and experience physicians apparently learn to ﬁéfééiﬁé patterns

Theories of Problem—Solviiig
S ’ ; S

A

The three aspects of problem Solving that have been aigcugged—ighe .

problem representation,; problem-solving procedures,; and pattern rétbghitibﬁi:été°

-5

determine how the knowledge structure influences the solving of a problem. 4s

Chase and Chi (1980) summarize their analysis of problem-solving skills, ". . .

it appears that a large long-term knowledge base underlies skilled performance

in several varieties of . . . domains. Further; a very important component of the

knowledge base is a fast-action pattern-recognition system : : - that greatly

reduces processing load . - ikfﬁééé patterns serve the ﬁﬁéﬁééé of féfféé%éi aids
for “desirable courses of action s . . What is striking. among all these domains is
the similarity in the hierarchical nature of the organization of knowledge. At

the lowest level, the memory representations are very localized; téﬁtéiﬁiﬁg

is -
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inlﬁiscussing how éipéffigé is acquired, Chase and Chi go on to say “The
fiost obvious answer is practice; thousands of hours of ﬁféétiéé . . . There ©.y be
somd as yet undiscovered basic abilities that underlie the attanment of truly
exceptional performance; . » » but for the most part pactice is by far the best
‘predictor of performance s s + Practice can produce two kinds of knowledge..:a
storage of patterns ér lexicons léé&]"é set of §Eféiégié§:é6f pféééaurési that
can 6ﬁérété'$ﬁ fhe patterns [p. 12].” They believe that "iﬁéfé appears to be
no limit to the extent to which cognitive §§iii§ can be &evéi%ped;‘excépi

perhaps for physiclogical processes such as aging [p. 14]." They also Cbmmgﬁt
to the area of expertise involved.
Anderson (1982; Neves & Anderson, 1981) describes in detail a theory about

| the acquisition of problem-solving éxpertis%_which involves three stages:
(1) A declarative stage, during which the learner réceives iﬁétruCti@n-whicﬁ
is encoded as a set of facts about the skill. The iﬁfbrﬁ;tiquméy be" used to
génerate behavior, but the retrieval of théftéléﬁéﬁt facts must be rehearsed to
*  keej them available. (2) A knowledge compilation stage; during which the
kriowledge is converted into a set of procedures that can be carried out without

activity can he carried out autonomously. There is a gradual increase in speed
because of a reduction in the load on working memory, making possible a unitary

- learring mechanisms described is involved in the full range of skill acquisition

from language acquisition to problem solving to schema abstracticn. Another
strong claim is that the basic control architecture across these situations is

hieratrchical,, goal structured and basically organized for problem solving

Ll
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Ip; 403]:" Thus Anderson presents a comprehensive theory of problem saiviﬁg

]

involved in a wide range of complex human achievements:

€ourses 'in Problem Solving

A nunber of ccmprehenéi%é programs for imstruction in problem solving
based on cognitive theory have been developed for use with college students:
Hayes (1976) developed a course in problem solving for students at Carnegie-
Mellon that included three sections: (1) A diagnostic section was-dntended to
inform the student about his current levels of skills in problem solving and to
teach him srocedures for probing for himself the "iiférceéééé.ﬁé 'u's'e':d.. 2) &
tnébry—préctiCE ééctidn included a skill-improvement project, aééigﬁéa 5§ the

&

' student to 1mprove orie of his weakest skills, and a skill—teaching project,
also designed by_the student. (3) The third section included a series of
‘ lectures en'pfbbieu—ééluiné techniques (trial and error; heuristic search;

pattern recognition; planning, etc.), representations in problem solv1ng

techniques for av01d1ng them), the 1mportaﬁte of LTM (including techniques for

storing informatxon), the nature of rule 1nduction, the use of hypothetical

-

rééé'ning, techniques for decision making, the nature and importance of planning,

e

perceptuél processes and imagery, and the functions of mathematical notation:
Rubenstein (1980) for more than a decade has been giving a course in .

ﬁiaBiéﬁ solving at UCLA to classes that include students rénging Erdm freghmeﬁ,

P
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the process of\probiem solving, decision ﬁaking}-iﬁé role of values in problem

solving, and "the interdisciplinarv nature of problem solving. The §§1iahué has

[ ©

been published under the title Patterns in Problem Sglving (Rubenstein, 1975)

.Cyert~(1980) presents a 1ist of ten henristics that were drawn from the

work of Rubenstein (1975): They may be paraphrased as foliows.

1. Get the toSal picture, don t get 1ost»in decail.

2. Withhold Judgment, don t commit: yourself%too early.

A

3, Create modeld to siﬁplify the problem; using ﬁordég‘pictoriai repré-
sentations; é’ﬁxsaig; or equationss L

. 7. Iry working ; backwards:

8; Proceed in a way that permits you t? return to partial solutions.

9. Use analogies and metaphors; v
10. ‘Talk about the prob‘em. : <

Larkin and Reif (1976) developed a procedure for teaching introductory

?

quanEiEaEiGé relations in problem solving. The method involved three elements:
(1) g1v1ng studen*s a statement of the abiiitres reqnired to 'ﬁnderétand;\a

'relation (e.g., ability to give “an example, to list properties of the qnantities

involved; and to use'the information in various symbolic relationships), (2)

prouidingxpracticé with féeaback; and (3) testing with féédback; The
N s . .
S N L Ll
studernts were‘reguired to pass a test on each‘unit of material before proceed-

ing to the next. .The<training was found to improve performance in compariéon

N : -
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various quantitative areasi
Elstein, Shulman, and Sprafka (1978) developed a process model of diagnostic

prabléa salviﬁg based on their studies of how physicians go about collecting

data and diagnosing the ‘atlments.of patients. “The model was translated into a

_set of recommended heuristics;that-m ght be used in teaching medicai students.
. The following is an abbreviated version.

~

a. Thlnk of a number of diagnostic possibilltles congistent with the

chief compiaint and preliminary findxngs. Key on symptom clusters; ~
nestlng overcomes limits of working memory. ”.
o

b. Consider the most prqbable diagnoses first.l

=
._

, .- R
T and in which failure to tteét ﬁccld'bé a’ ééfgcﬁé'dﬁiééibﬁ.“

Gathering data:” . - | | :
| 4. Form a reasoned plan for testing each hypothesis: Order tests to
'rqié 6ut.fir§t the most common éiéeééeé,AﬁeXt_diseases_ﬁbst ;eeaing
.treatméﬁt; There is no reason té'aifféréﬁ:ié:é Bérwéén hypotheses:

if there would be no difference in the action taRen. .

e. . Use .branching procedures in history taking and the physical exami-

nation to make overiy detaiied examinations unnecessary.

f. Cbﬁéidér cost and p’o’sjs’ib’l’eharm of” tests_; -
g+ Strive for an adequate degree of reliability for the decision at

hand .

) \C‘ )-“\.
B Y
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Aggrega%iﬁg daté; evaluating hypéfhéééég and ééiééfiﬁé a course of éétiéﬁ;
ﬁ: Seek evidence tS rule out as'well as to canfifm‘hjﬁbfﬁéééé;“
1. Don't forget the possibility of multiple diagmoses.
> _j. Revise estimates of bféBSBiiitiéé after ééllééfiﬁg 3ata‘ Give
special wéighé to a diagnostic hypothesis if it is common. Try

| ts weight each finding as 5t least tending to confirm, disconfirm,
a. . s ¢ .

e i e e e e e e

"'k. In selecting a course OF action; consider both the probability of -

. the diagnosis and the benefits or penalties that would accrues

Suggestions for Instruction by Cognitive Psychologists .

.';
Many cognitive psychologists are confident that their findings will™lead
to useful applications in teaching. The development of a "cognitive engineering”

has even been suggested’ (Reif; 1980). But there.is also some skepticism.

Norman (1980) writes; "I do mot believe we yet know enocugh to make strong
: ' ' s ' &

statements about what ought to be or ought .ot to be inciuded in a course on
general problem solving methods.” Although there are some general methods that °

3 -

could be of use s s s ; I suspect that in most real situations it is . . .°°

specific knowledge that is most important [p. 101} Glaser (1976a) worried
that when a body of practice is separated ?éaa its scientific origin it may be .

'deintellectualized and carried out in a rote fashion: Olson (1976) commented

that “much of the knowledge most worth having-—making dlscoveries; speaking -

convincingly; writing effectively . . o cannot be taught explicitly because the

. algorithms underlying them (if indeed there are such élgdg;tﬁmg§ are not known
. R - S 77}~7'77W777 "

[p. 119]." But as is shown by the various attempts to teach problem solving:;
o a s M e

fl
[N
»
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~ o ‘ . o 77777777777“77 o :.7777777 77777”? I ’77’
_programs and from human transfer experiments “indicate both that powerful . _
) " : .

The following sectioms describie the major aspects of problem solving that

-l
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others are confident that generdllzed problem-solvihg skills czn be taught.

Simon (1980) believes that evidence from examination of artificial intelligence
: 7 ] B

general methods Iof'probien solving] do exist ani that they can be taught in

cognit ve psychologists beileve can and éﬁo&i& Bé-taagﬁt} as judged froam

their writing and thei; attempts to' teach probiem-soiving skiils.

¢ -

' Tearh cognitive Qro ces8es. “Since the product of cugﬁitiﬁe science is
e

knowledge abous éognitive processes, it is not surprising that" eog'itiﬁé

sc1entxsts suggest that reachi1g those processes would be bEREf1C181.‘ It is

-~

also understandable that we fInd more saggestions as to what processes should

bé téught then héw to teach rhems Resn;ck (1976) recommends that "L . . we ..

v

teach dxrectly the routlnes uncovered in the course of such analysis fp. 724

" 3 . o

Glaser (1976a) however, wenders if knowledge of proce ses W'uld be useful, or

"t at

if it would ' put thp XEarner in- the position, of the centipede who analyzed the

pTocesses by which he moved his hundred Iegs, and became xncapable of walklng

such a way that ,they can be used in new domains where they are relevant [p: 86j:"

e .. [p. 307]." Teaching cognitive procesges has neverthe&ess been suggested

Bi.ﬁéﬁ? téséércﬁérs; iﬂtlﬁdiﬁg Gléser (19765, 1979), Greeno-(19763); Peiiegrfno

and Giaser (i979) Rubensteln (1980) Simon ( 2807, and Snow (1982). _Greeio -

LY

suggests that "Careful atteqfion to the components "of instructlonal tasks is

poténtlally helpfut in at least three ways ?ifgt— it aids in the design and

evaluation of curriculus materials.: Secondly, it constltutes usefu1 knowiedge
. - ’ i - '}9 »

IS . o . N - .
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" for £Eéohérs..’.'. Third it ynobably would opnstitute useful information for

students .f) [p. 1581 " Brown Collins, and Harris (1978) believe that by

ot

explicating the, underiying domain—independeqt cognitive processes, strategies,.

.

and knowledge and by finding ways, to teach these processes, along with 1earning
: - s ,
strategies, students can be given i foundation for acquiring new knowledge that

. . .
Cw . . . ey e

— . i
-

There are a number of examples from the area of mathematics of how uuder—

standing'process can. contribute to instruction; Brown and Burton (1978) have
v .'0 N

:developed cOmputer programs that make it possible to discover the erroneous -

h - B

algorithms ("bugs ') used by students in solving subtfaotion problems, such as

‘always subtracting the smaller from the 1arger numbt regardless of which one:
They find that there are many‘more bugs in children 5 problem~so1ving

\\» °

is on top.

programs than teachers knoWw about, and that discovery of a bug maRes it

possible for a teacher to give appropriate remediation Instead of mere}y : , o
A
t o o
advising the child to try harder or not to be careless.v rshall 61980) has: -
v ¢ . j" N P
developed a computerized adaptive 'system for- diagnosing errors in ﬁraction

W - . Y ®

'problems.. The program recognizes the possibility that there may be more than N

’

one way to solve a problems Each subskill required is’ representedvas,a node,
and various paths through the system 6f nodes AEéﬁpaggislé; the diagnostic -« _

¢

inforuation {dentifies missing nodes and effaﬁéaéé or missing connections ; | .
between fiodes. . L - T e
DeCorte and Verschaffel' (1981) also séarchéd for oﬁdériying causes of
&

errors in solving arithmetic problems, using error analysis and interv1ews

) &

y

°

rather_than computers. Tﬁey conclu&éd that second-grade children’ 5 errors i

5and x = 4 =6 - 2 were attributabie to

- @ I
[T

solving such problems as x = 7
o S N

T
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relatlonships,vaﬁd how tc apply these concepts when problems.

.
- . 3

- oA \...

v .

,,,7.v4.Lk,

rorm. The 1nstructlon markedly"requced errors in el;mentary additxoﬁ-and ;

Y
-

suhpractlon problems.

Ieachldeyeiopment oprroblem structure..

'

Slmoq//l972) is a specxfic example

te
.

'\\' ; Lol
Practice could

»

s ‘to: identlfy ambiguities

. Y "[‘ » e .
P
. &

] . -~
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Pellegrino and Glaser (1979 Bt 80) also suggest that lnstruction should be . ;i

~ given in such aspects of problem solv1ng as definlng the problem spage §nd 4 4,;.;

using informatlon withxn the problem space to.help’in restructuring fhe problem.

- \

v o : \ - _ 777&' . . .
- Slmon and Newell (1971) 1*5ted six sourcesipf'rnformation that can be SR
' ) I A ‘ ; TN
used tq develop a problem space'» (ljrxhe\gask 1nstruct10ns, (2) previous ﬂ' BN
- L. ., & ' '
exp'erieﬁ'ce with che same or a :very s'imilar cask".(.'i) previous ;'experien'ce’

2 . . e - °

-

R . vl RO

such as meamsrend’ analysis programs }that are stored en LTM (5) procedureo ~"]'{'

LTH, and (6) 1nformation accumulated w'1le attemptlng to solve “the problem.

¥

The list suggests that tra1n1ng ought to streSs getnods that w1ll ﬂiaqsfer, or

-2 N -

generallze, to other types»of problems. ' ' . LS e -
.r - T N : . < o : TP

t
s

s .. . R B 3 ) . _ . B I R



- ‘ fnstruction in Problem Solving .

. L -
- Egan and Greeno (1973) compared two methods of instruction related to

solving probléms in binomial probabilrty one of which required learning by

) fﬁié and the other learning by discovery; They found that discovery 1earning

. ':

problem space.

A number of writers and teachers of problem—solving courses (e Ees
Elstein, Shulman, & SprafRa, 1978; Greeno, l976b, Hayes, 1986, Newell &

Simon, 1972; Rubeustexn, 1975) have commented ofi. the need for flexibility in

G-

developing the representatIon of a problem. The opposité of flexibility-—
rlgidity, or functional fixedness—-has been much 1nvestigated in relation to

probiem soiving, beginning with Maier (1930) and Duncker (1945); = Several
investigators have attempted [59) reduce functional fixedness in Maier s two—

string pendulum problem by preiiminary treatments that tended to elicit ideas

Gelfand, 19563 Maltzman, Brooks; Bégéffig & Summers; 1958). Such treatments
: .7
Included presenting lists containing words related to the solution, evoking

-

uncommon responses to objects; . and having students tead lists of unusual uses

for‘objgcts; Gencrally p051tive results were obtained but there is little

reason to believe ‘that such Eféiﬁiﬁg would have much generality.
Resnick (léié) cites a study'by Schadler and Pellegrino which Shoﬁed

<

that having the problem solver verbalize his goals and’ strategies before -

: attempting to solve the problem ‘increased the likelihood of inventive approaches.
Créativit? theory research; which is of course related to flexibility,

will be reviewed in a later sectionm:

Com-
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Teach pattern recognition. Simon (1980) thinks of problem solving in
terms of production systems that involve condition-actiom pairs. Recognition

of a condition (e:g:; a configuration of pieces on a chessboard) evokes actions

(e:g:; moving a pawn): Ability to recognize a condition is based to a large
extent on pattern recognition, and for a problem solver who is highly skilled
in a particular area, such as chess, the recognition may be prompt and automatic.

The perceptual aspects of problem-solving skill, Simon believes, deserve

increased emphasis: “"We need to help our stucents improve their skilis of

S

"The only prescription for teaching pattern perception seems to be to
provide opportunity for a great deal of practice. Gregg (1974); for example;

data base refined through years of experience with our visual world [p. 16]}."

Teach problem-solving procedures. The possibility of teaching general

problem-solving procedures, by whatever name-—strategies, heuristics; or

plans--has been mentioned by many writers: Glaser (1979) belleves that "the

§trétégié knowledge needed for problem solving can be learned and should. be

considered as a form of knowledge, that is, knowing a procedural skill . . . a

wrote that “"In teaching problem solving, major emphasis needs to be directed
towards extracting, making explicit, and practicing problem-solving heuristics—-

.
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both general heuristics; like means-end anaiyéis,'and more specific heuristics;
like applying the energy—conservation principle in physics. -1t is desirable .

for students to become aware of how heuristics are organized in memory, as setsr

of productions that provide . . . a repertory of §Easiéa:gaiviﬁg actions . . .
and also conditxons, associated with these, that serve to index the actions and

to evoke theii:when they need to ‘be used [p. 94]." Greeiio (1980b) however,

Both*Resnick (1976) and Glaser (1976b) think of strategies as approaches

o . . . N e o . o e e q
that tend tc make the learner less dependent on instruction; hence they are

similar to general "learning to learn” abilities. Their papers suggest that

cally scanning the task situation for appropriate cues; and verbalization of
goais and 5&55tégié§ for solving a probien'beforé making overt moves toward.a
organizing, controlling, and monitoring the analysis of problem features during
problem solving; Simon and Hayes ¢1976) recommend strategies that maximiié use

~of analogy and use of semantic cues; while Shaw and Wilson (1976) suggest the
need for direct éxperience with the‘exempiary instances of a concept'to.supple—
ment the learning of facts and principles, in order to promote generalization

‘and abstractness of thinking and to promote transfer of conceptual knowledge

from one situation to another;

) i
fied three components: inference; pattern recognition, and strategic knowl-

edge for planning and setting goals. The first tiic, he says, are explicit in

29

suggests that the acquisition of aéii:angﬁizéa procednréi networks for special-

-

'

<9
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conventional instruction, but the third is learned implicitly if it is learned

at all. He raises the question of the wisdom of explicitly teaching strategies

2

strategies is that strategic knowledge is part of what must be learned in order

to solve problems in geometry, and therefore it should be taught. The argument

against is that if studencs learn the strategies for themselves through

. solving-that may be generalized to other kinds of tasks.

Research on how students actually learn to solve geometry problems . shows
that the generation of proofs involves two major stages (Anderson; Greeno;

Kline, & Neves, 1981); the first stage is called planning and the second
execution. The plan is an outline for action involving a specification of

the rules needed to get from the "givens"” to the solution. This planning stage

appears to be tacit rather than overt, since students rarely mention it in

think=aloud prabiém solving. The authors nevertheless consider planning to be

and Norian (1981). They believe that much of our knowledge is organized as .
: ‘ I - 7 - » )
schemata, which are "packets" of 'specialized procedures that have been built up

| ? .

through experience and used in dealing with problem situations as they arise:

A new schema is created by modeling it on an existing schema and then modifying

and refining it on the basis of further experiences: Thus the acquiring of new
&
. PR Y
o Y

Yl
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schemata is based on analogical processes. Teaching problem solving, according

" to Rumeihart and Norman's prescription; would involve beginning with a domain

that the student is already.familiar with and presenting a mew “target” domain
that differs only in small ways with respect to number of dimensions, attributes,

and operations-—for example, teaching fractions by beginning with the schema

= P -

for cutting a pie. Such learning is thought by Rumelhart and Norman to be

ubiquitpus in real 1ife:, Gick and Holyoak (1983) demonstrated analogical

transfer by showing that when two stories depicting a single schema were
presented; subjects could.derive an abstraction of the schema and use it in

4
-

solving a problem involving the same schemas - -
& procedure that is used in many areas, including trouble-shooting;

medical diagnosis,; and experimental science, is the hyﬁéthésizézaﬁd-téét
method: Moshmah (1979) postuiated that hypothesis testing requires (a) under=

standing of conditional relationships, (b) a realization cqat'ia'fééﬁ a hypothesis

hypotheses are mot conclusively verified by supporting data. He showed that

there was improvement in all three of these areas from grade 7 to college; but

students were offered choices of experiments to test their hypotheses, they
showed strong bias toward experiments that would confirm, their hypotheses and

against experiments- that would test competing hypotheses: Such tendencies to

reported by many other investigators (€.g., Gollob, Rossman, & Abelson, 1973;

3]
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Jenkins & Ward, 1965; Smedslund,; 1963). Mynatt et als (1977)-suggest—the:,-

desirability of teaching students to avoid biased methods. They also showed

that students tended not to use base rate (neutral) information: Both findings

were"ccnfirmgd in a later study (ﬁéherty; Mynatt, Tweney, & Schiavo, i§7§);;ﬁ

- which also revealed a strong tendency for students to choose diagnostically
useless information and to alter conclusions on the basis of that information.,
Christensen-Szalanski and Bushyhead (1981) showed; however;’ that éiﬁéfiéﬁééd

physicians working in an outpatient clinic were sensitive to the predictive

value of symptoms both when present and when absent, and they appeared 'to

use base-rate informatiop correctly in making clinical judgments. It seems

possible that long experience in -a real-life setting tends to overcome the

biased use of information that is often found in laboratory settings.

-

e. As Simon and Hayes (1976) remark, there is

©

For some kinds of problems, such as engineering (Bhaskar & Simon, 1977), the
' knowledge base is very large; while there are many problems (such as puzzles)
that require a restricted knowledge base that could be taught in a short period
of time: | ”
In Greeno's (1973) siodel of problei ébiviné, the primary function of
kﬁéwléagé.is to aid in constructing aiﬁétwari of réiatibﬁéﬁipé‘csﬁnéttiﬁg>tﬁé
variables and features given in the problem with the variables and features
e
of the desired solution. Information retrieved from LTM is used to ﬁ&&ffi
the problem structure held in wo:kiﬁg memory; in Stdgi to establish a corrected

network among these problem elements. The two kinds of information stored in

2
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among conceptS, or propositional" kaowledge. (although the difstinction "~ not

: rigorous);- It seems to be agreed d that both‘should—be—taughtmas may be_ reqnired

_ for a give" ;8 of problems and a given group of students.

:pfacéaurés that should béitaﬁgﬁt; Norman (1986) Béiiévég that knowledge
specific to a class of problems is most important, and Greeno (1980a) also ;
argues that acquxsition of problem—solving procedures for a specialized
domain mayﬂbe more useful than generallzed procedures. He recommends that a
class of problems should first be analyzed to find what kaewiedge is needed
,and that that knowledge should be taught. He acknowledges that more general
concepts éné procedures might lead to.greater transfer, “at least for those
students who are able to discover ﬁaw to apply the général»khowledge to new
situations [ps 12];" but finally éxpréssés the view that “as we learn mote
about the cognitive processes involved in problem solving, the o « » iﬁplica—
tions for iﬁstructian will involve Sugg estions for teaching students more

about problem soIving in specific domains rather than about problem sulving

'll‘;

in general [pps 19-20]:" Reif (1980); howeVer, believes that the conflict is

sxaggerated and recommends that knowledge be structured hierarchically by

<

eiibedding specific knowledge in more generally applicable knowledge so that
it can be réﬁémbéred fiore easily and more flexibly applied:
Shaw and Wilson (1976) beliéve that the ability to tormulate abstract

concepts is an ability that underlies the acquisitisn of &nowledge. One

¢

laboratory or field experience. Such éxpériénces, if énfficiently varied;
o i ) :
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generate"cOncepts that are abstract, and-the abstractnéss accoiints for generaiity

—__OF_ traasfer to new_ situations. Such general procedural knowledge is usually

tacit, in the sense that the réaébning processéﬁ”ﬁ§eﬂitbfréaéﬁﬁénﬁn&§j§§g§ents

cannot be spec1f1ed by moSt experts inm tne’fieid; The kind of inétfuéti6ﬁ . ) ~
recoumended by Shaw and Wilson would lead ;6 aéquiriﬁg'tacic krnowledge of plans
ann‘neuristics, which they feel may be all that is required to be an expert.

‘Simon (1980) comments that ". . . we can best think of ﬁést skills==both

general skills and competéence in specific subject matter--as being represented
in productions iatﬁéf,than prdpdsitidns . . . we need to teach our studenﬁs'

[do]) not mistake learning propositions for acquirlng basic Skillsy I

continue to encounter many students . . . who wonder why, after they have

memorized some material with great thorougﬁness, they cannot pass examinations

that require them to solve problems [p. 931.°

iééehiagedéﬁéiéééeiitéf knowledge structures. Atkinson (1976), in considerlng

why psychoio y has not had a moﬁe substantial impact on education, answered the

such knowledge structures, Each schema contains functional as weii as semantic

knowledge, and new information is organized in memory in relation to the

.appropriate schemata, which may in turn be modified and expanded to accommodate

v \_ _ . e '514;
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Reif and Heller (1982) stréss the importance of stricture in acquiring:
" knowledge and ﬁféééét a "ﬁfééétiﬁtiVéF analysis of the” knowledge aﬁa;pfgcéauré§;
-re%uiréd for effective problem solving iﬁ'Eﬁé area of éééﬁéﬁiéé;( The. structure
is iliustrated by an outline of the knowledge and problem-solving procedures

3

Tthey consider-necessary. Thé knowledge is organized hierarchically. The

—_

LTI T s
outline begins with an overview of knowledge about mechanicsj—including elabor-

. Ter——
ations of areu: concerned with individual descriptors (e.g., mass, positionm,

(e.g., gravitational, string, spring), and motion principles (e.g., Newton's.

second law of motion). Ancillary to the basic knowledge is the knowledge
needéd to solve routinely various kinds of primitive problems (e.g.; how to =
find the change in one quantity from a change in another) and commonly occurring

problems of greater complexity. General procedires are described that aid 4n

analysis of a problem, the search and decision processes for constructing the
solution, and the assessment of the solution to see if it is correct and

optimal. The list of procedures represents an attempt to make explicit the,
tacit knowledge of, experts in the field; Reif and Heller also present a plan -

f?f iﬁéifdéfiéﬁ-fﬁéi would aid in.integrating the accumulating knowledge of a
student intc a structure that would faéiiicéce_fiexibie applications. They *
believe that the problem-solving skills should be taught é*piititi? and that 7
all of the components should be integrated fg;Egégggtiié,prasiémwgéiViﬁg. “,,,,

- g

The ideas on teaching the knowledge base that have been reviewed tend to

be concerned with problem solving in large; ‘but bounded, domains of Ehbwiedge;

may continue to learn through years of study and éxﬁéfiéﬁté to the pbiﬁt where

some, and perhaps a large proportion; of the information processing becomes
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automatic. But genuinely ill- structured Pruolems may be quite different

with Fespect to the feasibility of teaching a knowledge base. The knowledge

potentially required for the ill—structured problems that may arise in real

llfe.is so broad that it is unteachable except in the sense of providing broad

experience and a general education. For solving such ill-structured problems,

the suggestions for teaéﬁiﬁg for generallzatlon seem part1cularly relevant. AS

Teach aptitudes. A recent book entitled How and How Much éan~lntelligence

,,,,,,,,,,,

cognitive psychology to the improvement of intelligence by teééhiﬁg sﬁeéific

skills, or aptitudes, such as those that according to curremt psychometric
theories comprise the domain of intelligence. The teaching takes the formcof

-

instriction in solving problems of the kind found.in tests of intelligence or
a N . o . o e “
aptitude; such as verbal-analogies items or number-series problems. Such items:

were 6rigiﬁaiiy cﬁaséﬁ by the test maker§ on the basis of tﬁéir hypbtheses about

Cognizive psychblogists in turn have been attempting to describe aptitudes at

the more detailed level of the coghitive processes involwed in solving the
\

itéﬁs; aﬁa tﬁéy propose usiﬁg what is learned about process to teach aptitudes.
Faétér:aﬁalytié reséaréh based on a vériéty of aptitude tests has resulted
in a dis*inction between two major kinds of ability called crystallized

inteiiigence and fluid’ intelllgence (Cattell 196 i971' Cattell & Horn,

1978). Snow (1982) describes the d1stinct10n as fOllOWS ", .+ . crystallized

- 5 \

iﬁtelllgence represents previou y constricted assembliesxbf perfbrmaﬁce
A

Ny

77777 e St N

processes retrieved as a system and applied anew in « « o situations not unlike
\\

N\,

.— e o \\ N
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those experienced in the past, while fliid intelligence represents new assemblies

"+ s s of performance processes needed for more extreme adaptations to novel -
situations . . . it is possible that the crystailized assemblies result from
the accumulation of many “fast-process” intentional learning experiences,

whereas the facility for fluid assembly and reassembly results more from the

S T
. accumulation of “slow-process" incidental leuarning performance . . . with new or

[<]
unusual instructional methods or content. Crystallized abiltity will be more
relevant in . . . conventional formal instruction [p: 2]:" This distinction
fiatches well the distinction between.well- and ill-structured problems and

suggests t the possibility that different instructional methods will be needed to

Some aptitudes are regularly taught in school, particularly verbal aptitude

(vocabulary and reading éoﬁoféhénsion5 and arithmetical reasoning. Most other

LS

"fall in the category of fluid intelligence: The method was to give

a

practice aﬁa reinforcement in producing unusual responses to word-association

Jacobs (1977; Jacobs-& Vandeventer; 1971, 1972) taught young chiidren how
to deal with ‘tems in the Raven Progressive Matrices test whose items require
one to solve double—classification problems. He gave practice with problems

whose stimulus attributes were; say; color and shape, and found evidence not

37 N
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/ The effects of training were retained for as long as three months. .

A tiore general approach to the teaching of aptitudes has been deVeioped by

Feuerstein (Feuerstein & Jéhéén, 1980; Feuerstein, Rand, Hoffman, & Miller,

1980; Feuerstein; Rand; Hoffman; Hoffman; & Miller; 1979) for the purpose

of modifying the cognitive abilities of disadvantaged adolescents. The approach
v could preénmaﬁiy be adapted for use in ordinafy,ciaséfooﬁéa The ﬁfoéfan makes

.

content-free problems: The materials are graded“in difficulty; and in some

o
°

instances they.are self corrective; The tasks are concerned with a va riety of

-
'

operatlons that were derived from an analy51s of the processes involved inr

~-

nental activity. They range from simple recognition to complex tasks such as
ciassification; éééiﬁg*éﬁéiégiés;'aﬁd seriation, and they make usé of a vaffiety

of modalities including numerical, spatiai, pictorial, and verbal. Each

on a particular task. There is some evidence of transfer of trahning,based on

the program.

Such instructional procedures depend primarily on practice with feedback.

- "“Rercént —studs es*ﬁwhicirtramri*s*based-

involved in solving a‘problem suggest that there may be more efflcient methods

for teaching some aptitudes: For example, a study of number series éfobléhé
and numerical analogies of the form ﬁiBEiGE(Bi;ﬁ2§ was carried out by Holzman,

Pellegrino, and Glaser (1982). (See also Sternberg, Ketron, and Powell, 1982:)
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Such problems require the induction of a rule: It was found that the most

important “determinant of -item difficulty, especially for éhildren, was the
© M . B B B . . o . - 7.;7:77” o ’
: amount of inférnatibn that had to be managed in Wbrking memory. Another source .. i

. 3 - ﬂ

of diffrcuity, especxa&iy for aduits, was ambiguity regarding the relationship _

- -

N
“*

between the first two numbers in the analogy probiem their greater faeility

N , -

with nutbers anparently lead thel to assume compiex reiationships with0nt

considering simpler relationships based on' additibn or subtractibn. Fcr.l
children; many errors were attributable to 1nadequate computatibnal skills. .i,é;

Several suggestions for imstruction in induCtive reasqning emerge. One
B s o o ’ . - o ”177 R 7-‘7 A
15 to teach adults a werification pfocedure for resolving ambiguities {a’ &

“metacbgnitivé“ or "executive” skiii} . Another is to prdvide:mcre;driiflte

1mpr0ve computaticnal skills of children; the effect of such practice may be to

increase automaticity and thus make availaBle more éaﬁacity.fﬁ wbrking'némbri RS

-

‘for inducing rules: Similar findings are reported by Pellegrino and Glaser BN
(1980). . ] T R
. P : i . B
Training of aptitude at the level of strategies was investigated by .

Sternberg and Weil (1980), ising linear syllogiSms (e 8es: John is taller than .

4

Bill; Blll is taller than Pete, who is tallest?” )

included a spatIai strategy in which tbe names are mentally arranged in a’ -

\ térns of response time. Training in the use of thé algcrithm réducedireségnse

g :

{ time almost by half while teaching the spatial strategy did n6t improve .
E ‘average performance: It was found that different strategies involved différent ’
L - S
aptitndes: the spatial strategy required spatial ability and a 1inguistic kl
- N -
- co- j. . : ®

Y h . R
, . B

-

. d P
4 N . . . . o - .
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easily be taught to use different’ strategles, but ailso that the best strategy
may:depend on the aptitudes_already developed in a particular student:f&_ -
-~ - . N Fd v . : !

hd .

éimiiar fiﬁdih;gé wére\g{reportéa by,Ma}:Leoa, }iunt; and Mathews (1978) for a

_ " tdsk that reaulred SubJeCtS to verify a statement» ftérﬁconparinggit with a
et . < . 7 . ) .—' V ‘; C N
. . pictures - A | .- : ;o ot -
v RN _ .

Snow (1982) believes that " : : : the geagé now aééﬁé‘finaily_éét'for the -

{. and the d1rect training of cognltlve aptitudec for fearning becomeS;a-central,f

-
>
' -

e focus for this work Tpp. 16—17] " “He cpncludes-from his review of thevevidenée

" that First; { attempts to tnarn abxiitxes must ’ ‘go well beyond simply

manipulating practice and feedback . ;_;’; they must provide substantiai ;'- V.

>
. -‘ « ﬁ . ~

and they must also tra1n d1rectly the superordlnant ex Cutive and controi e
\Qtrategies 1nvolved in gulding performance .f.i: Seco::)'. .. . the best -

AN .
effects of d1rect training aregllkery to, come from treatments that : .,,f

. involve long—term reguIatlzed educatlonaf programs. Thitd ahiiities and
methods of training 1nteract. Attemﬁts to ﬁraln e1ther c0mponent skills or

Lt N

metacognltive strategies must fit training methods to .7; . aptltude profiles

P 3
) . . .
- <

Ipe 2910 ¢ L o G e s T 7
Provide practice Eifﬁ&fééabaéﬁz ©OLson (1976) g&ggégtéa,éﬁaf'iagaiEaﬁf S

~

cognitive skiiis that cannot. be expiicxtiy-tanght becausé tﬁe processev are not *

4 -

known " e . may be 'taught by prov1ding demonstrations and By providing

1] " \,

Y . K ! b et
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-insight are mentioned frequently by cognitive psychologists. éiaser (ig?éj

€

®

“complex cognitive activities.

-

The work of Simon and Chase (Chase & Simon, 1973; Simon, 1980; Simon &
Chase, 1973) indicates that a chess master is able to recognize approximately

50;000 configurations of pieces that are enCountered repeatedly on the chess

board. A great deal of experience is required to achieve ‘such ability--at

least 10 years of intense exposure to the task environment of chess [p. 82],"
according to Simon (1980); Thus the necessity of a great deal of practice_
" for de&eloping.pattern:recognition'skiiis is recognized: -Practice is very

. likely the only way to acquire such skills (Gregg, 1974; Norman et ai.,

_Noteil); -Such findings are - -not inconSistent with Sriow' 'S (1982) conJecture that

'practice with_feedback is most appropriate for learners who already have some

-
< ¢

‘ Simon and Hayes (1976) believe that practice would also be necessary

in developing the ability to chioose a style of'attack in solving a problem,
,relationships, constructing a representation of a situationi and identifying
operators and conditionms. - They ‘suggest that skill in ‘obtaining feédhétk
from theltask environment could be taught by giving préctiée in asking Qméétions
to clarify instructions, in identifying ambiguities, and by gééiéﬁiﬁg for -
redundancies: ; |

Practice hasibeen shown to iﬁpfaéé performance even im abiving "insight”

problems such as those studied by Maier (1936) and oﬁﬁeiér ¢1945). Jacobs .

o o 3 | ' | - | 41
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and Dominowsky (1981) gave seven such problems in different random orders to
each of 56 coilege‘studentS, without 1nstruction except to indicate why

incorrect answers were wrong and to provide the solution to those who failed

were significantly better for'thé last three problems. - What was learned
probably was at the level of strategies and heuristics, since the elements of
the seven problems were quite different.

Use models in 1nstruction, A numbér of pe0p1e propose to use computers

—

to model problem"solving processe and to tutor students (Brown & Burton, 1978;

Brown, Collins; & Harris, 1978; Burton & Broﬁn— 1979; Goldstein; 1980; Sleeman

& Brown, 1982). " Brown; Collins, and Harris, for example, suggest 'using a

computer as an "articulate expert" in teaching cognitive processes. Arstudent

solve it but also explain its plan of attack how it formulated the plan; and

why it performed each stepw holdstein describes the development of a computer

coachlng system in which thevcomputer program observes the performance of a

R

student engaged in solving game-1like problems and occasionally intervenes to

suggest how the student s performance might be improved; the machine eyolves a

)

representation of the problem solver s representation of the problem and uses

_this model to guide further steps taken by the student. Such tutors are at
present quite limited with regard to the variety of problems that can be

taught..
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There are of course simpler ways of using models in instruction. Simon

'(1980), for eiampie; describes how a student might, after reading a chapter

in a textbook; be able to acquire an algorithm for solving a class of problems

merely by studying the worked éxampiés in the book: Shaw and Wilson (1976)

that every classroom should be a 'laboratory' for first—hand, rather than

’

second h nd experiences [p. 2181 " They emphasize; however; that the exempléré

should be selected in such a way that the student will generate an abstraction.

of thé concept béing taught; i' - '

Kiein, Frederiksen, and Evans (1969) investigated the effect of model
responses on subsequent perfqrmance; using a’test Galled Formulating'HypothesEQ;
Each problem consisted of a graph or table from a research investigation and a
statémént of the majar finaing hased on the information givens ‘Thé task

"accéptahle' hypotheses after they completed each problem, the list contained

miore ideas than were typically written. The effect was to increase the number,

but riot the quality; of hypotheses written on subsequent problems. In a later

study (Fréaérikséﬁ & Evans, 1974), a "quality" as well as a “"quantity” feedback
condition was iﬁﬁégtigétéa. It was again found that the quantity treatment

increased the number of ideas wricten, and the quality treatment was found" to

tr”

1ncrease the quality of the ideas. In view of the Brevity of the treatment, it

< X, <

L
|
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changes in standards for evaluating one's own performance rather than a change -
in ability: The possibility of using models to change a student's subjective

standards in judging the quality of his own performance is suggested:

Creativity: Theory and Instruction

There are élements of problem solving that obviously involve the notion- of

creativ1ty, particularly in the cage of 1li-structured probiems. *ﬁééé éléﬁéﬁté

one that can be solved (restructuring the problem representation). Theories of
creativity are older than cognitivévfﬁééfiéé éf probiem soiving; And many of

them are quite simﬁiiécic in comparison. But a briéf review of theories of
creativity may be worthwhile for the light they may throw 65 possible instructional

R

procedures.
~"  Theories of creativity seem to fall into three groups: (1) stage tﬁébries;'

Stage Theories

The eariiest stage theories were largely based on the introspections of
poets, scientists, and mathematicians (Hadamard, 1945;1954; Patrick, 16355 1938;
»/Pblya; 1946): According to Whiting (1958); Heimhoiiirﬁéé one of the first to
describe creativity in such terms; his stages were (1) saturation, (2) incuba-
tion; and (3) iiiﬁaiﬁati§ﬁ._ Saturation involved the gathering bf‘iﬁf§rmatibﬁ

useful in developing new ideas, incubation was an unconscious reorganizing

M
W
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of information; and illumination was the realization of the solution to the
. problem or of a method for producing a solution. Poincar& (1952) described the
" process in a similar way, calling the first step preparation and adding a.
2 » . ’ ‘

ep. called verification.  These stages are almost idefitical to those

fourth st

Hadamard's (1945) 1ist of stages imcludes (1) preparation, (2) incubation,
(3) illumination, and (%) verification, exposition, and utilization of the

results. Thé unconscious mind considers a large number of combinations and
recognizes the one (or the few) that may be useful. He agrees with Poincard's
final conclusion that "to the uncomscious belongs mot only the complicated task
of constructing the bulk of various combinations of ideas; but also tﬁé Host
delicate and essential one of selecting those that satisfy our §éﬁ§é of beauty
and; consequently; are iikéiy to be useful [p. 32]" (Hadamard, 1945).

Rossman (1931) produced a more detailed account of the stages in creative
performance on the basis of his study of inventors. The steps he defined are
(1) observation of a need or difficulty; (2) analysis of gﬁé.ﬁéé& (Bféﬁiéﬁ
f'o”rmui'aticﬁ' and definition); (3) survey of available:information, (4) formulation
of possible solutions; (5) critical examination of the advantages and disadvantages
of the possible solutions; probably followed by incubation i the case of
compiex ﬁf&ﬁiéﬁéi (6) f6fﬁﬁiétiéﬁ of few ideas éﬁ&'é7§ testing and elaboration

- of the most promising solution followed by final acceptance of a revised

solution.

A psychoanalytic stage theory (Kris, 1952) holds tﬁééftﬁere is an iﬁépir-

ational phase and an elaborational phase. During the inspirational (incubation)

©
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phase, the ego temporarily loosens itglcéﬁérbi of the ﬁhiﬁking péoceéses to
pérmiiié regression to a preconscious level of .thinking where the ego is more
féé%ﬁtivé to drive-related impulses and ideas. This state facilitates associa-
tions between ideas related to the problem and other seemingly unrelated but
potentially uséfui ideas. Woodworth (1938) had a simpler explanation; he:

/ .

problems subconsciously after-conscious efforts to solve them have been

abandoned-~the hypothesis of autonomous unconscious processing. Read and
ol - - . .

Bruce (1982) studied this phenomenon by asking subjects to recall information

acquired :in the past——to recall the names of entertainers of an earlier
period were devoted to studying retrieval blockages. Few spontaneous retrievals
were reported. Read and Bruce concluded that "the case for the hypothesis .

-

They are inclined, along with Ericsson and Simon (1980), to attribute reports
of spontaneous retrieval and incubation to "an inability of the individual to
report the temporary contents of short-term memory (p. 297):"

Theories Concerned with Characteristics of Creative Individuals,

Other theories about the nature of creativity are based on studies of
groups “known" to be high in creativity, on comparisons of such groups with
- other groups of lesser reputation, or on ccrreiatiéﬁai informations:
/ Ann Roe (1946, 1953a, 1953b) was an early investigator of eminent peapie;

She administered persondlity tests and obtained biographical information from

46 I
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indiv1duals judged to be. highly creative artists and scientists., She conciuded
that high energy levels, persistence, curiosity, and independence ‘characterized

research 5cientists. Painters and scientists were both found to have high

motivation to succeed.

i

MacKinnon (1962, 1965) and his associates at:thé Institute féi Personality
'AsveSSment and Research at Berkeley studied individuals judged to be highly

creative, including eminent scientists, writers, mathematicians, and architects.
In some studies, SubJerts ‘who were nominated as highly creative” were compared

with those of less distinction. Sources of data included ad3ective check lists,

Q-sorts, and various tests and inventories. The highly creative architect, for

example, turned out to be self—confident, fiexibile; self—accepting, little con-

cerned with the opinions of others; and strongly motivated. to achieve. Barron .

(1953, 1961 1969) shoWed that a preference for complexity characterized crea’ .ve
individuals, including artists as well as scientists and architects.

Esychometric Approach to Creativity

Psychometric investigations of creativity hegan in the early 1950's. In
1950 Thurstone {1951) proposed a number of hypotheses about abilitieés that
ﬁight be involved in creativity and how the abilities might be measured and thé:
hypotheses tested. At about the same time Guilford (1950) presented his APA ~
presidéntial address entitléd "Greativity,; which marked the beginning of a
long series of investigations by Guilford and his students that culminated in _
his structure of intellect (SI) theory (Guilford 1967). -

The sI theory is graphicaily represented by a solid figure c@ntainxng 120
- cells that are définEdahy categories that correspond to the three dimensions

47
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of the solid. One dimension is labeled content, (or input), another represents

output; and the third represents cognitive ggeratians: cognition (Eﬁéﬁiﬁg);
memory, divergent ﬁfbdﬁétion, cbﬁVérgéﬁt production, and evaluation. Divergent
qpréductidﬁ involves a broad search Bf_tﬁe memory store; while cbﬁvérgeﬁt'
prb&uctibﬁ requires a focused search.(Guilférd; 1982): Tests have been deveibped
‘to represent a great many of the cells in the tabie, and many factor aﬁaiytic,
studies have been carried out to verify various parts of the theory.

N v

the one most involved in Guiiford's theory of cteativity (l96ﬁ; 1967, 1970; .

Michael, 1977). The most important cells in this slice; according to Michael ;.

include products that reflect verbal flueney, spbntaneeus flexibility, adaptive '

flex1bi11ty; ‘and elabotation. Other cells are particularly relevant to mathe—
maticians; scientists,; and engineers; they represent fiéxibiiity of closure
and ééﬁéiti?it§ E6 problems;

Michaei has shown in detail how the seven—step thenry of Rossman can be
tbﬁtéptualized in;terms of SI theory; Stage 1, observation of need or difficnlty,
involves sensory inputs that may catch the attention of the individual and |
infiuence Hiﬁ to retrieve and éVéiuéte information from the memory_store.
Guilford's operations of éégﬁitiBB Sﬁd evaluation are iﬁﬁblved in -deciding
whether the problem is trivial, or inte*esting enough,to justify further ‘steps.

Step 2, analysis and~problem iormulation :is a,restructuring of the probiem in

-
3

relation to additional iﬁféfﬁatibﬁ from mémbry or from additional seﬁ96ry

inputs: The result may be to drop the problem or to continue to Steps 3 and

KX
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These operations require a plan for search of memory or the outside world fOr

relevant information, and some evaluation of the results. Eéﬁééiéll? in Stéﬁv

evaluate ideas; after vhich Step 5, critical analysis, may begin. The result

may be the emergence 6f a solution or progress toward a SoiutiOn; Rossman's

w

transformations involving the use of both convergent and divergent production

and various Riﬁds of fiéiiﬁility. The last step; testing the solution; 1ike

°

the attempt at problem solving to be terminated at any point.

Another psychometric approaCh to the study of prcees§ is one in which the

1979, 19803. Several_such studies have been carried out using tests simiiar to

the Formulating Hypotheses test describdd earlier.
“The question of what abilities were involved in taking free-response and

mtitiple—choice versions ef problems réiuiring students to formulate hypotheses

to account for findings of behavioral science investigations was investigated :

(Frederiksen & Ward 1978 Ward Frederiksen, & Carlson, '1980) by eomputing

extension ioadings of the scores on a set of cognitive factors (Ekstrom,

French, & Harman, 1976; French; Ekstrom; & Price, 1963; Guiilford, 1967)5 These
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factors included verbal comprehension;*reasoniné; cognitive fléxibility (Scheier

& Ferguson; 1052 J. R. Frederiksen, 1967) fluency, and knowledge of psychology

_ (based on subscores of the GRE Advanced Psychology Test). The quality scores

were found to be telated to reasoning, cognitive flexibility; and knowledge

only for the free-response form of FH: Thus it appears that when the subject
has to think of the ideas for himself rather than choose from a 1ist, skill in
searching LTM for ideas. is necessary. Thi§ skill may represent the "evoking

mechaniSms postulated by Bhaskar and slaan’(ié??). .
A& more elaborate pfobiém-éai6i6§ test (?reaériksén; Ward, 655@; éarlson, &

c- \

developed._'it réquiréd several cycles of formulating hypotheses, asking for

additional information, and revising hypotheses on the basis of new information,
e ¢ Cle L
until .a solution was proposed. It was administered to fourth-year medical

students along with a test of medical diagnostic problem solving in a similar
format. Means and extension loadings of scores:on éognlfivé factors suggest

that solving the ill-structured problems primarily reﬁuired ideational fiuency

s -

and reasoning. For the medical problems, ideational fluency was uninportant,

.
A !

easoning was involved in the later stages of the proBlem when more information

was available. Apparéntly the fourth-year students had acquired sufficiemt
skill in automatic processing of medical -information to make retrieval skills

-~

unImportant.

20
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Courses in Creative Problem Solv1ng ' ' )

1974i Crutchfield 1966' Crutchfield & Covington; 1965) is a seif-instructional

program for fifth and sixth graders, it is in part based on the notions of

programmed instruction with its emphasis on reinforcement. In a seriesﬂof 16

booklets; cartoon characters: are involved in solving myf:erious ocCurrences

white the iearner participates" in the activities under the tutelage of a

charactér known as Unc1e John. The s:briés lead subjects through each problenm

J

frther informatlon until the problem is solved. A number of principles“ for

7eff ctive problem solving are givéﬁ to the stﬁ&ént.éﬁ& are illﬁstrated,as the
storids unfold, including the following: think of unusual ideas, generate .

many i;\as, be planful’ use a tree structure to map the possibiiities, assemble

;

the facts; and get the problem clearly in mind. The instruction is aimed at”’

~

when necessary; and to develop self confidence, and independence of thought.
\ R

Crutchfield speaks of a "master thinking skill" which has to-do with the
o \

deBono (1967; l970) also teaches creative problem solving by assigning
problems for students to\éoiﬁég with encouragement to genefaté new ideas’ and
approaches; he offers matériai fbr a course called "CoRT Thinklng comprising

&l
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thinkingi CUnit 1 étﬂp’iiagizéé breadth of thin’king h’yé enco'nraging the learner to

Unit 2 is- intended to help the student direct his attention to a situation

sgstematically; and Unit 4 stresses methods for generating ideas ore might not

stherwise consider: The other two units deal with reasoning and; the role of

information’ and affect in problem solving: The aim of the progfam is to make
;, o i s 7 "7 7 &’ .
the pfoblem solver .aware of:the range of mental operations available and fo use

4 -

B

then systematically. . .. _ S T .
R o - S ' :
. Another prog»am aimed at teaching creative problem solving is conducted as

-

part of the‘'Creative Studies Project at Buffalo State University (Parnes; 1967,

1981; Parnes & Noller, 1972 a, b); it is based on notions of creativity like
[

those of Wallas and others, but strés s*s a “deliberate and exaggera;ed use of

" the 1magination [Parnes, 1981, p. 127]." Parnes (1981) credits Osborn (1963)

and his brainstorming approach for the basic orientation of the prograi. The

methods- recommended for instruction are presented in a Guide to Creatlve ActiOn

(Parnes, Noller; & Biondi’,1977); it includes practice exercises and explanations

- v

./

for 225 hours of instruetion, includlng both individuai and group invoivement,

teéting exercises. The content degls with objective finding,(what chang

would you like to make?), fact fxnding,(list all you ‘know about the problem * R

.

problem finding (ask what is the real problem), Ideaifinding,(iist as many

ideas as poééihlé while deferring jﬁdgment),,look for analoéies*aéolution

idea to work):. 4s the program evolved, greater emphasis was placed on Judgmen

'\ ' -
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and evaluation, and the program is reported to produce significant increments
" in quality of ideas as well as number of ideas (Parnes, 1975)% .

Torrance (1961 1962, 1965) attempts to influence creativity by instruction

— -

aimed at teachers and school administrators.. He enphasizes the importance of

3teaeher§; influéncé'on their pupils and the infiﬁéncé,of school ﬁriﬁaiaaie and’

other schodl aaarﬁiérrafaré on the ciimate of the school: Torrance (198‘) ®
describes various Ways by which schools can foster creative growth such as:

‘provide materials which develop 1nag1nation and enrich inager? (e.g.,.Metherﬂi'*

Goose stories), permit time for thinking and daydreaming, encourage»children'to

record their ideas (es g., pubiish a magazine containing their stories), give
’ ] i . .
children's productions some conicrete embodiment (e g, by'framing their drawings);

and encourage children to use analogy and to view things from. different viéﬁpoints.

°

Suggsestions for iﬁstruerien‘sasea on creativr;y Research aﬁa.Teaehiﬁg

Scholars who are interested in the theory and trainina of creativity offer
‘82 rather different set of suggestions than that derived from cognitive theory.

Some procedures deal di,re_ctly;with instructi’on; biit sthers are Cbﬁtérnéd ﬁit.h :

>

providing a proper climate for problem solving. Many of thé ideas were derived

from introspective descriptions of the processes of diééBGéE? which stress
| iﬁeubarrbn and the frééiﬁé 5f:tﬁé mind of infiuences that tend to inhiBit e
‘discovery.. %rarnrég procedures ma@'tend to stress the number—,'originalitys and |
variety of ideas. | | | .
Allow time for incubation. The most obvious application of ‘the stage
; < < R . :
theories of creativity is to allow time for incubation, which is mentioned in |

one form or another by many writers (e:g:, Kris, 1952, Patrick, 1935, 1938;




»
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Poincaré l952 Hadamard l9ﬁ5 r954) The idea as we have seen, is based
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'on the observation that an idea being sought may ‘appear spontaneously whenrone

N BRI

temporarily abandons the search and turns his attention to other matters. The :

-

\
13 e

theory that passage-of time,permits onconscious thinking to go on leads to no
< - 1 | B

K . .

and encouraging daydreams and reverie- seem' to be based on the notidn of getting ;

rid of competing ideas. T Voo - e :

Suspend judgtient . A related idea‘is that'oné sho&id suspend judgiment and

. ! .~ ° - =
9 o P . Y

actively seek ideas without any attempt at . EVaIUdtlon. '?rematare evaluation,

according to this view, inhibits the production of more idea#, some of thch

might proﬁe to be usefui. Brainstorming (Osbocn, 1963) is a specific techniquef'
" L : 9
for stimulating creativity”in group-situations; criticism is ruled»ogt; “free

wneeling is welcomed, and qu&htity of ideas: is encouraged 01afk (1@585;5*~;Jl
=

[S e

Parnes (1967), aﬁd°others have'lncluded brainstorming in programs for teachidg
creativ1ty. ;, : o }:;‘ - : oo )

Establish appropriace climates. 6ther approaches involve attempts to R

i school settings; Torrance (l96l& for example attempted to change teachecc

attitudes and teachina methcds by teaching them surh prInC1ples as “treat -

imagiﬁatiﬁe ideas with respect” and show pupil’ that their ideas have value.;

The school administration is.theught to have ;an Important ‘role d4n establishing

K

the cllmate of 4 school (Stein, 1974; Torrance, 1962) ’

Wallach and Kogan (1965) st;ess ‘the 1mportance of an attitude Bf piaifoiness;
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from time pressures and where a game-like rather than a test—lxke setting
exists. They urge the development of classrooms in which “freedom of associative

processes can be nourished in a permissive atmosphere [p. 32i] *  Feldhusen and

Hobsen (1972) have shown that the freedom implied by'a play -situation enbances

.

créacive productions . “There is also some eV1dence (Frederiksen, Jensén; &

Beaton; 19729 ﬁeiz & Andrews, 1966; Pelz, 1976) that climates of organlzatIons
may influence the. behavior of adults with respect to innovative performance. g

Znalyze and Juxtapose elements.. Several methods of training have been
suggested that involvé 56519513 and juxtaposition of elements as a way of

séarching.for new ideas: The simplest is merely attribute listing (Gfavford;

T 1954), ‘Which consists in identifying alt the major characteristics of an object
or situation that“is central tc a problem: Then the problem solver thinks of
L PP e

ways-of varying each of the attributes; without evaluation; with a view of

finding variations that provide cues to the Solution. A more complex version -

was named morphological anaiysis (Zew1cky, 1957 ‘969 Allen 1962a). It

- H A
the view of finding cues leading to a solution to the problem. Allen (l962b)

has described a device called The Allen Morphologizer that makes it possible to

4

el

lay outLa problem in such a way that congenxal sets of ideas emerge (after half

an hour of 1ncubation) that can be examined in various combinations. Whiting

(1958) suggests making a generalized checklist of questions that can be asked

" .abouf each element;or attribute in any of a class of problémé for the purpose
of generating ideas. Osborn (1963) recommends a similar -procedire,-as do Stein

(1974), and bDavis (1974)

v - e

S - i‘ | : o 5;5;
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Teach the underlying cognitive abilities. Michael (1977) considers the
liﬁﬁiiééiésﬁé of the structure of intellect model for the teaching of creativity.
He first suggeéts that teachers should reinforce creative and imaginative
‘ ideas, prbviaé ample bppértuﬁity for practice; and allow generous amounts of
Eiﬁé for examinations and class éééigﬁméﬁég; ﬁe then suggests that formal
training in the aaaéfiyiﬁg abilities from the Sl model that are involved in
creative problem solving be undertaken, on an individual basis. He ﬁrbvidés
many specific suggé%ticns as to hbﬁ.éﬁié training might be done. For ékaﬁﬁié;
ébgﬁitiéﬁ‘(kﬁbﬁiﬁgi-téﬁ be taught By°shbwiﬁg similarities and differences éﬁaﬁg
inits of information and the classes to which they belong, and by illustrating

L

might include providing frequent opportunities for the generation of ideas from

" given information. (Other suggestions for improving aptitude are described in an
eariier section.) ,

Provide practice with feedback. The idea of practice in a permissive

; atmosphere is impiicit; if not stated; in many of the creativity-training

-hypotheses sich as thosé used in scoring Formulating Hypotheses protocols could
_be provided as part of a self-scoring feedback System. Such feedback might

influence the students’ subjective standards——how good is "good enough”--as_

ﬁéii'éé give practice in retrieving and evaluating information through a broad .
search of LTM.
Theories based on characteristics of creative individuals do not appear to
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he knows how to teach people to be curiocus, persistent; flexible; and strongly
motivated. :

<

Discussion .
!

IhegNature of Problem Solving

.S

We have seen that it is possrble after much practlce to perform remarkable
feats bf-prabiém §biViﬁg: Such feats are made possible by an approprlate and
weil-organized knowledge structure, adequate representations of problems,
automatic information processing; and an efficient pattern-recognition system

that can trigger appropriate problemwcolving procedur Se
« N

becomes automatlc, it can be carried out rapidly, without attentibﬁ; and with

Once a brbceéé

minimal demands on the limited capacity of working memory, ﬁakiﬁg it possible
to use that capacity to deal with more complex or nqvel aspects of a problem.
Such skiii ié épééifi§ to a réiativéiy'ﬁérraw area of expertise; such as
algebra, mechanies, or chess, and there appears to be little if any Efaﬁéfei
from one domain to aﬁbther; being an expert in chess apparently does not
transfer to go, ‘and sklll in solving physics probiems does not transfer to

polisics or economics.  However; a glven indiv1dual may acquire such skill in
N\

I S N
more than one domain: D

Ve have also gained a geﬁeréi ﬁﬁaerétaﬁdiﬁg of how such proficiency may
be acquired. The development of prcbiem-ééiviﬁg skill begiﬁsxby learning a set
of propositions relating to an area of expertise and hcw to §é52§ag§ from those
propositions a set of ﬁféﬁiéﬁzéblvihg procedures. At chis stage; t;e\prgblegs

Ly - : LIl g ) - S o N -
may be considered ill structured; problem solving is a slow and laborious task
. ~

wb\.,

that requires close attention, frequent review of the propositional kmowledge,

57
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and search of LTH for relevant ideas and information: With practice; larger
procedural units are fééﬁé&,By combining indfvidual units, and an efficient
pattérﬁ-récagﬁiticﬁ system is developed that iinks a more éééﬁfété problem
representation to more éféiciéﬁt pracéaures} With a great many more rehearsals;
_Eﬁé problems become well étfﬁétﬁféa; and the procedures can: be carried 6QE
-automatically, rapidly, and ﬁ?ﬁﬁéﬁt attention. The increase in processing
speed is accounted for by collapsing procedures imto larger units, by rapid
pattern perception, and By'iack of interference from the §éf£§ of the task that
have become routine and aitomatic. There is sofie risk that automaticity may
produce rigidity in the way problems are saiVEd;.éé i illustrated by the
Lichen's wétér—jaf problems, but the risk is far outweighted by the speed and
efficiency of the process.

Such a description of problem-solving skill and its development applies
only for sets of ﬁféBiéﬁé'tﬁét have the potential for becoming wéii structured,
in the sense that they appear Eéﬁééiééiy in forms that are sufficiently
similar to permit the consistencies to be perceived ‘and 55ttérﬁérécagﬁitiaﬁ

skills to be developed. When problems lack such consistency, the problem

Since most of the research on problem solving has been based on well-
structured problems, tﬁé‘prbcesses.iﬁvcived in solving iil-structured problems
cannot be described with much confidence. However, it seems reasomable to
guess that the éfiﬁé?& method may involve hypothesis generation and testing:
The problem solver may begin by encoding the problem statement and constructing

some sort of representation of the problem: The formulation of hypotheses

58
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occurs very early in the process, and the probleﬁ representation may ﬁaésisiy

_ take the form of a multiple tree structure in which the trunks represent

general categories of hypotheses and the branches more specific hypotheses.
Hypotheses.may be directly suggested by fiéﬁé of information contained in the
problem statement, they may come from a broad search of LTM, or they may involve
inferences based on inforation in the problds or drawn from LTM. If a problem
is very similar to problems that have previously been encountered, hypotheses
may come automatically. The number of hypotheses under consideration at'éﬁ? one
time will typically be small; one or msié may be tentatively selected, and
the next step is to consider how to test each hypothesis and what additional
information would be needed. Then steps will be taken to obtain the informa-
tion by searching LTM, éékiﬁg questions; éaﬁsaliiﬁg external SGUICES, or
carrying out logical, m;themaéicai; or experimental procedures. Then each
hypothesis will be evaluated in the light of the outcomes and rejected, modified;
or retained. A number of cycles of such processes may be carried out in which
few hypotheses will be sought and ways to test them devised. Disconfirming as
selected that is judged to be most consistent with the network of facts and
relationships that has been assembled.

Such processes are slow and laborious, and in the absence of consistencles
in a set of problems there is no possibility of aéyéiaﬁihg pattern-perception
or automatic processing skills. But if a gﬁaaéégi§q of similar problems 1§
encountered;- such as a series of similar diagnostic Sgsﬁiéﬁé that might be seen
by a gifétZyéAf tesident in a hospital, it may be possible to acquire a pattern-
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vecognition skill--that of recognizing a syndrome which in turn initiates H-

a set of procedures for testing and evaluating hypotheses:

Teaching Problem Solving

The suggestions for teaching problem-solving skills that have been

e

reviewed imply some instructional goals that are quite different from those
ordinarily employed in typical schools"and colleges. Any school; of course,
 attempts to teach the propositional knowledge and algorithms that are commonly

used for problem solving, and techniques of instruction commonly include .

practice, feedback, and use of examples——all of which are suggested in the

literature we have reviewed:. But many of the other ideas that have been
proposed would be mew to most educators. Few schools would explicitly set out °
to teach pattern recognition and automatic processing, how to develop problem

representations, and how to deal with the limitations of working memory; and :

climate rather than a climate that encourages idea seeking. Introducing a

curriculum based ‘on the suggestions that have been reviewed would require a

small revolution in education.

knowledge bases and different problem~solving procedures. It would be necessatry
in each instance to consider separately at least two major phases in the

development of expertise: (1) a "slow" phase that requires teaching proposi-
7 . . . . , &
tional knowledge and the use of propositions in generating probiem-solving

procedures, and (2) a "fast” phase during which.problem-solving procedures

become autonomous: In any one domain, both phases might progress in tandem,

'

Y

LS
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with pew propositional knowledge being taught while previously taught skills

are being practiced. - F )
- 2 .
The nature of an instructional program is suggested by the description

of probiem-SOIV1ng processes and their development. It would obviously be

éejin such a Qay.tbat it 1is brganized hierarchically and functionally so as to
facilitafe retrieval. It would be desirable to teach the processes involved
in each particular kind of problem solving; including how to develop an
appropriate internal tepreeentatfén of a problem and how to @évéia§ or select
appropriate problem-solving procedures: These procedures might include algorithms
that specify in detail the steps required to solve a pfésiéa; and; at the other
extreme, metacognitive or executive fiin'cti'o'né that pian and control the set of
nrccedurég to be used. More generai kinds of skills, oK aptitudes, that are

relevant to an area, such as rotation of solid figures in space or rule

tnduction, might also be taught. Demonistrations and models as well as explica-

propositional knowledge into ﬁfaﬁiénisalving procedires.

The second phase would primariiy involve training the student to move from

'the laborious translation miethods to some &égféé of automaticity in which

pattern recognition activates appropriate procedures. The primary method of

instfuctién would be practice with feedback. 'Problems with easily recognizable
conisistent features might be used initially; and the content format, and

rsettings of problems might gradually be varied in order to facilitate transfer
and generaljzation. The specific ﬁethbds of instruction would of course depend '
upon the area of expertise to be taught. .

» | ‘ | 61 !,.
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There is no clear dichotomy of well- and ill-structured problems. All

lave some novel features that cannot be dealt

but theé most routine problems
with antomatically and that reéquire some element of idea seeking or hypothesis

development. Thus there‘is a continuum of problems féﬁgiﬁé from those that

can be dealt with automatiqaily‘tt*those that require ééﬁﬁféiié& processing
for all but the wost routine cogniedye’ operations; such as those involved in

e -

e

reading. T . ;
a3 i

Instruction in solving fll-structured problems might in general deal with

e

be ﬁrédiétédi the content of the. knowledge base cannot be specified: Assuming
that one would most often face ill-structured problems that involve fields
cognate to his or her own; we might recommend acquiring kﬁduiédg% of such allied
fields.

iﬁéttﬁttib@ ori how to develop representations of iii-gifuéﬁufé& probiems -
would probably be very useful, but wé:ﬁeed to know a lot more Befgie any specific
methods can be reconmended. Problem-solving procedures should be gaught, including
the basic skills likely to be required in any of a wide variétyﬁéf $rasiém§, and
they should be made automatié to the extent possible. Skills ;péciﬁic to ill-

.

‘sﬁfﬁéiuféd probiems would most likely be those concerned with strategic or

|

°

analogies, 45 has been proposed by both cognitive psychologists and those
interested in creativity. - | o \
Instruction aimed at developing. general aptitudes may be more ugeful for

.

) | . A | .> Q? . :v A " \
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application thanrfhé skiiis éﬁééifié.tb ﬁtébiéﬁé in a éiﬁgié area of expertise:
Perceptual skills, induction, and skiil in searching LTM, for example, might
have general value for the less well-structured problems. More broadly,
perhaps iﬁéEEdéEiaé in the abilities that comprisé fluid intelligence would
be especiéiiy useful in ﬁféﬁé?iﬁg students to deal with the qnique aspgcts-—~_/
of problems that are unlikely to.be practiced in the classroom. More research
in this area is needed, including investigations of the cognitive processes
involved in solving i11-structured problems ana'iﬁ the various manifestations
of fluid intelligences |

Héthb&éybf instruction might iﬁéiﬁ&é demonstrations,; examplss, models of
good responses, and practice with‘feedﬁééﬁi but not much is really known about
what to demonstrate ér.wﬁét should be practiced: It would seem That the

4
widely than for well-structured problems with respect to format, content, and

settings. Feedback would be important; since in the present state of our

knowledge we may have to rely on learning by discovery. Perhaps much of what

is learned will be tacit: Teachers should mot ose sight of the need for

extent possible are as rigorous as those employed in Solving well-structured
probleis. ,

In tréiﬁiﬁngpr problet solving, both for weli- and i11-structured problems,
it seems wise to be alert for individual differences in problem representations
and problem-solving,procedures, especially differences that are related to |
aptitudes, and to learn to adapt the instruction to the stud-at's particular

<kills and abilities rather than requiring that the student adapt to the teaching.

T
()
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. The emphasis on practice implies a need for large quantities of practice

problems if students are to acquire reasonable levels of skill in automatic

processing and pattern recognition. The materials should exist in a variety

of formats and settings in order to maximize tramefer. The more realistic the

settings, the greater the likelihood of generalization to real-iife problems.
The materials should be scorable in ways cﬁgt permit prompt feedback; -

and the scores should pfaviaé information about the quality or correctness of

responses, not only to reinforce good performance but also to provide a basis

for learning :by discovery. Scores should also provide information that would

have diagnostic value, such as reports of speed in processing certain informa-
tion or of bugs in an-algorithm.

- . -

Conventional test formats could be used to provide useful information

about the knowledge base; and, perhaps; about its organization.  Quite différent

teacher about the nature of the problem representation; more work is needed in

this area. Measures of speed of responding would be needed to measure Progress

in acquiring pattern-recognition and automatic-processing skills, since error

_ rates are likely to be insensitive after some degree of skill has been acquired,

information would be obtainesd by measuring latencies in responding for each of
hd

various definable steps in the process of solving a problem. Such measurement

has been accam;iiéﬁéa in research settings for tasks involved in reading and
inductive reasoning; for example, where it has been shown that latency measures
are highly predictive of success in the larger task. Latency measures might be
useful diagnoséiééii§ to reveal precisely what retards performance, éﬁé thus

.
t . .

K
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ﬁaké'ﬁdggibié.épprcpriace remediation: Suéh'diééﬁééiié'iﬁfdfﬁétiéﬁ might also

be useful in adaptlng irstruction to the capablllties of a particular student.
The value of feedback is related to the promptness with which it is

available to the learner. Therefore scoring prqcéaurég are needed that yield

information expediticuéi§; A system that would automatically reveal the

on the instructional materials.. Programs have already been deVeloped that
”ééé ute latencies in responding during practice sessions and match the scores
with normative information. Other programs make inferences abogt a student's
problem-solving procedures and offer sugééétiéﬁé if he or she. s on the wrong |
: \
track. Others provide access .to stored information for problems requiring
formulation and evaluation of hypotheses. In view of the iﬁcreasiﬁg>avaiiéﬁiiiii.
of computers for instruction; such téSbﬁttéé‘dﬁviduéiy should not Ue neglected:
However, one should consider the ﬁségiﬁiiityAEBét any constraints imposed by

the mnchinéé with regard to the kinds and the settings of problems that can be

presented may limit the generality of the skills acquired. '

Some Issues

The review of the literature has revealed a number of i§§h6§ corncerned
not only with how problem-solving skills can best be taught; but also with
whether they caﬁvéﬁd-shduid be taught ;explicitly. The iéék of consensus on
such issues would no doubt Eézréducéd, however, if theyvﬁere‘viewed in terms of

specific kinds of skills and problems and, perhaps, specific kinds of learners.
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Do we know enough to teach problem—solving skilis? Some ékéﬁéiéiéﬁ_ e

has been expressed as to ﬁhé?ﬁéf enough is known about problem solving to

justify any general recaﬁmendatiﬁns about how to teach problem-solving processess
,'ﬁast writers, however, are convinced that we do know enough at least to teach
:éértaiﬁ problen-solving skills. For well-structured problems in relativelyy
narrow domains of knééiédéé;,éuéﬁ as mathematics, there is mo doubt that we do
kiiow how to teach such specific skills as the use of al eithms. §resumabi;\ﬁe_;
also know how to teach pattern recognition and automatic -processing for problems
of a sort that are encountered repeatedly. We know how to teach the development
of probiem iebfééeﬁféfibné at iéaéf for 6éfbaii§ stated problems that car be
transiated into equations or diagrams. |
ﬁuéras we go into dbmaiﬁs where problems are increaéinéii ill-structured,

strategies or heuristic approaches. Still less can we advise students about
efficient methods for accessing relevant information in LTM. Much needs to be

learned about how 1ll-Structured problems are solved.

disagreement as to whether problem-solving processes éﬁéﬁi& be taught explicitly
or by allowing the learner to discover them for himself. The former method
would surély be more efficient in bringing students to the point where they can

cope successfully with a specific kind of problem, while the discovery method
would be more likely to lead to ability to generalize the acquired procedures

to problems that do not closely fit the problem type being taught: There is

O ‘ - | ,", ‘ ’i . , 88 /
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some avidence that learding by discovery.rather than by rule results in a
better problem representation: More research is clearly in order.

A related question has to do with the wisdom of\eaking expiicit the

Cil
-~ . o

tacit knowledge that apparently is available o some s&il1ed problem splvers.-

There may be some risk that such aﬁ‘attéﬁptiintérférés-ﬁith autbmatic process~

facit pr6Cédural cwledge i, so that it could be taught ‘to others. Again;'
more research is needed. = o _ !

* How general should instruction in problem solving be? There is a differenge
of opinion on the 1ssue of how general iﬁ%ifﬁéfiaﬁ in problem s6i61ﬁg should +
be, with some holding that instruction would best be taught in the Eaﬁtéit of ; .
'defined areas of expertise, while others hold that vety - general instructicn is-

needed in order to’ prepare students to deal with the unknown problems of the

~

fdture. For problem solving in such’ areas as electronics troubleshooting or

auto repair, it would be wise to teach specific rules and procedures because of

P

the. many instances where they can be applied. But if we consider instruction
concerned with the unknown ill-structured problems ‘of the future, genéralit§
would be essential; basic skills and aptitudes with wide applicability should 1

be taught as weli as such Very general processes as use of heuristics and

.
-

strategies.

While knowledge of the cognitive processes involved in solving problems

'C <

z

suggested by cognitive psychoiogists are compelling; particularly in those

areas invoibing deveidpnent of praE;em representatiéns; pEééé&ﬁréi knowledge;,

K
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require close collaboration-of cognitive psychologists with teachers and with

édﬁtétbr% concerned with curriculum. There is need for a_great deal of research
b < : : : :

o Set

evaluatad in educational settings. <Continuation of research on cognitive

processes is also essential. It would be highly desirable that, as Glaser

(1976b) has éuggé§§éd, a linking scieace be developed that would be Béééd’bﬁ

“knowledge derived both from scientific invéstigations and édﬁéétibﬁal.ﬁtaétiéé

- A

-

- and that wbuld provide a conceptual framewotk for instructional procedures and
N : L O - : . :
educational evaluations. : aL ) o

3
. -
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