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- EXECUTIVE SUMMARY

Testing is a major industry for.the American educational system. The

SN

Natipna] Education Associétion estimates that approgimate]y 200 million b
achievement~tests are administerédtannua11y in the Unﬁted States (McKenna,
1973). Of the three or four pub]ishedrtestsjstudents take each year, the
majority are standardized measures. Scores from these tests are used as a
_primary source of information in.making decisions about educational’
programmihg, class p1aceHEnt, student adVancéﬁenf, and evaluations of
educatigna] programs. Given tpe fact that‘standardiied achievement tests are
used to make such impo%tant decisipns, it s essential to be sure the tests
are rea1iy measuring what they purport to measure.

) Unfortunately, previous research suggests that several other factors may

}“be confounded with scores. received by students on standardized achievement,

tests. To the 'degree that such factors are influencing the scores students
receive, decisions which are basedlgn the results of standérdized achievement
tests may be misleading and/or inappropriate. Some of the potentially
confounding factors identified in'prevaUS_research include the following:

¢ Administration Frocedures. Teachers who do not follow standardized.
test administration procedures in administering the test may cause
students' scores to be higher or ‘lower than they would otherwise be.
Students may receive higher scores than they deserve if the test is
not properly monitored, if inappropriate hints or assistance are
given, or _if cheating is not carefully controlled. Students may
receive ‘lower scores than they should if directions arfe not given
clearly, if they are not properly prepared for test, or if a
nonsupportive or anxiety-provoking atmosphere is maintained.

o Student Test-Taking Skills. -Several previous research studies have
suggested that mastery of test-taking skills such as checking work, |

. using elimination strategies, timing, and following directions are

i positively related to student scores. ' ' '

- o Test Format. The format used by different standardized achievement
. tests to assess a student's mastery of the same content area is often
' radically different. There are indications that unfamiliar test

Y
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formats may be confus1ng for students. Such.confusion may result in

lower test scores even though students know the mater1a1 being

tested .

o Student Motivation. Students who' are not motivated to do well on
standardized achievement tests will probably receive Tower scores
than they would have if they had tried their best. ' When this
happens, the test is at leastpartly a measure of student mot1vat1on
.even though the decisions based on test scores assume that the test
is solely a measure- 01 achievement or mastery of -a- particular centent
area.

Objectives»'

To the degree that these previous research findings are correct, student
scores on standardized achievement tests will be invalid because factors
other than what the\\student knows (e.g., familiarity with format ,
adm1n1strat1on procedures motivation, and test-taking skills) will influence
scores on the test. Based on the findings of prev1ous research described |
above, this project deve1oped, implemented, and exam1ned the effect of
instructional materials and procedures designed to eliminate the influence. on
testkscores of the following four factors. »

1. Differential levels of test-taking ski]]s on the part of students.

2. Studeut's lack of fam11tar1ty.w1th and consequent confusion from the .

" question format used in the district's standardized achlevement
tests.

3. Lack of motivation on the part of. students to do thei r best on the
~standardized achievement tests.

4. Inappropriate adm1nystrat1on of the standardized achievement tests.
. it ' o C o

Materials and Procedures ) o , )

" Mater1a1s and procedures des1gned to reduce or e11m1nate the 1nf1uence
of the confound1ng factors descr1bed above 1nc1uded a series of nine
filmstrips, audiotapes, and workbooks to.teach students test- tak1ng skills; a

» set of seven practice tests formatted s]m11ar!y to'the standard1zed
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achievement test used by the district; a self-charting proeedure designed to
motivate sthdents to try'their best on tests; and, workshops and exercises |
designed to improve teachers'.skii1s as standardized test administrators.
Each of these components is summar ized briefly below and described in detail
in the project’s Final Technical Report.1

Filmstrips for teaching test-taking skills. Nine filmstrips (lasting

approximate1y 30 minutes each), audiotapes, and workbooks were developed to

teach students test-taking skills such as. checking their work, filling in

.\

answer spaces correctly, following directidhs, differentiating between
correct and look-a-Jike answers, using different question formats, and using

partial knowledge to eliminate wrong answers. All of the test -taking skills
instruction focused on standardized reading achjevehent tests. Filmstrips

were desicned so that the 1ights remained on during the filmstrip and the
fo]]owing instructional principles were emphasized:

e the teacher interacted with the filmstrip, controlling the pace of
instruction, checking student mastery, supplementing instruction when
necessary, and demonstrating correct performance.

e students were actively involved in the instruction--completion of the
workbooks occurred during the filmstrip, vocal responses were used
frequently, and teachers were instructed not to proceed to new
mater1a1 until all students had demonstrated mastery.

¥

Practice tests. Seven practice tests (ranging in 1ength from 5 to 30

m1nutes) were developed using the same format used” dy each district's
standardized achievement test. Content of the practice tests paralleled what
was beﬁhg taﬁght to students in their reading group during. the year. The
practice tests provided an opportudity for students to practice the concepts

‘being taught in the filmstrips, become familiar With the format and

1Cop1es of this report are available from the Un1ted States Department
of Education (Reference Contract #300810271), the Utah State Office of
Educat1on, or the ERIC Document Reproduction Service.
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standardized testing procedures (teachers admin{stered each practice test
using wr?éten directions similar to a standardized test), and to learn to
~work independently in a standardized testiag situation. By the time students
took the standardized test in the spring, it was hoped that standardi zed
testing procedures would be a fami]jar\and comfortable experience. In
addition, these practice tests were designed so teachers obtained feedback at
perioqic intervals on student mastery which cou]d be useful in designihg

their classroom instruction.

Motivating students to try their best. Scores on the practice tests

were also used as a basis to motivate students to try their best on
sténdakdized échipvement tests. A self-charting procedufe‘was used with each
student's individual chart prominently displayed. -Each étddént received
points to be put on the chart for improving His or her score from the
previous practice test (students scoring above 80% on each practice test were
always given points). It was hypothesized that if students learned to try
their best on the "standafdized“ practice tests, this motivation would
transfer to the actual standardized achievement test given in the spring.

-

Training teachers in standardized test administration. “Teachers were

trained in two workshops (one in the fall, one in the spring) to be better
standardized tegt administrators. Du%ing the workshops, teachers were
instructed in standardized testing procedures, critiqued videotapes of good
and bad test administration, and role played various aspects of test
administration. Exaﬁples of the type of concepts emphasized inclgded student
sea£fng arrangements, preparing for eaf]y‘finishers, c]ar{fying amgigu0us
directions and making sure all students uﬁderstand directions, and

~facilitating a supportive and properly controlled atmosphere.



Experimental Design

K

To test the effect of the training materiéWs on students' and teachers'
performance during standardized achievement tests, 58 classrooms from three
school districts in Utah were randomly assigned to one of three groups.

e EXperimenta1.Group 1 classrooms received all of the training

materials (filmstrips, practice tests, motivation®procedures and

training in test administration). v

9 Experimenté] Group 2 classrooms received only the student training
materials (filmstrips and practice tests).

& Control group classrooms received no specially prepared materials
concerning the administration of the standardized achievement tests.

Project staff at Utah State University provided extensive supervision
and assistance to-each of the experimental group classrooms participating in
the project including. training workshops, on-site modeling of:materia1,
periodic on-site follow-up and assistance, and te1ephone consultation. Each
teacher in the experimental groups was Visited an average of five times
during the yeaf in addition to the training workshops. Also, there wés an

average of 7.9 phone consultations with each of the teachers.

The effectiveness of the project in teaching elementary school students

test-taking skills, motivating students to do their best on standardized

!

achievement tests, and training teachers in the proper administration of
standardized achievement tests was assessed based on data collected for each
of the three groups in the following areas:

1. Teachers' responses to questionnaires and interviews to assess their
perceptions of the value of the materials and the quality of
implementation. ’ /,/“

2. Students' scores on the district's standardizea'achievement test.
3. Observations by blind observers of student- and teacher on-task
behavior during the standardized achievement test.

4. Student and teacher attitudes towards standardized achievement tests
as measured by paper-and-pencil attitude .instruments developed by the
prdject. - ) .



5. Ratings by blind observers of the qua11ty of the teacher s test
administration.

The actual measures used to collect data about the project are described
in greater detail in the Final Technical Report of the project. These
measures consisted of a series of standardized and locally developed measures
and observation systems. The standardized achievement tests were
zaministered in each class by the classroom teacher as was the general
practice of the participating districts. A1l other data were co]]ecteg by
specifically trained data collectors who were uninformed as to the nature of
the research or the group membership of any other classes.

N

Results -

Teachers' perceptions. Most components of the project, particu]ér]y

filmstrips and practice tests, were viewed very positively by teachers. For
examp le: : _ N

e 84.2% of the teachers felt the filmstrips were worth the t1me and
effort required. .

¢ 78.9% plan to use the filmstrips next year.

o 94.7% felt the filmstrips taught Cthebfg“Qﬁiéhdwererimportaht'fbr'M”"'”

. students to learn.

o 79% felt the practice tests adequately prepared the students for
taking the standardized achievement test.

e 76.3% plan to use the practice tésts in the future.

o 76.3% felt the benefits of the total project were worth the
1nvestment in time.

e 73.7% of the teachers felt the project was enjoyable for students.

o B81.6% of the teachers felt the project benefited the student's
. test-taking skills.

Teachers' pereeptions of the value of the procedures for teaching

standardized test administration skills were also very positive. Seventy-one

vi



percent of the participating teachers felt they were bet£er test
administrators as a result of the workshops. However, the procedures used to
motivate students to try their best on tests were. viewed less positively.
Slightly more than half the teachers (53.3%) felt that the mofivationa]
procedures were difficult for students to understand. Only about a third

(38.1%) felt that the students were motivated by the procedures, and only

38.3% of the teachers plan to use the motivational procedures in the future.

Teacher and student attitudes and behaviors. Table 1 includes data.for
all of the major outcome measures for each of the three groups ("i" refers to
Experimental Group 1, "2" refers to Experimental Grogp 2, and 1c" refers to
the control group). As can be noted, teachers participating in the project
had”improved attitudes towards standérdized achievement tests, particula-~ly
those teachers in Experimental Group 1 who received the training in
standardized test administration. Teachers' on-task behavior and quality of
test édministratibn was also significantly improved as a result of the
project. Differences between groups on student attitudes‘pgwards B
§tandard{zed tests were statistica]]j significant favoring the control group.
However, in.practica1 terms, these differences were very small. There.were
no differences betweenuthe groups on student on-task behavior during the

test.

Academic achievement. There were statistically significant differences
between the groups on all of the achievement test scores with Experimental

Group 2 scoring the highest. Although statistically significant, differences

"“between—the—group5~are«reQativeJy—smallmcan—average of less than one-quarter

a standard deviation). However, it is important to note that students in
Experimental Group 1 who received the most interventioﬁ consistently scored

the lowest on the standardized achievement test scores.

v 17
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Table 1

Scores for Each Group on Major Dependent Measures

; Cont. Grp.
Variable Scores and Rank Order pb SD - gsC
X 85.7 87.9 - 89.1
Teacher Attitude o 2 < 1 .000 12.3 .35
o Md 85.5 87.2 89.8
X 117 11.9  12.4 : :
Student Attitude 2 1 < C 011 3.5 .20
Md 1l.2 1.3 12.1
Teacher On-Task X 59.2 13.1 77.1
(Teacher-Directed Subtest)d C ? < 1 .000 49.0 .60
. Md 68.9 89.1 98.3
Teacher On-Task X 83.2 78.4 80.6
(Student-Directed Subtest)@ C 2 < 1 .048 37.7 14
Md 87.7 88.7 92.8
Student On-Task X 88.4 89.2 89.7 \
(Teacher-Directed Subtest) : 1 C < 2 .785 11.1 .32
. Md 90.8 92.5 94.4
Student On-Task X 90.5 90.6 89.9 .
(Student-Directed Subtest) o 1 < 2 .911 9.3 14
) ‘ : Md 92.5 93.4 93.8
Quality of Test Adminis- X 48.8 50.6 49.7
tration Rating C 2 < 1 .000 3.8 .28
3 48 50.9 52.1 .
Achievement Test X -.10 .04 .07
(Teacher-Directed 1 o < 2 .023 .9 .24
Reading Subtest) Md .06 .09 .32
Achievement Test X -.08 .08 .01 :
(Student-Directed . 1 C < 2 .033 .9 .19
Reading Subtest) Md .19 .33 .38
Achievement Test X o-.10 .07 .05
(Total Reading) 1 c. < 2 .013 .9 .29
Md .05 .22 .34

3For each standardized achievement test, a teacher-directed subtest was

defined as one where the teacher gave directions and controlled the pace item by

at the beginning of the subtest and then student worked 1ndependent1y for a

certa1n time 1imit or until they f1n1sheﬁ

_item. A student-directed subtest was defined as one where directions were given

ban probability estimates are based on one-way analyses of variance between

means of the three groups.

CThe column labeled ES refers to the standardized mean d1fferences between

the highest and lowest group (X hi
has been.recommended by Glass (19

using a common metric.

7

h. = Xlow) * S0contro] group-
7) for examining the results of various studies

"This measure

Medians for each
Asterisks are used to indicate where

In many cases, distributions are substantially skewed
so that medians are a better indicator of central tendency.
group on all variables are also reported.
the order of groups differs depend1ng on whether means or medians. are reported.
The order of groups represented in the chart a]ways follows medians.

o
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Subgroup analyses. To check the robustness of the findings‘réported

:gbove when all students were included in the analyses, several additional
analyses were done using subgroups of students. These subgroup analyses were
done for the following groups of students across all dependent variables.

e Students who received the majority of the experimental treatment.
These analyses were done eliminating those students who saw less than
5 filmstrips, took less than 3 practice tests, had teachers who _were
rated low on quality of implementation or support, were in special
education programs, or had English as a second language. AN
“
. @ Students who received all of the-experimental treatment. These 1
analyses were done' eliminating those students who saw less than 9
filmstrips, took less than 7 practice tests, had teachers who were
rated low on quality of implementation or support, were in special
education programs, or had English as a second language.
e Only Title I students who .received all of the treatment.

0. Students in each of the three participating districts analyzed
separately. : ' -

'The?re$u1ts of the subanalyses (reported.in detail in the project's Final

Technical Report) confirmed in all cases the results reported above in Table

1.
Conclusions

The purpose of this project was to develop, implement, and evaluate the
effect of training materials and procedures designed to increase the validity
of standardized achievement tests by improving:

e Students' test—faking skills, attitudes toward tests, and motivation,
and

e teachers' attitudes toward standardized tests and quaiity of test
administration.

As noted briefly above, the intervention procedures did result in improved
teachers' attitudes towards tests and quality of test administration.

Furthermore, teacherscwere enthusiastically supportive of the materials, plan




to continue using the materials in the future, and felt that the materials
resulted in substantial improvements in students' test-taking abilities énd
students' attitudes towards tests. However, the more objective data
co]]ected‘by the project indicaéed that there were no meaninth] increéses in
students' test-taking skills or students' attitude or performance during
tests. |

These data raise some perplexing questions in view of previous research
which has supported-the efficacy of the types of intervention'developed in
this pﬁoject, and in view of teachers' perceptions‘about the effectiveness of
the project. First, previous research has indicated that trajning stuaents
in test-taking skills has a substantial effec§ on test scores. When compared
td the interventions in previous research, theitraining delivered to students
in this project was a relatively fﬁtense, systematically delivered traininé

experience of long duration with good fo]]d&-up.and monitoring. In spite of.

this, no meaningful differences were observed between the groups'on test

scores. Most differences which were observed were not in the predicted

direction. In fact, those students who received the most training received

the lowest scores.

The fact that differences were not found is even more berp]exipg in
light of teachers' very positive response to the program materials. Most
teachers who used the materials during this year plan to continue using the
matefia]s in the future and felt that the materials héd improyed their
students' attitude and increased 5erformance on standardized achievement
tests. However, the fact remains that none of these perceived difference§
were appérent on objective measures for which data were collected on the

’

projéct.

i | ‘_'u o 20



The contradictions with previous research and teachers' perceptions of
the value of the materials and procedures suggest that further evaluation of
the ﬁateria1s‘developed in this project should be conductéd before final
conclusions are drawn. Further research is necessary to understand to what
degree typically administered standardized achievement tests are vand and
useful for the purposes for which they are usually used. The materials
developed in this project represent an important beginning. As they are used
further and more data are collected, weAwi11 be able to better understand the
degree to which results from standardizea tests should and can be used to
make programming, evaluation, and placement decisions for primary grade

children.




FINAL REPORT:

STATE REFINEMENTS TO THE ESEA, TITLE I EVALUATION
AND REPORTING SYSTEM

CHAPTER I
1. OVERVIEW OF THE STUDY

The general purpose of RFP 81-034 was to support further development
work by State Education Agencies SEAs to “enhanée the quality of Title I
evaluation at the state and school district level." The project described in
" this report accomplished this overall objective by addressing the fo]]owing.
two spéﬁific areas targeted by RFP 81-034.

© Qua]ify control. Efforts designed to improve the accuracy and
validity of the Title I evaluation data currently being collected.

® Measurement and Evaluation. Studies, designed to investigate
Technical aspects of,the current evaluation models . .

The Title I Evaluation and Reporting System (TIERS) was Jes1qned to
provide decision makers at all levels with information about:
'"f“f“j”thé'éfféttiVéﬁesé“Of'the'proq%&m§ga§315téd"Uﬁdéf”thiS”Tit]e"iﬁﬁ'ﬁ
meeting the special educational needs of educat{ona11y deprived
children; . . . such evaluations will include . . . objective

measurement of educational.achievement in basic skills . . ." (ESEA,
Title I, Section 124 (G)).1 '

In other words, TIERS was designed to provide information about how much

more children know in basic skills areas than the; would have known had they

not participated in Title I‘proqramS-A\Each of the TfERS Models utilizes

standardized achievement tests to providé inférmation about how much children
~ Know -about Sasic skills. Each of the modéls compare chi]dren's scores on the

achievement tests at the endidf the program w{th a no-treatment expectation '

(i.e., what children would have known had they not participated in tﬁé,

program). The difference in these two estimates of children's knowledge is

assumed to be attributable to the effect of the Title I progvam.

1For_é more complete description of TIERS, see Tallmadge and Wood
(1981). s
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In addition to using scores from standardized achievement tests to
evaluate the impact of Title I programs, “most Title I projects also use
standardized achievement test scores in selecting children to part1c1pate in
Title I programs, and in making educational prOgremmjng decisions abqut those
students once'they have been placed in the program. |

The validity of these decisions (i.e.; decisions about program impact, ,
student placement, and programming for students) depends on the sceres from
the staﬁdardizeq achievement tests actually measuring what the user of the
test resu]ts thinks it is meesuring (which in most caseé is the stedent's
knowledge of theibasic skill area being teeted). In other words, for the
results of TIERS to be useful, valid standardized test results must be
obtained. However, Casse]] (1969) noted that there are at least two

conditions cr1t1ca1 to obtaining va11d standardized test results:

1) The student s score on the test must be a function of what the student

knows about a topic rather than some other~ var1ab1e‘““*““""*‘“*W"
2) The test must be administered according to specified standardized
procedures. -
There are difficulties associated with the failure to meet either of these
Aconditions.

An example of violating the first condition occurs when a test is a valid
instrument for one purpose or in one setting, but does not yield a valid score\
fdt the particular setting or purpose for which it is being qged. Variables
such as a student's test-wiseness or test-takinq skills and level of
mot1vat1on may influence a test score so that an accurate estimate of academic
ach1evement for that partigular student cannot be obtained, For instance, if

a student ftlls in the bubble on the machine-scorable formjtoo lightly to be

read, the'resulting score will be lower than if the machine had read all of

. ‘ | 23




the answers; or, if a student doesn't feel like taking a test that day, the
score will be different than on a day on which the student is motivated to do
his/her best. |

The validity of standarcized test scores are also ca]]ed”intd.qyestion
when a test ‘administrator violates standardizéd administration procedures (the
second conditién reférred to above). When standardized test :administration
procedures are not fo&]bwed;,chi]dren may misunderstand the directions,
cheating may occur, or time l1imits may be altered. Additionally, when
standardized administration prbcedureg'are not followed, the comparison of
obtained scores to those of the norming group will probably be inappropriate.=
For example, test results obtained by students who did not receive a practiéé
test priar to t+- actual test may .. ‘de diagnostic information, but will not
be interpretable according tc a norm group if the students in the norm group
did take ayp?actice test.

~ Despite the importance of these factors in obtaining valid and

interpretable scores, it appears that jitt]e is being done.in many c]ass?oohs
to assure that: o

nl) tests are indeed measuring ‘academic skills {and not level of test

takina skills or motivation); and,
2) standardized test administration procedures are followed.

Most test compahies encourage the use of standardized procedures by

including a section in the test manuals to alert. teachers of the importance of

following standardized directions. Furthermore, most teachers have received
some training in the administrétion of standardized tests, and most people
recognize the importance of selecting tests which are appropriate1y matched
with the school's instructional emphasis and encouragjng_studeﬁts to do»their'

best. However, data collected by the Utah State Office of Education during
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the 1979-1980 school year as one part of the previous project for State
Refinements to the ESEA Title I Evaluation a;d Reporting System (White,
Taylor, Eldred, & Carcelli, 1981: hereafter referrea to as “79-80 State
ﬁefinements Project"), indicated that substantial problems exist-in Utah Title
I programs which make the interpretation of Title I evaluations, regardless of
which one of the TIERS mdde]s is used, difficult and perhdps mis]gading.

The 79-80 State Refinements Project identified four primary factors which
may be coﬁfounding the results of Title I evaluations desiéned to estimate how
much more students k?ow aé a ﬁesu]t of Title I programs than they would have |
known had they not participatéd in:the program. Thesé factors included:

1) the procédu;es used during test administration;

- 2) the test-taking skii]s of the studeét;}

3) the format of the particular standardized achievement test which is

used; and o ta

4) the motivational 1éve1 of the students.

Data from. the 79-80 State Refinements:Project provided evideﬁﬁe that = . o
existingeproblems in each of thése four areas may confound the interpretation
uof Title I evaluation results. The project déscribed in this report expanded

on the previous project to (a) more de%}nitively inyestigate the- causal’
relationship of the above factors with student tést scores; and,j(%) design,

implement, and test the effectiveness of procedures designéd to reduce or

eliminate factors in each of these areas which may confound the interpretatior

of scores from standardized achievement tesfg; The pfoject wasié cqoperative
< eff ¢ between the Utah Stéte Office of Education, researchers at Utah State

University, and four LEAs within the State of Utah. The remainder of this

section outlines the specific objectives oﬁ the project anq explains the

‘importance and potential benefits of the study.




‘Objectives

Thevovera11 goa]dof this study was»to desion, implement, and test the
effectiveness of prOCedures and training packages designed to increase the
va]idity of standardized achievement test scores‘typica11y used throughout
Utah in implementing the Title I Evaluation and Reporting System. The
projected benefit of such deve]opment and eva]uat1on work was the increased
validity of resu1ts from the- T1t1e I Eva]uat1on and Reporting System as a
consequence .of standard1zed testing procedures being fol]owed more r1gorous]y
and confound1nq factors such as test w1seness MOtivation of students, and
testing format being reduced or eliminated. The spec1f1c objectives of the
study inclided: "

- 1) LEA personne] administering standardtzed achievement tésts used in

’ Title I Eva]uat;on and Reportind System,wdll adhere more closely to
standardized testing procedures and will display more positive )
attitudes and increased skill consist t with standardized testing
procedures in administering the tests?h 4

2) Students will be more motivated to take standardized achieVement tests

and will d1sp1ay higher levels of test-taking: sk111s which will
he11m1nate these factors as confound1nq variables in demonstrat1ng what
students know. _ ’

3) The confounding effects on student test scores of question format will

be eliminated or reduced. .
4f The causal relationship between scores'on standardized achievement -

‘tests and qua11ty of test adm1n1strat1on, student test tak1ng skills,

" student mot1vat1on and item format w111 be determ1ned

‘ oLl

PO

o These obJect1ves were addressed by des1gn1ng, 1mp]ement1ng, and e

evaluat1ng the effect1veness of exper1menta1 treatments for students in Title

-

cI‘schools. Experimental treatments consisted of:
‘ S g

-~

o . | : '!,_\_ &~ -..:.\, ’2,6’ /




b
(@]

1) Tréining tgachers in proper standardized test administration
procedures.

2) Training students in test-taking skills.

3) Implementing prdcedures for mot{vating students during the regular
school year to achieve well on tests.

- 4) Fémiliarizing~students with the test formats.used by their. districtis

standardized test.

Classrooms in Title 1 séhoo]s were randomly assigned to various experi-

, mental and control conditions to test the effectivenes; of the intervention
procédufes and to[éstab]ish«what, if any, causal relationship existed between
these factors énd students' test scores._gfhe effects of the various interven-
tions were investigated using a-varietx?gf dependent variables including ~
°obsefvation df‘téacher_and studentvon{iask behav ior during teéting, scores on
the Quality of Tesi'Adminﬁstration.Checklist, stﬁdent aﬁd teacher attitudes

toward testing, and student’” scores on the standardized achievement test. -

Importance and Benefits of Project

Results of the Titlé T Evaluation and Reporting System (TIERS) will be
invalid or mis]éading.to thé extent which factors such as édminigtration
_procedures, students' test-taking skills, student motivation, and test format .
are confounding students' scores on standardized achievement tests. As a
result of -this projéct which developed and evaluated the effectiveness of.the
procedures to eliminate or contfo] these variables in Tifle'I evalvation
situations, 1ocaT,_state, and national Title I officials can better*unde"stand
how TIERS results should be interpreted._
As a result o% the project, several training packages are available to
LEAs to train-teachers in the proper administration of sténdardized

achievement tests and train students in test-taking skills. Tne following
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materials have been produced and are available from the Department of
Education or the Utah State Office of Education for the cost of reproduction.

1) Training Teachers in Test Administration Procedures: Presenter's

Guide (150 Qp.).

2) Taking Tests: A Little Magic Always Helps (a series of nine

filmstrips, work booklets, and audiotapes).” T T

3) How to Take Tests: Teacher‘s~Manua1 (312 pp., includes mésters for
workbooks, practice tests, reinforcement procedurés, and fiimstrip
scripts for filmstrip series). .

The potential benefits of a prqject such as this for.the u.S. Depértment
of Educafion_are more far reaching. Testing is a major industry in tﬁe
American educational system. The Nationaf Educat%on Association estimates
that approximately 200-million achievement tests are administered annually in
the U.S. (McKenna, 1973). Of the three or four published tests that students
take each year, the majority are standardized meésures. Scores from these
tests are a major source of data that are used to'report low achievement -and
inequities in the'delivery of educational services. If tesfhscores are to be
used to document ‘the occurrence of educational inequity, to compare results
across groups of students, and to make educationa] decisions, the test resﬁ]ts
need to be valid and interpretable as indicators of student knowledge (i.e.,
scoreé must be a measufe of the skills the, test was designed to measure).

Currently, test results are used at'evéry level gf education from
teaching to formulating policy. The objectives addreéséd by this project are
particularly relevant for four different areas whith include but extend well
beyona the concerns of Title I3 (a) the use of horm referenced evaluation
procedures,‘(b) the placement of students into special brograms and

" curriculum, (c) the diagnosis of academic deficiencies,.and (d) the funding

and poTicy making for selected educational groups.

¥ o
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First, the success of instructional programs is often determined by-
comparing the pre- and posttest scores of the treatmeht group tb scores of an
empirically established norming group. Group test scores found to be
~sensitive to variations in testing procedures and in student motivational
“levels may not be interpretable accordinqvto published normed fab]es. For
example..if.a.spring pretest and a spring .posttest are used to_éva]uate a .
program, the two tests were prqbab]y given by different teachers and the gain.
or Toss may be attributable as much to the way the two tests were administered
as to the éffects of the instructional program. |

Second, students most affected by the use of group*aéhievement test
scores for diagriostic and placement purposes are frequently those with
re]ative1yflow académic achievement levels or socioeconomic status and are in
programs such as special education, bilingual education, or Title I. Many of
the rem:dial groups in which a student may be p1;ced have a limited number of
spaces that are fi]]edlby students with the greatest need. If tHe basis for
placement in special instrﬁttiona] programs'is a low test score, and if the
scores of some students are influenced by test-taking skills, low motivation,
or ‘improper test. administration, sé]ectioh decisions may be incorrect.

A third area affected by.variation in testing conditions‘is academic
assessment. Oncé students are placed into a program, academic deficiencies
should be precisely identified so. that valuable instru&tiona] time is not )
spent teaching skii]s that have‘a1ready been mastered. If a student's score
js a function of misunderstanding of directidhs,.1ow motivation, or poor
'test—takinq ski]]s; deficiencies will be improperly noted and deQe]opment may
he retarded by incorrect instrﬁctiona] grouping orbproqramming.

Finally, additional knowledge about the factors examjﬁed in .this study is

important for funding and policy detisions'that rely on student test scores.
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For instance, if the correlation between ethnicity and test scores becomes

significantly lower when differences in testing conditions, test-taking

skills, and motivational levels are controlled, then ethnic group comparisons

made under uncontrolled conditions are less believable. That some data may

not be a valid estimate of achievement is particularly disconcerting when the

people who use the actual test scores for financigl_a]ioca;iong‘(e.g.,

legislators) are removed from the test setting and are forced to rely on the

"facts" from score reports.



then relevant stud1es are grouped and reviewed separate]y for each of the

10
CHAPTER II

REVIEW OF RELATED RESEARCH

S
Prev1ous authors have suggested that student scores on “educational:
tests may vary as a result of factors other than know]edqe of the content
being tested and random error (Ebel & Damrin, 1960; Thorndike, 1949; Vernon,
1962). The purpose of this section is to review and synthesize the findings
from previous research which were most rélevantifor the materials and
procedures of this pfoject. The discussion of the effect of the following
three factors on test score‘differences among students estab]ishes.the
theoretical and empirical basis for much of the work described in the

Procedures Section.

1) Reinforcement (RE)--giving students verbal or tangible rewards
contingent or noncontingent on test ‘scores;

.2) Student training in test-taking skills (ST)--providing students with
practice, coaching, or training in test-wiseness; and
-t
3) Teacher training in test administration (TT)--training examiners on
how to 1mp1ement standardized procedures and how to prepare Students
for a test. -

The. procedures used for conducting the reviews are described first and °

-

three factors. A summary of the three reviews is the final section of this

chapter.2
Procedures

Two approaches were used to review and summarize the results from

previous research. First, a "meta-analysis" was conducted on studies of

reinforcement and student training. A description and rationale of

2pdditional work by the authors in developing prototypes of some of
the materials used in this project is described in the Technical Proposal for
RFP 80-034 and in the Final Report of the previous Utah State Refinements
contract. The theoretical review in this..section does not refer to this work.
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meta-analysis are presented balow. Second, because insufficient research was
located on the effects of teacher training to justify ﬁsing meta-analysis,
findings from studies related té the administration of standardized‘tests are
presented. Since this research covers a variety of testiﬁg coﬁditions, each
study is briefly described and summarized.

v The remainder of this sectién defines meta-anaiysis, destribes the
meta-analysis procedures, and discusses previously gomp]eted reviews on

Reinforéement (RE),  Student Training (ST), and Teacher Training (TT).

Meta-Analysis Defined

The term meta-angiysis was introduced by Gene Glass in 1976 to describe
the statistical analyses performed on the results of individual studies for __..
the purpose of integrating findings. McGaw and White (1981) quote Glass:

The approach to research integration referred to as
"meta-analysis" is nothing more than an attitude of
data analysis applied to quantitative summaries of
individual experiments. By recording the properties
of studies and their findings in quantitative terms,
the meta-analysis of research invites one who would "
inteqrate numerous and diverse findings to apply the
full power of statistical methods to the task.

Thus, it is not a technique; rather, it is a
perspective that uses many techniques of measurement
and statistical analysis. (p. 12)

ﬁence, meta-analysis is not a new methodology--it is-én anproach which
uses different exigting research techno]ogiéé depending on analyses to be
completed. Three characteristics distinguish meta-analysis:
1. The outcomes of individual stﬁdies are quantifiad on a common metric
so that resu]ts.can be compared across studies. Examples of
quantification are the use-of standardized scores'fsuch as I1Q, r2, _

omega (w) squared, eta (07) squared, or Glass' ES, see below). .
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2. A comprehensive 1ist; or at least, a representative sample of studies
is considerea (includﬁng journals, government reports, dissertations,
and unpublished material) so that results of the review can be
generalized to research which has been conducted on thétztopic.'

3. Characteristics of individua] studies (e.q., size of sample, type of
design, and age of students) are quantified and coded 'so that the
covariétion of stud& characteristics and the outcomes can be
‘systematically and empirically examihed.

To conduct a meta-analysis, a comprehensi&e list or a representative
samp]éloi\étudjes is-identified by clearly specified procedures. Next, the
features of the studies are coded quantitatively and.outcomes are converted
into a common metric. Fina]]y; findings are described and analyvzed by
statistical procedures to examine the covariation of study characteristics
with the outcome measures.a

| A meta-analygis offers severaliadvantages (see below) ove} more typiéaf
review of research that often pfesent stﬁd{es with differing resuTts and no
, conclusions. Glass (1977) summarized the problems frequently encountered by
review of existing research:

1. Literature searches are haphazard and selective, and often omit
dissertations. |

2. Reviews are typi&a]]y narrative and discursive; findings are ofteﬂ
difficult to understand without .quantification.

3. < Reviewers who attempt to quantify studieg generally (and .
inaopropriately) use statistical significance as a method of\

integrating studies to draw conclusions.
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Meta-analysis, though not a panacea for all review ills, does solve
many difficulties associated with trad%tionai reviews by being somewhat
more anrejudiced; quantitative, and generalizable. First, it is
unprejudiced because studies are not arbitrarily or selectively excluded
on the basis of quality (e.g., poor design, quesfionab]e implementation,
inappropriate dependent variables). Instead, a representative sample of
previously completed research is.conside;ed and characteristics of design
and analyses which contribute to the qua]ity (i.e. good vs. bad) of the
reseavch are simply coded for use in further analysis. |

Secoqd meta-analysis is quantitative because cutcomes from large
numbers of studies can be organized by using the same metric. This
common metric, referred to as effect size (ES), i§ usually defined
as |

Xe§perimenta1 - Xcontrol

Effect Size = )

(61ass, 1977). (1)
control :

F1na11yl meta- ana]ys1s yields more generalizable resu]ts because
the ‘studies selected for use in the meta analysis must be comprehens1ve
(include all the research) or be representative (randomly samp1ed to
typify all research). In addition, the relevant charagteristics of each
study are coded and entered iﬁtb the analysis as variablesiZ This process
encourages stronger, more adequately Supported conclusions than reviews -
which synthesizevresearch on the basis of .methodology or statistical

significance. <

k
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Procedures for Meta—Ana]ysis

This section describes the procedures used to locate studies and
code study characteristics fof the meta—ana]ysis.'uTheAsteps explained
below are those used to complete two separate meta-analysis, one ana]ysis
for reinforcement and another analysis for student training. Spétific
details about the individual analyses will be provided in the sections

Reinforcement and Student Training.

Locéting studies. The first step was to collect all the studies

regarding reinforcing test behaviors (RE), student training in test-
taking skills (ST), or teacher training in test administration (TT). The
primary sources for these gtudies,were four library data based computer |
searches conducted at Utah Staté University. Thé data bases included

Educational Resources Information Center (ERIC), Current Index to

Journals in Education (CIJE), Psychological Abstracts, and Dissertation
Abstracts. Computer searches yielded 31 RE, 79 ST, and 0 TT titles

by using combinations of the following descriptors.

test (ing) (s) _test wiseness (TW) “student

administration (tor) elementary o teacher

reinforce (r) (mént) test score (s) éxam (iner) (ation)

train (ing) : motivation practice
standardize (d) reward {s) coaching

intelligence (IQ) achievemen? aptitude

Since no research was located for the TT factor; this review was

dropped from the meta-analysis. Once the articles for RE and ST were
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1ocated,.the“bibliographies and references provided a second source of
studies. u

To qualify for jnclusion in the meta-analysis, articles had to meet
the foi]owing criteria:

1. The test used to measure the outcome had to be a standardized
inte]iigence or achievement test (aptitude tests were classified as
ach%evemgnt).

2. At least one independent variab]e.had to be a "treatment"
applied to subjects.

3. The outcome data had to be reported as test scores.

4. The research cou]d not be supported by a test publisher because
of the possible bias that might ensue during the study. |
Some of the articles féi]ed to meet criteria and were therefore
excluded. The_m9§t common deficiencies found in.rejected studies were

the use of a noﬁ;iaﬁdardized outcome measure (n = 17) and researcher
affiliation with a-test publisher (n = 27).
Some articles described more than one treatment effect and each

effect within an article was sepérate]y coded. For example, if the

- impact of practice'teéting was measured twice (immediately following the

practice and after one month), scores from both postfests were used to
compute two effects.\\Jhe final yield was 41 RE effects from 18 articles
and 62 ST effects from 37 articles. The 55 articles used in the

meta-analyses are identified-in the References as "R" for reinforcement

and "T" for student training.

- Coding study characteristics.* THe next step in the meta-analyses

was to describe the study characteristics. To determine what information

.

.\\
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to include in the analyées, all theAsfudfes were read and preliminary
estimates were made as to which research conditions might affect the
re]ationship'ﬂetweén test scores and reinforcement or Stﬁdent trainfng.
These conditions were listed on a summary sheet so that each article
could be quanfified on various characteristics. Examples of the coding

sheets used for RE and ST are located in Appendix A. The following study

\characteristics were coded for both Reinforcement.studies and Student

Training studies: number of subjects, mean aée of subjects, mean IQ of-
subjects, typg of testé used as a dependent variable (IQ, achievement, or
aptitude), test ﬁdministration unit (group or individual), type of
research design, quality of research design, effect size, énd
investigafor's conclusion about the effectiveness of the intervention.

For the Reinforcement studies, the type of reinforcement (money, candy,

praise, reproof, token, choice, and prize), the schedu]é (immediate or
delayed), and the contingency (contingent or ndncontingent on correct
test scores) were also coded. The type of training (practice or test

wiseness) provided was coded for the Student Training studies.

"High" quality was coded when studies basically accounted for
internal and external threats to va]idity (Bracht & Glass, 1968;'Campbe11
& Stanley, l963). "Low" quality was assigned to studies that failed to
;ontro] for ong or more.major extraneous variab]es.

One or more efgeét_sizes (ES) were computed using Equation 1, where
each mean student test score was transformed for e;ch study into a common
index that described the impact of.the_intervention (reinforcement or .
student training) and could be compared across studies; For studies that

did not report standard deviations or means on the outcome variable, the

. TV



17

o

ES was ca]cuTated from statistics such as tor F, using_procedufes
‘outlined by McGaw and Glass (1981). For pre-post studies where one
group was compared againSt itse]f{‘the pre-test mean sceore was used in

_the calculations as the control group mean.

Previous Reviews
| Seven previous reviews on test—takihg skills or test administration
were Hocéted and the characteristics of each review are sumnarfzed in
Table 1. Five reviews summarized research on training students in test
wiseness. Two reviews de;cribed studies which examined procedures
related to test administration even though no studies examined fhe
effects of training examiners. No review; were located on reinforcing
testing behaviors. ' ~
In general, the previous reviews lacked three critical components:
(Glass & Smith, 1979): (a) a systematic method for identifying studies
to be fnc]uded; {b) a common index for quantifying data for comparisons
across studies; and (c).a systematic integration of the reviewed data -
into a meaningful summary. - “?
Although one reviewer (Vernon,r1954) repBrted results in effect size
by converting all mean scores to IQ unfts, the covariation of sfudy
:characteristics with outcomes was not considered systematically.

Sattler and Theve (1967) describeg research fn terms of level of
significance and drew cbnc]usions by "voting" (see Light & Smith, 1971)
on the number of studies that obtained statigfica1 significgyce versus
‘the number’ of sfudies with nonsignificance.m The remaining ?ﬁve reviews -

discussed studies in terms of conclusions drawn by the primary

researcher. -7



Topic of

uthar, year review

Fuggo, 1977 Test taking skdlls
Kivkland, 1970 Test adnindstration

Ml iman, Bishop, Test taking skills
b Ebet, 1965 |

Roberts, 1979 Test taking skills

Samackd, 1979 Test taking skills

Sattler b Test administration
Theve, 1967 '
.

Yernon, 1954 Test taking skills

Table 1

Sunmary of Previous Reviews -

| Type of |

sampled

Conventence

Convenience

-Convenience

* (Convenfence

Conven{ence

Convenience

Comprehens1ve

in
ehodof  Pedws.  Omsol e of T

seiection reviess cited  Individul stodies studfes  the eiiiectiveness.

'specified?b and critiqued? reponted'in terns oft reviened\- of treatnentd ¢

o b (onclusfons . Effective -
o o 1Eonci‘usions . (: Inconclusive
o - No Conclusfons 8 Effective
No o Conclusfons . 13 /' " Hffuctive
o, o | Conciusions. /1/ Effective
o L Statfstical 56 Effective
"i\ siqnificance
R W s Effectfve

41f the revivy vas based on & iinited nurber of studies and gave no procedires for how studies Werg seiectéd, it was assuned that the sample

was 2 conventence sample,

bro be coded “ves, " the specific procedures used to fdentify and select ortioies for the revies had to oe thscribed,

cEffoct size ré iers to any kind of measure nhiciuou\d 1d be compared on & comon netric across a1l studfes’ “To be coded statistical siqnifi

cance, the review inni to report whether the significance was n favor or agatnst the treatnent for the majortty of studies reviewed Reviews that

reported the prinary investigators conclusions without mentioning statisticoi stontficance were coded conclusions, | ¢

dentries in this colum reflect the authors’ stated opinion in the revied anticle,

‘8L

O
T
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N

Two reviews contained criticism of the primary research in terms of
design or confounding factors, but the consideration that reviewers gave
to those problems in selecting studies, comparing effectiveness in

outcomes, or drawing conclusions was undefined and appeared to be

LY

. \ : . . .
unsystematic. The results and conclusions of the review articles are

discussed in the appropriate ST or TT section of this chapter.

The remainder of this-chapfer is divided into four sections:
Reinforcement, Training Students (in test-taking skills), Training
‘Teachers (in test admin%sfratioh), and Summary and Conc]usioné,ﬂ The
first fwo'parts utilized meta-analysis procedures to integrate the
existing research. Since‘nb research was identified on the effect of

_trafh{ng teachers to administer'tests (section three), a short narrative

review of research on related topics is provided. The results of the

Lo
NG

meta-analyses and related test administration research are summarized in
' ;

fhe final section of the chapter.

'Meta-Analysis of Research on Reinforcement

Research has demonstrated the positive éffects of reWarQing
various types of academic behavior 1nc1ud1ég test taking (Axelrod, 1972;
Ullman & Krasner, 1965). However, no reyiews'of priﬁary résearch were
]ocated which surveyed the studies thag/specifica]]y 1nVéstigated the
, effe;t of reinforcement procedures by;ﬁsing test score‘as the outcome
" measure. ; |

TWo recently completed disSert%tions (Baer, 1978; Weiss, 1980)

include reviews of previous research on the effects of reinforcing

inté]ﬂigence test-taking,behavipfs. In both reviews the primary research

T
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was grouped by subject IQ Tevel into low, average, and high. Both
reviews concluded that students with iﬁitia]]y low IQ scores show
significant Qéins in IQ scores opver controls when éhe correct responses
are reinforced on a second test. However, studie;ﬁthat examined the
effect of'reinforcgmgﬁt on std&ents with high IQs, found no significant
changes in 1Q-from thét%f}ét'to the second testing.‘ Similarly, most of
the studjes that -examined average I1Q students found nonsignificant
thanges in IQ levels. | |

The primary purpose of this section is to réport the results of a
meta-analysis of previous research to answer the question: Does
reinforcement increase test scores? This section reviews the primary
research on reinforcing test-taking behaviors and contains a description
of a typical study, thé results of a metaianalysis on previous studies, a

summary, and the conclusions.

A Typical Study " -

In a typical study included in the meta-analyses, standardized tests
were administered twice to two groups of -students. The chtrol group
received two identical administrations, both following standardized
procedures. Tﬁe treatment group was givenlon]y one stand;rdized
administration, then retested using standardized procedures except that
a reward was provided to students wh; received higher scores than they‘

" did on the first test. Test scores between the first and second test
l'administration were compared'to determine if-the reiﬁforcément resulted

N \

in significaht1y higher'scores.
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Results of the "Reinforcement" Meta- Ana]ys1s

The 41 effects sizes that were identified in 18 articles were used
in the meta-analysis. A summary listing of ESs by study is included in
Appendix A. The articles describe the impact of providing different
types and schedules of reinforcement on the academic and IQ test scores
of students aged 4 through 23. The artigles from whtch the studies were
reported, were pﬁb]ished from 1917 through 1980. - Three were doctoral
dissertations. | |

Overall effects. Descriptive statistics were used to compare the

‘results of reinforced and nonreinforced testing conditions.  Table 2

lists the study characteristics coded for each study (including the
coding catégoriés), the number of effect sizes in each category, and the
effect size. According to investigators, reinforcement was effecttve in
increasing the test scores in 56% (23/41) of the reported effects. Only
two authors concluded that reinforcement did not increase scores.
Sixteen ESs were judged by the authors as being inconclusive. In other

words, most investigétoﬁs who have examined the effect of reinforcementy

on test scores have concluded that re1nforcement does rggse test scores.

These conclusions are empirically supported by the fact that the
meaﬁ ES across all studies was .50, yith a standard deviation of .58 and
a.standard error of .09. That is, when students are reinforced for
scoring htgher than pfedicted from the prestest, scores under the
reinforced condition are bne-ha]f standard deviation higher than the mean
score obtained under ndﬁreinforced conditions. This implies that a .

typical student who is re1nforced for scoring higher than pred1cted will

score at the 69th percentile on an ach1evement test, whereas if the same

&
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Categories for Describing Reinforcement Studies, Number of

Effects

Characteristic

Number of subjects
Age of subjects

1Q of subjects

Type of reinforcer

Iype of reinforcement
schedule

Contingency
Type of test
Adninistration unit

Type of design

Y

(;Ia'litly of design

Conclusions drawn in study

ERIC

Aruitoxt provided by Eic:

Table 2

in Each Category, and Mean Effect Size

Coding categories

effect sizes

12 - 29
30 - 100
Over 100
4 - 6
7-10

n - 23
43 - 85
86 - 100
Over 100
Money v
Candy
Praise
Reproof
Token
Choice’
Prize

Irmediate
(after ftem)

Immedi ate
(after subtest)

Delayed
Contingent
Noncontingent
Academic
-Intelligence
Indfvidual

Grouﬁ

True experimental
Quasi-experimental
Pre/post

High

Low

Treatment worked
Inconclusive
Treatment did not work

Overall

Number of

14
23
4
4
23
14
9
21
n

o oW NN N

31

32

12
29
36

23
14

28
13
23
16

Effect size
.50
.54 -
.26

1.00
.37

.15

.50

44

¢

Standard

deviations

.82
.43
.41
.56
.65

.20
.62
.63

.63
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student were not reinforced, he or she”wou1d score at the 50th
percentile.

For low achievers with average 1Qs (i.e., 85 to 115), scores at the
20th percentile under nonreinforced conditions would be at the 36th
percenfi]e under reinforced conditions. However, this translation from
effect size to percentile must be interpreted in coﬁjunction wtih
findings .that IQ'infiuences the impact of reinforcemént procedures (refer
to 1Q below for a hore{detai]ed discussion).

The Joint Disseminét%on Réview Panel (1977) has .descr.ibed effects of
the magnitude found in this meta-analysis (ES = .50) as educationally
significant and Cohen (1977) has rep?rted a half standard deviation as
Eggigm;siie. The number of effect s%zes for each ES is graphed in Figure
1. ESs varied across studies, but 39% (16/41) of the studies had ESs of
.50 standard deviation units or more. Nearly one-third (29%) of the
studies reported 1érger effects (ES = .75 or higher) in favor of .~
reinforcement. _ .

As indicated in Fiéure 1, the distributjpn (mode = 0) of ESs is
positively skewed toward high ESs. The median ES of .29 mayibe a-bettér
indicator 6% central tendency thaﬁ.the mean (.50) because of five

extremely high ESs over 1.00. However, since three of the five ESs were

from high quality studies (see Appendix A) and the median would not
reflect their impact, the mean is used to represent the overall effect of
reinforcement studie$.

The dataidisplayed in Tab1e>2, show that on fhe averége, reinforcing

students for performing better on standardized educational tests results



—
(=) B @ «
[ SR |
LL

o
nNo
1
1

FREQUENCY
S
:

.29

m
o
—
=
=
"

3 3 4 A | I
L] L4 % L)

Figure 1.

" EFFECT SIZE

Distribution of 41 effect sizes . for rein-
forcement studies considered in the me;a-

analysis.
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in substantially higher scores (YES = ,505 Mdgg = .28). These
data . 1mp1y that for some students, scores obtained under nonre1nforced
cond1{1ons may not be indicative of their true achievement level.
However, the overall results must be interpreted in conjunction with a
number of other variables considered in the meta-analysis. The most
important of these variables is the IQ Tével of students in the sample.

1Q of studeﬁts in the sample. Test scores from low IQ students (45

through 85) are more affected §y reinforcement (ES = 1.1) than scores
from medium (ES = .45) or high (E$ = .10) IQ students. Translated into
percentiles, a studént with an initial IQ of‘60 will receive 76.5 when
reinforced on an intelligence test. A Tow IQ student scoring at the 20th
percent11e on an ach1evement test would shift to the 56th percentile if
reinforced. An ES of .10 indicates that a high IQ student may s11ght1y
increase a score when-feinforced during an intelligence test or
1achievement test. However, the Tow ES must be“interpreted with caution
because -the student may be scoring very c]ose to the highest poss1b1e
score and may be unable to score higher regard]ess of mot1vat1on or
circumstance. _ e

Table 3 presents;a further breakdown of how the IQ of students in
conjunction with other study characteristics influences the ES of the
study. Reinforced Tow 1Q students (43 through 85) aged 4 though 6 are
affected most by reinforcement procedures. Even within other categorfeé,
Tow 1Q is associated with larger effect sizes than medium IQs_which are

Jarger than high IQs.



Characteristic

Table 3

Mean Effect Size by IQ for Contingency,
Quality, Age, Design,'Test Type, and
Number of Subjects

- 43 - B85

Overall

Contingency

Noncontingent

True experimental

Quasi-experimental

Achievement
Intelligence

Number of subjects

.42 (5)
.70 (4)

.92 (6)
.19 (3)

.39 (2)
.45_(2)
.84 (5)

.19 (5)

.02 (2)

.72 (2)

.82 (2)

.18 (7).

.24 (5)
.92 (4)

.10 (9)

Numbers in parenthesis indicate the number of ESs.

.51 (32)
.39 (9)
.45>(28)
.58 (13)

1.00 (4)
.37 (23)
.14 (57)

.54 (23)
.47 (14)
.37 (4)

.53 (12)
.49 (29)

;507 (14)
.54 (23)
.26 (4)
.50 -
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Contingent reinforcement has a greéter impact on low IQ students
than noncontingent reinforcement. The-data in Table 3 show that scores
from low IQ students increase by 1.42 standard deviation units under
contingent reinforcement conditions and are considerably more affected by
reinforcement than scdres from high IC students who are reinforced
, contingently (ES = .01). Therefofe,'uﬁder contingeﬁt reinforcement
conditions, a low I1Q student may increase an 1Q score from 60 to 81 or an
achievement test score from the 20th to the 77th percentile.

In many cases the small number of ESs . available for aﬁa]&sis
requires fairly cautious interpretations of estimated impact of various
conditions. However, the frend.supported by these data indicates that
there is an inverse relationship between student I1Q-and the amount of
increase in test scores from unreinforced to reinforced test conditions.
In addition, the data represent all of the r?gé;;éh which could be
located to address these questions and'consequent1y'represent'the best
estimate until further research is conducted.

~ Type of test and administration unit. Most"of'the studies measured

intelligence (71%) and were individually administered (88%). There do =

not appear to be significant differences~in outcomes between types of
tests or units of administration (see Table 2), but there is evidence
‘that grOup-administered 1Q tests resulted in smaller effects (ES = .07,

n= 3) than individually-administered IQ tests (ES =.53, n = 265 see

Table 4). These data provide fairly clear evidence that reinforcement on
individually-administered test results in higher scores. However, the

data for group administered tests are more equivocal.



Table 4
Mean ES by Unit of Test Administration N\

for T2 of Test

- Unit o+ test administration.
Type of test Overall
Ind  dual Group
119 .53 (26) - | .07 (3) .49 (29)
Achievement 46 (10) . | T 1.12:(2) .53 (12)
Overall .51 (36) .49 (5) .50 (41)

Note. The numbers in parentheses indicate number of ESs.
Although, overall means indicate no di?{erences between IQ and
academic tests or individual and gnoup-adm{:istered tests, the disparity
in Table 4 between group-administered IQ ahd_academic tests raises some
important questions. The three studies which administered group intel-
Jigence tests were undertaken in the 1930's with elementary (ES = 08),
junior high (ES'=.-.il), or college (ES = .23) studénts. The authors of
| those studies-described the reinforcémént treatment as promising priies_
or providing praise and encouragement. However, rivalry appeared to be
the basis for rewards.and for the appeal to "try your-best." In all
studies, students were urged to increase their rank positiqn‘by competing
4with those of higher standing or with the control group. The use of
rivalry-as a motivational technique is quéstionable, as demonstrated with
the low mean effect size of .07. Perhaps rivalry is age-dependent; that
is, it fs more effeciive with co11ége students than with younger

students.
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Two articles described the effects of reinforcing group aéﬁievement
test behavjor'which is the focus of the pfesent research study. In one
study (Ayllon &.Keliy, 1972), a classroom of 30 norma]vfourth-graders
was given token reinforcements for correct responses to questions on a
standard achievement test. Tokens were delivered after each subtest and
back-up reinforcers were évai]ab]e'after-the total test. A statisticé]ly
significant difference\between reinforcing and nonreinforcing conditions
was achiéved (£(30) = 5.90, p < .01) and the effect size was .66.1 As
with most pre/pbst designs, fhere were several factors that threatened
bothvinternal validity (history, maturation, testing) and external
validity (incomplgte description of treatment, Hawthorne effect, prefest
sensitization). The extent to which the significant results of this
experime&? can be ggnera]izéd is questionable due to the threats listed
above, the small number of subjects, and the single classroom used. (See
Campbell and Stanley, 1963; Bracht and Glass, 1965, for a thorough
discussion of these rival hypofheses.)

A secoad sfudy (Chapman.& Feder, 1917§j_like many early reports,
bmitted nuch of the relevant treatment description. Essentially,
egéénded practice on three math fests was ‘given to two groups of 16 fifth
gradé\§tudents who were matched on addition test scores. Group B worked
under‘ﬁqual conditions énd Group A wWas given externa].incentivés {i.e.,
stars and\Qack-up reinforcers) for high scores or improvement. Data were
kept.for tegﬂponsécutive days and visually analyzed by'dai]y graphing the
mean test sco;éé of both groups. The results showed the méan test score
for, .Group B té Sé\higher than Group A at every data point. Several

methodo]ogica]iproﬁlems in this study threatened interna]_and external

validity. . N

N\
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First, the students were all from the same classroom and were

probably not isolated during the testing or the delivery of reinforce-

men=. Therefore, the influence =~ xrizes being given to Group B may have
depress- - “he score” 7 up A,
d, .ho strs and ere used to motivate the

students, competition was the more likely incentive for Group B. That
is, each day's scores were pub]ishedtand students were encouraged to
"heat" their last score and their classmates. $tars and prizes (given at
the end of the study) were.given to only the top 50% for efficiency and
improvement. o
The third potential eitraneous variable was that students were
matched on scores only from the test (addition) that obtained
substant1a11j d1fferent results between treatment and contro] groups.
For the addition test Group A' s scores actua11y decreased from the first
to the tenth data po1nt while Group B's increased.- Scores for Group A
Students increased in a similar manner to Group- B in the other two tests.
Fourth, a1though students‘were matched on scores from one dependent

variable, it was only a ten minute'test The'fact that final scores on

thhe other two measures “did not d1ffer between groups, creates suspicion

that the match1ng cr1ter1a may have been b1ased

F1fth the subtests were too short (i.e., 10 5, and 1 minutes) and-
not properly standardized, according to today's standards, and the number -
of subJects was too small to 3ust1fy genera11zat1on of the resu]ts
While the data in both of these studies support the notion of
reinforcement improving group academic test scores, both»reports are of
in;dfficient quality to rely on the find}ngs.



N
The smat] number of avaiiab]e ESs, the poor quality of existing
research on this topic, and the disparity'in previous results indicate a
need for additional research investigating ‘the effect of reinforcement
using group adm1n1stered tests. Research investigating group-
administered academic tests is particuiar]y jmportant because of the
frequency with which these tests are used to make educationa] decisions
about students which might be influenced by the instructional 1eve1 of .

the student.

Other study characteristics. IQ was found to account for most of
the variance in ES across the categories of various study characteris-
tics. To illustrate the inf1uence of IQ, note that the data in Table 2
indicate that studies with over 100 subjects (n = 4) have smaller ESs |
than studies with fewer subjects. However, the subjects in those four
ESs_were high IQ students and, therefone, a smaller ES is to be
expected. -

Eighteen ESs QEre from.studies on second grade students. Indiyjdua1
inte11igence tests were.used to measure the effect of a variety of ..
rewards with the exception of money of the one achievement And four
__intelligence tests that were reinforced with money, a11 were 1nd1v1dua1

- exams given to fourth and fifth graders with average IQs The most -
powerful reinforcer was giving the students a choice of the reward they |
- desired (ES = .88). The least effective reinforcer was reproof °
(Es-= .10). | -
Studies were coded frue Experimental, QuasiLExperimenta1; orle

Pre/Post designs based on the definitions provided by .Campbell and

Stantey (1963). ESs were not significantly different across designs,

Q ‘ ' . -\,.“ 53
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although pre/post des1gns were below the mean ES (.?6? at .37 standard
dev1at1on unit. when the lTow quality studies (32%)VweretremOVed from the
analyses, the ES decreased only slightly to .46.

AN pre/post designs (n = 4) were rated " o quality. Quasi- |
exper iments were coded "low" (n =46) when various threats to external and
internal validity were‘present inc]uding.statistical'regression, poor
matching techniques, vo]Qnteers,‘pretest sensitiiation, eﬁperimenter
effect, and inconsistent or poor description. Three of the 23 true
experiments were coded .low qualfty-because of the use of volunteers,
exper imenter effects, the Hawthorne effect, and the lack of population
validity. | S

In all the reviewed.studies, "novelty" was a r1va1 hypothesis and H
posed the-greatestbqvera11 threat to external validity. The
reinforcement procedures implemented by the investigators were always
novel experiences for the subjects. That is, the treatment consisted of ¢
providing activities not typica]]y associated with standardized testing.
'Consequent1y, differences between reinforced and nonreinforced students

_ may be caused by experimental students attend1ng to the newness of the'

re1nforcement act1v1t1es rather than by h1gher mot1vat1on to do well on

tests.

S mmer

The results of the meta-analysis produced substantial evidence that
reinforcement techniques result in higher standardized test scores. The o
overall effect size of studies comparing the resu]ts of re1nforcement and

\_./‘

nonreinforcement-was .50 'standard deviation -units- A]thouqh the median



(.29) was considerably lower, it\was not used as a measure of central

tendency because the effect of three high quality studies (ES = 1.98) was
better represented by the mean;

A mean ES of .50 correspondstto a standardized test score increase
of about 19 percentile po1nts for typ1ca11y ach1ev1ng students, 16

percentile points for low ach1evers of average I1q, and 36 percentile
\
points for Tow IQ students (ES = 1.1). Substantially smaller increases

would be.expected with high achieving and high IQ students.

v

Just over half of the effects (23/41) were'fhom.studies neﬂorting

3

that reinforcement was effective in increasing test scores. Ten of

those used achievement tests and-13 used intelligence tests. Only five

effects were from group tests (two aehievement, three intelligence).

The two studies that examined the effect of reinforcemeht on SEQEE-
achievement tests had major methodo]ogica1‘ﬁrob1ehs which prevented
confident conclusions. However, the results of both studies did favor

.the reinforced students. Three studies that used group 1nte111gence

-

tests to examine the use of r1va1ry to "cha]]enge“ students into
increasing their IQ scores had 1ncons1stent results.

" Younger students appear to be more easily 1nf1uenced by reinforce-
ment (ES = 1.00) than o]derlstudents (ES =.46). Al ESs fromnstud1es
with second grade (n =-18) students‘Used individual intelligence tests
and ranged in ES from 2. 69 to - 26 -

When the poor quality studies were removed, the ES decreased only

slightly from .50 to .46. . The manr methodological problems were the use

{
i

._of pre/post designs’, poorly matched subjects, volunteers, and nonrandom

[

assignment as well as vio]ations/ef external validity including
/) R

o - : B |
ERIC . /o v= 88




34

population vaiidity, limited treatment'description, and the Hawthorne
effect. The type of design uas'unrelated to the magnitude of the
effect size obtained. |

A11 rewards (excluding reproof) that were investigated were
'etfective in raising scores. Moray was used as a reinforcer in five

effect sizes with individual intelligence tests and was an effective

agent in increasing test scores (ES = .61). No money rewards were

- provided w1th group or achievement tests

In further study character1st1c breakdowns by 1Q and category, 1Q -
was c]ear1y the most: 1mportant differentiating factor. That 1s, the test
scoYes of 1ow IQ students 1ncreased more under reinforcement than the

' ;Cores of;h1gh 1Q students. Furthermore, the strongest effects of
‘;reinforcement were found with young (ages 4 through 6), low IQ (45
; through 85) students. These resu]ts'support the conc]usions reached in

dissertation'reviews by Baer (1978) and Weiss (1980).

Conclusions

\ ' Much research has documented that major changes in behav1or rates

have been produced by the application of reinforcement pr1nc1p1es Yet
thére;are little data.to show that these procedures can be app]ied to -
“one\of thevhost*important”behaviors in educatiOn: performance on groUp;
adm1J1stefed standardized achievement tests. \\\\\

‘The meta ana]ys1s conducted with 41 studies related to the 1mpact
of re1€forcement on standar1zed tests scores found reinforc echn1ques

to be effect1ve in increasing test scores by 50 standard dev1at1on . ' /

//
/

un1ts “Most of the previous research used 1nd1v1dua1 intelligence tests /

.
and,on1y two group achievement‘test studies were 1ocated. Although // N,
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generalizations from only two studies must be cautiously interpreted, the
~mean effect size of 1.16 1end§ support”to the notion that providing
students with reinforcement will incréase their group achievement test

% scores. | -

However, these studies were of questionable value because of either
a pre/post design or the poor matching of a small number of subjects
(XN = 311 from intact c]assrooms; Also the lack of treatment
description makes replication impossible. .No large scale, hiéh quality
trué experiments have examined the effect of reinforcement on group
achievement test behavior.

The fact that group tésting js so prevalent in the nation's schoois
~and that most students take at least one group achievement test per year
unti1.graduation, emphasizes the need for investigating the effect of
various testing conditions on test scores. vResearch on the effects of
providing reinforcement on student tesf-taking motivétion during group
standardized achfevement testing is particu1ar1y_necessafy to address the
foi]owing concerns. |

1. The needs of students %q\experience high1y motivdting situations
in all school activities inc]ydiné\pests.

2. The g]imination of motivatidh\gs an ambjguodé and discriminating

N

variable in test interpretation. - N

According to the meta-analysis data, ah\IQ score of 81 measured

~,

under reinforced conditions compares to an unreinforced IQ score of 60.
> N -
. -
For achievement tests, a reinforced percentile of 69 compares to an

unreinforced percénti]e of 50. Since reinforcement appears'fo_have a
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substantial impact on test scores, methods must be found to eliminate
student motivation as a source of variance in test score comparisons.
More specifically, research is needed on the impact of reinforcement

on group test scores. A1l previous research located on primary students

has used individual testing. An examination of reinforcement techniques
on the group achievement test scores of primary students is clearly an
important ‘step in furthering the understanding and interpretation of
test-taking behaviors. Currently no high quality research studies
demonstrate the effectiveness of reinforcing students on group
achievement tests. Although results from individual testing show that
reinfbréement increases scofes and may génera]izg to group testing, there
are dlfferences that should be examined. | |

For examp]e, by its very nature, individual testing can encourage
“h%gh student motivation due to the c]ose proximity of the examiner and
the ease of controlling undesirable effects (fatigue, illness,
nervousness, and.;qxiety). The problems created by group‘testing (e.g.,
machine-scoreab1e-an§wef fo}ms and large group directipns) are more
- difficult to overcome because of the large pupil/teacher ratio.
Moreover, testing exﬁeriences that differ from the daj]y work are first
encountered in the eéf]y grades. ‘

Based on the review of previous research, there is a need for a
larger sca]e.sfudy to investigate reinforcement procedures on test
scores; Such a study should meet the following conditions:

ar

1. Emp]oy a known reinforcer. The study should not test ‘the

strength of the reward. Instead, the research should demonstrate the

impact on test scores of using a known strong reinforcer.
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2. Use a true experimental desigp. Experimental and control groups

should be formed by randomly assigning whole classrooms, so that
treatment conditions will be isolated from the nontreatment group. Also
there will be no need to pretest for matching, thus eliminating any
"pretest sensitization."

3. Specify the "treatment”. Any variable that confounds with

reinforcement procedures needs to be eliminated. However, the students
should have experience in earning the reward before data are collected.

The subjects need to be11eve that reinforcement is coming and know how it

feels to be rewarded for some performance. B ' X'

i
\

4. Use contingent, immediate reinforcement. Score improvemént, not

rank increase, should be reinforced to eliminate competition as aﬂ

\\
extraneous variable. The delivery of rewards based on the student!s own
score is more effective if reinforcement is given very soon after the

tesn is taken.

Meta-Analysis of Research on Training
Students in Test-Taking

The‘tact that it may be bossib]e to raise students' test scores by
training students to take tests is important since test results are used
as a basis for educat%ona] decisions. For example, the limited ﬁumber of
slots available in some specia1‘progfams (e.g., special education and
Title 1) requires that students score below a certain test score
criteria.. Additiorially, test scores are ‘important to entrance and exit
requ1rements for college, graduate schoo]s, and vocat snal institutions.

Licenses for driving, specialized teaching, or practicing medicine and

law are also awarded based on test scores.
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Test taking is a critical survival skill in today's society.
whether this skill is learned by experience or through instruction is
an issue currently facing educators. Due to the multiple choice, machine
scorable answer formats of most g _rggg standardized tests, unlque sktl]s
are required of students who are expected to demonstrate mastery of the
information contained in the test. Among these behaviors are the
elimination of obvious distractors and systematic guessing: skills which
are not necessary for answering the open-ended or single response
quest1ons most frequent]y used in 1nstruct1ona1 sett1ngs

This sect1on reviews the research which has examined the effect on
test scores of training students to take tests. Ficst the testftraining
components will be defined. Second, previous reviews on the test-taking
literature will be examined. Next, two typical studies on trajning
students will be described. The results of the meta-ana1ysis/conducted

on .primary research in the area wiil then be presented. Fina]1y, a

summary and conclusions of the meta-analysis findjngs will be given.

Definition ot "Training"

Three types of training have been investigated by researchers
concerned with the degree to which test-taking skills contributerto
student({est,scores: practice, coaehing, and training in test wiseness
(TW). {n this review the term training refers to any prior exposure of
the students to a testing situation including any combination of the
three components. '

Practice. Test/retest experiences with identical, pardlie!

similar, or dissimilar forms have all been referred to as practice

(Vernon, 1954). It is the lack of instructional feedback that

- 60
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distinguishes practice from coaching or training in TW. Practice is a
type of "training,“ because it is pos;%ble for students to "teach"
themselves, or learn from prior experiences.

Anastasi (1976) theorized that certain types of questions may be much
easier to answer when encountered a second time. For examp1e, some
problems may require insightful so]ut1ons which can be reapplied in
so]ving the same or similar problems on a retest. The individual who has
extensive prior expefience in taking tests-may have an advantage fn test
performance.over’one who is taking the test for the first time (Heim &
Wallace, 1949, 1950; Miliman, Bishop, & Ebel, 1965; Rodger, 1936).

Coaching. Prior to the 1950's, the term fcbaching" was used to
describe the technique ;f telling students the right answers on a test
and then giving them hints on how to ihprove their performance (Vernon,
1954). The term became synénymous with "training in TW" as it was

popularized in the 1950's. In this study, training in TW is broader in

scope and is used to incorporate all aspects of coaching as well as some
form of practice on item formats.

Training in test-wiseness (TW). 'In recent years, the rubric “fest-

wiseness" (TW) has been used to describe the variables used in constructing

instructional programé to teach test-taking skills. Thorndike (1951)
" first suggested that TW may influence the validity of a test. TW as a -
séi]] independent of content knowledge, has been defined by Miliman,
Bishop, and Ebel (1965) as "a subjéct's capacity to utilize the e

characteristics and formats of the test and/or the test taking situation
| i

t
f

to receive a hﬁgh score" (p. 707).
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The major skill divisions of TW have been outlined in a taanohy_by
Millman et al. (1965) and include strafegies for time-use, error
avoidance,.guéssing, deductiverreasoning, intent (of test constructqr)
consideration, and cue-use. _

Rowley (1974) contends that the frequent use of multip]e choice
tests has precipitated thé "test wise" s?udents who receiQe higher scores
than other students when both group; have the same knowledge. TN“isknot
a generd1 trait but appears fo'be "cue speéific" (Diamond & Evans, 1972).
For instance, TW students will use grammatical cues to "guess" the
correct answer: a question with a plural verb form will be matched with
an aﬁswer that has a plural verb rather than with an_answér having a
singuTar verb.

Ceftain tests'are more susceptible than others. For example, TW
accounted for 25% of the variance in the vocabulary test scores of ninth
gfade students becadse of the use ofucues in‘theaitems (Scheib, 1979).

Novei situations, in particq]ar, discriminafe.petween the TW student
and non-TW student (Ebel, 1976). Mi]]han_and Setijadu (1966) demonstrat-
ed that students taking a test with;a familiar fo;mat do better than
students who wére anami]iar with the format. ‘

Experimental studies have shown that TW can'bé-Tearned through
specific training or th}ough test-taking experience (Gibb, 1964; Moore,
Schutz, & Baker, 1966; Slakter, Koehler, & Hampton,‘1970). Crehan,
Koehler, and Stakter (1974) found that without training, TW increases
each year up to the nintﬁ grade were statistically s{gnificant, whé% TH
was examined over a four year period, it was found tokbe a stable

characteristic frem junior high through graduation (Ci ohai., Groa-,

Koehler, & Slakter, 1977, 1978).
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Tests to support the existence of TW have been developed by Ferrell
(1972) and Woodley (1975). The corre]étions are statistically
significant between measured TW and performance on achievement tests with
multipie choice items (Alker, Carlsen, &Heémann,‘1969; Ferre11, 1977;
Rowley, 1974) and TW and GPA (Millikin, 1976), but are not statistically
significant between TW and cognitive abilities (Diamond, Ayrer, Fishman, |
& Green,w1976).

Ferrell (1977) argued that all studenfs should have formal
in~truction in test taking to minimize the advantage test wise students
have. Techniques for teaching TW have been developed by several
investigators who have fouﬁd that scores on TH scales consistently
increase with training (Gibb, 1964). Evidence for increases in
dchiévement test scores, however, is conflicting (Callenbach, 1973;

Moore, Schultz g Baker, 1966; Oakland, 1972; Slakter, Koehler, & Hampton, -
1970). |

Several commercia1’products specifically designed to train students

iﬁ TH have been marketed since 1978. Three of these training packages

are Competency Tutoring Program (1979), Mini-Tests (1979), and Test

Taking Skills Kit (1980). The information_avai]ab]e from the publishers

indicates that 1itt1e‘emgirica1 data have been collected to determine the
effectiveness of the packages in tedching TW. The major probilem with the
research that has been conducted is that the éoﬁparison groups
systematicaily dif%ered in factqrs other than treatment imp]ementation.
The control group in all studisg was formed from séhoo]s\fhat didhnot

"volunteer" to purchase the Eﬁts. Coqsequent1y, there may have been less

.- on for test-taking skills in the control schools than in“the

e 63 0 O
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treatment schools. Schools that purchased the kits, obtained
statistically significant higher test scores than those that. did

not.

Previous Reviews

Five réview arti:?esAwere located that discussed‘fhe primary
research on the’gffect~of training students in test-takjng skills (Fueyo,
1977; Millman, Bishop, & Ebel, 1965; Roberts, 1979; Sarnaki, 1979;
Vernon, 1954). A sixth review was located (Jemsen, 1980) but not =~ =
included because instead of discussing primary reéearch,.the authdr
summarized other previous reviews. Table 1 contains a brief description -«
of each review. The number of research studies reviewed in the five
articles ranged from 8 to 20 with a mean of 14. Two articTeS listed one
dissertation each in their references.

The review articles illustrated the common faults that were
described by Glass (1977): (a) haphazard literature searches, (b)
outcomes nct quéntif{ed_for_comparisons across studies, and (c) the
inapproprfate use of statistical significance to integrate findings. No
author (except bossib]y Vernon, 1954) rev{éwed all the Titerature in the
field, yet the criteria for selecting articles or the method of samp]ing -
were not reported. The use of only two dissertations suggests that at
Teast ohe major source of research was not searched.

' Fqgr,reviewers did not quantify their findings by using a common
metric to compére resu1t§ across various research condftibns.
The statistica]-signfficénte was reported}on]y occasionally and
unsystematically. ‘Howevery in no case was this information used to

integrate similar conclusions or to compare findings. The reviewers

<.

e w64
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formed conclusions by summarizing the conclusions of the principal
investigators rather than by quant1fy1ng and systemat1ca11y analyzing
study outcomes. Only one reviewer critica11ylana1yzed the primary
studies for design and methological problems and recommended
imprdvements.
In the earliest work, Vernon (1954) prepared the best critical
review of previous research on tﬁe effect of practice and coaching on
~intelligence test scores. It iéwdﬁfd;iﬁﬁézg-t;;t this article was
completed before the majority df the primary research in the area was

undertaken (19G0-to 1975). Vernon also reviewed the largest number of

studies (i.e., 20), thus révea]jng that the other articles, printed 10 to

e — w—

20 yéars later, omitted relevant research. \
To faci]itaté comparisons of results across studies, Vernon
translated the puB]ished data from the reviéﬁéd articles into standard
scores (1Q). However, the translated scoreg'ﬁere never intggrated nor
" analyzed for covar1ance with study characteristics. The major criticisms
made by Vernon on the primary work that he reviewed are listed below.
1; The_description of "treatment" did not distinguish between
practice and coaching. —
2. Most studies-used pre/post designs; control groups were rare]y\a
used. ~ o _ o \\

3. Researchers did not report if the treatment was conducted on \\

jdentical, parallel, similar, or dissimilar forms.
. The other four reviews considered research on the effect of test
wiseness,(IN) on standardized tests (mostly achievement tests). The

authors of all five articles concurred that, in generdl, practice,

—
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coaching, or training in TW will increase test scores. Other conclusions
drawn by the reviewers are listed below: |

1. Training is not diffefentia]]y influenced by age and sex.

2. Retesting with the same form results in highertscoreé than if a
parallel form is used. ;

3. Certain subtest scores are more-affected by training than other
subtests (e.qg., larger increases were found on nonverbal and spacial test
items than on verbal test items).

4. Short practice exercises thﬂt’ﬁ;mediate1y precede the tests are
not effective in increasing scoreg.

5. Thevtime between training and testing is critical (i.e., the
Tonger the interval, the 1es$ increase in test scores).

6. Increases in test scores due to train{ng in TW fade more quickly
than increases due tovpractice.

7. Training in TW is more effective than practice alone.:

8. Twrcan'be acquired by students through mu]tip1e-testing or,v
taught by teacheré'who Aeliberate1y coach specific skills.

9. Initially, T accumulates rapidly but a definite ceiling

\

exists. _

\,\\
N

These conclusjons must be-viewed with caution %{Cce the sfudies
included in previous reviews were neither comprehensive nor |
representative. Also, the findings from primary sources were summarized
without systematically cons1der1ng the 1mpact of d1fference in study

qharacternst1cs For instance, no analyses were performed on the effect

on outcomes of number of subjects, type of test administered, age of

V
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subjects and qua11ty of research des1gn 'Therefore, the reviewers'
conclusions are based s1mp1y ‘upon the original authors' conclusions.

In the present study, the outcome data of all studies were converted
to ESs which were analyzed for covariation with study characteristics.
Therefore, the summary and conclusions wi11'not‘be a tabulation of the
primary iovestigators' opinions but will_ result from a quantitative
exaﬁtnation of how variables impact different1y {across studies) on the

outcome data. - ;

Typical Studies -

Two investigations are described to portray the most common
. characteristics of the studies reviewed in this section.

Practice. One group of students was administered one test on two
d1fferent occasions, one week apart . The same form and level were used
in both instances. The mean pretest score was compared with the mean
posttest score and any 1ncrease was attributed to the effect of

“"practice."

Training in TW. Students were randomly assigned to experimental and
control groops. Both groups were;given pre/and post tests. Between the
testc, the experimental group was trained ip skills that apply to taking
exams: how to guess; fill in answer formats, e1iminate distractors,‘and
schedule time. The same test form or s1m11ar forms were adm1n1stered to
the students at pre and post test. The mean contro] group posttest score
was then‘compared with the mean treat@ent group posttest score to ’

‘ . / .
determine if training had a positive efﬁect (increase) on test

~ scores. /

i
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Resu]ts of the Meta- Ana]ys1s

| Sixty-two effect s1zes were generated from 37 research studies
which examined the effect1veness of training students in TN or providing
practice on tak1ng tests. A summary listing of ESs by study is included
in Appendix A. The studies included 34}art1c1es published from 1924
through 1979 and three dissertations completed from 1976 to 1977.

Overall effects. Descriptive statistics were used to compare the

results of training students or not training students to take
‘standardized tests. A total of 62 effects was calculated to describe the
impact of training students in test—takiné skills on standardized test -
scores. Of the 20 practice ESs, 15 chcFuded that treatment increases
test scores and 5 conc]dded that-it does not. The investigators of the
42 training in TW ESs conc1nded that the treatment worked in 31 cases,
did not work in 5 cases, and was inconclusive in 6. Such rough ta]]y
seems to support the use of either practice or training in TW to obtain
higher test scores but a much moreﬁthorough‘ana]ysis is possible.
Across all 62 effect sizes, the mean effect size was: .62 (median ES

was .46) with a standard deviatibn of .68 and a standard error ofs.Oé.

Thislmeans that, on the average, trained students scored .6? standard”

deviation unit (or 23 percentile points) above the untrained students on_

/
g

a standardized test. ~ According to JDRP (1977), an ES of this magnitude
constitutes a large gain. Cohen (1977) reports an effect size ot .50 as
medium and .80 as large. Therefore, .62 i$ indicative of quite a. .
:powerfu1 impact. - oo

While the majority of the ESs ranged from -.25 to .75, two thirds -

_v(40/62)uwerefover-,25.- Nearly one third of the effects (18).eported a .,
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substantial ES of over 75 (see Figure 2). Although the'distributionjof
ES is.positively skewed, the median (.AG), mode‘(.50) and mean (.62)
support the centra] tendency for trained students to score- approx1mate1y
one half standard deviation unit h1gher than the untra1ned students In
this case, the med1an,may be a better indicator of the. overa]] ES because
the nine ESs that are over 1.00 are all of low qua11ty and they may
inflate the mean (see Appenzix A). A
Table 5 shows the average ES for eachlof the study characteristics

codéd in the meta-analysis. ' -~ .

Quality and design. Low iquality studies accounted for 73% gf the
ESs. The most common probTéms associated with the lggrguality studies
were unspecified treatments, experimenter bias, and the use of pre/post
designs. .Treatments of practice or train?ng in TW were inadéﬁuéte]y .
defined in 65% (40/62) of tf‘ie.‘ESs. For example, it was-often impossible

to determine whjxper identical, similar, or different forms of the test
) | /
were used, hfw long the treatment lasted, or what training components

~a

were used. -
. : 3

Examiner bias occurred when test‘admiqjstrators were aware of the -
experimental cdndigioﬁs or when the same persouS“conducteq the practice
Cor training in fw:and’also administered the test (24% of the ESs).

t Stuq%es using a breZpost désﬁgn“(GS%) resulted in a considerably
.

\ C . .
higher ESs (.77) than those using experimental designs (ES =:.35). OCue

o,
to inherent'design problems, all pre/post studies were coded Tow qualtty
'und accounted for 89% of the ESs in the poor cateqory The internal
validity of studies coded “1ow",was.threatened because noﬁtreatment
control:groups were not used with the pre/post designs and extraneous

L
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| MEDIAN ‘= .46
: MEAN = .62
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Table 5

Categories for Describing Student Training Studiés,

Number of Studies in Each Category, and the Mean Effect Size

Number Mean -

Characteristic Categories of. effects ES SD
Number of subjects 9 - 49 13 1.15 1.10
50 - 99 20 . .67 .47
100 - 199 9 .35 .32
200 - 705 13 .37 .46
Over 1000 ;7 - .24
Age of subjects 7 5-10 8 = .69 .49
n -4 22 .47 .56
15 - 18 10 . .B .77
19 - 24 18 .87 .83
' 25 - 40 4 .44 .44 :
1Q of subjects.. ‘ 65 - 89 /z " 1.90 .79
’ .90 - 114 37 - .47 .42
N5 120 ;,,~2§f"- .76 .89
Type of training P;actice 42 I .72 .69
;Téif“ wiseness 20 .41 .60
Type of test Achievement ‘ : 30 .40 )
1Q ,gl 32 .82 .85
Unit of " Individual | 16 102 .63
Administration Group \ f\d 46 45 L6
Design type True experimental 7 .36 .33
' Quasi-eiperimenta] 5 .3 .39
_ Pre/post T 40 77 .77
Quality of Research High .17 .32 .3
/ Low o 45 - .73 .67
Conclusions . Training worfced : 46 .78 .72
’ Training did not work 10 .09 N
Inconzlusive 6 24 .08
Ov.era]] 62 .62 .68
Q - 5 BEST COPY AVRIABLE

ERIC

' ‘ LA 71 '
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variables of history, maturation, and Festing were not controlled
(Campbell & Stanley, 1963).

1When the poor quality studies (n = 45) werevremovedﬂfrom the
analysis, the mean ES became .32. True experiments accounted for 16 high
qua]?ty ESs (ES =.34) and quasi-experiments for 1 ES (ES = .06). These
data indicate that training is a powerful inf]uence on test scores
because even when only the best, most rigorous studies were considered,
typical students will increase their‘scores from the 50th to the 63rd

percentile after treatment.

Type of training. Studies providing Eﬁgg}igg_in test taking
~described larger effects tﬁan studies that trained students in TH (Table -
5). Some of the large impact of practice can be attributed to the 57
pre/post designs used to investigate the effect of practice (ES = .76).
Thus, quality of research design, rather thaﬁ thé type of training, may
be responsible for the difference in ES. When only the high quality
studies wére considered, the effect of practice (ES = .32) was similar to
the effect of training in TH (ES = .33) (see Table 6).

Type of test and unit of analysis. As shown in Table 5, the 23 IQ

tests:administered had a higher mean ES (.82) than the 30 achievement
tests (ES = .40). For mést categories, IQ tests ach{eved a higher ES
than achievement tests. 4

To investigate the factors that co;tributed to the larger effect
sizeé associated with IQ tests, ESs whi;h resulted from studies with high
and low quality research designs were examined separaté]j. When the low

quality ESs weré removed, the effect of training on achievement tests



Table 6~
Mean ES by Quality for Type of Training
and Number of Subjects
' Quality of research design

%

Characteristic-  Category High Low

Type of training . Practice .33 (8) .76 (38)

™ .32 (1 .87 (D)

Number of 9 - 49 66 () 1.24 (11)
subjects 50 - 99 .25 (6) .83 (1)
Over 99 29 (9) .42 (20)

Note. Numbers in parentheses indicate the number

of ESs.
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(ES = .31) was very simi]ﬁr to the effect on IQ tests (ES = .37, see
Tabie 7). | .. |

Also, it is noteworthy that 84% (27/32) of the IQ test effects as
opposed to 43% (13/30) of the achievement test effects, used a pre/post
design. When ESs frpm'only true experimental studies were compared,
t1 o+ as little difference betw. >n ESs obtained using I1Q and achievement
N | . _ .

When poor qua]ity acsigns were e]iminéted from the analysis, only
three 1Q test effects remained (ES = .37) and caufious interpretation is
needed for so few ESs. 1In th%s group of high quality IQ test effects,
practice had a Tower ES (. 28) than training in TW (ES = .40), whereas the
overall analysis (high and 1ow quality) on practice was found more
effective than TH. Therefore, with a mean ES of .37, typical students
can increase their IQ scores by 5.5 points (or 14 per;enti1es) with
training. Only one of the three high guality IQ test effects
administered the exam individually, resulting in a higher ES (.69) than

Jroup exams (.20).

An examination of the high quality achievement test ESs in Table-7
‘yields oniy two large differences among categories. Some variance from -
the mean achievement test ES of .40 can be attributed to the ES of .48 of
the 16 low quality designs. As shown in Table 8, 15 out of 20 aptitude
tes£ studies'accounted for 90% of the Tow qua]itf prac:ice and 100% of
the lcw qua11ty TW effects.

The five h1gh quality apt1tud° test deS1gns used 17 to 22 year old
students and all the exams were group administered. A single high

ity aptitude study on the practice effect (ES = .83) was exemplary in



Table 7
Mean ES by Type of Test and Quality of Research Design

for Type of Training, Unit, Age, Design, and IQ

Achievement tests Intelligence tests
Characteristic :

High quality Low quality High'quality Low quality

Type of training

Practice .30 (1) 62 (1007 .28 (1) .89 (25)
™o ‘ .35 (3) 28 (6)  .42(2) - .79 (4)
Unit
Individual .78 (1) .69 (1)« 1.13 (13)
Group L3R 18) .46 (15) .21 (2) .67 {16)
Age
5 -9 25 (3) | .95 (5)
n-14 .37 (3) .39 (1) .21 (2) .49 (16)
15 - 18 .23 (6) .03 (2) 1.90 (2)
19-24 - 45 (2) .65 (10) .69 (1) 1.41 (6)
30 -40 1.09 (1) 22 (3)
Design
True experimental .33 (13) .78 (1) .37 (3)
Quasi-experimental .06 (1) .03 (2) 73 (2)
Pre/post | : .52 (13) .89 (27)
1 ‘
65 - 89 o 1.90 (2)
907= 114 . e 42 {9) ~5»-:187-(s) v —-;37 (3) .64 {19)
115 - 120 : .1 (5) .65 (10) : 1,31 (8)
Type of- test by quality .31 (18)- .48 (1) - .37 (3) .88 (29)
‘Type of Test .40 (30) .82 (32)

Note. Numbers in parentheses indicate the number of ESs.
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Table 8
~ -
‘ Mean ES for Studies Coded "Achievement"
by Quality, Test, Age, and Training
High quality Low qualtiy
Aptitude Achievement Aptitude Achievement
Age 6 - 7 Practice
™ .25 (3)
Age 13 - 24 Practice .84 (1) 10 (2) .64 (9) .39 (1)
T .10 (8) .37 (3) .33 (3)
Ags 30 - 40 Practice )
™ : " 1,09 (1) .22 (3)

_Note. MNumbers in parenthese indicate the number of effect sizes.

54
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that it was a true experihenta] design (a modified Solomon-figur, {Ganpbel! true eaperis

P L

& Stanley, 1963). The traditional experimental and control group mode
leaves unansw . <his type of test/retest <! bece Lhe
treatment is the postiest. To solve this dilemma, Lucas (1972} Randonlyr.s o
assigned Australian high“schoo1 students to three groupS'(pﬁgt@%&kpn]y,‘,ﬁi}au [
posttest only, and pre/post test) and thereby cdntr911ed internal»threa?s SRR
to validity. Although the increase in'fesf scores due to practice was
substantial, the:measurement tool was a test of inference and the

findings may not generalize to more tyrical American aptitude tests.

The training in TW used in four high quality (experimental) aptitude

- test ESs had 1ittle impact on the test scores. Although the differance -

between experimental and,control groups did favor,training, the impact

.(ES = .10) was too slight to conclude treatmen@weffectiveness.

Nine ESs came from high qua1ity-studies.ﬁsing grdup achievement ;
tests, two with practice and seven wifh training in TN. An ES of .10 . , f/)
when practice on achievement tests was researched; means that typical -

retest * '+ < wnuld increase their percentile by 4 points, low and

high achievers by 3 percentiles. With training in TW (ES = .42), the

Pl

typical student increased scores 16 percenti]e poinfs, Tow and high

" achievers by 13 and 10 points, respectively. _ -

In summary,- when considering the research from high quality designs,

training"in TH appears slightly more-efféctive in increasing IQ or

achievement test scores than practice. However, practice rather.than, ¢ ¢ ... .«
trai.ing i ' is more effective with aptitude tests. Onlycone high: T
quality effect (IQ test) was obtained from training in TW fgir;;_zm‘,7 Cob il iyt

.69).

1]

individual exam (ES Toouia el Lria (Lo -

o



Group achievement tests: subjects under 8 years old. Group

achievement testing often requires student responses different from those
required by other schoo] W - .ne oaul response are  ticularly
difficu1t%f6r students encountering group tests and machine-scoreable

. formats for the first time. Therefore, a separate analysis was

comp]etee for the three experiments that-investigated the effect of
trajning_in TW on primary grade students.

Two effects'were obtained from the same study (Oakland, 1972) and
represent the gain of treatment students over the control group on post
test scores. Two posttests were given, one Six ﬂeggs after the pretesﬂ
(ES = .36) .and the other six months af“er the pretest (ES = .15) Twe]ve\g.
30-minute training sessions were taught by teachers over. six weeks to a
random half of the students (contro1 students received no tra1n1ng)
Training consisted of general test-taking skills requ1red for readiness
tests, multiple choice formats, d1reqt1on vogabu]ary, pagination,
independent work, marking answers, and left to right movement. Since the
students were prereaders, no cue-related strategies were taught. The
emphasis of the training was to familiarize the'examinees.with directions
“and answer formats for standardized tests. The c]aSSroom teachers
adm1n1stered the tra1n1ng and the tests, but they were not mon1tored
during the training or the testing to ensure that the Spec1f1ed
d1rect1ons were followed. Consequently, teacher behav1or dur1ng testing
may have been a r1Va1 hypothes1s if the test adm1n1strat1on changed as a
result of training the students. |

In a second study (Callenbach, 1973), training in TH was inen to a

random half, (n = 24) .of students matched on pretest ‘scores from two

A
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second grade classrooms. Statistica}_significance occurred (ES = .23)
“when comparing the standardized readfng test scores of the treatment
group witi: the control agoup. Eight 30-minute lessons were taught in
four weeks by'fhe investigator who also administered the posttest during
the week followiinyg the . . =¢ ' "7 've weeks after the pretest).
Training éohsisted of fo]]owiﬁg specificuirections and using unique
fo}mats a§ well as time-use and gdessing strategies. The effect of
experimenter bias was a potential extraneous vari%b]e on this otherwise
well-designed study. | | |
The results of the two_studies suggest that a month of short
training sessions in TW will increase student tests scores over
nontrained student scores. HoWevéf, until these findings are confirmed
by more research, cautious interpretation is required from only twq
results. i
The' only major me_thodo'logical problem in the two studies was the

failure to control for exa&inef‘effect. For instance, Oakland (1972) had
the classroom teachers Soth train for TW and administer tests. This
procedure raises questions about the influence ofnextréneoﬁs variab]es,'
Did the student training indirectly %rain the te%&her_hore‘abqut test
administration? That is, did the diffe;gﬁgé-incétoreé come from better
test takiné or better test administration? Did the teécher diSplay
 behaviors during the test that were reminiscent of the training sessions,
thereby prompting the treatment students? Ad;o, Callenbach (1973)
trained and tested the students himsglf and may have bj§sed the test

4 .- \
administration in favor of the trdined students.
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In summary, several gop& quality studies found that group
achievement test scores were higher when students were given practice
ahd/br training in TW. In good quality studie$ with teenagers, higher
ESs were obtained by studies_using traihing in TW rather than practice
alone. MWith pr1mary students who are trained in TW, a 1/4 standard
’nﬁeriat1on unit (10 percent11e po1nts) increase was found for typ1ca1
sfudents, 8 percentile po1nts for low achievers, and 6 for high
ac' aver-. No studies have isolated the effect of training in TW from

test adm1n1strat1oﬁ“for young ch1]dren

.Other characteristics. The qua11ty of research des1gn appears to be
the most powerful differen£1at1ng variable among studies- on training.
Most of the variations'foundliﬁ'Tab1e.5'can be accounted for by the
quality of the repearch study. For instance, there was only one
Substant1a1 vari t1on in ES as a resu]t of the different ages of
subjects. A large ES was obtained by the 19 to 24 year old group. Of .
those 18 ESs, 15 were from'pre/post,designs that_ihvestigated the effect
of practice (i.e., test]retest),on test scores and 17 used college
students as the Subjects-(YIQ = 116). The fact that mosttof fhese
ESs hereefrom Tow qua11ty ‘research using .subjects with higher than
average IQ scores suggests that age may not be as strong a determinant. of
outcome as_1ng1cated by the effect sizes in Table 6. In fact, the most
reasonable conclusion from these data is that age {s‘not an important
covariate in interpretihg the research in Th. |

At first glance, studies with fewer than 100 subJects had

l

cons1derab1y larger effect sizes than those with more than 100. / However,
/

furtﬁer breakdown (see Tab]e 7) indicates that the ESs as§0c1ated w1th

/ :



research, the impact of training on test scores was demonstrated by
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!
small studies may be confounded by the.qua1ity of research. When 10Q.
quality studies were removed frbm,the ES computation, a reduction in
strenath occurred.’ The\smai]_humber of available ESs from high quaTity
studies with fewer than 50 ;ﬁbjects makes conc1usfons somewhat |
tentative. )
The highest ESs were obtained by the studies u§ing lgyglg/ﬁtudents
(see Table 5). However, two studies used a pre/post design and were of
low quality. The difference between the ESs of medium and high IQ .-
studénté (after removing the Tow quality studies) indicates that scores
from high 1Q students (115 - 120) are']eSS'affect;d by training than

scores from medium IQ students (see Table 6).

Summary

On the average, training students in test-taking skills increases-

test scores .62 standard deviation unit. In previously conducted

differences in the perceﬁti]é points obtained by trained and untrained

students: 73 to 50 for typical students, 41 to 20 for low aghieVers,?qnd

92 to 80 for high achievers. | ‘
However, a substantiaf\contribuqff to the high Eﬁiof student

training, was the usé of 1ow.quality.research-design (pre/post designs).

~

When the analyses were limited to ESs from only higﬁ quality research
designs, the resulting ES was .32 (or an increase of 13 percentiles for
typical studénts)y .

A further breakdown of the 62 ESs showed that training in TH was

more effective than practice in increasing IQ and achievement test ,
scores. For aptitude tests the reverse was true: practice was ?ote

3
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effective than training in TW. The effect of training is similar on IQ-
and achievement tests. Small scale'studies produced larger ESs than
1argé scaie st..iies, scores on individual IQ tests were affected more by
training than group IQ tests, and higher test score increases resulted =
when the training materials more closely resembled the actual tests.

Intensive training, close in time to the-test, resulted in the highest

score increases.

Two .major methodological prob]emé,.other than use of pre/post
designs, were identified; (a) hany interventions were not adequately
deﬁéribed and (bj examfner bias may have resulted from having the same
person train and(teét. |

«\\\

The daté provide evidence that educationa]Ty significant increases -
in.student tést écgfes can be oBtained throdéh practice or training in
TW. The impact of traininé may make a‘considerab1e difference .to
individuals at fhe border]ine of_se]eétion for speci Jprograms.
Therefore, it is:cnitical to understand the‘impaq{;;i]various practice
aﬁd training strategjes on student test Scores. _

Currently, no 1arge scale (over 10Q subj g/ R higﬁ quality
experimental stud1es have been conducted dj£erm1ne the effect of
training primary students in TH sk11ls. Two small experimental studies
which trained young studénts in TW reported an increase in group -
ach1evement test scores. Howevef;'éxternal validity was threatened by .
the sma]] number of subjects (less than 50 subjects; popu]at1on va11d1ty)

and the fact that the same person adm1n1stered the training and test

(examiner bias)..
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. PR ,
It is recommended that further research Pe conducted which adheres

_to the f0110w1ng cond1t1ons : ¢

-3

N 1) Conduct a: large-scale study. Students from severé] schools

will increase the population va11d1ty - .

2) Def?ne treatment. Describe the typé and amount of practice,

~

TW components, length, and forms used, so that replication epd
.
secondary analyses can bé condqcted.

3) Use true experimental design. By randomly assigning students

“to treatment and'contro1 groups, the internal threats to validity will be

reduced. - ~ e

N Review of Research Related to
Training Teachers in Test Administration

A number of‘researchers have suggested that the.test'administrator
can 1nf1uence the outcome of an examination through the type of behavior
he -or she-exhibits dur1ng test1nq For instance, scores can be affected
s f 32 examiner does not follow the directions correct]y Also, negative

attitudes can.be subt]y cowmun1cated to the students who may then perform

in a less rigorous fashion (Messick & Anderson, 1970). If an examiner

views the test as an impdsition, an'unstandardizedntesting_sttuation may

result since time limits may not be ‘followed, clues or -assistance may be
, given to students, er directions may not be given completely. |

B
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Aside from a few conceptual artic]%s, no studies were located that
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directly addressed the effects on student test performance of training

teachers to administer group standard1zed\tests “"Since no empirically

\

" based research was 1ocated the stud1es revnewed in this section are

those that are related to test adm1n1strat1on ~The studies

provide background on tra1n1ng test adm1n1strators by demonstrating the
effect of testing factors that are‘typ1ca11y cgntro]]ed by the examiner.
The reviewed articles were 10catedfthrough the\computer search that was
previously described but did not ﬁeet the criteria;for a meta-analysis
used in Re1nforcement or Tra1n1ng' : \

Included in th1s review are stud1es that show the impact of
man1pu1at1ng various test1ng cond1t1ons surround1ng student test scores
or test behaviors. The testing cond1t1ons chosen for review are those
that can bJ and frequently are, contro]]ed by the test examiner. The
major categor1es of test1ng conditions that are controlled by the test
administrator and that may vary_ylthlg the realm of standardized
procedures are student test anxiety level, the examiner/examinee

\
relationship, the degree of test 1nformat1on given to\students, the

\
mechanics of taking tests and env1ronmenta1 factors.\ Excluded from this

review are stud1es which examine re1nforcement or stuéent tra1n1ng, which
were reviewed in the prev1ous two sections, and those\that focus on

analysis of the testing instrument. : \

Previous Reviews
Due to the paucity of research on test administration tra1n1ng, no

|
\
s
prev1ous review articles were located on “the SUbJECt \However, two
| .
\.
\

S .84 \\
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previous reviews did report on studies that investigated the effect of
manipulating variables associated with teéting. In one review, Sattler
and Theve (1967) discussed the results of 56 research articles on factors
affecting individually administered IQ test performance: departures from
standard procedures, situational variables, experimenter variables, and
Asubject varjab]es. To summarize the findinys, the feviewers reported the
number Sf\stﬁtisfica11y sfgnificant results.

Although this review did not systematically ana]yze the articles for
methodological problems, the aﬁthors stated that the most common design
deficiency was the failureA;o use a random sample of experimenters. Four
major conclusions were dtawn: |

1. Minor procedural changes are more likely to affect specialized
groups than normal groups. | |

2. Chi]dren are more susceptible than college-age subjects to
situational variables, especially discouragement.

3. The examiner's level of experience is not a cruc1a1 variable.

4, 'The subject's énxiety level is related to test performance:
‘These concJusions onlindividual.testing ﬁave limited generé]iiabi]ity tbA
group testing because tﬁe administratiop is different. For example, to
test individuals, the'examiners mugf often make subjeétive judgments in

'recording answers and scoring forms. On the other hand, group testing

requires ski]]sA}ﬁ‘haintaining control and motivating a large number of

people to act as a unit. Therefore, examiner behavior will impact
differently on individual testing than on group festing.
A second review discussed reseafch.concerned"with the effect of

“testing on tﬁe students. Kirk]éﬁd (1971) reviewed 44 studies that
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examined the degree to which situational Qariab]es impact on test scores.
Studies were individually summarized in terms of increasing test scores

\ but statistical siénificance was not reported. No conclusions were drawn
and only studies that resulted in higherAscores for the treatment group
were‘reported in the review. A critical analysi% of methodology and
design was not conducted. ' .

There is no’ 1nd1cat1on that either Satt]er and Theye (1967) or
K1rk1and (1971) reported-on all the primary studies in the field or used
appropriate sampling techn1ques to ensure representativeness. In
describing the state of the research, both reviews restated the
conclusions drawn from the.primary investigatop§ and made no attempt to
quantify the outcome heasuré by Eonverting it to a common index.
Therefore, comparisons cannot be made across studies to determing the. .
re1ati§e impact of the treatment. Additidﬁéij,,neither review discussed
the covariation of different study variables on thé outcome.

T

§judies from the reférénces of the twodprevious reviews were
combined with those 1OCﬁtEdTﬁU?1TET1ﬁﬂ?_CUmpﬁTET_SEEFChES—tU—DTbVﬁﬁe‘ﬁ6me—~“ﬁy-
background information on thé training of test administraﬁofs., Since the
studies represent a conglomeration of varie? treatments? the research has
not been'integrated nor compared in-the present reviéw. Ihstead this
review mere]y descr1bes the trends in previous research which support the
use‘of various examiner tr§1n1ng components. Unless otherw1se stated,
all of the stu&ies reviewed found statistically significant differences

in favor of the intervention.

¥
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Test Anxiety

The study of test anxiety began ?ﬁ 1952 with Mandler and
S. Sarason's investigations into the correlations of high anxiety during
examinations. The high test-anxious person attends more to selv-relevant
factors (e.g., the'.consequences of failing the examination) than to
task-relevant factors (e.g., the elimination of obvious distractors on a
multiple choice test, before guessing) and as‘a result is unab]e to
demonstrate the extent of his or her skills or know]edge'(I. Sarason,
1978; Wine, 1971).

Since a constellation of behaviors comprise test anxiety, it is
difficult to document the complex conditioﬁ with a single observational
measure.  From necessity, descriptive data on test anxiety are derived
from the use of self-reports as wé11 as simultaneous measures taken with
other instruments. Self-reports consist of students respoﬁding to a
single question or to a set of many questions regarding their feeTings

about test ‘taking. | ) ' |
| | Using a single response item, Baird (1977) polled 4,248 college
"students after taking the GRE, LSAT,uqr MCAT, and found that 50% said
tﬁey had been nervous whi1é taking the test. Multiple response measures
used to provide evidehce of test anxiety_at? often séreeninQAdeQices suzh

as the Jest Anxiety Scale for Children (S:JSarason, Davidson, Lighthalld,

Waite, & Ruebush, 1960), Defensiveness Scale for Children (Ruebush,

1960)) Inventory of Test Anxiety (Osterhouse, 1972), and Test Anxiety
Scale (I. Sarason, 1978).

In a typical study designed to docﬂment the effect of test anxiety,

high anxious (HA) and low anxious (LA) students are identified by using a

2
v,
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particular screening measure. The validity of the high and Tow anxiety

classification scheme is established by comparing the screening results

)

£

with ‘correlations of ‘student performance on other measures. ,

To illustrate, in a stud& by Hill and Eaton (1977), the behavior of
prescreened HA and LA middle-school students was observed while they
worked-on additioh problems under time and failure pressures. HA
students were found to._take twice as long per problem, make three times
as many errors, and cheét twice as often a§ LA student;. However, whén
HA students in a re]ated_studi‘ope}ated.under success conditions with no .
time limit, solutions were accu.ate and the pace was more rapid (Hi]i,
1967). |

Studenfs' scores on test anxiety scales have been correlated with
scores on academig/measures such as intelligence, academic, and
diagnostic tests. For example, Kestenbaum'and'Weiner (1970) found thaf .
reading performance positively correlated with scores on achievement
motivation measures, but negatively correlated with measures of test |
anxiefy. Steininger, Johnson, and Kirts (1964) have linked high test

anxiety with cheating. Data from.college students questioned on

attitudes about cheatingrrevealed-thaf students tend to feel that

chgatfng is justified when'situations aredanxiety or'hostility provoking.
Steininger et al. c&n%]uded that tests viewed as senseless (without
purpbse) tended to e;oke‘host?1e,'anxious feelings.

Based on the reviewed results of the studies, it abpears that
certain students are provoked -into anxious feelings when presented witﬁ
an examination.J The gxtent of debilitation that test anxiety p]hce§ on

student test performance and methods for contro]]ingvénxiety-are examined

N
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in the next two sections. Specifically, two questions are addressed:
(a) Does test anxiéty influence ‘test scores? (b) Can test anxiety be
cqntro]]ed?

Does test anxiety influence test scores?.. The relationship between

~.anxiety level and test performance has been investigated from two
perspectives: (a) students' se]f-perceptions of their emotional state,
and (b) observations of student behavior.. Outcomes on these two measures
are frequent]y confounded by subject selection and classificatizn, type
of treatment,'anﬁ type of depeﬁdent measures. Studies that focus on the
anxiety/test scofe re]atfonship generally rely on self-report measures
for classifying students aé HA.or LA_and use an objective . academic-test
as a correlate. Many researchers havé found test scores to be negatively
correlated with anxiety level (Alpert & Haber, 1960: Butler, 1980;

i. Sarason, 1957; I. Sarason, 1963). In studies using factpria] designs,
research has repéated]y demonstrated that highiy anxious students at all
grade levels receive significantly lower test scores than Tow-anxiety
students (McCandless & Castaneda, 1956; McCoy, 1965; Zigler, Abelson, &
Seitz, 1973).

Paul and Erikson (1964) analyzed an anxiety/test'score paradigm.and
~ found an finteraction betweeﬁ anxiety and test scores. That is, a certain
amount of anxiety ig generally beneficial to test.performance while a
E iarge amount is detrimental. When classified by anxiety 1%Ve1,

individuals who.were usually LA'benefited %rom test conditions that
aroused some anxiety, while those who were HA performed better under more

7

relaxed conditions.



Supportufor anxiety as one determinant of test scorés was démon—
strated by Hi1l (1967) who examined the effects of social reinforcement
».given to 7-year-old students for marble sorting.' The highest performance
was»obtafned after succéss,for reinforced LA student$ and. after failure .
for reinforced HA students.v‘Thekefore, the use of reinforcement may havé
a differentia] effect on test results according to the degree of anxiety &
and attitude towards the test.
The negative aspects of high-test anxiety that result in low scores
‘have been attributgd to studenfs failing to attend toc reélevant tasks,
thinking irrelevant thoughts, and arousing emotions that interfere with
performance (Alpert & Habef, 1960; Mandler & S. Sarason, 1952; Paul &
»Eriksen, 1964; 1. Sara;on, 1962).
Marlett and Watson (1968) reported that HA students spen& part of
testing time worryiqg about their performanée or how others aré doing,
and often repeat §olutions to problems. Other research has demonstrated
that test-anxious students who are highly debilitative, exhibit high-
pretest énxiety, poor aftentiqn, fixation on ﬁistakes, se]f-criticiém
dur{ng testing,'low academic self—perCeption, and no use of mental
imagery guring examinations (Couch:FThrner, & Garber, 1979; Doffenbacher, .
1978). | |
Nunﬁ (1976) found a strong tendency for HA students to'assign
personal control to others:rather than to themseTves and as a result,
fail to try to get high scores. Downey (1977) found:that an "I can beatn
the test" attitude éccountea fbr highér scores among students at similar

skill levels. ”
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‘The effect of previous failure and success appears to be an
ihportant explanatory variable within the HA/LA structure. In studying
the academic performance of high school students, Osler (1954) observed

that continual failure depressed pupil performance during examinations.

. Lazarus and Eriksen (1952) found that successful co]lege students with

high grade point averages (GPA) tend to péve a better test performance
under stress. Those with a low GPA had Tower test scores under stress.

In a review of research on the relationship between test anxiety

and test performance, Hill and 5. Sarason (1966) concluded that highly

structured testing procedures systematically underestimate the abilities

and achievement of many anxious children with histories of failure in
school. Even when failure has not occurred, but is a strbng potential,

the HA student will often fa]t%r on easy tasks, (Eaton, 1979).

Can anxiety be cofitrolled? While considerable attention has been

&

given to determiaing\the best strategy to use in reducing anxiety, most

studies have demonstrated the effectiveness of treatment by using

H

anxiety scales both as screening devices and as the dependent variable

_rather than using test scores as the outcome measure (Parker, 1980).

In typica]lstudies,'a self-report measure of test anxiety is
administered to students before and after the imp1ehentation of a

treatment designed to alleviate the debilitating emotional arousal .

" brought on byAan impending test. A treatment of desénsitizatiog or

relaxation techniques is appl{ed and the before and after self-report

~scores of treated students are compared with the scores from the control

‘group to provide effectiveness evidence.

A study by Lent and Russell (1978) typifies the research on

£}

programs that are decigned to reduce test anxiety: Prior to and

v~ 91



following a desensitization and study skills treatment, se]f—feport

-instruments and a simulated examination were administered to anxious

college students. Students in the treatment group‘demonstrated
significant improvement over students in the no treatment group on all
self-report measures, but'there were no differences on the academic
tests. " One explanation}may be that the test (anagrams and digit
symbols) may not ‘have been sensitive to changes in anxiety levels.
Howevef,,this theory is partially refuted by results from 1. Sarason
(1973) wﬁo found that LA co]]ege.students perform at a higher level in
solving anagrams than HA studehts. In considering the fiqdingﬁ of Lent
and Russell and I. Sarason; it appears as though treatment may reduce
students' perception of their an#iety but does not influence the anxiety
level itself nor the effect of high anxiety.(i.ei, low test scores).

In }nvestigating various methods for alleviating test anxiéty,
researchers who havé used sco?es as aAdependent variable have found no
statistically significant increase in test scores (Arnold, 1979;
Friedman,'1979) even. when GPA (Holroyd, 1976) or test taking-skills

(Meichenbaum, 1972) have improved.

It is important to note that tregt%ents reviewed in this section
involve aftacking the anxiety but‘not necessarily thé cause of angiety.
For instance, if students arehanxious'becahse the test_format'iSA
unfami]jar and relaxation techniques are‘provided, the test scores may
not rise, but the students may be more at ease.

"~ In a recent review of research on test anxiety, Tryon (1980)

concluded from 85 studies that all treatments which reduce test anxiety

are effective according to self-report instruments. However, there are

<
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'conf]ittiqéﬁresu]ts when treatments are measured by acaeemtc performance
on objective tests. The most successful strategies have been those
directed toward the elimination of worry'through desensitization while
providing study skills counseling.

Tryon (1980) located five studies using achievement tests as
outcome measures, but the treatment group differed significantly in the.
outcome measure from the noatreatment group for only two of the studies.
?our out of 12 studies found.the treatment effective in reducing

jntelligence -test anxiety.

Research design flaws may accouht‘for some of t;e\yariation in the
findings of dtffefejt reseerchers using acedemic tests as an outcome *
»measure. Botﬁ Allen (1972) and Tryon (1980) reported that:the quality
of research design appears to be negatively correlated with treatment
effect. The most common design problems found in research on test
anxiety were the lack of credible, random placebo and control groups}_

tHerep{st effects, the use of vo]unteers, and i11 defined, complex,

confounding treatments

Summar There is evidence that anx1etx is assoc1ated with lower ~
7test scdres. Since high anx1ety students tend to have 1ower test scores
than Tow enxiEty students, achievement test resu]ts of HA students may
be .invalid indicatots of academic S@i11$.or an underestimation of '
know]edge | g

Studies which 1nvest1gate ways of decreasing anxiety (and thus
reducing the effectpof.extneneous variables that may confound test

'1nterpretat1ons) have usually used se1f—reﬁort measures to demongtrate

treatment effectiveness or have found stat1st1ca11y 1ns1gn1f1cant



differences betueen treatment and control groups on academic~test
scores. X | | |

Several explanations can be offered for these findings. First,
treatments currently used may not be effective in controlling anxiety;
they may affect only the subJects perception of anxiety. Second,
anx1ety may be reduced buc students may cont1nue to display poor test-
taking s@a]ls. "Third, a treatment may be so closely t1ed to the outcome
measures that a]though the anxiety level is not reduced, subjects become
aware of the “"correct" response'td make on se]f_reports during the

second administration. Fourth, the academic measures used in some

studies are very short (one or two. subtests) and the skill range may be

-to ma11 to detect score differences due-tc lower anxiety levels.

j-F1na11y, it may be that current treatments to waer‘test'anx1ety do not

raise test scores because the. under1y1ng causes are ndt treated.
Anx1ety may resn1t from unfam111ar test formats, strange examiners,

prev1ous fa11uresu Tack of test tak1ng sk11ﬂs;—0r a genera]

il / :
i
¢

m1sunderstand1ng of test d1rect1ons
Because the re]at1onsh1p between high anx1ety and 1ow/test scores -

has been documented further research is warranted to determine how to

obtain measures of student ach1evement w1thout the influence of anx1ety

In this regard, it behooves test“adm1n1strators to somehow reduce

. anxiety levels if students are5to obtain va{iqé interpretable test

scores. Though only indirectly associated with anxiety,”some techniques

have been demonstrated to be effective in raising test scores. - The next

_sections will describe procedures that should be considered by test

administrators to obtain more accurate test results. Many of these

e —
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A ' '
techniques may be applied within standardized conditions. The fact that

these examiner behaviors are not specified in test manuals,%emcourages

uncontrolled variation in test scores that is not attributable to

' /
differences in academic skills.

Examiner/Examinee Relationships

The tmportance of providing positive testing ekberfenCes isi
demonstrated in the 11terature by the low test scores -which result hhen
examiners hho are strange, unfam111ar neqat1ve or pun1sh1ng are used.
Test @anua]s usually recommend that examiners estab]ish rapport with
stUdents before testing, but rarely specify the procedures for

estab]ishing such a relationship. In recent.years, investigators have

L

examined the-impact of examiner characteristics on test scores. For

example, Masling (1960) found that test resuits varied systematically .as

a function of the examiner/examinee relationship. These differences may
i

be related to the persona] character1st1cs of the examiner such as sex,

| race, persona11ty, or appearance (Storeman & Gibson, 1978).

~Gender of test adm1n1strator.- Sorie researchers have shown that

\

exam1ner gender infiuences test scores'(Cieutat &hF1ick' 1967)" ,One
hypothes1s is that elementa "y students are more fam111ar with female
tegchers than male and this may encourage h1gher .est scores under
female-test adm1nlstrators In test1ng th1s theory, Back (1979) found
in two. related studies that the stat1st1ca11y s1gn1f1cant h1qh WISC

SCOres obta1ned by female examiners over ma]e examiners was ‘reduced to

nons1gn1f1cance when male examiners spent 15 minutes w1th the children -

priot to testing.
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Race of test administrator. Although studies examining the effect

- of the examiner's race on test performance have produced conflicting

ev1denre the statistically s1qn1f1cant effects found with seme ,

' demonstrate that race is a potentially confounding var1ab1e (KntL;

——.

Henchy, & Allen, 1968, Katz, Roberts, & Robinson, 1965; Thomas, Hert21g,
Dryman, & Fernandez% 1971). In a recent review of 16 well-designed
studies on race of the test administrator, Jensen (1980) found a
statistica]1y'signif?cant interaction (race of teacher X race of

student) in only six studies. Because of the inconsistency in favoring -
same and different race, Jensen concluded that race is not a’source of -

test score variance.

Poise of test administrator: Even more subtle factors may

influence student performance For instance 1n giving_ instructions or
oral prob]ems, teachers may encourage or d1scourage students by the rate
of speaking, tone of vo1ce,:1nf1ect1on, pauses, and fac1a1 exprcss1ons
(Anastasi 1976; wickes, 1956). Tne examiner's behaviorrbefore and

results. For instance, by displaying an expectation that 'students will.

perfori well, examiners may create a self-fulfilling orophecy (Exner;f”'

'1966)

“As ear]y as 1949, Thorndike emphas1zed the 1mportance of “presence
1n a test adm1n1strator This attribute 1nc1udes.assurance,_po1se,7

dominance, and a good speak1ng v01ce To obtain and maintain control of

‘the test1ng s1tuat1on, Thornd1ke 1ns1sted tnat a teacher be thorough]y

fam11;ar w1th instructions, consc1ent1ous1y fo]]ow‘the d1rect1ons, krow

the principles and ourposes of testing, and e#ercise oood Jjudgement
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app}oval group performed significanﬁ]y higher than those in the
disapproval group. | ‘

In a study comparing the IQ scores of students who were tested by
examiners gsing standardized conditionsz Thomas, Hertzig, Dryman, and
Fernandez (1971) found that the nature'éf the examiner significantly
influenced test results. Scores were higher when teéted>by a warm,

friendly, encouraging eiéminer (who also spent more time with the

* students before normal testing) than with examiners who made no effort

to create ‘a positive environment.

While'most studies found highef test scores associafed with warm
and positive test‘administfatorg,‘Co]eman (1978) demonstrated-that some
tybes of personal ‘interactions with teachers may be distracting to
students during testing. Sixth grade students experiencing a cold,

task-centered examinersdid significantly better on group aagministered

- intelligence tests than students who experienced a warm, child-centered

examiner.

The type of rapport existing between examiners and students prior

to testing also influences test results. Emotionally or physically

disturbing the examinees immediately preceding an examination
significantly reauces:test scores (McCarthy, 1944; Reichenberg-Hackett,
1953). Based on the premise that testing maximizesvanxiety in children,
Piersel, Brody, and Kratochwill (1977$,found that exposing students to.
an ‘affectively warm and rewarding pretest experience resulted in
improved test séores and reduced apprehension levels.

“

Familiarity of test administrator with students. The effect of

familiarity was examined in an early study by Sacks (1952). Ten-year-old

o
-4
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spudents were }andomlx;assigned tg three test administrators, two
famili-~ and one unfamiliar. One of the familiar test administrators q.'
had es%ab]ished a poor rgjationship with the students, the other a good
relationship. Statistically éignifiéant differences indicated that

students with familiar positive test administrators obtained higher

scores than students with familiar negatjve examiners, who.do better

than students with unfamiliar examiners.

Negative prior testing experience. Théﬁéffeét'of negative past
testing expériénEes was investigated by Dangf Peacock, Fitzpégrick, and
Mulhern (1969). Math test scores from two groups of college males were
compared to dete;mine the effect of prior failure. Those students who
had féi]ed on a previous test and had received negative feedback from

the examiner performed significantly lower on the math test than

students without such experiences.

Information About the Test

The degree 'to which examinees should be informed about .the testing
situation (e.g., type of test, type of‘ﬁest format, content, use of test
results, scoringxgiotocois, length of test, difficulty) has been debated
‘for several decades. One ‘perspective emphasize§‘the dange}_of
instilling too much anxiety by over-emphasizing the importance of test
scores in a student's future endeavo%é. On the other .side, examinees

may not try to do their best if they have not been properly informed

about the test.

Advance notification. A]thouéh.the effects of giving standardized

tests without some sort of previous announcement has not been

investigated, there is somé evidence that students obtain higher"scores
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on teacher-prepared tests if an upcoming test is announced than if it s
not announced (Pease, 1930). Tyler and Chalmers (1943) found that the
average scores of junior high students increased substantially by

providing a specific notification ‘that a weekly test would be given.

-

“"Game" vs. test. The-way in which tests are’referred to has also
been shown-to affect student test behavigr. For exémp1e, When third |
grade students in bnebstudy were told that they were to play a game, the
experimental group had sfgnificant]y highef IQ scores thén the control
group who were‘told'that they would be giveﬁ alggég'(Strang, Bridgeman,
& barrico, 1974). - However, Orfanos (1979) found.no Significant
difference betweéen students taking a test or playing a game. It Was,
concluded that the subjects, fourth and seventh grade students,_we;e‘too
aware of the naturevof.the test-to~be‘fooled into,"pTaying a game."

How an examiner introduces a test may also differentially influence
test scores depending on the students' emotional states at tHé time of
the examination. For example, Sarason and Pa]o]a_(1960) found that
highly anxious college students who were told that the results of an
. achievément test would reflect their {ntelligence and predicg théir

Success‘in later life received lower test scores than students who were

told nothing. There was no difference in the scores of low anxious

students.

2 Knowledge of items-difficulty level. Information given to students

prior to the test about the difficulty level can assist test wise

. _ . p
students in organizing their time for a speed tést. If easy and
difficult items are randomly p]ated throughout the tést, a good~test

taker will answer all easy questions first, skipping the unknown jtems

[
[N
.

e . - | | ) - B 33
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for later consideration. If the questions aré arfangéd sequentially,
easy‘ta difficult, the test-wise studéht'wi]] proceed through the test

item by item. Kubiszyn (1979) invesfigated the effect of listing the
difficulty level 6f the questions next to each item. "He found that
test-anxious Students receive higher scores when they know the.

difficulfy level than when they do not. It was concluded that anxious
students are more relaxed in answering questions that are indica;ed as
being "easy." In additién, in a 1978 article, Huck hypothesized that
higher scores will result when students are told that:an item is ,//>

>

"difficult" because they will read more carefully than they will if an

item.is "easy."

Feedback on test performance. The effect of providing students

with feedback on how well they are performing on.tests has been disputed
among researchers. In one study, giving stddents item by item feedback
on test performance depressed the IQ.scores (Piersel, Bﬁody, &
Kratochwill, 1977). On the other hand;mBenson (1986) found that Tow
abi]ity ninth grade students Qho were told the correct response after

‘ eéch_tr$a1 obtained significantly higher scores on a'verbq] ability test
than those reéeiving no feedback. | . \

Variatio; in the method of dispensing feedback (i.e.,ﬂpositiye or
negative) could -account for the-difference in results of the two studies
cited above. A study by Bridgeman (1974) illustrated how certain
feedback may agt as a mbtivationa] variab]e to influence performénce and
create a “se]%—fu]fil1ing prophecy." Three groups of.seventh grade
students were given success feedback, failure feedback, o; no feedback

after taking a scholastic aptitude test. Students given success

Q . j - i ;1(}()
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for later cbnsideration; ~If the questions are ar%an;gd sequéntia]]y,
eésy to difficu]t, tﬁé test-wise studéht_wj]] proceed through the test.
jtem .by item. Kubiszyn (1979) investigated the.effect of_J;;ting the
difficulty level of the questions next to eagﬁ item. He fouﬁd that
test-anxious students receive higﬁer scores wheh they know' the |
diffiﬁu]ty 1éve1hthan when they do not. It was concluded that anxious
students aré more relaxed in answering-questions that are indicated as
being "easy." In addition, in a~19f8 artitfé? Huck hypothesized tﬁééwr:
higher’sco}es will result when'studeéts are told that an item is |
"difficult" because fhgy will Eead more caféfd]]y than they will if an
itém is "easy."

Feedbéck on test performance. -The effect of providing students

with feedbéck on how well they are perfbrming on tests has been disputed

among reseérchers. In-one study, giving §tudénts item by item feedback
on test perfocmqncé depressed the IQ scores (Piersel, Brody,. &
Kratochwill, 1977). Or. the other hand, Benson (1980) found that low
ability ninth grade students who wer: told the correct response after.
each trial obtained significantly higher scores on a verbal abifity test
than those receiving'no feedback.

© Variation in the method of dispensing feedback (i.e., positive or

negative) could account for the diffe;encé in results of the two studies
cited above. A study by Bridgeman-(1974)»111ustqued how certain
feedback may act as a motivational variable to influence performance and
create a "se]f—%u]fi1ling prophecy." Three groups of seventh grade
students Qere gi;eq success feedback, failure feedback, or nd feedback

after taking auscﬁblastic aptitude test. Students given success
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feedback scored statjsfica]]y significantly higher in subsequent testing
than those diven failure feedback. “ |
In looking at the emotional imp;ct of tasting, Shannon (1978)
examined the effect of withholding feedback from students. Findings
from this investigation showed that.teﬁth grade students whq received
pretest counseling or posttest score interpretation maintained the same )
attitudg toward the:subject ébntént, whether positive or negative.
However, students who received gg_feedbackion test‘resu1tsﬂﬁad
significantly more negatiVe feelings toward the subject than the control
group. |
' Summary. Previous research has demonstrated that the type of
information given: to students about their examinations infinences test
scores and attitudes. A]th?ugh further investigations are warranted to
determine the extent of the'iMbact, test adﬁinisfratdrs must be informed
that scores can Qaky as a reSu]t'of sharing various types of .
information. Often the test directions do not specify how to provide
.feédQ3ck, but pfeviou; research suggests that at the very least,
students wi]]‘?eceive higher scor¢§ if they are told of an impending
test, are shown the résults after scoring, and are informed abou* the

t

_pasic test structure.’

Mechanics of Test Taking

As ear]} a541949, Thorndiké wrote that students exhibited differenf
. . . ) o
Tevels of understanding about the mechanics of ‘test-taking. Studies
have shown that many students not only fail to comprehend the specified

directions provided with standardized tests but also cannot make wise
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choices in guessing or e]iminatfng)answers (Anastasi, 1976). Part of an
examiner's role is to assure that students understand the techniques for
taking the particular exam being administered. .

Use of separate answer sheets. Most standardized achievement tests

which require specialized directions use machine scoreable answer forms.

Sincevthese forms are unlike formats of daiTy work encountered by

students, elementary pupils are often unaware of the proper method of

filling in answers for multiple choice items. In addition, Traxler
(1963) found that the mean test scores from forms marked sloppily were
significant]y lower than scores on well marked answer sheets.

Thé,use of answer‘sheéts that are separated from the test booklet

.can be difficult for elementary students because they make mistakes aé,

they transfer from:‘guestion to answer space (e.g., marking on the wrong
answer line or wrong answé; space) (Be]], Hoff, & Hoyt, 1964; Cashen &
Ramseyer, 1969). In onéuétudy, students in grades one to three who
retorded scores on separate answer sheets received §?gnificant1y Tower
sEorés than students who recorded answers in the te;f booklets. Even

Wwith practice, scores were lower when students used a separate answer

sheet than when they answered questions in the test booklet (Ramseyer &

-Cashen, 1971). Similar results were found by Gaffney and Maguir® (1971)

that separate answer sheets from students in grades two and three were
filled in improperly regardless of the directions given to the

students.

Guessing and systematic elimination. Since most students complete
school .work on a criterior-referenced basis, they are: not experienced in

dealing with a situation where many answers to questions .are unknown.

o
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Therefore, it is rare that students in grades one through three, in
particular, will know how to e1im1nate.answers,'guess, change answers,
or check work (Erickson, 1972; Traxier, 1963). Most test manuals do not
provide directions for the test administrator in teaching students to
guess or check work. |

Several reseafchers have found that, guessing will raise scores
regard]egs of the mathematical correction used in scoring (Hammerton,
1965; Sheriffs & Bommer, 1954; Slakter, 1968). Taylor (1966) and
Moore, Schutz, and Baker (1966) studied the impact of using different
instructions to either encourage or discourage guessing and found, more
omitted and unfinished items when students were told not to guess. In
another study, Aiken and Williams (1978’ investigated the effect of
instructing students to guess and found that formulas uséd to "correct"
test scores for guessing affect students with poor knbw]edge of subject
matter more than those with high knoQ]edge.

Chécking work. In a related area, students frequently ask if they

should change answers after reconsidering the question. Most
researchers concluded tHat students who change answers.tend to get
higher scorés (Berrien, 1939; Lynch & Smith, 1972; Merger, 1979; Reile,
& Briggs, 1952)1 Bath (1967) calculated that when & response is changed
there is a three to one chance‘that the new response will improve rather
than lower the final score. In an early report by Lowe énd Crawford

- (1929), 21,903 true-false test items.were analyzed and they found that
correct changes were made almost twice as frequently a; incorrect
cha&ges. Simi]ér]y, Matthews (1929) examined 22,000 mu1t1p1; choice

4
items on a college level test in which 555 changes in answers had been
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made. Of those changes, 52% raised the score; 21% lowered it, and 26%
had no effect. On another test, 18,066 true-false items were studied 3
and of the 570 changes, 63% raised fhe score, 34% lowered it, and 3% hadw“f
no effect. The results of a breakdown by "superior" and "infefior"
students showed that although “inferior® stydents“made more changes,
on]y 49y% of their changes raised the score Qhereas 68% of the éhangég
made by "superior" students raised the score. .
V This work was preceded by Lehman ihA1§28: who examingd the results
of high school students changiﬁg angwen§~on a true-false test. He ..
concluded that high scoring studeﬁts tend to make fewer, bht more ,
correct changes, than low Scoring students. Conversely, -poor stﬁdents
often make wrong in%tia] deciSions as well as incorre;t revisions.
 A1though_tyrther résearch has not been undertaken to examine possib]é
causes, Lehman suggests that low performing students may not know how to

evaluate their own work.

Problem attack strategies. The procedures studentS use to answer .

questions ﬁave been shown to affect test scores. For instance; in two
ear]& studies (Holmes, 1931; Wa;hburne, 1929), stuqehts who read the '
comprehension quegtioﬁs before reading the sé]ection received higher=
scores than students Who read-the selection first.

In 1933, Weidemann and Newens inVestigated the-effeét of different
instructions for answering true or false questions. -Studenﬁs&were told
to Qsé a specific reasoning pattern-to decide if the answer was true or
false. Test scores were féund to very according to. the reaéoningw

pattern given for deciding how to answer.




, Suﬁﬁary. Since.a meta-analysis of the ]iterature on“training
students with.a~patkage‘of~test—takin§ skills apﬁéars inian earlier
sectidh of this chapter, on]y studies that eham1ned the use of a )

' 1ngu1ar TH strategy (e. g , guessing) have been d1scussed here.‘ Asb
1nd1cated by some studies, “students who guess, 'f’ange answers, ard use
their time wisely, tend to get h1gher scores. “Thé test admifistfatof
often determines” if students are trained in the mechan1ts of test cax1ng
SO that test-wise skills do not have to be a discriminating factor
.across students. Unless teachers ate instructed to prepare students, it
may ﬂot happen Therefore, classroom test scores may be a function of

test administration training, making score interpreta® "on more

difficult.

Environmental Factors

v

Although extenéite research has not been done on the influence of
various settings~on group test performance, several Tnvestigatibns show
the nvtronment'to be a boténtial determinant of test scores. Three

~ studies 'have found that when using separate answer sheets, students

sitting in cha1rs at tables received h1gher scores than students sitting
in chairs w1th a smal] attached wr1t1ng surface (Kelley, 1943; Traxler &
Hiekert, 1942; Traxler, 1963).

£ . The arrangement of the désks_in a classroom may also indirectly
impact test results as shown th a stud} of Fenton (1927).- When college
students wgté seatéd closely and thus given the opportunity to cheat,
63% of the students did cheat,: In a related study, Axelrod, Hall and
Tams.(1972) found that when students sat iﬁ row formations, their stuay .

)

rates were higher than when they sat at tables. The use of row
) \ v
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formatfons may also *improve test performance\if attentive behevior is
encouraged. Environmental extremes (such as poor 1ightihg, extreme
heat, poor writiﬂg sﬁrfaces) may affect %est scores. In a personal
communication, Rechebei (1980) told: of Micronesian students taking tests
while sitting crossed—1egged on floor mats. Information provided by the
scoring service (Loret, 1980) indicated that some of the Micronesian
scores were not valid because the pencil marks were made on tests
supported by stuqents legs and the answers were too light to be scored
" by maehine.
\ Thelglgge the test is.adminisfered may have some'bearing on student
scores. Seizt, Abelson, Levine, and Zig1eri(1975) found that 1Q scores
from disadvantaged preschoolers were significent1y higher when they were‘
tested at home rather than at schoo1 or in an office. In a similar
study, Stoneman and G1bson (1978) found that deve]opmenta11y disabled
'_ preschoolers got significantly more items correct when tested in a smaill
testing room than when they were assessed in their own c]assroom

Teachers may not be able to choose the testing setting since the
classroom is 6ften the only available place. HQwever, the recognition-
that settihg influences student performance may discourage the use of ‘
1nappropr1ate p]aces “for test1ng (e g., the cafetorium or the
pr1nC1pa]_s office) and direct the exam1ner S attent1on to details of
seating arrangements ‘

The atmosphere of the working situation can ]ower anxiety and
mot}vatiqn performance. Millman and Paqk (1967) suggest that students

may be less anxious when they are concentrating on a task. They

recommend that teachers assist the students by creating an environment
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“conducive to concentration: quiet,'separated.desks, structured

procedures.

. Summary

A]though the effect on student test stores of training test
adm1n1strators has not been investigated directly, tud1es rev1ewed in
this section suggest that test1ng conditjons which are under ‘the
examiner's contro1 do influence test scores. Students' test scores were
higher when:

1. the students had low anxiety levels,

2. the examiners were familiar to the students, 7

3.‘ a "positive! climate was maintained'prior to and during
testing, .

4. the students we;e informed of the nathre and purpose of the
examination, N

5. some type of feedback was given after the examinatioh,

6. the directions and genera{ test-taﬁing strategies*were

understood by the students, and

7. an appropr1ate setting was used.

Since these situations are established by»the test administrator,

examiner behavior may be a differentiating variable in test score

comparison. i 3 : ' ‘ s o

(-

Conc]us1ons

There are-no emp1r1ca1 studies that show the degree to which

d

“untrained or trained test adm1n1strators ma1nta1n standard1zed

conditjons or that show the d1fferent1a1 effect of exam1ner tra1n1ng on

test scores. However, each year more' and more schoo] districts
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(especially larger cities with evaluation units) are becoming concerned
with qua]ity}control measures as they elect to supervise the testing by
observing teachers give tests (Kruéck, 1981).

If the conditions are thohght to lower sco;es, school districts may
provide training for teachers in test administration prior to the annual
district-wide examinatidns; However, there are no empirical data to
show that training examiners will affect test schés, will encourage the
imp]ementation of .standardized prbcedures;\yi11/ﬁmprove student test
scores,%or will change teacher behaviors. }hgﬁé is no basis for
decision making on wﬁether to provide trainindl\kHence,‘decisions about
teacher training are made according to budget feasibility rather than a
perceived need. | | | ”

Due to therneed for properly admihi$£§red\tests, it is recommended
that research on the effect of trainfng peéf administrators shou]d.be
éoﬁducted for three burpoées: - -

1. to determine if-training influences the implementation of

standardized procedurés,

2. to document the effect of training on test scores, and
3. fo eliminate differences in trainers as a contaminating

variable in test score comparison.

To investigate the effect of prbper standardized test conditions on
test scores, a true experimental study with classrooms of-students

randomly assigned to treatment and control gfoups is needed. Several

.outcome measures ;hou]d be used to determine the influence of training

test administrators: student test scores, teacher behaviors during ..

testing, and student behaviors during testing.
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Summary

o

Previous research has produced strong evidence that student tesf
scores can be increased as a reéu]t of reiﬁforcement procedures, student
practice and training in test-wiseness, and manipulating various test
administration techniques. A]though'reéearch‘on the effect of system-
atic training of test adhinistrator; was not Tocated, findings from
studies that investigated the impact of various test administration
techniques inditaté that changes in variables that are under the
examiner's control have a substantial effect on student scores.

.Such variations in test scores have serious implications for student

selection, program-comparison, student diagnosis, and funding. One of

the most serious consequences is that the wrong students may be identi-
\ _

fied because test scores may result in part from motivation, test-wise-

ness,or test administration, rather than knowledge. However, the

evidence from previous research is not conclusive. Some of the previous

~ studies have major methodological problems which raise questions about

the generalizability to other students: (a) examinerbias, (b) small

number of'subjects, (c) no control group, (d) unspecified treatment, and

- (e) non-random assignment. In addition, previous research has not suffi-

ciently investigated the effects of reinforcement and training in test-

wiseness on group achievement test performance of primary aged children,

or the effect of training test administrators iﬁ'é%EHaEFa?zéE“fégi‘_

< administration procedures.

As noted earlier, the contents of this review establish the theoret-
ical foundation upon which the procedures and materials for this project

were based. The fo]]owing section describes -those materials and
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procedures in detail. As will be noted, the rationale for what to
include in much of the training materials for the experimental grodps

was based on the findings of this review.
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CHAPTER I1I
PROCEDURES

As described in more detail below, participating schools from each of
three districts were randomly assigned tn one of three groups. Participahts
in Experimental Group I received all of the project's training materials
(i.e., teachers were trained ‘in standardiz;d test administration techniques,

and students viewed the How To Take Tests filmstrips, completed the workbogks,'

took the practice. tests, -and participated in the reinforcement system).

Participants in Experimental Group II viewed the How To Take Tests filmstrips

~and took the practice tests. Particibants in.the control qroUp were not
exposed to ahy of the project-related materials. The fo]]owinglséction
contains descriptions of the various training materials which were used as a
part of the experimental treatments in either grdﬁps I or I1. The remainder \

of this chapter will describe the sample of participating schpof% and

students, the procedureé for imp]eménting,vmonitoring, and assisting with the

experimental treatment, and the instrumentation used to collect data about the

effectiveness of the experimental treatments.

Description of Materials

Based on the review of literature reported in Chapter II and the
results of the previous State Refinements contract, the following four areas

were identified that might adversely affect the validity of students' scores

on standardized achievement tests.
1) Differential levels of test-taking skills on the part of students.
2) Students' 1ack“of fami1iarity with and consequent confusion from the

question format used in the district's standardized test.

Lo

Lack of motivation on the part of students to do their best on the
stahdardized test.

4) Inappropriate administration'of the standardized test.
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The materials described below were developed by the project to eliminate or
substantially reduce the influence of these variables on studerts'’

standardized achievement test Scores.

Filmstrips and Workbogks: Teaching Students
How to Take Tests .

As noted in the review of literature, previous research has demonstrated -
that training students in test-taking skills raises the students' scores on
standardized tests. The fact that students' scores on a test of reading
comprehension can be raised by training them in test-taking skills suggests

that some factor besides reading ability is being measured by the test. Since

_students already possess test-taking skills to different degrees, a training

program which will allow all students to master test-taking skills will
increase the validity of the test for measuring reading comprehension. - This
increase in validity results from the fact that once all students have
mastered test-taking skills, the skills are no longer differentially affecting
or confounding scores.on the test. The student training materialé used in
this project consisted of nine instructional filmstrips, nine tape-recorded
narrations, and accompanying student booklets. The development and content of
these instructional materials are described below. | ¢

Development of training objectives. In developing the training materials

for teaching test-taking skills, an analysis of the content, directions, and
format of frequently used-standardized achievemént tests served ,as the prim;ry
resourée. To decide which standardized tests should be examined, information
was considered from' the following sources: (a) which tests are used by Title
I projects in Utah, (b) which tests ére used by Title I projects nationally,
(c) which tests have Seen forﬁai]y adopted by districts and states, and

(d) which tests were being used by the districts willing to participate in the

project.
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The number of Title I projects in the state of Utah utilizing a
particular standardized test is shown on Table 9. Tests used by districts

participating in the project are noted with an "*".

o

Table 9
Use of Tests in Utah Tifie I Projects

Number of Title I Test
projects

California Achijevement Test
Gates-McGinite ’
Stanford Achievement Test*
Towa Test of Basic Skills*
SRA
- Woodcock Reading Test = , N '
Conprehensive Tests of Basic Skills*
Metropolitan Achievement Test*

NN LS U100 WO WO

=

* indicates a test used by a district part{cipating=in the
pnoject.a :

The freguency use of a particular test by Utah Titje I projects was
somewhat different than the frequency of use by all Tif]e I projects in the

country. According to staff at the Northwest Regional Educational Laboratory

(NWREL), national project utilization of tests occurs in the following order:

CAT, SRA, MAT, Gates-McGinite, SAT, ITBS (see Appendix B for letter).

Staff at NWREL also reported frequencies indfcafing.tes; adoptions for
both district and states by région as feported by MpGraw-Hi]]. (ﬂgﬁg; This
%nfbrmation should be interpreted cautiously since it was part of ‘ S
McGraw-Hill's promotional materia].) Tabie 10_disp1ays the district and state

adoption totals by region (see Appendix B for a complete listing).
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Table 10

Number of Test Adoptions for Districts and States by Region Lﬂ

CAT  CTBS ITBS MAT SRA SAT

Midcontinent region

Districts 9 1 9 2 1
States 2 1
Western ” ) . ' ~
Districts v 11 12 1 1 1 e
States 2 2 , " 1 ™~
Southern . , -
Districts ~10 10 3 8 3
States 5 1
Fastern
.. Districts 10 2 | 1 5 '-
States . 9 "t“'l“—*~“~“““““-ww1-mﬁ~~f1f-~‘/~w» ~~~~~~~~~~
Total 3 : =
Districts 40 25 13 4 14 4
1 1 1

States 9 6 - 1

Using the preceding information, decisions were made about which tests
to analyze in developing the student training materials for taking tests.
Table 11 summarizes the rationale for the six tests included for analysis.
Each‘bf the tests listed in Table 11 was analyzed to identify (a) difficult
vocabulary, (b) difficult phrases, (;) series of directions, (d) new symbols,
and (e) examples of different response formats. ‘An example of the data
collection form used to analyze tests (this particular form was for the
reading comprehension subtest of the MAT) is included in Appendix B to
illustrate the type of;informatio; obtained. Similar ana]yées were complieted
for each test. In addition, as shown in Table 12, each test was examined tof
determine which subtests were included in the total reading score, thq number'

of items in each subtest’, the minutes a]ierd for each subtest, the content of
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Table 11

Summary of Test Use for Project Tests

Test Description of Uti]ization

CAT - Most common]y used by T1t1e I proaects in Utah and
' nationally.
- Commonly used in all regions.
- Most often adopted by d1str1cts and states.

CTBS - Not commonly used by Title I proaects in Utah or
nationaliy.
- Adopted by many d1str1cts and states, espec1a11y in the
West and South.
- Used by Cache School District.

ITBS - Used by 5 Title I projects in Utah but seldom used by
, Title I projects on a national level.

- Adopted by districts and states pr1mar11y in the

“TMidcontinent regionT

- Used by Nebo School D1str1ct.

MAT - Used by only 2 Title I projects 1n Utah, but third most
often used nationally.
- Adopted by few districts and states.
- Used by Logan School District.

SAT = - Commonly used by Title I prOJects in Utah, but not
nationally.
- Seldom adopted by districts or ‘states.
"~ Used by Granite_School District.

SRA - - Commonly used by Title I projects nationally and by 4—
projects in Utah.
- Adopted primarily by Southern and Eastern districts.
- Used by Alpine School District.

c

each subtesf, and the format for administé}ing each subtest The contents

of the subtests making up the total reading score fo r“éach t§§t were simiTar.
@

However, several subtests were unique only to one test (SAT, Reading: Part Aj;

ITBS, Sentences, Word Analysis; MAT, Word Knowledge; SRA, LiStening

<

Comprehension).
Based on the analyses described above, test-taking skills to be taught

during the student training were identified and phrased as objectives. The
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ERIC

Aruitoxt provided by Eic:

9 *

Tahle 12
Subtests
Test Level T or S1 Category2 Tests in “Total Number of k. iated
Reading™ Score Items WMinutes Subtests
CAT 12 T ; 10
S W Phonics Amalysis 15 25
S W Structural Analysis 11 14
S v Reading Vocabulary 15 13
S ‘PC Reading Comprehension 20 20
CT8S C T v Reading Vocabulary 33 15
S SC Reading Comp.--Sentences 23 20
S PC Reading Comp.--Passages 18 21
178S 8 S SC*  Pictures . 23 12
S SC Sentences 16 7
S PC Stories 28 15
S 8,V 30 14 Vocabulary
S W 57 20 Word Analysis I
MAT (71) P2 s v Word Knowledge 40 18
T W.  HWord Analysis. .. . 1 1
- S e e GG~ Read ing--Sentences 13 7 T
S PC  Reading--Stories . 31 23 :
SAT P2 S B Reading Part A 45 20
S PC Reading Part B 48 25
T ’ 30 10
S W Word Study Skills ) 35 15
T v ’ 7 20 Vocabulary
SRA C T W Letters/Sounds 20 15
T - Listening Comprehension 20 25
T v Vocabulary 25 15
S PC Comprehension 24 30

1Teacher directed (T) or Student directed (S)

2y . Vocabulary
W - Word Analysis
B - Both Vocabulary and Word Analysis
C - Comprehension

original list of objectives was too long. Given the limited anount of
jnstructional time (approximately 270 minutes) available for the student.

training, the original list of objectives was reduced to include only those

skills which were needed most frequently across the six tests. The tests were

\\zﬁain analyzed, the most frequently occurring skill areas were identified, and’

N

object1ve§\for nine 30-45 minute instructional lessons were finalized (see

Table 13). SSki]l areas making up the nine lessons includsd both general "

“

BEST CGFY RYRILIGLE
'_;; : S . ’ - ;l.;l.,;’
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Table 13 |

Objectives for Student Training Fi1mstrips

- FILMSTRIP 1--INTRODUCTION TO FILMSTRIP SERIES

1. Understand that it™is 1mportant to listen care fu11y and try your best on
tests. : : -

Start working at "go" sound

Stop working at "stop® sound.

Put finger on page or item number when directed to do so.

Follow one-step directions in the booklet.

Stop working when the stop signal is given before a task is finished.

Work fast when told to do so.

~NOoOO s W

FILMSTRIP 2--MECHANICS OF TEST FORMAT

1. Understand that test scores are used to determine wﬁat students need to
learn.
- Mark only one. answer for each question.

- Use answer space, circle, and oval interchangeably.

~k_answer space.correctly.,. =

Erase completely.
Work a "sample" with the class.
Follow four-step directions..

8. MWork items in sequence whether items are arranged in rows or tolumns.

2

3.
R 3N
5

6

7

FILMSTRIP 3--RULES FOR TAKING TESTS

1. Raise their hands if they need a new pencil or 1f they need help from
the teacher,

2. Understand that the teacher may he]p with d1rect1ons but may .not help
figure out answers.

3. Point to every word as they read the test 1tem

4. Stop working when they see a stop sign.

5. Go on to the next page when they see a "go on" sign or if nothing is
“printed..

7.

Go back and check their work.

FILMSTRIP 4--VOCABULARY I

Tell what a vecabulary test is.

Find a word that means the same as an under11ned word,

Tell if the right answer names the whole picture, names part of the
picturée, or tells about the picture,

Tell why a "tricky" answer is wrong.

Use clue words to find word meanings.

Substitute printed clue words with answer choices.

OO W

FILMSTRIP 5--VOCABULARY II

1. Find the word that is opposite of an underlined word.
2. Find a word that means the same as a definition given orally.
3. Tell why tricky answers are wrong.

S - 118




Table 13 (continued)

FILMSTRIP 6--WORD ANALYSIS

1.

2.
3.
4

Find the letters that stand for the beginning or ending sound in a

word.
Find the

letters that stand for the middle vowel sound in a word.

Find the word with the same sound as a spoken word.
Find the word with the same sound as the underlined-letters in a
written word. oL _

FILMSTRIP 7--TEST-TAKING STRATEGIES

1.
2.
3.
4.
5.
6.

Select one answer for each item for three-item pictures.

Check three-item pictures by seeing if all answers relate to each

other.

‘Find the best word to describe a picture.

Discriminate between tricky‘wrong answers that are look-alikes and
relatives. ‘

Use the information in the picture to find the right answer and not be
swayed by personal .experiences.

Eliminate cbvious wrong answers~”and then guess.

FILMSTRIP 8--SENTENCE COMPREHENSION

1.

2.
3

Do sentence compreherision test items in three formats.

“a. Find

sentence that tells about a picture.

b. Find word that completes sentence so it tells about a picture.’
c. Find word to complete a sentence so that it makes sense.

Tell why
Try each

an answer choice does not make a true sentence.

98

answer choice in a sentence before marking the correct word.

FILMSTRIP 9--PA§AGRAPH‘COMPREHENSION

(SRR IV S o

Find the
Find the
Find the
Find the
Tell why

answers to literal comprehension gquestions.
answers to inferential comprehension questions.
answer that tells the main idea of a story.
best name for a story. '

distracting answer choices are wrong.

113 .
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. Ry,
test-taking skills, as listed under Filmstrip 2--Mechanics of Test.Format and

'Fi1mstrip 3—-Directioh Following; and test-taking skills specific to subtests
of the six standardized tests analyzed such as those ref]ected in the
objectives for Filmstrips 3-9. | | ' o T

Skills which are general to -all standardized tests (such as marking an
answer space, era§ing, working-a sample stopping and checking work) are the

“fjrst skills taught (Filmstrips 2 and 3 in Table 13). Skills spec1f1c to
subtests were taught next in a sequence which moved from simple'to comp]ex'
(e;g., simply finding the word that best ‘tells about a picture, to finding the
main_idea of a paragraph). Prior to the instructional lessons on genera] and
specific test-taking ski students were taught how to respond to. the ;ed1um
of instruction used in tue training package (see Table 13 for skills Tisted
under Fi1mstripx1--Introductton to Filmstrip Series);

Rationale for filmstrips as the medium of instruction. Several alterna-

tives were cohsidered for de]iverinqbthe content of the student training .
(e.g., classroom teacher lecture, staff presentat1on§ student workbooks) A
:major concern with most approaches was that consistency across classrooms
would be difficult to maintain. Instruction provided by classroom teachers or
project“staff.wou1d probably vary in quality from classroom to classroom and
threaten the interna1 validity of the study. Another concern was the amount
“% """ of t1me required-for—teacher preparat1on If teachers had been™asked to

wf” prepare for nine 30-m1nute presentat1ons it would probably have required at
1east 270 minutes of preparation time per teacher (30 minutes forJeach
lesson). By using filmstrips as the medium for implementing instruction3'we4

v

could be more confident that the entire treatment was being implemented ‘and -
\that the qua]ity of instruction was consistent in each of the 40 classrooms.
In add1t1on, teacher preparation time was reduced to 90 minutes per teacher

(10 m1nutes for each filmstrip)..
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The filmstrips were developed to be shown on é classroom chalk board.
kThe characters and pictures are line drawinés whtch appéaf in a chalk color on
tﬁe board. Classroom stﬁdents were surprised and intrigued by the realism of
the filmstrips--almost as if large characters drawh on the chalkboard had come
to life. The fact\that the filmstrips were so different from anythiﬁg
students had seen before helped to keep their attention, and the “simplicity of
the line drawings and chalk color helped to maintain thé students' attention

on tHe'instructional‘content.

Instructional philosophy. The material in the nine fi]métrips is taught
using a "direct instructional" for&at. . That is, specific skills are modeled,
then the students are guided through practice and are tested on their

competence. ' The direct instructional sequence is used (a) to clearly

establish the intent of the instruction, (b) to reduce incorrect responses,
and (c) to provide students freqyent opportunities to practice and to pgovide
the teacher with fréquent opportunities to determine how well the'étudents are
”progressing.
The five types of instructional objective§ in the direct ins£ructiona1
method are listed and defined be]ow;' - ' |
‘Objectives ' - Key Words

[ i

1. Teaching Objective

The. students are told the specific “You will learn . . . ."
task to be learned. )

2. Modeling Objective
The correct way to complete a task "This is the right way.d. LW
is demonstrated. Non-examples of “This is not . "
.the task may also be shown. . ‘
3. Leading Objective
The students respond with the film- "Say it with me. . . ."
strip characters or the teacher. _ "Do it with your teacher. . . .“

P’ o

o, 3 .. 121 -
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4. Testing Objective

The students respond alone. "When T say qd, you . . . "

5. Correcting Objective ®

The filmstrip or the teacher show - . "Your answer should look Tike
the correct response. ' like this. . . ."

. J .

An example of how the five-step instructional sequence - is" used in the first

<7

filmstrip is shown on.the next page. \

Use of story line and characters. After selecting fi]msfrips as the

:instructiona1 medium for training students in test-taking, the next step was
the deve]opmeﬁt'of,a story line and characters. Several exciting scripts with'
amusing and involved plots were written aha piloted with individual children.
'DQrinq the pilot testing of these scripts, staf%hnotited that the complexity
and interest of the story Tine was iﬁterfeﬁing with s;udents' ability to E
attend to the instruction. . Consequently, we decided that,the stofy Tine must
be kept simple--enough to be of interes{ but not so interéstihg.;hat-it wou]d:
interfere with instruction. .
Familiar animals with typical distinduishing characteristics and
predictable persona]ities'here chosen as the main charatters (e.g., the wigej
-owl, the smart and crafty fox, the siow and Tovable QOri11a, and the shy
raccoon). The Characters encour age students by siréssinq,the,impartance of
Tearning to be qood test-takers. In Filmstrip #1; Professor Owl tells his
animal c1a§§, "Did you know that there'are magic tricks to'taking tests that
" “everybody can Tearn? Yes, indeed.; They also offer helpful "hints" or
1earhing'strategies. Fo§ example, in Filmstrip 6 students are told by
Professor OW1, "Here is a hint. You first say the word and the sound. ‘Let‘s
pretend the word is ggg.' You say the word and_the sound Tike this.’ Cat—-k;"
‘Throughoutqthé filmstrip series, the characters offer tjme]j prompts (;.g.,

erase completely, be sure to check your work, don't try’to find the <ame

Tetters).
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EXAMPLE OF DIRECT INSTRUCTION SEQUENCE

£,

Instructional Video - Narration
Sequence |
TEACH: - |® ey @ Now, it's time to learn a new
@ X6 word. We will learn it on the
@ ’«,/e next page, but you must listen
| , @ very carefully.
o - . '
/ v Point to page number three. Your
i\ :";) finger shouid be pointing to the
@ NV 2dE number three . . .
® ’ .
@ L @ . at the bottom of page
A om three, like this. Listen, here
. ™ . . comes the new word.
[ - .
i @ | = @ _
. MODEL: @ Q| sy These three numbers are. called
2 @ |0 @ |
- &
LEAD: : A . . . "item numbers." What are
g @® the numbers called? Item
L. ) @ numbers.
"] T @
TEST: o o . Good. Now, point to item number -
.o one. You should be pointing to
.| @ item number one .
m @ '
' ] @ . .
CORRECT: a - . like this.
Il ﬂ v
@ )
_ﬂ».' -..—
TEST: .- { :i;) s Now point to item number three.
: e Y - You should be pointing to .
B ) = :
™y i . o
CORRECT: in :l . . . item number three, !ike
S ! this.. Good.
[ :
- - -
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The characters also reinforce students for trying and for 1earnin§. In
Filmstrip #6, Owl says, "You did just fine, Racky. And so did everybody else.
I'm proud‘of you." And in Fi]mstrip'#z, Owl remarks, "You students were
really, really good," and the rest of the charactérs respond, “Yeh, they are

~fantastic."

‘Throughout.the nine filmstrips, the characters demonsirale some of the
anxieties which students may be feeling about tést-taking. For example, in
Filmstrip #1, Owl announces that fhe animals are going to study a very
interesting and important subject--how to take tests. The characters fesﬁond

as fo]]ows: ~ » ' .

Everyone: [Gasp] Tests! E§§§¥g§'
Owl: Of course! Don't you like tests? ?Zigg E
Gorilla:  Not me! Zapey -
Bunny: Me neither. i E
Mice: Neither do we! EJ ;
Foxey: Well, I do! 2GR0 o
Everyone: Booooooo!!!! E:ﬂﬁ;ré
Owl: - Now, nowi sEudenEs.t Just a moment, please! E 4%% Al
iy \tha= .
_Es1qga¢2!e o take tests is very important E%ﬁ%ﬁéHE 5
Racky: But faking tests always scares me. I mean, E"@ -
L I just get t-e-r-r-i-f-i-e-d!!! =, Ba
Gaffy: =~ S-s-so do I. §Q7§$ :
Gorilla: Even I get scared. ?*ﬁég;;
Foxey: _well, nat me! = 7 4

Owl put all the characters (and hopefully any students also anxious about
test-taking) at ease by‘te]Ting them that taking tests is easy for Foxey |
because he knows the secret. Owl exp]éjns that there are magic tricks to )
takiné tests that everybody can learn.

Characters also point out misconceptions and model correct and incorrect
teét-takiﬁé strategies. In.Filmstrip #5, Simon the Snake tries to trick “

students into selecting the wrong option for the following item:

124




“Huge" means

C laugh
0 hug
‘0 Tlarge
“0 small

Simon makes these comments:

- 'Laugh' isss a good choicccce.
would be a sssensssational anssswer because 'hug'

‘hug,' and ‘sma11' could be a good anssswer because
opposite of 'huge.'

'Laugh' looksss a lot like '1arqe,

looksss lotsss like
‘sssmall!

Each of these false lines of thinking is corrected by Owl and classroom

students.

skills.

several test items and verbalizing his thoughts:

0K, let's see. First, I look at the picture.

Then
I point to each choice as I read it.

Hat is the correct choice, so I mark hat.

Fo huh!

Then, I read the second item. ~Tree, fall

, leaf.
Then 1 mark-fal].

Now, I've come to a stop sign. The teacher hasn't
said "stop" yet, but I am finished with my items,
ho huh. So, I.will go back and check my work

Hat. Yup, I still think this is the best answer so
I'11 leave it the way it is.

Falls Ooops,. that's not the best answer,

I'd better changé it now.

There! Ho huh!

That's better.
"StOp," . _

The teachér §éys

.so I don't have time to do any more. I just
put down my pencil and wait to hear what I am
supposed to do next.

Head, hat, wear.

In Filmstrip #3, Jack models "checking your work" by completing

agasasnned
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Ihugl |

is the

Characters also take turns modeling correct imp]ementatién of test-taking
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In Filmstrip #3 Foxey, who is usually right and always stuffy, provides
an example of an ineorrect test-taking strategy. A test-taking rule (point to
every word in a test item as you read it and think about it before you pick

your answer choice) has just been inen by Owl, _The following sequence then

takes place:

Here is a test item. Foxey, show us how to follow
rule number three for this test item. Point to

each word as you read it before you tell us the
best answer.

Oh, don't be so stuffy, Professor. I don't have to
po1nt and read every word. I can tell with just a
quick glance that the answer is “food."

w

Now, Foxey, don' t answer too quickly. The rule is,
"Po1nt to every word in the test item as you read
it and think about it before you pick your answer.

Ho hum. What a bore! 0k, food, . . . ’ €§§;€i:

dog, - . '

T oa .. -

Oh, my, -apple! Why, that is.a better answer. - [y -
- . - 52 - o

" See there, Foxey? That is why it is important to € S

point to every word as you read it. - (G =

:
Peofessor'0w1 is the most prdﬁinent charactervin each of the filmstrips .
a]\ays wise,-honest, straightforﬁard, and the primary.teacher, Each of the
nine fi]mstrips'has a simple central theme. The characters interact with each
other jyst enough to add interest and develop the outlined themes. One or two

characters are prominent in each filmstrip, with new characters such as

De ect1ve Nancy True and Erp occasionally: emerq1ng

Teacher/f11mstr1p interaction. The f11mstr1ps are constructed so that the

\
\ .
teacher myst,interact with the filmstrip characters and with the classroom
£4 |

stu?ents.\ Several different teacher response modes are inc]uded For examp]e,.

Professor Owl asks the tearhers to answer short q;estions (e.g., "Teacher, -how

did |your students do?"), explain or review concepts (e.g. , "Teacher, could your -
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students explain this so Racky will understand that trying hard is

important?"), demonstrate skills {(e.g., "Teacher, would you demonstrate how

this page should lock?"), and check the students' work and report back (e.g.,

“Teacher, would you check with-your-students-to-see -if- they -answered the items - -

_correctly?).

The rationale for involving the classroom teacher was to improve the
QUality and flexibility of instruction. The teachér performs many tasks
throughout the nine filmstrips which otherwise would Be difficult, if not
impossible. For example, the classroom teacher:

1. Revier important objectives of test-taking.

2. Demonstrates continuous hand movements that are difficult to convey

in still picture frames (i.e., the correct way to quickfy fill in an
_answer space). |
3. Monitors student responses, reinforcing correct responding and
sfopping fﬁé filmstrip to correct errors. .

4. Provides a prompt (hand signal) for students, cuing them when to

respond. h |

5. Demonstrates complicated procedures that require several steps.

6. Leads and cor}ects practiceﬂeiercises in student booklets that

\\\\\\ reinforce skills taught in fi]mstrip.

The_interaction betﬁeen the filmstrip characters and thelc]assroom"
teacher also provides-diversity and maintains student ihterest. As classroom
teachers beéame actively involved in the student training, the students seemed
to sense the importange of the_materia]. The teachers provided excellent
models, and the students strove to please the filmsfrip characters and the
classroom teacher. Each time a teacher response is required, Professor Owl

addresses the teacher direét]y (e.q., "Téacher, would you and your class like

- 127
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“to join us to learn taiese magic tricks about test-taking?"). At the end of

the questioh or request, there is a signal to the teacher and a brief pause

~(or blank spot) on the tape (approximately 2-3 seconds) which allows enough

time for the teacher to-give a short response.--—Rather-than trying-to estimate

how long the teacher's respense would take each time and pausing the tape

accordingly, all pauses are a standard length. If the teacher wants to do
more thén can be don€ in the 2-3 second pause, he/she can turn off the tape
and take as much time as needed. In this way, the teacher retains complete

control of the instructioh'and can adjust the pace and emphasis to suit the

needs of individual students. Teachers were aiso encouraaged to circulate

about the ;oom during the filmstrip to check students' work and reinforce éood

behavior. , . -t
Cue cards are also.provided with each of the nine filmstrips. These

cards iflustrate main points from the filmstrips. The purpose of these cards

is to provide a technique by which the classroom teacher can easily review

these main ideas. Prior to showing a.filmstrip, the teacher's guide directs

the classroom teacher to review main points, using the cue cards provided.

Student response mode. Throughoutvﬁhe filmstrip, students are asked to
féspond as a group either verbé]Ty, physically, or in writing. Filmstrip #1
(Introduction to Filmstrip Series) teaches the skills students need to
appropriately interact with the filmstrip. Grodb response is used to keep all
students actively involved in the learning process as well as to provide
feedback to the teacher on fhe level of student skill acquisition. By
involving the students in group response activities, the teacher can quickly
survey the class to determine who is following the 1e$sqn and ;HQ needs

When a student response is requested, a question is asked by Professor

Owl as-he looks at the.c1assroom. "Oral responses are followed by a correction

. 128
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statement (i.e., "Yes, you can erase, but do not erase too often"). Classroom
teachers were encouraged to elicit a response from every student because a few

non-responders (who may not need to answer to learn) model inappropriate

behavior for those who do need to respond. It was suggested to the classroom

teachefﬁ to provide a quick drop of the hand or snap of the fingers as a
signal to the students to respond.. If all members of the class are
responding, an actiye,'exciting:]earaing environment is qeneratéd,“attention
is kept to the task at hand, and off—t;sk behaviqr is not a problem. As a
rule of thumb, students were given at least two examples as part of an
instructional sequence which provide students verbal practice before requiring
any written responding.

The most common physical response is pointing to a page or item number.
Here Professor Owl tells the students exactly where to point, and students
were prompted to follow fhese di}ections exp1icit1y for two rea%ons. First,’
pointing to things is an important testfﬁaking skill for young students; it
helps them keep”tﬁeir place and forces them to read every word. 'Second; if
students are Dofntinq, a teacher can quickly scan the desks of every child at
any time and see if everyone is-on the right page or iteﬁ. |

When a written response is required from students, Professor Owl orally
signa1§ a "go" and "stop." All written tasks are performed in a student

booklet within a time limit to give the students practice in concentrating on

their task and working as quickly as possible. Also, the time limit keeps the

students movihq as a unit which is a requirement for grelip testing.
Individual student work booklets accompany each of the nine filmstrips.
These booklets provide short exercises so that students can practice the

skills presented in the fi]mstfip. The booklet exercises are short, with

_either the filmstrip characters or the classroom teacher leading the

o~ 129
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instruction. The booklets allow the students an opportunity to practice and
correct newly learned concepts before proceeding to learn additijonal.
concepts.

The format of the student booklet items is representative of the various
formats Qsed in the si* tests analyzed. For example, the format of items one

and two in book]et.#6 is as follows:

1 g j f
0 0 0
2 ch k f
0 0 0

The answer spaces are arranged horizontally rather than vertically ani the
letters are above the answer spaces rather than below. This item format is
représentative of formats commonly used in the six tests analyzed. The
content of the itemé is a natural continuation of the instructional examples
used for modeling qnd leading within the filmstrip. Some of the booklet items
are completed with the Owl or other characters, and some of the items are
completed independently by the students,

To facilitate the development of class group response, tﬁe teacher is
-also encouraged to iemploy group response techniques when doing other
activities related to the fi]mstr%p (e.qg., reviewing previous lessons,
reteaéhinj confusing concepts, asking questions, warming up the class before
showing fi]mstrip). A hand drop or finger click }s a useful cue to students
that an oral response is requested. ‘ |

Field tests and pilots. Instructional sequences for each filmstrip

were field tested with individuals and smaﬁl.groups of students before the
story line was added. One staff member acted as the teacher and used cue

cards as a visual stimulus to walk one to three students through the entire

instructional sequence (including the student workbook). This filmstrip
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simulation was Obseﬁved by. other staff members who noted instructional or
procedural errors, such as the omission of proper verp$1 signals (e.q., "When
[ say go, mark your answer space") or a simple rewording which added clarity.
If the students were unable to respond appropriately, one of the following
changes was usually needed: (a) more modeling or leading, (b) a helpful
"hint", (c\ a prompt,}(d) a visual stimulus (underlining of key words o}
character poinfing to key wordé),’(e) addition of a simpler lead-in task, or
(f) a re-eva]uation‘of objectives. - Following ﬁhis pilot, corrections were
made and another pilot was conducied before the story line was added. For

some filmstrips, the cycle of pi]ot—reéise—pi]ot was repeated several times

 before adding the story Tine.

After the story 11ne was added, the finalized script was put into story
board form and photographed. Slides were then produced and sequenced in trays
to pilot test before a filmstrip was prbduced. Pilot tgsté of t%e slides were
conducted in one or more of the four pilot classrooms of Logan School
District. One staff member served as the c1a$sroom teacher, one operated the
slide projector, and several observed, taking notes. Follzwing ti:2 pilol test
with s]ides staff members d1scussed the1r notes and decided on specific
changes to be made. Because of the extensive field testing prior to pilot
testing with the slides, most of the corrections which needed to be made with
the slides at this point were minor (e.g., én]arge the print, eliminate red
highlighting, add more character prumpting). Necessary corrections were then
made (i.e., new s}ides), and a sccond pilot was carried out if changes were
substantial. The filmstrip was then produced, the'accompanying tape was

finalized, and duplicate copies were made.

Sequence of making & gxpicai filmstrip and tape. There were many steps

-

in making "a typical filmstrip, with the tasks moving from one staff member to

another and, in some instances, small groubs working together.
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To summarize the activities involved in producing the student training
materials, the steps in making a typical filmstrip and tape are outlined in

sequential order below.
b4
1. Write the 1nstruct1ona1 sequence based on the objectives for that-
filmstrip.

2. Develop student booklet along with the instructional sequence.

3. Field test the instructional sequence with one to three students.
4. Revise the instructional sequence.

5 Repeat steps 3 and 4 as necessary.

6. Write the story line.

7 Do artwork and photograph s]1des

8 Produce a tape.

9. Pjilot test the slides and tapes.
10. Revise script and retape.
11. Correct slides as necessary.

12. Repeat steps 9 to 11 as necessary.
13. Produce the filmstrip.
14. Redo the tape incorporating the corrections.
15. Make duplicate copies of the filmstrip and the tape.

Thé time required to compTete a fi]m;trip vafjed greatly. As might be-
ekpected, the first fi]mstfips and tapes required more time to make because of
the unfami]iarity of tasks required. With later fi]mstrips, the time required
to produce a fi]mstripjéﬁd tape decreased. Table 14 shows the approximate

timelines for making the filmstrips and tapes.

Table 14

Time Line for Making Filmstrips and Tapes’h

fiImstrips SEP2340CT234NOVZBGDECZZ!GJA?:234FE8234MAR234APR234

1 —"

— 4

1
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Practice Tests

Past research has showﬁ that the following conditions are associated with
increased student s;oqes-on standardized te§ts: - (a) administering practice
tests prior to the actual test, (b) using nractice forms that closely resemble
actual test forms, (c) giving féédback to students on their test performance,
(d) training students to work independently for~up’go 30 ﬁinutes, (e) giving
students timed tests in read%ng and math prior to't;e actual test, and (f)
fami]iarizihg studgnts with the directions. As a resu]f of these research
ﬁindjngs, the use of student practice tests was.incorporated as an integral
part of the present ‘project.

Students in both the ‘Experimental I and Experimeﬁta] Il groups were
prdvided with practice in‘jak4ﬁb standardizea tests throughoui the school
year. Members c¢f the project staff constructed the practice tests for
teachers to administer in' their own c]assrobm.: The practice tests were
designed to familiarize studentsvaﬁth the procedures and formats of the

standardized test used in their district. Additionally; the administration of

. practice tests provided students an opportunity to apply to a testing
‘situation those test—taking‘ski]]s"tauqht in the filmstrips. The following
sections will describe the rationale and procedures for the deve]gpment of the

practice tests.

Frequency. Originally,\iz practice tests were p]annea for adminiStration )
to students in Experimentg])Grbups I and 11 at an approximate rate of one test
every two weeks. However, the construction of’the practjce tests became a
much more complex task thaﬁ had been anticipated, and the final number df

practicq/téSts produced was 7. A time line showing the production dates for

wjh,e/ﬁ?actice tests is included in Figure 3. Teachers administered the

practice tests.appfoximately every three weeks, from October through March.
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Practice Month
Test | AUG SEP oCT NOV DEC JAN FEB MAR

]
2

Figure 3. The time period for producing each practice test.

Practice tests were constructed to increase in length of time required
for administration from 5 minutes (Test #1) to 30 minutes (Test #7). The
gradual?ﬁncrease in time assisted the student in learning to work
independentﬂy*fbrﬁthe average number of minutes required to take one subtest
on the actual test. Thé number of minutes and jtems for each practice_test is
displayed by school district in Appendix C. The mean number of minutes anq
items (acrbss the four experimental.districté) used?for each practice-test is

shown in Table 15. !

Table 15

“ The Mean Number of Items and Minutes Used
for Each Practice Test g

Practice Test  Mean Items™ Mean Minutes
1 +11.3 5.0
2 21.5 10.2
3 28.7 13.6
4 30.7 13.9
5 41.0 2n.2
6 56. 7 28.9 -
7 56.7 28.9 ’
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Format. Four different practice test series were developed. Each series

was constructed to resemble the reading subtests (vgcabu]ary, word ana1ysis,

and comprehension) g§§d hy the-four districts parEﬁcipating in the study:
Logan District (the pilot schools), the Metropolitan Achievement Test (MAT);
Cache District, Compréhensive Tests of Basic Skills (CTBS); Granite District,

) }
the Stanford Achievement Test (SAT): and Nebo District, Iowa Tests of Basic

. Skills (ITBS). The othér portions of the tests, such-as science, mathf social

science; and language weyre not included in the practice test.

~

A copy of each of the standardized tests was obtained and the reading
portion of the test was analyzed to determine how many items should be

included in a 30-minute practice test. For instance, if the actual reading

\ .
.

subtests required 90 minutes, only one-third the number of items (30/90) would

be used for a 30-minute practicé test. A chart shoWing this computation for

practicé test #7° (30 minutes) is located in Table 16. A proportioha] numbér
of items was computed for the time limitation (5-30 hinutesf*?br each of the
seven practice tests. Each subtest withiﬁ a practice test also contained a
proportional number of 5tems\éf those fbund~iﬁ the actual test. Thué; if the -
ac;ua] standardized test was 56 minutes (see CTBS, 1973) and fhe vocabu]éry
subtest was 15 minutes, a ratfo of 15:556 would be maintairied in the vocabulary
subtest of the practice tést. That -is, vocabu]ar} wou1d Be 8.1 minutes (15/56
X 30) and have 18 items (8.1 X 22). 1In this manner, each sta\dardiied test

(MAT, SAT, CTBS, and ITBS) was examined and the appropriate number of items

was combuted fqraeach practice subtest. (Cdpies of all practice tests are

included in the Teacher's Manual.)

Another strategy employed in constructing the practice test format was to

introduce only one or two reading subtests in each of the first several
' iy - .

-
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., Tlable 16
Computations Used ‘to Determine Number of Itgms to
Include in a 30-Minute Practice Test

A

gy

. Proportion Ca
. . Items/, % Taotal of 30 ~  Number
TEST  SUBTEST Items Time Minute Time Minutes of Items
"CTBS = Vocabulary = 33 15 2.2 .27 8.1 18
1973 Sentences 23 20" 1.15 .35 - 10.5 12
Paragraphs ) 18 . 21 .86 .38 11.4 10
CTBS: HWord Attack , 40 38 . 1.05 .45 13.5 14 -
1981 Vocabulary 25 19 1.32 .22 . 6.6 9
Comprehension 25. . 28 .89 .33 9.9 9
ITBS  Vocabulary- A _ 17 '8 . .2.13 .12 3.6 8
Vocabulary- B 13 6 - 2.17 09 7 2.7, 6
Word Analysis 57 20 2.85 .29 8.7 25
"~ Pictures - 23 12 1.92.  -.18 5.4 10
Sentences ' 16 7. 2.29 .10 3:0 7
. Stories 28 . 15 1.87 .22 6.6 - 12
MAT  Word Knowledge A. 1+ . 6 - 2.83 .10 3.0 « 9
Word Knowledge B . 23 . 12 1.92 .18 5.4 . 10
Word Analysis - 35 15 2.33 . 24 7.2 17 .
Reading A. 13 7 1.86. .11 3.3 6
Reading B 31 23 . 1.35 + 37 11.1 15
SAT Vocabulary . 37 20 1.85 - .22 6.6 12e
Reading A - 45 20 2.25 22 6.6 15
Reading B 48 25 :1.92 ..28 8.4 16
Word Study A 30 10 - 3.00 211 3.3 10
’ Word Study B ~ 35 15 .« 2.33 .17 5.1 (12

’

aThis number .is the computed number of items for practize test #7.
However, this number may be different from the number of it _ms used in
practice test #7 due to adjustments for standardized test ‘ormats (e.g., some
subtests require items to be in groups of three).’ . v

-
°

practice tests until a11'subtestsnwere included. Fof example, SAT Practice
Test 1 was 4 minutes long and inc]uaed’0n1y 7 VocabQ]ary;items. In SAT
Practiée Test 2, Vocabulary was repeated (witH new words) and-a second
subtesf, Reading-Part A, was added. In Practice Test 3,'Vocabu1aryrwasA
dropped andARgading-Part A, Reading-Part B, and WOrd'StudyiSkilig;Part_A were.

included. Thus, one or two new subtests were progressively added to each

Q | | | j . BRI .1:3f; '
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practice test until all of the subtests from the actual reading test had been

-included. A1l of the reading subtests used in that particular standardized

test were included in the Tast several practice tests.
Content. To generate the content for the praEtice test items, the actual

reading series used in the four school districts were identified and texts

-

obtained. Thus, the votabulary words, comprehension skills, phonic sounds,
ahd word attack -skills in the practice test were those that studehts‘had
actuai]y studied in class. A complete list of the reading series used in the
study is found in Append1x C.

In1t1a11y,/t athers periodically informed the project staff about the

pages they would be covering in their classes during upcoming weeks. Practice

test items~were then constructed using content from the reading series unit

be1ng tauqht at the t1me the practice test would be administered. - For

example, if the c]aSSroom was study1nq Un1t 4 at the time the second practice

test was ‘administered, then the items drawn for practice; test #2 would be from

:
/

Unit 4.

The or1g1na1 p]an was to construct three d1fferent practice tests for
each classroom based on high, medium, and 1ow read1ng levels found in most
classes. Theoret1ca11y, it was poss1b1e that 120 d1fferent tests would be
constructed for each of the seven practice tests/because 40 teachers using
three levels of different curriculum vare parttp1pat1ng in the study.

After identifying the content to be testea, items, correct answers, and

‘distractors (wrong answers) were generated. ’To formulate distractors.similar

I

to those used in thé actua1 standard1zed tests the ITBS, CTBS, MAT, and SAT
were closely examined and a list of the type of d1stractors used in the tests
was constrgcted. These strategies are ljsted in Appendix C. For-examp]e;

some of the construction strategies used in the standardized tests were words

- . . -y
/
o

’
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with similar fina1 and initial sounds, words that were similar in appeérance,
and words with similar definitions or spellings. ’

After the project was started, it became clear that the production of 120
practice tests every two weeks (with énywhere from 10 to 70 items) was ”
unrealistic. Bésed on the pilot testing of the first practice tests and
considerihg the amount of time needed to gencrate practice tests and obtain
feedback from the teachers on the pages covered in their reading tests, a more
realistic procedure was developed. |

Although the textbooks varied across teaéhers,.the basic vocabuTary, word
attack, and comprehension skills were similar within reading level: high,
medium, or low. Therefore, a generic list of vocabulary words and reading .
skills was generated for each bractice test by surveying the texts within a
reading level. The content for the four practice test formats was then drawn
from the approphiéte 1ist and transformed into test items. This method
resu]téd in students at similar reading levels receiving the same practice

test content across districts but with a practice test format unique to their

district. A | .

Directions for practice test and scoring. Directions accompanying each
standardized test were modified to fit the practice tests. Separaée
instructions were prepared for each subtest as the test items were prepafed.
(Complete copies of ‘the directions for all practice tests are contained in the

Teacher's Manual.) Different directions were written for students in

Experimental Groups I and II. An example of the directions for one of the SAT
practice tests (#5) for Experimental Group I is“containéd in Appendix C. Note

that, only one set of directions was necessary even though three levels of thg

i “ . . ! . . . .
- practice test were administered in any given classroom at the same time, This

could be. done because even though most of the content for the three levels was

different, sample items and any items in which the correct answer or stimulus

was read verbally by the teacher (e.g., “Mark the word 'dog'") were the same.
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.Pilot testing. After the test items, distractors, instructions, and

scoring keys were generated, the test in rough form was reviewed by project
team members tg detect major errors and inappropriate items. Aftef necessary
changes were méde, blank formats and the draft test were sent to a graphics
artist who drew the necessary picturés. Next, a typist inserted all the item
content. Following the completion of the artwork and typing, the practice
tests were reviewed again by staff for errors béfore the pilot test. Each
lJevel of each practice test was piloted with a small group of second grade
children (two to three students per level of the test). The piloting was
conducted to discover any typing errors, missing numbers or letters, and

incorrect answer keys; to clarify instructions that were not easily

understood; and to note misleading and ambiguous test items. Final

4

adjustments were made, then the practice tests were mass produced and mailed

Py

K

to the teachers particibating in the study.

Reinforcement Procedures

The Utah 79-80 State Refinemeﬁts Project demonstrated that motivated

- students scored better on standardized achievement tests than students who

were not motivated. However, this improvement’in achie&emen%\test scores wa§

attained by paying students money if they scored better than wag\p(edicted
based on their pretest score. Clearly, it would not be~p}actica1 to continue
to payv students for trying hard on a standérdizéd achievement'Teét;[_For
eXamp]e, students would 1ikeTy figure out that all they had to do was score
poorly on the pretest to cb]]ect more money on the posttest. In addition,
paying studeﬁts based on their performance on a standardized achievement te;t
would vio]afe the norming procedures for the test. One of the goals of this

project was to develop and evaluate a more practical alternative for

motivating students to do their best on >: andardized achievement tests.

)
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It was decided that violations of the norming procedures could be avoided by

A}

designing a motivational program to follow the biweekly practice tests. If

students learned the habit of "trying their hardest" on the practice tests,

hopefully, the habit would transfer and increase the students' motivation to

try their hardest on the actual achievement test.'

Rationale. To be effective, it was decided that the procedure developed

should meet the following criteria.
1.
2.

5.
6.

Focus on effort, not aptitude.

Be motivating for the majority Bf students.

Remain motivating for the duration of the project (6 months).

Be minimally disruptive to the class that is using it and to the
other classes in the school.

Require minimal time expenditure by teacher and students.

Require minimal monetary costs.

The use of tangible reinforcers such as a token economy did not meet

several of the criteria listed above. For example, previous experience with

token economies hy the project staff indicated that aithough they are often

initially effective, over long periods of time (as was the case with this

project), token economies often lose their appeal and become difficult to

maintain. Also, token economies are more of an exchange of goods or a payoff

for performing well on-a test instead of the desired.intrinsic motivation to

perform well on tests.

The strategy'that best met the criteria stated above and was therefore

selected for the student reinforcément component was a self-charting of

Amprovement grocedure. Self-charting of improvement refers to a procedure
e’

where students earn points which can be charted on a display (either public or

pfivate) for each increment of improvement on the targeted task. The

/

i

. 140



120

effectiveness of this kind of a reward system to motivate students to perform

" academically has been demonstrated repeatedly (Paquin, 1978; Van Houten &

Parsons, 1975; Willis, 1974). The self-charting materials and procedures are
described below.

Description of procedure. Each Experimental Group I student received a

personal chart mounted on a brightly colored poster board in a color selected
by the student. The chart consisted of 7 horizontal bars, each bar

representing 1 practice test. Each bar was divided into 50 segments, each

segment representing one point (see Appendix D for a sample chart). Ample

blank space remained on the chart and posterboard for the students to decorate
the charts with their names and other creative artwork. The bar graph chart

and the blank space for dechat1ons allowed the students to personalize the1r

" charts freely in an attempt to make the chart1nq process as individualized and

reinforcing as possible. - Fach Experimental Group I classroom also received a
3 X 4 plywood display board equipped with 30 hooks on which the students'
charts.could hang. The teachers located the display boards in a prominent =
place in the room.

- After the students scored their practice tests, they were to ca]cu]ate
the number of po1nts their score exceeded an individually estab11shed
criterion marked on their tests. This criterion was referred to as the
student's "To Beat" score. Each po}nt that equaled or exceeded the "To Beat" .
score was considered a "bonus-point”. The students were to graph the bonusu
poihts on their charts by marking the appropriate number of segments tn the
bar for that practice test. Approximately five minutes was given to graph and
decorate the chart with crayons- and colored pens‘(see Appendix D for a

decorated chart). The charts were then returned to the display board for all

to see.
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Bonus points were cumulative. The points earned,eﬁ each practice test
were added to the points earned on subsequent tests ;or a new grand total. In
this Way, the students always had something to‘graph and decorate. When bonus
points were earned, the students graphed the cumulative total (previous total
plus bonus ppints). When no bonus points were earned, the previous total
(plus 0) was entered on the chart. By allowing the bars to be‘graphed
eumulatively, the charts always stayed the same height or grew taller. A
decrease in points from one test to the>next was never regisfered.

Additionally, because each child was given an individually established
criterion to beat, ehe higheelachievinq students were not any -more able to
earn bonus points than the less .able students. Thus, the reward system was
set up so that students competed against themselves and other students to see
how tall they could get their qraphs to grow.

Project staff were responsible for determining the reinforcement
.criterion for each student. These "To Beet“ scores -were marked on each
student's test before they were mailed to the teachers. Providing the student
with the score that had to te beaten before takinguthe practice test was an
attempt to>increase the student's incentive to—improve. \

To determine the individual criteria for the first practice test, each
teacher divided their classes into quartiles based on the information
available at the beginning of the school year. Depending’ﬁpon which~quarti]es
they were in, the students were reinforced for scoring at or above the 20th,
40th, 60th, or 80th percentfle of* the.test On the subsequent practice tests,
the students were reinforced for equaling or exceed1ng the percentage correct
on the last test. For example, if a student's score was 15 on a 20-item test,

i.e., 75% correct, .the next test with 25 items would be assigned-a "To Beat"

score of 19 (also 75% correct). The average number of bonus points earned by
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students and the frequency with which studeﬁfs earned no bonus points can be

used as an approximaté indicator of whether the procedure was working. During

the project, students earned an average number of 3.8 bonus points per

practice test.

Pilot testing. Before implementing the reinforcement component in the
Experimental Group I classrooms, a pilot test of the procedures’ was conducted
in the four pi]of classroom sites in Logan Bistrict. The procedures were
observed by project staff and found to be executed as intended. Thus, the
procedures were.implemented as originally planned in the Experimental Group I

classes.

Training Teachers in Standardized Test Administration

“Although very little research has been done on the effects of quality of
sténdardized test administration and student performance on the test, much has

been done on factors which are related to the quality of test administration.

‘As-discussed in the review of related literature in Chapter 11, factors such

as rapport between thevtest administrator and student§, anxiety'on the part of
students, whether sgudents check their work, and the type of test instructiohs
given are all related to students' performance on standardized achievement

tests. The limited research which has been done underscores the importanée of

training teachers in standardized test administration techqiques. For
example, White, Taylor, Eldred, and Carcellj (1981) observed 38 teachers >
throughout Utah as a pékt of the 79;80 State Refinements contract and found
that only 27% instructed students to check their work if they finished eér]y,
and less than 10% told students they should skip items that they.do not know

and go on to the next one. Even though teachers are instructed to do these

‘things as d part of the standardized test Teacher's Manual, this previous

State Refinements contract indicated that many teachers have difficulty

fo11ow%ng these instructions.

. 143



123

In another project, Taylor and White (1982) demonstrated that training
teachers in test administration techniques substantially influences tﬁé scores
received by students in those classes. Twenty-four classrooms were randomly
assigned to an experimental group (classes in which teachers were specifically
trained by the researchers in standardized test administration techniques) or
control groups. Students in the 12 experimental classes scored approximately
1/2:standard deviation higher on.the standardized achievement test than
students who took the test from untrained teaéhers.

Materials utilized in the current project to. train teachers in
standakdizéd test administration techniques were based on the materials from
the Taylor and White (1982) project. Additions and refinehents wefe made - so
that the training was more comprehensive and targeted more §5ecifica11y on the
standardized test being used by the participating districts. These materials
were designed to provide skf]]s to teachers in two areas: general
standardized test administration techniques and administration techniques
specific to the standardized test being used by each pafticular district. A
brief descrip£fbn of the materials -in each of these sections is provid?d

below. o S

General standardized test administration procedures. 'General procedures
for administering standardized achievement tests were presented ana discussed
in a wofkshop at the beginningldf the school year. Topics covered erinq this
workshop‘included the purpose of standardized achievement testing, pros and -
cons of groups versus individual testing, skills students need for |
standardized testing which are not generally required'in other school work,
how to motivate Chi]dfen, and a genéfal review of what is required in a
standardized administration (additional detail on thé;e topics is included in

the Imp]emencation of Experimental Treatment section of this report and in the
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Presenter's Guide for Training Teachers in Test Administration which is

available from the U.S. Department of Education).

Three primary types of activities were used during this workshop to
stimulate discussion and present materials to the teachers. First, prior to
the workshop, standardized achieverent tests were analyzed, and items were
selected to demonstrate to teachers the types of problems experienced by
students on a standardized achievement tests. Beeause of these proo1ems, the
test results may be less valid for estimating what the student knows about a
particular content area. Items or examples from standerdized achievement u
tests were selected to demonstrate the following skills required dufing
standerdized achievement tests but which are not generally required during
regular school activities. |
| 1. Selecting the "best" answer from a number of choices.
Eliminating attractive wrong choices.

Responding on machine-scorable forms.

Responding to specialized directions.

Working in a.highly structured setting.

Responding with the who]e:c1ass.

“Identifying what question is being asked from a«narrat{ve.

Performing under time limits.

O N Y O W N

Following advice to quess. I - ‘ . R
10. Responding to unfamiliar figures or words.
For examp]e q1ven below is one of the items taken from a standard1zed
achievement test used to demonstrate to teachers how students somet1mes have

problems responding to unfamiliar fiqures or words.

10. "HERE ARE FOUR GARDENS, ALL THE SAME SIZE. THE DARX PARTS
SHOW WHERE POTATOES HAVE BEEN PLANTED..." STUDENTS MAY THINK

THEY ARE ON THE WRONG SET OF ANSWER CHOICES.
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To demonstrate how children can sometimes know the correct answer t6\¢he
. - \\\
content being tested but respond incorrectly on the test item, examples of \\

problems were shown taken from the study by the Huron Institute where chi]dren\\\

were asked to explain why thzy had selected answers to questions. Given below \

is one of those examples.

Which plant needs the least amount of water?

When a§ked why she answered "cabbage", the child respbnded; "The cabbage” needs
the least water because it bn]y needs water when you clean it." 1In other
words, thé chj]d knew that since the other two options were growing plants,
they would continually need water whereas the cabbage (which had been picked)
would only need wateir when it was cleaned. Thus, the child knew the.content
but missed the item. “

ITtems such as those presented above were used to demonstrate all of the~

areas of skills children need in responding appropriately to standardized

___achievement tests, This was done to_help teachérs understand the problems
that students somef%mes experience. It was hoped that such understanding
would help teachers see the imporfance of structurfng the testing sifuation in
such a way that the student'§ knowledge of the content area is being tested
rather than his or her skill in. taking the standardized achievement test.

| The second major activity used was a simulation activity. Teachers were

asked to "take" a standardizéd achievement test consisting pf one item. The

directions for administering this test are given on the next page.
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This is a test item to be administered lto participants. Since

this cxcreise provides oxpuzrionces that ilstrate points. dis- s
cussed 1n the workshop and stinmlate much discussion, It is
considerced an important uctivity and should not be omitted. -

Quickly r~id these dircctions to the test in a monotunc and
quiet voi:e wvhile you hewvp your eycs on Chis paper.  HNove
right into the test. pon't wait for participunts to yet
oriented.  Read the folluwing exdctly as written.

) “Turn to HO/4. This is a hard test so listen up. Fill in the

space above the correct answer to this question. You may not
make any other marks on the paper. Hhich one of these would be
the cheapest to buy? Listen carefully and I will tell you about

" what they cost. The hyperbola costs more than the triangle, the

triangle costs the same as the plus, and the plus costs more than
the square. Mark the cheapest one, the one that costs the least
Pencils down. Turn your papers over." (Correct answer: Square) s

DO NOT TELL ITHE ANSWER UNTIL YOU HAVE GIVEN THE ITEM TWICE.
Procede in this manner. Ask the first question below to generate
discussion. Keep it brief and encourage one sentence responses.
They will have much to say but try to yet answers to questions

2 through 9 if they are not covered in the discussion.

1. what did I do wrong?
2. What was the question? . .
3. MHow many times did I read the question? (2)
4. llow did you Place the paper in front of you? \ /
5. What is & hyperbola? o
62 Do you nced to know what a hyperbola is to answer the question?
7. Did you stop listening after hearing “hyperbola™?
8. What strategy did you use to figure out the answer? i *
9. ltow many answered the question?. . \».
10. In this case, how much control does a test administrator !
have:- over the tes't results? (100%. Since virtually no one
will get the item correct, but they do know the®content,
the examiner had control.) : .
11. 2This is a rcal test question, only the figures have becn
changed. The wording is otherwise untouched. What grade
level do you think it is? (2nd)

Readminister the item but follow correct test administration
practice. *

1. Postive verbal reinforcement before and after testing.
2. Preparation of examinees (demonstrate how ‘to turn paper
-+ upside down and fill in the answer forms).
3. Look at examinces at the end of cach sentence to assure that
they are responding correctly.
4. Pause at the end of each sentence.

After reading the item, talk about anything the participants wish
to discuss, but don’t volunteer the answer. When someone finally
asks for the answer, tell them that the rule is you can't tell
them, marking the point chat we don't tell students the answérs.
Then tell them the answer, ask how many got it right, and reward
everyone for trying. Trhoughout the workshop, the presenter, may

use this test experience to illustrate other testing events /thac
“create problems for students. . K

e

o~

After faking-this test, participants were asked to discuss the experience

that they had.just had. This item generated a great deal of discussion about

.\\ . 3 . . 3 )
the proper and improper ways to administer standardized tests. Participants
. \ . A

were particularly impreséed to learn that the item is taken from a second

grade test in which §ymbo1s instead of names of toys were used so that

teachers might be unfamﬁjiar with some of the lanquage (in the second grade

test, a teddy bear, ro]]e}\skate, football, and doll are used instead of plus,

square, triangle, and hypequ]a).

ERIC -

Aruitoxt provided by Eic:
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The third activity consisted of critiquing a videotape developed by the

project. This tape was based on a videotape developed during the 79-80 State

Refine—ants contrac . Thz zzpe chowed scenarios- of standardized testing done
Y ¢ orect ncorrectlv .ithough the scenarios on the videotape were .
ad , - of zhe scr  u. ncluded on the videotape had actually been

observed in the classroom. Teachers were asked to identify the correct and

incorrect test administration procedures being done.

Administration Procedures Specific to a Particular

Standardized Test

Shortly before the spring administration of the district's standardized

achievement test, a second workshop was held in which teachers were provided

!

additional training in administering the particular standardized achievement

test being used by their district. The content of this workshop reviewed the
genera1 procedures for standardized test administration and then focused on
the procedures for the partiéu]ar test being used in that district. The
review of general test administration procedures presented material taken from
standardizéd te§t administration manqa]s and encour:iged discussion from
teachers based on their experience administering the practice tests during the
year. e

_ Even though all of these teachers had previously administered

standardized achievement tests, in their classroom, it was hoped that the .
combination of the workshop-iﬁ the fall and -the experiéhce of_administering a
number of practice tests during-the year would have seﬁsitized them to a
number of important jssues about the adminjstratioq of standardizéd
achievement tests. For examp{e, included in this discu;sion Were issues such
as student seatipg arrangement for testing, how to prepare for early |

finishers, clarifying ambiguities in the directions, and facilitating a

supportive atmosphere for testing. A more detailed description of the types

- 148
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-
of materials covered in thi§ workshop is included in the Implementation

section 'of this report or in the Presenter's Guide which is available from the

U.S. Department of Education. .

Material presented in this workshop was developed based on the project
staff's analysis of standardized test admini§f;;;?sﬁ\directions“and their
identificatibn of areas wh%ch might cause some students to score lower on the
test than would be accurate based on what they knew-about the content area.
The main 1eé}ning activity consisted of the teachers in the group alternating
in the role of the test administrator with portions of each subtest while the
other teachers acted as "students". These roles were alternated so that each
teacher had an opportunity fo pérticipaté several times as a test
administrator. Following each section, the group would discuss how the test
was being administered, provide suggestions for improvement,_and ident{fy

areas that might cause problems for students.

Summary
The purpose of this training in test administration was to sensitize
teachers to the pfOb]ems'uhich students have during standardized test
administfration, to suggest the reason for many of those problems, emphasize
how i410se probTems hight result in test scores being an inacchrate'réf1ection
’ffx—TTF’what thémstudenp knows about a particular content area, and to train
.téachers in techniques for substantially reducing or eliminating those
prob{éms. By focusﬁng on examples from actual stahdardizéa achievement
testing,rsimu1ated experienées for the teachers, and>thé videotape of test
qdministration scenarios, an. effort was made to make these points interesting
“and as "real life" as possible. The interactive nature of the training was an
intentional part of the design, for although ail of the teachers had |
previously given sténdardized achievement tests, almost none of them had done
SO in a situation where they could get feedback from others about their

-

administration” techniques.

‘. | | - 714§




Sample for Research

[ 1\
\ .

Potential particibants.in the research project werere1ected from three
school districts 1ocated_in central and northern Utah: 1Graniie_District is
located in Salt Lake City, Nebo District in.the south end of Utah County, and
Cache District fn Cache Valley (Qée Téb]e 17 for a description of the
districts). These districts provided an appropriate Fcc;ssible p0pu1a£10n
because they serve a large number and wide var1ety of Title I second ‘graders
and were - acceSS1b1e to the prOJect base in Logan. Alpine D1str1c£\ originally
proposed as a project site, was not included in the sample because an adequate
number of teachers werevavaiTable in the bthef three districts and the project
logistics were simplified by working with-three fnstead of fgur districts.

The original sample contained 22 schools, 61 ¢1asses, and },448 students (see

Table 18). One Cache Valley school, with two Experimental Group II classes,

left the study in March due to unscheduled demangs.on the teéchers' time; and

.
one teacher in an Experimental Group ;I school in Granite District was dropped

from the project in early February due to i11 health in her family. This
attrition resulted in a final sample of 21 *schools with 58 teachers and 1;373-
students. Exper#mehta? Group I had 21 classes and 522 students; Experimental
Group II‘had 17 ;)asses and 412 students; and the control group had‘20 classes
and 439 studenté; The procéss of dgtermining the sample and the procedure for

assignment to experimental groups is described below.

Identificafion and Selection of.Samp1e

The‘process of se]ectiqg the participating districts began with an

informational meeting which was held in May, 1981l‘ District Title I

coord1nators from the Salt Lake and Utah Valley areas were invited to the
meeting. Coord1nators from 10 districts attended the meet1ng Topics

et

discussed during the meeting included g;ev1ous research on standardized

- 1350



Table 17

Description of Districts Participating in Project

\

Type of ~  Breakdown and™ tthnic Make-lp :
District Geographic  Number of  Enrollment [American Grades with  Subject with
. Area Schools Indian { Hispanic | Asian | Black ] White Title I Title I Services
AL ERALEE T W /F
Nebo Rural 19 - Elementary 7,24 [ 63 73{103| 61[13 | 14] 1] 1 63416521 36 Reading only
3 - Middle LI 15516618 L6R) K1) -] - | 4819 49,01 |
3 - Junior High 1,744 \
4 - Senfor High 2,417 ' ‘\
2% - Total—— 13,193~ - - T ST
| \
Granite ~ City 58 - Elementary 36,333  [197|234 | 1198 1175564 | 531 | 134 137 20824 27651]. K-3 Reading and
o 14 - Junfor High 13,118 |.3%|.0%{2.08 1.9 .9%|.9%|.2q .24 45.9¢ ¢4.9 -1-9 Math
8 - Senor High 12,376 (15chool only)
80 - Total 62,827 A '
Cache Rural 10 - Elementary 5,448 | 38} 30 14| 23| 32{ 16| 0] 1] 4325|4008 2-3 Reading Only
) 2« dunfor Hign, 1,79 |56 .a8].2%| 3¢ |.an) 2| of - anex|es.28
1 - Senfor High 1,627 : e
13 - Total 8,869

Note: Taken from Annual Report of State Superintendent - USOE 1980-81, Utah Public School System,

1§] -



Table 18

Experimental Sample

Logan Larsen
District-*-HHlcrestéPeterson
t ™ 0lsen

EXPERIMENTAL GROUP |

PILOT TESTING

Logan ——— Riverside ~—Manley
District

«SPERIMENTAL GROUP 11

Jensen
HiT1sdale €=~ Kane
Kunz

o Nlram

Linceln v<Archer

Granfte
District

Ncrris

West Z— (omez
Kearns Green
Lobb

Hartin

Granite
District

Redwnod < Crockett
' Latham

Sentaqein < Burbidge f

ey ™ ‘ Payne |
District !

Westside Wis
' <Anthony

Cache ~—HKellsville € Kielsen
District

Tmmmmmh&m
/5= 117,01

,Cannon -
Eber
Western éhnner
co SRS NS Shepherd
Granite < Sehmigt

District

Hunt
Stansbury €—HNiller
Wallace

Archer
Granite —— South Grose
District.  Kearns Madsen
Franco
Goshen . Nef f
Hebo . r<Boyack
Oistrict , :
Wilson Anderson
<Altenburg
o lewiston < Miewre
Cache Schengvar
District
Park Taggart
<Talbot

¥ 1981 Achievement 7 Score
T/50 = ,06/.98

]
t

(ONTROL GROUP
Woodrow Lund
Wilson Cumnings
Granite Jackson
District
Roosevelt <Pugh
Burton
Belliston
Granite ~———Lake Ridge <<~ Wood)and
District - , Spackman -

Smith
-~ /Taylor <Beaudin
Nebo Ghiradelhy
District

CMarsen  e—Jensen

\Lee

Nebo = Brookside Mason
District '<Lee

- ensen

' Sumit <gawlins
Cache Hellvill
District

Millville | <Tuddenham
, Hoble

t

T 1981 Achievenent 1 Score
YIS0 = ,08/1.15

\

'*LeftIBep) before conpletion,
N
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testing, the results of the Utah 79-80 State Re%inements Project, and a
description of the proposed study. Reactions by all of the people at the

meeting supported the value of a project such as this; and Granite, Nebo, and

Alpine district coordinators said they would definitely 1ike to participate in

the ﬁ%oject. A similar meeting was held the next week with the District Title
I coordinators from Logan and Cache districts who also volunteered to
participate in the project.

After the proposal was approved jn July, 1981, the codrdinatorS'of
Granite, Nébo, Cache, and Logan districts were contacted again, and procedures
were initiated to obtain formal district approval for participation in the
project. District coordinators were then supplied with a letter for them to
revise as they wanted and send to the principals of the Title I schools in
their district. The letter explained the project and requested that the
principals ehcourage their second grade teachers to volunteer for the study.
(A copy of the letter is included in'Appendix E.) "A 1ist of the principals in
Granite, Ngbo, Cache, and Logan Districts to whom the letter had been sent was
obtained from the district offices, and a p;oject staff member contacfed each
principal by phone to determine if the{ wou]d be‘willinq‘to participate in the
projeét. At this tiﬁe, principals weré\dnformed that we did not .yet know to
which group (I, II, or control) their schgbl'wou1d be assigned. This was done
to avoid a threat. to the internal validity OF\QQQ study findings due to the
experimental groups being volunteers. Because agsjgnment to groups was not

done until after it had been determined that all of Ehe\accessib]e population
RN

“was willing to participate if selected, schools in the coﬁtngj group would be

. N _
only randomly different from schools in the experimental gfoups*on the

variable of “volunteerism". Twenty-two of the twenty-three principals-.

. [ . ' g
©_contacted agreed to participate .contingent on the willingness of the

153
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individual second grade teachers. The only principal who declined said he
would like to participate if he could be guaranteed a slot in the Experimental
I group. Because this would have compromised the integrity of the
experimental design as described above, his schcol was drooped from
consideration.

A list of the second grade teachers from the interested schools was
obtained during the second and third weeks in August, 1981. Project staff
contacted each teacher by phone to explain the purpose of the study, the
procédure for randoh assignment of classes to experimental groups, and the
responsibilities the teachers would have if they were selected for the
project. Aga}n, teachers were not told in which group they would actually be
since assignment to groups was not done until a sufficient number of teachers
had volunteered for all three groups. Responsibilities of treatment group
teachers included showing biweekly fi]mstribs, giving practice tests to their
students,'and attending one or two workshops. Anvhonorarium of $25 (for
Experimental Group II) and $50 (for Experimental Group I) was given to
teachers %or participatiﬁg. Teachers in treatment and control groups were
told that observers would collect data duriné the spring administration of thé
standardized achievement teSt. Sixty-one teachers out of the 66 éontacted
volunteered to participate in the study. The reasons for unWi]]ingness to
participate wereia Jack of willingness to risk being assigned to the control

group, previous time commitments, or health problems in the family.

-Assignment of the Samplc to Groups

Schools instead of classes (i.e., teachers) were randomly assigned to one
of the experimental or control groups. .This assignment method ensured that
all teachers in the same school were using the same treatment procedures and

reduced the possibility that the treatment implementation would be

\ _ 154
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contaminated by conversations and  sharing of materials by teachers in the same
school but using different “treatmeﬁts". It was expected that teachers from
different schools were less 1ikely to share information and materials than
teachers from the same schools. To assist in assigning schools to one of the
three experimental groups, the'pfevibus spring's average achievement test
score for the second or third grade of each school was obtained. Because the
districts use different achievement tests, each school's score was converted
into standard Z scores (within each district) so that each score was on a

roughly comparable metric. The names of the participating schools were\then

randomly drawn from a box and assigned tc either Experimental Group I,
Experimental Group II, or the control group. After assignment, the averége
achievement Z score for each group was calculated to determine if the \
randomization procedure had resulted in approximately equivalent groups, %hich
it had not. The random assignment procedu%e was repeated once more at which

time equivalent groups in terms of previous year's achievement test Z scores

were obtained (average Z scores and number of classes for each group are shown

~in Table 18).

During the last week in August and the first week in September, each
teacher was phoned and informed of the group to which they had been assigned
and the specific résponsibi]ities they could expect whi]e participating in the
project. A follow-up ‘letter was sent to each teacher éOnfirming their
participation in the project and their group assignment (see Appendix E for a

. N

A

copy of a letter).

ERIC S | 155
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Implementation of Experimental Treatments

The following sections discuss the procedures for implementing the

research treatments designated Experimental I or Experimental II (see Table 19

A
v

for the number of classes and students receiving each treatment). :
Experihenta] I classrooms received teacher training in test administration and
student training in test-taking skills (including filmstrips, student practice
tests, and student reinforcement for practice test performance). Experimental
I classrooms received the filmstrips and the student practice tests. No
expérimenta] treatmenfs were applied to centrol group classrooms. The four
treatments are described below in two sections: teacher training in test‘
administration and student training in test-taking skills (filmstrips,

practice tests, and yeinforcement).' Table 20 disp]ays.the imp]ementatibn time

line for all components.

Table 19

Implementation of Experimental Treatments i

Teacher ‘ v
N Training Student Training
- Test Admin- Film- | Practice | Reinforce-]
Group Classes Students] istration strips Tests ment
Experimental I 21 522 X X X ; X
Experimental II 17 412 X X
Control 20 439 - - - -

Teacher Training in Test Administration

The Utah 79-80 State Refinements Project (1981) concluoc ' that the
procedures usad by teachers during test administration contribute to how well

a student scores on a test. The data from that project also provided evidence

156



FILMSTRIPS
1

SEP 0cT

Py Table 20

Actual Timeline for Implementing Filmstrips,
Practice Tests, and Teacher Supervision

NOV DEC JAN

FEB

MAR

APR

2

13

#

5

16

#

18

19

PRACTICE TESTS
!

i

24

L

M

5

16

1

TEACHER SUPERVISION

Train Fxperimental | X

Train Experimental ]! X

On-site Model

On-site Visits

Phone_yisits

Group Meeting

fote. X

-

deliver or mail materials.
implementation.
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that teachers trained in proper standardized test administratiOn had much
higher levels of on-task behavior anq guality of test administration.than did
untrained teachers,zandnstudents in the classrooms with tfained teachers made
significantly fewer errors in completing their fest beoklets.

This project, building on the resu]ts.from the previous project,
developed, implemented, and evaluated the effectiveness of . a mo;e extensive
and pragmatic program designed to increase the quality of te;t administration.
The program incorporated not only genefa] test administration techniques but
procedures specific to the actual standardized achievement test used by each
district as well,

Only those 21 teachers assigned to Experimental Group I participated in
the program for training teachers in standardized test administration. This
training was presented in two structured workshops: the fall workshdp was
conducted in September at the beginning}of the preject, and 'the spfing
workshop was prior to the districts' sprfng achievement testing (see Tab1e~21
for a breakdown by district). |

Table 21
Tfaining in Test Administration

Breakdown by District

WOrkshbp . District N Date ' - Duration

< Fall Cache 3 September 12, 11981 2 hours
Granite 11  September 12, 1981 2 hours
Nebo 4 September 12, 1981 2 hours

(Make-up) : Granite ) 3 September 19, f@81 2 hours
Spring Cache 3 March 11, 1982 \ 3 hours
Granite 14 March 12, 1982 3 hours
Nebo 4 March 11, 198¢ 3 hours

Q | ) . ) . - 1}523 \
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The QOa?s, agenda, . implementation procedures, and teacher evaluations of

each workshop are described below.

Fall workshop. The fall workshop was presented by five project staff in

Salt Lake City on September 12, 1982, from 9:00 a.m. to 4:00 p.m. The three
absentees, all from Granite District, participated in a make-up workshop on
September 19, 1982 (see Table 21). - ‘ s

The primary purpose of this workshop was to train Experimental Group I
ceachers in the éénera] procedures of proper standardized test administration.
I* was conducted in the fall for two reasons. First, techniques ﬁresented
enabled the teachers to practice proper test adminfstration procedures while
administering the seven student practice tests described earlier. Sécond]y,
other projeci-related information concerning the student trainjng materials,
the purposé of the research, and other logistical information needed to be
given to teachers at the beginning of the projeét. Because this workshop was
already scheduled, it was a natural time to include the training in test
administration as one bart:of the. workshop.

The workshop objectives which pertained to training teachers to
administer stahdagdized tests were as follows:

Pérticipants'will be able to:

1. Identify tésting problems unique“to the scébo] district.

—i

2. Differentiate behaviors required of teachers and students during
testing from behaviors exhibited during the regular instructjon.

3. List.motivational, test-taking, and test aé&knistration practices
that increase the validity of test results.
¢ .

4. Produce

a. a list of potential test-taking reinforcements.
b. a statement of testing purpose for explaining to students.

oA 159
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Practice

a. taking a test.

b. teaching test-specific directions.

c. completing a checklist of appropriate test administration
-~ practices.

d. using the Teacher Index to Valid Test Performance.

Identify correct and incorrect test administration pract1ces in
videotaped classroom testing scenes.

A brief summary of each agenda topic is provided below (for more complete

information, see Presenter's Guide for Training Teachers in Test

Administration).

I.

Introduction: Participants identified testing problems, took a

I1.

simulated test, and filled out the Participant Inventory so they could
assess their own pre-workshop knowledge of proper test administration
(see Presenter's Guide).

Valid Test Results: The goals of achievement testing and the concept

II1I.

of validity were discussed. Factors that contribute to low test
scores were presented as well as the advantages and disadvantages of
group testing.

Motivation: Techniques to structure the environment to encourage

IV.

students to try their best were presented and discussed.

Test-Taking Skills: Student skills required during test taking but

which are not generally required during regular school activities were
explained and simulated with actual achievement test items.

Test Administration: Techniques for obtaining more valid results were

VI.

presented The teachers practiced these procedures while administer-
ing sections of a standardized achievement test to each other. The
Quality of Test Administration Checklist (located in the Presenter’ S

- Guide) was presented and discussed. The Teacher Index to valid Test .

Performance form (located in the Presenter's Guide) to document
disruptive events that may occur during testing was explained.

Videotape Observation: A videotape developed during the Utah 79-80

State Refinements Project (1981} was shown to illustrate the effect of
various test administration procedures on student behavior. Scenarios
depicting both correct and incorrect test administration techniques
were critiqued by the part1c1oat1nq teachers. The following testing
activities were shown in the -videotape: preparing students for the
test, arranging the testing room, d1str1but1ng the test materials,
giving directions, monitoring students, using an aid, providing
assistance to the students, pacing, and obtaining group responses.
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VIT. Summary: The teachers took the Participant Inventory again so they-
could assess the degree to which they had acquired the skills and
information presented to them during the workshop.

VIII. Feedback and Written Evaluation: An evaluation form was
distributed to all the teachers and collected at the end of the
workshop. Results,; shown in Table 22, indicate that the workshop .was
very successful in meeting the objectives of the project and the
perceived needs of the participants.

A
Spring workshop. Three spring workshops, ope in each participating

district, were presented on March 11 or 12, 1982 (see Table 21). Separate
_ @ 3
‘workshops for each district were held by project staff in the schools to

enable the teachers to attend right after .school. The workshop was‘conducted
in the spring to incfease the likelihood that the informationrprovidedfwould
be reca]]ed and used by the teachers when actua]]y adm1n1ster1nq the

K

‘d1str1cts standardized ach1evement tests in Apr11. Each workshop was

approximately 3 hours long. There were no absentees during those workshops.
The orimary purpose Qf the spring workshop was to train Experimental
Group 1 teachers in the specific test administration procedures relevant to
the district-adopted achievement test they would be administering tovtheir
students in April. | | |
The workshop objectives were as follows:
Participants will be able to:

1. Administer the publisher's practice test using proper test
“administration techniques.

2. Administer the standardized achievement test to their students
with proper test administration.

Items from the spring workshop agenda are sumarized below. (A copy of

the spring workshop materials is included in the Presenter's Guide.)

I. Things to Do: This topic included specific activities for the
teacher to do before the testing date, just before testing,
. during testing, and after testing.
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Table 22 _
Fall Workshop Evaluation Data

Workshop Eval uation Form

September 12,

1981

EVALUATICH OF VORCSHOP STAFF

Date

‘Salt Lake City

Location

KNOWLEDGE OF SUBJECT
MATTER

ATTITUDE TOWARD SUBJECT

19 Very well informed
Adequately informed
Not well informed
Very poorly informed

1Y enthusiastic

___ Rather interested
_._ Routine interest
_.__ Disinterested

*ATTITUDE TOWARD
PARTICIPANTS

METHOD OF PRESENTATION

]_6 Very nhelipful and
understanding

Interested
Routine. neutral

___ Distant, cold, aloof

__ji Ingenious, creative
;L3 Interesting, held attention
____ Somewhat monotonous

—__ Uninteresting, boring

[, EVALLATION o;m@a\* CONTENT AND FOPMAT

» The objectives of the workshop were clear from the Beginning. e e e e e e e e e

O

ERIC

Aruitoxt provided by Eic:

¢ The balance between lecture and barticipant {interaction in the workshop was ideaVl

¢  The workshop material coniributed well to our overall goals and objectives. . « « o .

ABILITY TO EXPLAIN

lz_ Clear and to the point
2 Usually adequate

____ Somewhat jnadequate

__ Totally <nadequate

141

19

LEVEL OF PRESENTATION

lﬁi Very well suited to

participants

4 Moderately well suited
to participants

Completely above
participants

___ Compietely below

participants

OPPORTURITY FOR DISCUSSION

OVERALL RATIHG
OF WORKSHOP STAFF

Too infrequent

1_8_ Appropriate
_1 Too frequent

N
"\,

N,

®  The workshop was well structured and organized. ..o o« o o o + ¢ ¢ ¢ ¢ o ¢ o o o o o o

® . The content of the workshop was presented in a clear and understandable manner. . . .

¢ The scope and coverage of this workshop was appropriate « « ¢ o o o v o 0 o0 e .

e -Content,was suﬂmﬁri‘ed w811 and mjor points were easy to identify. « o v v 0 o o o .-

* The value | derived from thisAworkshop was well worth the time requ\red of
me to PArtICTPAtE « o ¢ ¢ ¢ ¢ ¢ 4 tie s e b s e e e e s s 8 e e e e e e s e w e e

&  The workshop provided specific gu{dance and ideas which 1 can apply in my
job responsibilities. o v o o 0 L v 0 L e e e i e e e e e e e e e e e e e

. .The total length of the workshop was appropridate. « o« v o « o < o o o o o oo o oue o

e . Norkshop arrangements {location, rooms,
S were 3dCQUALE & ¢ ¢ 4 e e 4 e e u e et e s e e e e e e e e e s e e e e

BEST_CG?Y‘ﬁﬁnu4

prior information, schedules) -

Wbk .

[yoppentiy

Strongly
Disagree

o o o o OO0 OO0 OO0 O

1.4 Outstanding
B Better than average

____ Average

__ Below average

___ Poor A
Frequency
0o 1 9 9
0 0 16 3
0 0 8 11
0 0 7 12
0 0 9 10
0 2 9.8
0 0 13 6
0 1 10 8
0o o 8 1l
3 214 0
2 2 14 1

1>

4.42
4.16

4.58

4.63

4.53

4.32
4.32

4.37

4.58

"3.58

3.73
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Table 22 (continued) 4

ITT,  OVERALL EVALUATICH

RN OVERALL RATING OF WORKSHOP_}

13 Outstanding

6- Better than average
Average
’Be1ow Average

Poor

2. Spec1f1c points which were valuable or signifi
C i
(1ist at least two) g ant to me were:

Reinforcement/motivation ’ 10
Videotape on test administration
Practice tests/group response
Introduction to test-=teking/

" examples of difficult items
Good visual aids

Gther uses for test skills
Filmstrip

Role playing of students

Good workshop staff

[l e * IR ~ B ]

3. The‘workshop would have been more va]uab]é to me if«
(list at least two, particularly refer back to items
you rated low in fwrst two sect1ons)

Sp]1t to 2% days

If 1'd had a choice about
participating

Too warm

Closer with less travel

Practice test was too.long

Shorter lunch

Shorter workshop

Listing do's and don ts on videotape

Noth1ng : : a

—

W N N B N

/
/
-
4, If you had to shorten this workshop by‘L hour, what would you delete7

Nothing

Going through practice test
Generally condense

Practice direction giving .
Gotten lunch orders at first
Percentages about student--and
" teacher performance /
1st group questjon-answer per1od f

IERJ!:" . . 2% day sessijons -]

!

!
!
!

/

[t NS IR~ 3 A V)
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II1. Understanding the Nature and Purpose of the Test: The purpose
of standardized testing, assumptions of the publisher, and type
of subtests in each test was presented and discussed.

II11. Schedule: Strategies for timing, breaks, avoiding testing days
close to holidays or special events, and use of the school day
were presentep. '

IV. Use of Proctor or Aide: Proctor/student ratios, c]assroom-managef
ment, and test management with the use of a proctor or aide was
presented. '

o <

V. Informing Students and Parents of Impending Test: Procedures for

- informing students and parents ahout the testing schedule, what will
be tested, how the results will be used, spec1a1 preparation for the
student, and student concerns were d1scussed

VI. Seating: The use of separate desks, proper desk positioning, and
teacher contact during the test was encouraged.

VII. Early Finishers: Teachers were instructed to remind students to
: check their work and provide a nondisruptive task, such as
drawing, for early finishers. - -- :

VIII, E]ihinatinq Distractors: Teachers were warned of potential
: distractors with suggestions on how to minimize them.

IX. Facilitating a Supportive Atmosphere: Student‘anxiety about
test-taking was discussed with suggestions on how to create a
supportive atmosphere.

X. Reading Directions Carefu]]y/C]ar1fy Ambiquities: Proper
procedures for read1nq directions were outlined. Teachers were
informed of the extent to which they may add directions for the
purpose of clarification, or otherwise assisting the students.

XI. Monitoring Students: Unobtrusive and supportive ways of
monitoring students were presented to prevent cheatwng, d1scourage
random guessing, and prompt dawdlers.

XII. Answering Student Questions: Teachers were informed of the
benefits of responding to student questions about specific test
items after the test is completed. Suggestions about managwng
such a classroom discussion were provided.

XIII. Preparatibn of the Test Booklet for Scorinq: Teachers were L
instructed about responsibilities such as erasing extraneous L.
marks on student booklets, darkening circles that were filled in
too lightly, copying over tests that were r1pped, and s1tuat1ons
which may necessitate invalidating a subtest.

XIV. Use of Valid Test Performance Index: A rationale for the use of
the Valid Test Performance Index to document disruptive events during
- testing were provided. Teachers were instructed on how to use the
Index. ‘ '

e TN 184
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XV. Practice/Review of Standardized Achievement Tests: Each teacher

was provided with anvanalysis by subset of, the test they would be

using. The analysis included a descr1pt1on of each subtest, test

vocabulary, and time limits, and notes for giving d1rect1ons keyed to

specific items on the test (see Pxesenter's Manual, Spring Workshop

Materials). They practiced adm(:1s ring selected items from each

subtest in role play situations. ﬂ\jf

XVI. Practice/Review of Publisher's Pract1ce Test. The rationale for
using the pubTishers's practice test and strategies for using it to
its optimal benefit were provided. . The teacher practiced
administering the practice test in role play situations. (Sée
Spring Workshop Materials, Presenter's Guide). -

XVII. Feedback and Written Evaluation: Written documentation of the
teacher's evaluation of the workshop was obtained on the Final
Project Evaluation Form {see Table , items 36-39).

3

Student Training in Test-Taking Skills

»

This section discusses the‘imb]éﬁentation S?“ihe three student tga}hing
components described earlier: filmstrips, practice tests, andisreinforcement
_proceduree. Since the implementation of the three components is so 2
interrelated, activities- are presented chronologically ‘and refer to both
Experimenta] Groups I and II classrooms except for the reinforcement
 procedures or where~otherwise indicated. | /

Training teachers to implement student training components. To train

Experimental Group I and ExperimentaT;thup II teachers to implement the
student tfétning components, two work'shops werelccnducted in fall, 1981, by
five project staff E1ghteeﬁ'Exper1menta1 Group I teachers were trained to.
implement the Treaggent I componen;s (f11mstr1ps, practice tests, and °
reinforcehent p(ocedures) inlconjunction with the Test Administration Workshop
on September 12, 1981. Twenty Experimental Group II‘teachers'were trained t00 
use the filmstrips and practice tests at a workshop held in Salt Lgke City on~
September 19, 1981. Each workshop was four hours long. Three Experimental
Group I teachers from Graniﬁe Distriet wno- could not attend the wgrkshop on
September 12 were trained on. September 19 with the Expeﬁimenta1 11 teachers
(see Table, 23 for a breakdown). ' o ‘

)
-
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Table 23 |

Workshop in Student Training Implementation .
Breakdown by District

;

Experimehta] Group NDistrict N* _ Date . - /‘ Duratijon
1 Cache 3 September 12, 19é1 4 hours
1 Granite 11 September 12, 1981 4 hours
. Nebo : 4  September 12, L981 . 4 hours
(Make-up) - Granite -3 ' September 19,;1981 4 hours
11 Cache 4 September 19 1981 4 hours
Granite / 12 September 19, 1981 4 hours
Nebo

4 September 19, 1981 . 4 hours
/’ ‘ f'/ '
*Note. Three Experimental Group Il teachers left the project before
.completion (two from/Cache and one from Granite).

o
/

J
There were three goa]s for the Student Tra1n1nq Materials
j
Implementation Workshop: | j
i
1. To train teacherg in the use of the studpnt training components to
- which they had been assigned. ‘

2.1 To train teachers in the documentation and communication grocedures
. necessary for perect operation. /

3. To schedule the student training dates/and collect the'curriculum
~ information necessary to develop the practice tests.
|
A br1ef summary of eagh agenda topic is pfesented below.
. . Overview: The f1nqpnqs of the Utah 79 80 State R€f1nements Project,
' the research objectiives and outcome measures for this study, and a
brief introduction Kg the treatment ccmponents were presented.

—t

\ : [

II. Basic Instructional Philosophy and Procedures: The rationale for
using a direct instrugtional approach was discussed and- the
procedures (model, lead, test, and korrect) were exp1a1ned

‘ b
III1. Plan for Student Training: The schedule for implementing the student
jraining components throughout the/year was presented,
s

IV. Filmstrip Training Pack;be: The interactive format of the
‘Fp1mstrips, topics covered in each filmstrip, and workbook activities
‘were expiained. Segments\of Filmstrips #1 and #2 were shown to the
teachers as they played the ro]e/of second grade students. This’

‘111ustrated the procedures| necessary for the proper implementation of

: the filmstrip packaqe

o

t
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N V. Practice Tests: The rationale for training students in test format
\\\ and the procedures for administering the practice testsowere
explained. The teachers role-played second grade students as they
\\\ ‘took a sample practice test. This illustrated the proper administra-

tion procedures for the use of the practice test component.

VI. Reinforcement Procedures (Experimental Group I teachers only):
Teachers were presented with the rationale for using the
reinforcement procedures. Implementation of the procedures including
scoring of the practice tests, training the students to calculate the
bonus points they earned, and using the reinforcement chart were
explained. The teacher went through the procedure as they
role-played second grade students.

VII. Communication Procedures:  The procedures for returning the biweekly
tests, updating project staff about reading curriculum progress,
maintaining accurate records of attendance on the appropriate form,
phone consultations, and on-site visits were explained.

VIII. Yearly Scheduling: Teachers and project staff scheduled their first
fiTmstrip and on-site visit and outlined the expected curriculum
progress for the year. Contact logs to document the communication
between the teachers and project staff were presented.

IX: Feedback and Written Evaluation: An evaluation form was distributed
and completed by all the teachers. Since the September 12, 1981 .
Student Training Materials Implementation Workshop was held for
Experimental Group I teachers concurrently with the Test Administra-
tion Workshop, the results:of both workshops were simultaneously on
the same form and are reported previously in Table 22. The results
of the September 19, 1982 workshop are presented in Table 24.
Findings indicate that hoth workshops successfully met the goals.

Teacher's Manual. In addition to the workshop training, a Teacher's

Manual was developed to provide the participating districts with all the
materials needed to implement the student training (with tﬁe exception of ©

filmstrips and tapes which were inciuded in a separate package). The manual,

How to Take Tests--Team Teaching with Profeisor Owl, includes all the written
student training curricula prodﬁced %or the‘project and tﬁe rationale
qupporting.the format and content used. It is arranged in three sections:
Filmstrips, Practice Tests, and Reinforcement and provides instructions for

using the material, master copies of consumable items, and supplementary

activities for review.

« .' -, 167
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Aruitoxt provided by Eic:

Table 24

Teacher Training in Student Curriculum Workshop

Werkshop Evaluation FO‘rm

September 19, 1981

Date

EVALUATICH CF WORKSHOP STAFF

State Office of Education

Location

147

18

2 N
W

KNOWLECGE GF SUBJECT

MATTER ATTITUDE TOWARD SUBJECT

ABILITY TO EXPLAIN

LEVEL OF PRESENTATION

16 Enthusiastic
2 Rather interested
Routine interest

32 very well informed
_f Adecuately informed
____MNot'well informed

___ Very pooriy informed __ Ditinterested

ll_ Clear and to the point
__Z_Usually adeouate
___ Somewhat inadequate

_ Totally -inadequate

v

|5 Very well suited to
participants

~3_ Moderately well suited
to participants

Completely above
participants

Completely telow
participants._

ATTITUDE TOWARD

F
PARTICIPANTS METHOD OF PRESENTATION

OPFORTUNITY FOR DISCUSSION

OVERALL RATING
OF WORKSHOP STAFF

_ﬁ_ Ingenious, creative

12_ Interesting. held attention
____ Somewhat monotonous
____Uninteresting, boring

15, very helpful and
uncerstanding

3 Interested
Routine. neutrai
Distant, cold, aloof |

EVALUATIGH OF YWORKSHOP CONTENT AND FORYAT

» The objectives of the workshop were clear from the beginning

Too infreguent

l Z Appropriate

] Too frequent

he wo'r_'kshop was ideal . .

e The balance between lecture and participant interaction in t

¢ The workshop material contributed well to our cverall goals and objectives. . . . . .
. The workshop was well structured and 0rganized. . . . . o v o v v v e e e e e e e
® The content of the workﬁhop was presented in a clear and understandabie manner. . . .
® The scope and coverage of this workshop was appropriate . . . . . . . .

o Content was summarized well and major points were easy to

¢ The vaiue I derived from this workshop was well worth the ti

re to participate . . . . . . . .. e e e e e e e e e e
¢ The worksWop provided specific guidance and {deas which 1

job responsibilities ................ o e e .
e The total 1ength of the workshop was appropriate. . . . . .

fdéntify. .« . . . . . L ..

me required of

» Workshop arranqements {location, rooms. prior information, schedu]es)

were adequate

Strongly
Disagree

o o o o (= eloeNoelelNeNo

10 outstanding

_8 Better than average
Average

____Below average

Freguen y
0 0 12 6
0 1 11 6
0 1 9 7
0 1 10 7
0 1 11 6
0 0 11 7
0 012 5
0 5 7 6
0 4 9 5
0 3 10 5
0 0 1l6- 2

BEST CC7Y AYAILABLE

~N

W N ow X
o »

il S I R S N
SN W N W
~N oW

O

S
o
(34

4.05
4.11

4-:11
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1T, OVERALL EVALUATICHM

1. OVERALL RATING OF WORKSHO?g}

__8 Outstanding

10 Better than average
___ Average |

____Below Average

Poor

2. Specific points which were valuabie or significant to me were:
(list at least two) :

Simulated test item 1
Filmstrip presentation 5
Sample test : 1
Demonstrate with children (so they

see it done) '
A1l materials prepared for teacher
Standardized testing is not a part

of teacher training : 3
Statistics (of test formats) 3
Role of teacher in testing 1
Answered questions of teacher role

in project

. Help students

3. The woikshop would have been more valuablé to me if:
(Tist at least two, particularly refer back to items
you ratéd Tow in first two sections)

More input on filmstrip and prep. 1
Coffee ' o C
Hard to give up-a Saturday. Not sure 3
of work .involved in project.
More ?'s on group standardized
; testing. :
~ Implemént concepts. '
Baby was distracting.

3

169
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The manual was developed and added to as the student trainﬁng components

were produced. The 21 Experimental Group I and 17 Experimental Group II

teachers received a large three-ring notebook with labeled dividers to bind

and ordanize the material which was sent to them with each filmstrip and

practice test. The materials were hole-punched and ready for inserting into

the manual. A listing of the materials in each section is provided below.

I.

Introduction: Organization of the manual and materials.

Il.

Filmstrips:

General Information--rationale for student training.

Teacher/Filmstrip--interaction of filmstrip 1nstruct1on with teacher
hehavior.

Instructional Sequence--explanation of direct instruction strategy.

General Instruction--tasks required to show filmstrips.

9 Filmstrip Scripts--for teacher preparation and for the
projectionist to use in turning the frames.

9 Masters for Work Book]et“——for duplicating student practice
~aterial.

Practice and Review Sheets--]am1nated,or master copies for
supplementary activities to use as needed or just for fun.

-

Practice Test Section:

[11.

Iv.

General Information--a rationale for training students in test
format. _

Construction »“ the Practice Tests--explanation of the develo, nt of

" the te .. '

Procedures--nhow to use tests properly.

"Directions--explanation of the individual test directions.

General Procedures--instructions to the teacher for administering the

¢ practice fests.

Scoring Procedures--d1rect1ons for instructing the students how to
score the practice tests.

Laminated Scoring Cards--for giving students examples of scoring.

7 Practice Test Masters--to duplicate for distribution to students.

7 Practice Test Directions--individual test directions to direct

students through each test. J

Reinforcement Section:

Motivation Program—-expTanation of the rationale for the program and
procedures for implementation.

Charting Instruct1ons-—spec1f1c instructions to teach childr L0 oise
program.
Sample Char . or explanation to students.

Master Chart--for reproduction as needed.
Laminated Chart--for teaching students how to fill in qraphs and
calculate points. (/’
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Typical implementation. The typical cycle used to implement student

training proceeded through teacherﬁpreparation, showing the filmstrip,
practice test administration and scoring, reinforcement implementation, and
retUrn of teésts to USU. The details of each activity afe explained below.

Upon receiving‘fhe c]aesroom materials from USU, the teacher would
prepare the lessons and schedule related activities to occur within two weeks.
The average time for teacher preparation for conducting a typical filmstrip
and practice test (according-to self-report information) was 11.9 minutes and
intluded the following:

L3

1. Duplicate extr. practice tests and filmstrip booklets from the master
copy for any new students.

2. Arrange for someone to turn the filmstrip projector.

3. Read script accompanyving filmstrip (optional).

4. Read tesf directions (dptiona]).

5. Post or copy fof each student the review charts.

6. Position filmstrip projector and ta;e recorder in room.

To implement the filmstrip and tape lesson, the teacher would first. use
review charts to prompt students on concepts taught in previous filmstrips.
(See the review charts eheﬁ accompanied-each fi]mstrip lesson in the Teacher's
Manual.) Aftef'a short review of 2:5 minutes, ‘the teacher would pass out
indiv{dua1-student booklets and start the tape whi]%‘the filmstrip turner raﬁ
the projector. Most of the instruction was delivered te students via the- |
filmstrip, but the teacher could contro]ithe pace to the degree she/he wanted

to and would personally direct the class for three types of exercises:

1. when asked by Professor Owl to teach or quiz the students on a
difficult concept,

2. to supp]ement the filmstrip instruction when students were having
d1ff1cu1ty understanding,

3. to superv1se students as they worked throuqh practice items in their
booklets. ° . :
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Following the fi!ﬁstrip, students could take their booklets home. The
practice test was given on a differént day from the fi]mstrips. Although
there was not a one-to-one correspondence between the objectives of a
particular filmstrip and the following practice test, the tests were usually
scheduled in between two filmstrips. ijica]Ty, the practice test would be
given one or two days following a filmstrip.

Before administering the practice test, the teacher was entouraged to
review previously taught test-taking skills. After passing out the
individually identified tests to the correct students, the teacher would begih
reading directions and giving the test. The directinns were structured so
that all three levels could be given at the same time, yet students would not
realize .that tests differed"depending on the reading level. The length of the
test and the time allowed for completion increased wi{h each practice test (5
minutes on test #1 to 30 minutes on test #7}.

Immediately following the test, red pencils, supplied by the project,
were passed out to the students. Black lead pencils were put inside desks.
Scoring directions were reviewed according to the needs of the students. As
the teachgr read the-answers, students marked their'own.papé?él fThen'the |

number of correct answers were tallied and placed in a box marked "score" on -

. the test cover. " The meaqcpercent correct for all practice tests was 82.75

(SD = 14.72).

In addition to viewing filmstrips and taking practice tests, Experimental
Group I students participated in the-reinforcemgnt procedures. They were
verbally encouraged‘tq try their best to score high'on-the practice tests and
beqf d cut-off scére ;ssignedhto them based on a previous test séore. Rein-~

forcement procedures were initiated immediately after the students scored

_ théir tests. The front cover of the.individual practice tests contained’ three

<

labeled boxes (see the Teacher's Manual for the cover sheets): "SCORE", "TOV
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BEAT", and "POINTS". Each test contained an individually predetermined "T0
BEAT" nun " ~r score on the previous pra ’ire tes<t. After
filling in «.. . e uoxeé, students would compute their "POI S" by
subtracting "TO BEAT" from “"SCORE". Assistance in computation was given by

. the teacher for students who cog]d not subtract. The mean number of
reinforcement peoints eérned per student per practice test was 3.8 (SD = 1.4).

"Students obtained their reinforcement charts from the reinforcement
stand and copied the data from test to chart. Charts were graphed and shown
to the teacher, who was encouraged to praise the students for progress.
Students ihen returned the chart to the stand foi public display and gave
their tests and red pencils to the teacher.

Teachers were instructédvtg record the names of students who were absent
during the filmstrips and practice tests. When convenient, absent students
"made up" the test\Eﬁé fi]mstrﬁp. Tests were then mailed back to the project
for analysis and filmstrips were«éither passédlonbto another teacher or stored
for later use..

A

o Throughout the project year, contact with teachers was
maintained by USU staff through classroom and bhone visits. Table 25 displays
the frequency and types of USU-teacher contact. The interactions with
teachers served two purposes:

1. ‘To support and_Feinforce the teachers during their facilitation of
project” components. A higher degree and quality of impiementation
was expected from teachers who were contacted and rewarded
.requently.

2. To correct prob]ems‘and modify imp]émentation strategies to fit
unique éituations. -The most efficacious method tb ens&re proper
imp]ehentation of a program is to stop miscqnceptions at the

-5

Jd
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A
o~

inception, model the correct procedure, and maintain frequent

follow-up.

Table 25

“~ Number of Contacts Between Project Staff
and District Staff

Number Model Procedures Observe Procedures Number
District | of Teachers Practice . . of .
Filmstrips | - Tests | Reinforcement | Filmstrips Tests {Reinforcement | Phone Calls
Nebo 8 15 . 13 8 17 11 8 40
Granite 25 16 22 16 2 1 15 14 . 236
Cache 5 5 5 5 5 ] - - 25
) ' \

As indicated earlier in Table 20, supervision of teacher imp]ementétion
by project staff began soon after teachers were trained to use the components.
In conjunctjon with the first two fi]mstrip§ and the first pract%ce test,
staff visited all classrooms to model procedures and observe }he components
being usgd. The average number of visits made 6ér teaChér was 4.1. After the.
initial visits, follow-up observations were made to those teachers who needed
more assistance. |

Teachers who were judged to be implementing the program correctiy were
phoned periodically to discuss progress. As {ndicated in Table 20, phone
visits were conducted from December 1, 1981 to April 23, 1982. An avérage of
7.9 phone visits per teacher were made. | |

From January 18 to February 1, staff member§ conducped small group

meetings with teachers by school. During this time, teachers were asked to

- .
express their positive and negative feelings toward the project. Ideas for

. 174 .




more efficient implementation and management were shared. Project staff
suggested methods for smoother operations. Feedback from teachers concerning
films .-ips and practice tests was recorded and recommendations about how the
project could be improved were noted..

veiiver, of ma. i Maject materials (filmstrips and practice tests®

were oeriodica]ﬁy hand carried or mai.2d tc teachers (+able 20 indicates the

delivery datés)} Teachers scheduled the filmstrips on different dates from

_ the practice tests and within two weeks of receiving materials. Individual

student reinforcement boards and classroom re1nforcemen§?stands were de]1vered
to each teacher 1n Exper1menta] Group I prior to the first pract1ce test
administration.

Absentees and attrition. Students who were absent the day,a practice

test was administered or a fi]mstrip\sthn were given make-ups whenever
possible. Data were kept by the teacher to shecw wﬁich students did not
participate in which activities so that absenteeism could be accounted fa}rin
the- data analyses. '}ab1es 26 and 27 show the number of students who were
absent and.present for each-%g?ﬁétripfand bfactice test. The mean class
attendance for filmstrips and for practice testé_was 25. The mean class
absenteeism-was .9'student gér fi]mstrip and 1.4 students per practice test.
Evaluation of projeét\fmplementation.v Daté used to evaluate the project

3
~

implementation came from three sources: teacher judgments about individual

fﬁ]mstrips, practice tests;.and reinforcement procedures; teacher judgments
about.the project as a whole; and staff judgment on the quality of individual
teacheraimplementation.
.J Filmstrips. Evaluation data on the filmstrips were collected on
filmstrip evaluation forms’(see{Appendix F) which the teacher filled in
and mai]ed’tb‘USU immediately after showing each filmstrip. No

evaluations were conducted on Filmstrips #1 and #2 because staff were in

o1



Tihle 26

Mimber of Classrooms, Students Prasent, and Students Absent
for Each Filmstrip
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Table 27

Number of Classraoms, Students Present, and Students Absent..
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[

the classrooms and brought obéervatidna] reports back to direct revisions

and future fi]mstri?s. o o 5ﬁ

'Résu1ts from the evaluations of Fi]msf}ips #3 through 9 are shown in
Table 28. The first section of the form asked teachers to use a 4-point
scale to agree (1)Qor disagree (4) with positive commehfs about the

filmstrips. The mean response tq 11 statements was 1.8 (between agree,
: Vo . "
2, *fand strongly agree, 1). The most positive teacher reaction was

received toward Teacher Involvement. Teachers felt their involvement was
clearly defined, easy to accowmodate, and appropriate. Although no

statement received negativa feedhack (disagree, 3, or strongly disagree,

4), teachers felt iess positive (X = 2.28) about the filmstrip 1enqth

than aﬁy other item. Some tedchers did feel the filmstrips were too

Serr .y

"1ong hecause they took time from other work, but Lﬁe.teache[§ agreed that

tudents were not bored and enjoyed. watching the fi.mstrips.J

The second section of the filmstrip evaluation asked short-answer

questions. Results in Table 28 showed that teachers perceived a transfer

of student test-thﬁng skills to other subjects, spent minimum
preparation time (11.9 minutes per filmstrip), thought that students

learned most of the concepts (84%), taught the fi]mstripg-ppemselves, and

\

N
\

used.supplemental material 38% of the time.
Additiona] comments .solicited from teachers indicated that fhe red
*highlight" was nggfﬂh”effective method to emphasize words, filmstrips

were too .long, more student practice was needed, and "elimination

 ski11§ were not taughf thoroughly.

Practice tests. Feedback on practicé tests was collected from

K

teachers by phone and through wfipten comments placed on an
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: Table 28 3
! SUMMARY OF FlLHSTRlP EVALUATIUNS
, \
FIOR- T FIN- FICH-T FICN-T FTCA-T FICH-T FILM- \
STRIP | STRIP | STRIP | STRIP[. STRIP STRIP | STRIP . \
13 [1) 5 1] #7 18 19 AVERAGE] i FILMSTRIP EVALUATION QUESTIONS
[ FOR ALU i
Average RatTng on Scale of FILM- '
) 1sstrongly agree to 4=strongly disagree STRIPS :
1 : 3
' ; ' | Fﬂmstrig
.1.97 2.44 2.31 2.54 V‘Z.ZS 2.06 2.38 2.28 1. The length was appropriate. y
\
1.82 1.88 1.94 1.77 1.97 1.73 1.70 1.83 2. The ;tory Tine was entertnining to the students.
1.59 1.47 1.81 1.74 1.3 1.73 1.58 1.63 3. The Eontent addressed skills tﬁe students need to learn.
1.80 1.91 2.03 1.91 2.00 1.97 1.70 1.90 4, The 'ngres and printing on the.fﬂmstrip were clear.
2.00 1.56 | 1.78 1.91 2.08 1.70 1.58 1.80 S. The: dialogue was audible. \
N 6. The fiimstrip turner was able to ‘move with the narrated
2.09°| 1.70 { 1.78 } 1.85 | 1.79 | 1.73 | 1.66 | 1.80 page. ... \
Teacher [nvolvemer\nt
- - 7
1.82 1.27 1.56 1.57 1.44 1.43 1.45 1.50 7. The teacher was properly cued to stop the tape.
1.73 | 1.62°] 1.78 1.71 | 1.6 | 1.63 | 1.64 | 1.68 | 8. The amount ofiOwl/teacher |nteract|on was appropriate.
9. The tasks required of the teacher n#re easy to
1.87 1.6 1.66 1.91 1.61 1.52 1.55 1.67 accomplish and defined clearly. \
Student Materials ‘
. | 10. The student practice was sufficient }or students to
1.73 1.97 1.75 2.00 4§ 2,05 1.76 1.77 1.86 apply the concepts they learned through the fiimstrip.
. 11, The practice exercises were o! the approprlate
1.84 2.03 1.81 1.94 2.11 1.79 1.87 1.91 difficulty level.
1.84 1.76 1.83 1.89 1.86 1.73 1.72 | 1.80 TOTAL {AVERAGE FOR FIRST ELEVEN QUESTIONS)
rQuesuons Answered Yes/No or in Mnute_s_]
- 1. Have students applied test-taking skills to other
59% 74% 61% 18x 84x 69% 90% 76% . subjects? (Percentage answering "yes® )
25.05| 12.73] B.75 7.4 9.5 8.38| 9.2/ I1.89] 2., How long did it take to prepare to teacr\ this fiimstrip?
(25.29)] (9.81) (4.23) (5.61) (6.60) (4.75) (6.17) (B.78) i [Average and (standard deviation) in miputes]
3., Wcre there any concepts presented in the ¥ilmstrip that
: were not learned by your students? (Percentage
06x 24X 13x 10 33% 15% 11X 16X + answering "yes")
4, ' Were you the teacher for the ﬂlmstrip'l\
94x |/ 9a% 100 100% 34% 96% 93% 96% . (Percentage answering "yes") i
. §. 01d you use the p|ctures that accompany the f{lmstrip?
42 328 37% 48% 42% 28% 39% 38% © (Percentage answering "yes") \
‘ )
! . .
OPEN-ENOEO COMMENTS IN RESPONSE TO
“16:

Filmstrip 43

None

Filmstrip 24

(Only comments made by ‘sx or more of the teachers for a given filmstrip are recorded.)

Red highifighting doesn't show up well.
Too long.

Fiimstrip #5

Red highlighting doesn't show up well.
Too long.

Fiimstrip #6
No #4.

Too long.
Teacher needs helper. .
Nore examples needed for {dentifying sounds.

29%
15%

16%
16%

23X

8x

stote; Filmstriﬁs #1 and #2 were not evalusted using this form.

Filastrip #7-

1f you have any additions) comments, please write them on the back of this form.* \
|

More practice needed. ) 13x
Too long, . 16%
Red highlighting doesn't show up well.; 8x
Concept of "eliminate” difficult for |

children to learn. : 22%

Boring for children. 8x

Filmstrip #8

Ncne

Fiimstrip 9

|
1
|
!
i
|
l
Too long. a'L 13X

Trror at 2nd stop: "Bob* should be "Tom.
Red highlighting doesn't show up well. 10X

\
l
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identification sheet accompanying returned test forms. Usually, feedback
was specific to the district's format or the content of the three levels.

In generaT, teachers felt that the content of the lowest level of all

three test formats (SAT, CTBS, and ITBS) and the format of the ITBS was

too difficult. Since the intent of administering practice tests was to
give the students exposure to all facets of the reading subtest,

modifications in the practice test tormat were not made. However, in

_response to the feedback, the content of the lowest levels was made

easier so that low-achieving students could experience more success
before taking the district test, which would probab]y'be very dffficu]t
for them. Teachers also noted tHat later tests were too long (20-30
minutes). Because one objective was to prepare students to take typical
standardized tests (which are often 30 minutes long per subtest), the .
length was not adjusted.

Reinforcement procedures. After the first reinforcement session,

informal comments from some tgachers suggested that procedures were
difficult for the teachers to explain and for the students to understand.
Project staff visited those teachers (see Table 20) to mode]ifor teachers
while reteaching the process to students. During subsequent sessions,
teachers reported that students sometimes becéme upset wheﬁ they did not
earn points. Teachers were told to encourage students to work harder on
the next test. Since the number of points awarded to students was a
function of the previous test score, students rarefy missed .getting
points on consecutive tests. On the occasion that points were not earned
on successive tests. teachers were told to 1qwer the "TO BEAT" scorev
enough for the student‘td earn a point. A]]Imodificationsvto the
6rigina1 plan were made to increase reinforcing effects of the points ‘and .

in no way jeopardized the research design nor outcome data.
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Project evaluation. After the final student data were collected,

teachers in Experimental I and II groups were mailed a Project Evaluation
Form {see Appendix F).’ Teachers responded to 39 statements using a |
5-point Likert scale to indicate agreement (1) to disagreement (5).
Statements concerned filmstrips, practice tests, contact and l
communication with projeﬁt staff, data collection procedures, general
impressidns, reinforcementiprocedurés (Experimental Group»I only), and
thé'spring teacher training workshop (Experimental Group I only). The
results of the project 3Va1u5tion are presented in Table 29 by-
experimental gqroup. Teachers in both groups had similar attitudes with a
mean agreement scoré_of 2.1. Teachers felt more positive toward
filmstrips (1.6) than the practice tests (1.9)-0} the reinforcemenf
procedures (2.9);

Beforg returning the comp]eted.form to USUL each teacher was
contacted by phone by pfoject staff. Teachers were asked to add verbal

comments to explain their responses to statements in the five areas

\

(seven for Experimental Group. I) listed above. These comﬁents are

"bfesented in Table 30. In general, verbal comments indicated positive

attitudes toward the fi]mstrips, practice tests, and the project as' a

- yhb]e, and negative attitudes toward the reinfofcement procedures and the

filmstrip length. The teachers”made several suggestions for project
improvement. The most frequent suggestions were to pfo&ide‘more student
practice on filmstrip concepts, increase the percentage of total
filmstrip time spent on reading comprehension, and inc]hde_ski]]s_fori
hath tests in the in§tructiona1 sequence. ?
Support and quality of teachers. The degree of project a

4

implementation very 1i§e1yvdependéd to some” degree on thé support that

teachers showed for the project and the quality with which they
¥ .
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Tab]e 29

RESULTS FROM TEACHER EVALUATION: PROJECT COMPONENTS

MEAK ATTITUDE SCORE AND STANDARD DEVIATION PERCENT OF TOTAL RESPONDENTS
Strongly : Strongly - No
Filmstrips Aqr Neutra Disagre D
. Q__ﬂi_iil. ngree aeurre; 2segree Data
£l £2 Total
Mean S.0. Mean S.0, Mean $.D. | 1 2 3 4 5

LTl .56 182 .64 176 .59 1. Instructions for teachers were complete and 6 60.5 1.9 00 09
easy to follow :

.66 .91 70 69 1.68 .81 2, The filmstrips were easy to implement in the 74 8.1 53 53 0.0
¢lassroom

Lg% 1.20 5% 1.26 .55 3, The concepts taught in the filmstrips were 78.9  15.8 53 0.0 0.0
imortant for students to learn

1.85 91 175 58 181 .73 4, The filmstrips taught the concepts adequately  34.2  5:.6 32353 0.0 2.6
L7653 1.4 .70 L7l .61 5. The students enjoyed the filmstrips 36.8  55.3 79 0.0 0.0
L7188 1.66- .98 1.69 .88 6. Iplan to use the filmstrips in future classes  50.0 289 105 5.3 0.0 5.3
l 94 L6t 93 1717 .93 7. The filmstrips were worth the time and effort 526 316 7.9 19 0.0

required
168 .8 L& 5 15 .49 Tota] Filmstrip Comonent: Items 1-7

Practice Tests

1.80 “.68 1.5 .62 171 .65 8, Directions to students were éomplete and . 395 50,0 105 0.0 0.0

easy to follow
.00 10 176 .83 1.89 .98 9. Tests were easy to implement in the classroom  39.5  42.1 1.5 53 2.6
247 L0 2.1 .81 2,34 1.4 10, The test items were appropriate in content and  15.8  55.3 13.2 105 5.3

and difficulty

05 8 200 79 2.0 80 L. The tests adequately prepared the students for 2.1 5.9 158 0.0 2
standardized testing

208 107 1.8 1.04 194 1.05 2.1 plan to use the practice tests in the futwre  39.5  36.8 0.5 7.9 2
281 LOT 243 1.0 2.5 L0713 Students enjoyed taking the practice tests 13.2 4.1 2.7 132 5.3
.19 107 1.8 .88 2.02 .55 4. The practice tests were worth the time and 50,0 4.2 5.8 0.0 0.0

effort required

20 ¢ 2,00 1,00 T80 .90 Total Practice Tesf Component: Items §-14

’




Table 29 (cont'd)

Results from Teacher Evaluation: Project Components

MEAN AND STANDARD DEVIATIOH PERCENT OF TOTAL RESPONDENTS
‘ Strongly Strongly No
,,,,, - ' . Contact and Communication Agree Neutral Disagree  [Data
£l E2 Total | ' {
Mean S.0. Mean S.0. Mean S.D. . | ‘ | 1 2 3 4 5
1.88 .68 k47 .78 1.65 .74 15, The USU contact person kupt me well informed 50.0 3.2 15.8 0.0 0.0
7.57 .59 2.18 .75 1.83 .73 16, 1 was ahle te reach my USU contact person 34.2 4.7 18.4 0.0 0.0 2.6
: and felt comfortable in doing so,
1.57 .81 2.05 .83 1.78 .84 7. My needs were responded to in a reasonable 44.7 3.2 18.4 2.6 0.0
amount of time
1,14 .39 1.52 .62 1,31 .52 18. The contact person 1istened and responded 1.1 26.3 2.6 0.0 0.0
to my feeqback .
140 .51 190 .67 1.60 .62 Totdl Contact &id Commumication Component:
' . Items 15-18
: Data Col lect on ,
2.04 .97 164 1,00 1.86 .99 19, The observation during testing;was non- 39.5 7.4 2.6 1.9 2.6
disruptive . .
2,23 .89 1.82 1.07 2.05 .98 20, I would not mind having observers again in 31.6 42.1 18.4. 5.3 2.6
similar project ‘ -
2.92 1,00 2,05 .92 2.26 1.08 21, Students enjoyed responding to the student 3.7 &l 18.4 5.8 0.0

attitude measures on Friday

2.2 .80 1.80 .98 2.00 .81 Total Data Collection Component: Items 19-21

General Impressions

1,95, .81 2.17 .86 2.05 .84 22, The requirements for participation in the study 26.3 47.4 2l.1 5.3 0.0
were clearly outlined
2.14 .91 1.94 83 2.05 .87 23, The benefits were worth the ‘investment of time 26,

6.3 . 15, 7.9 0.0

2,33 .80 1.82 .88 2.10 .66 24. The project was enjoyable for students 23,7 50.0 184 7.9 0.0
1.9 .92 1.82 .72 1.8 .83 25. Tg?‘?roject benefited students' test-taking n.2 47 .4 13.2 5.3 0.0

ability ¢
2.47 93 211 .70 2.21 .84 26, The project enhanced students' performance 13.2 52.6 23.7 0.5 0.0
- in other areas

2.14 .91 2.05 .66 _2.10 .80 27, The project was realistic in scope , 158 658 132 26 2.6
195 .62 1.58 1.16 T;3 .96 28. 1 am glad that I participated - a7.7 2.1 ° 5.3 5.3 2.6
2.23 113210 .79 2,13 .99 29. The fall workshop adequately prepared me for 28.9 9.5 4.7 5.3 2.6

\ , the tasks expected R
2.09 1.00 1.60 .63 1,88 .89 30. Taking tests was less anxiety-provoking for 3.2 44.7 7.9 7.9 0.0 5.3
_ students because of the project ‘

210 .78 1.90 .48 2.00 .67 Total General Impressions Component: Items 22-30
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Tabie 29 (cont'd)

Results from Teacher Evaluation: Project Components

EAN AND STANDARD DEVIATION ‘ ' - PERCENT OF TOTAL RESPONDENTS
g 2
Strongly ) Strongly Mo -
Reinforcement Agree Neutral Disagree  Data
£
Hean $.D. 1 2 I8 5
L1416 31. The reinforcement procedures were easy for 14.3 J9 143 438 9.5
students to understand
2.1 119 . 3. The reinforcement procedures were easy for  *  14.3 3.3 8.5 143 95
_ the teacher to implement ' ’
2.85 1.09 33, Students worked hard to earn more than their - 9.5  28.6 8.6 238 47 4.7
*to beat" score on the test >
2.1 119 WM. Students enjoyed the reinforcement procedures  14.3  36.0 143 86 47
2.90 1.4 35. 1 plen to use the procedures for reinforcement  24.0 143 8.0 u.0 14.3
' in the future
2.8 .18. Total Reinforcenent Component: Itens 31-35

' Spring Workshop

2.8 1.00 36. Workshop materials were clear and helpful 8.0 4.0 190 0.0 9.5
.24 1.4 37. Workshop was appropriate in length ' 38.0 333 9.5 4.8 , 143
2.28 1.42 38. Information qained from the workshop(s) was 8.0 2.6 143 48 143
o worth the amount of time required .
2,15 1,46 39. As a result of the workshop, 1 was & better 48.0 19.0 48 143 9.5 4.8
, test administrator '
L1030 "Tota) Sprfag Workshop Component: Items 36-39

e S, J
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- Verbal Comments from Teachers on Project

Filmstrips

o ~ !
Al too long. i

Too long. . ‘

Liked them basically; red color bed; too long but very good at catching
kids - they Toved. them, wil) use again,

Kids enjoyed.the films; a Vittle bit too long.

[ liked them for most part; kids enjoyed: sometimes | couldn't
understand characters; especially helped to teach elimination,

Really enjoyed program; we had & long break in beginning after we had
explained the program; should have been more consistent in time line;
our materials would Sit in post office for 3 days; the end was awfu] -
too cramed together; I will use materials from beginning - spaced
throughout year. :

Part on quessing - deduction was important but was presented too

© Quickly, students need more practice; too close together - students

seemed tired of program near the end: did not show #9. -
Somet imes too long, but will use again,

Great.

Red fnk bad; made good points,

Enjoyed; no additional coments.

(ontent was excellent; red lettering poor; need to divide some in half.
0K but too long (kids only Tast 15 min. ); divide into one topic at
time.

Lontent excellent; need to present one concept/film (10 min./day).

Well done, but red Tetters bad, OK for fast kids, too long for slow

“Yids,

Very enjoyzble except 47 - kids thought it was boring (try color).
Well done, some long. o

(K, went well*- see evaluation forms.
Pretty qood; too long; spaceman great.

At first it was shaky; once in awhile teacher would not know vhen to
stop - but better at the end with beeps: very clever,

Kids enjoyed the characters; I would change red; it was good that kids
could react to characters,

Easier if teacher could work program by herself - hard to get; students
really enjoyed animals throughout; 1 still used board and red showed up
0K :

Kids really 1iked them; red was problen.

Excellent; red bad color, ‘ ,
Better once time to respond more accurate: kids enjoyed. )

Red bad color; occasional muffled sound; content qood, kids understood.

f

Tab]g 30

Teacher i

1D Practice Tests

01 Godd excet ny kids would.have benefited from mare practice - less
film, .

02 Pretty good, : -

03 At first too easy, then too hard; worthuhile; got kids used to new

- format. ‘ _

04 Too long; kids were tired of tests; tests were too hard but after taking
the ITBS - I understand why it was So hard - but maybe it would be
better to-make it hard for real test and easy all year - during

. practice; just some minor problems with items.

05  They got too hard too fast; [ understand why it was hard - especially

when [ saw the real ITBS; tests came too fast at end and kids got tired -
- of them; too long at end,

06 Sametimes directions were typed wrong; once I went through one set - |
knew how to give all; students enjoyed them until the end; very pleased
wnhmwmm[msmuﬁwtutﬁmwdomﬁmm-tomwyehm-
elementary. \

+ 07 Too close - space but over year - should be viewed a5 part of
curriculun; plan to use all practice tests next year - she will have
some students in third grade, '

08 Ho problen. - - -

09 Some better than others, a bit of a pain but did prep