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CHAPTER i: Introaduction
It is often said that a picture is worth a thousand words. But this is

* not always true; many pictures are not even worth a dozen words. The worst
offenders may be charts and graphs, pictures that are intgnded to convey infor-
mation more effectively than coi:ld be done using words and numbhers. But as

° anyone who has even glanced through the major n_at:ional news magazines knows,
charts and graphs often fall woefully short of t.'.his gorl. This book is about
the reasons why charts and graphs are all too often ineffective, uninterpre-

? table or semi-interpretable pastiches at b.est serving to make a page visually
interesting. The other side of this coin is, of course, the ways in which
charts and graphs can be made to be effe."ive, and much of this book focuses on

®
this topic.

Consider Figures 1.1 and 1.2, which appeared in Fortune magazine and the
Américan Scientist, respectively. what is wrong with Figure 1.1? Can you

. understand it clearly? Most people are quick to notice that the colors used to
draw the functions are too similar, and most people are confused by the taper-
ing shape. Now, what about Figure 1.2? This one is so awry that most people

¢ have difficulty simply discovering what the graph is about., But why? We could
hazard guesses., but this ci.lfearly is not the best way to proceed. What we need
is a systematic and well-motivated way of diagnosing the problems with specific_

¢ displays. At the end of Chapter 5 we will return to Figures 1.1 and 1.2, and )
see what more can be said about their shortcomings.

INSERT FIGURES '.1 AND 1.2 HERE

¢ This hook describes the results of an extended research program on how
charts and graphs convey information. This program has two major foci which /~

' ®




Iare‘played upon in the ambiguity of the title. éy *understanding charts and
graphs® we refer not only to the scientist’s analysis of charts and graphs, but
to the process whereby a reader comprehends them. Our first aim is to develop
a scheme for describing .2 analyzing the informat ronveyed in charts or
graphs. This scheée is designed to lay bare the particular problems inherent
in a display, if any. This analytic scheme is focused on the chart or graph as
an object in its own right, and its properties are described in”terms of how
the set of lines and marks on the page function as.a complex set of symbols
embodying information about objects or events in the world. The scheme is
oriented around a set of principles that must be obeyed if a display is to be
readily interpretable,

The second focus of the research program has been to develop a psychologi-
cal theory of the knowledge in the head of the reader and of the mental events
that occur when he or she attempts to read a graphic display. This theory, in
* part, provides the justification for the way we analyze charts and graphs, in
that our analysis is supposed to tap the features of charts and graphs thaé
make them relatively easy or difficult for a human reader to comprehend. Thus
there is, in fact, an interplay between the two foci of the program, the anal-

-4
vtic scheme and the psychological theory; the second provides the backdrop for

the first.

The research program we describe here differs from all other work on
charts: and graphs in two important respacts., First, it is comprehensive, Ue
consider charts and graphs at multiple levels of description, from lines on a
page to abstract mathematical symbol structures to concepts in a person's head,
and we consider charts and graphs intended for a wide range of different uses.
In addition, %n the course of developing our analytic scheme and theory, we

review most of the existing literature on charts and graphs and how people

1.5
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comprehend them. This review 15 not included solely for purposes of complete-

ness, however; rather, we use findings in the literature to help us develop
both the analytic scheme and the theory, partly by using the f£indings to justi-
fy the way we have chosen to procede as opposed to alternatives conqi. ‘2d by
others. Second, our system is figmly rooted in concepts developed in the study
of perception and cognition. As noted above, even our analytic scheme is psSYy-
chologically-oriented, ard is intended to reveal the ways in which a given
chart or graph is difficult for a person to interpret.

Why a psychological approach? T .

The psychology of the graph reader iS5 a running theme throughout this
book, and our empnasis on it is in fact the raison d'etre of the entire
research prcject on which the book is based. To a psychologist, the worth of
this approach is obvious, and we hope the fruits of our researcH as presented
here will lead the nonpsychologists among our readers to a similar conclusion.
But until now, few have explored the relations bhetween the design of good
graphs and the psychology cf the people who must read them. A search through
the psychological }iterature of the last century turns wp only a handful of
studies on graph reading, and the "how-to" guides for graph designers often do
not seem to make even the slightest concession to the fact that the intended
audience for graphs consists of humans rather than robots or Martians.

The reason for this failure of minds to meet, we feel, is fairly simple.
In everyday life, it is natural to think of our eyes as simple recording sys-
tems, registering the world as it is. But even a moment's reflection (not to
mention a century »f laboratory research) can show that this analogy can be
misleadirg. Consider the following examples. Cereal manufacturers can design
boxes that look twice as big as their competitor's, but do not qontain twice as

many cornflakes. We readily notice a gain or loss of 5 pounrds on a slim per-




son, but are oblivious to a weight change on an obese person unless it is many
tines more extreme. Rows of reflectors on a dim highway, or formations of
[ geese flying overhead, stand out perceptually as cohesive s$0lid objects; ani-
mals or airplanes ' blotchy camouflage are not seen as obje at all.
Naturally, these biases bpilt ints our eyes and brains will not disappear when
¢ we look at graphs instea.. of birds, and obviously an effective graph designer

wil)l do best by being aware of these biases. .
Incidentally, our knowledge of human vision has underscored not Oaly its
® deficiencies in comparison with mechanical optical systems but alse in many
cases, its superiority, and in others, sheer differen.es in operation. Check-
reading machines can record thoge odd-locking numerals at the bottom of checks,
¢ but unlike our eyYes. these mechanical visual systems cannot make head nor tail
of the names and dates printed at the top. People don't think shadows are
parts of objects or thet a tree lined up with a person is attached to him, but
o even the c¢leverest computer vision systems are prone to make such mistakes.
And c¢omputers in general are jindifferent as to whether a given set of numbers
enter their data bhanks as a pattern of black marks on a page, a pattern of
¢ beeps over a telephone line, a pattern of holes punched on a card, or a pattern
of movement of a joystick. But humans seem to prefer their numbers in graphic
form, even though lists of numbers (or for that matter precise patterns of
¢ rising and falling tones) can ¢ontain identical information. These peculiar
biases of ours, taken together, can shed light on the structure of our visual
systems, a structure that makes us unigue among optical information PrOCﬁS’STFI-:J
® devices., The details of this structure, in turn, determine the ease or diffi-

culty with which people with various sorts ©f training will extract various

sorts of information from various sorts of graphs.
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Applied Cognitive Science

This book is more than a psvchological analysis of charts and graphs or a
psvchological theory of how they are comprehended, although it is both of these
‘Jings. our approach is of a very recént vintage, expanding »eyond tradi-
t;onal boundaries of the field. In fact, this book represents the first com-—
prehensive program of its kind in the emerging discipline of "cognitive
science."” Cognitive science draws theory, methodology, and conceptual tools
from linguistics, philosophy, and computer science, in addition to psychology.
We have put to use many ideas and techniqﬁeé from this broader discipline in
developing our analytic scheme and processing theory. The core of our analytic
scheme is drawn from basic distinctions in linguistics and some ideas developed
in philosopny, and the backbone of our theory rests on concepts developed in
computer science, FPFurther, in addition to drawing on the psychological litera-
ture to buttfess our empirical claims we rely heavily on methodologies
developed in lingui;tics to test specific aspects of our ideas.

Thus, this book demonstrates how ;ne can "cash in" on tge abstract ideas
that have been percolating in cognitive science. Demonstrations of the applic-
ability of a hody of knowledge are useful for a number of reasons. First, the
value ;f obtaining the abstraFt knowledge is underlined if it can be put to use
{especially if the uses are unexpected clearly spinning off of the abstract
knowledge per se and not a Specﬁg} effort to discover something useful).

Nobody questions the wvalue of ékudying physics, if only because of the bounti-
ful harvest of technology from the pure research. Second, the mere fact that a
technology can be built upon the fruits of pure research is another‘kind of

evidence supporting the theories and general approach that guidéd the research.

That is, one metric of evaluation of a theory-is how well that theory not only

explains old datz and predicts new data, but how well it leids to the produc




tion of usefui phencomena or insights. And, of course: there 1S a third reason
why finding applications of cognitive science in particular is a good ideas it
pPromises to give us cdeeper insights into human products—-such as charts and
graphs~-and how to make . v n better. That is, we hope to use our the ~s and
general approach to research to tailor the things we use in everyday life such
that theY are maximally compatible with how we think-and what we are. This

book is one demonstration of how Such an enrterprise can proceed.

BACKGROUND
Even a2 casual perusal of the literature immediately convinces one that
there is a real need for research en charts and graphs. and that there is a

real need for a systematic approacH to the topic. Research on charts and

graphs is, in a word, scanty. Psychological Lbstracts lists about a dozen

studies conducted in the last Quarter-century, many published in esoteric
sources. The available literature falls into three c<lasses: “How to" books
for graph makers, graphic tools for statisticians, and laboratory research

which compares graphs to other media and investigates the comprehension of
charts inagfaphs in general. _We will consider this last category when gelevant
in the remainder of this boock, but let us get a sense of the general run of the
field by examining the other two classes now.

The }argest category of treatments of charts and graphs is clearly the
"How to" books (e.g., Brinton, 1919 Carrol, 19607 Haskell, 1920; Lutz, 1949,
Rogers: 1961). fThese books typically divide graphs into different categories
{(e.g., line graphs. bar graphs. pie graphs, and pictograms}, provide pointers

on howW to construct them (based primarily¥ on the author's experience), and

offé;fé/few rules of thumb as to which graphs should be chosen toO represent

Fl
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which types of information (e.g.., "trends should be conveyed by line graphs,
and proportions by pie graphs"). They also offer suggestions on improving the
clarity of graphs (e.g., "if overlapping lines on a graph are c¢luttered togeth-
er and hard to differentiate, exgand the vertical scale, draw the lines i:
different colors. or place the lines on separate grids"}.

ABlthough "How to" books may serve well as basic primers, their usefulness
to, the researcher is limited for the following reasons. First, althou&h the
conventional taxonomies of graphs reduce the variety of graphs to a more man-
ageabie number, they do not specify graphé in terms of the relevant psychologi-
cal dimensions, a prerequisite to predicting how easily the graphs will be
understood. Second, the rules of thumb on the visuwal clarity of a graph and
its approgriateness for representing a given.type of information are not based
on empirical studies of graph comprehension. Rather, they are bésed on the
intuitions of the autho;, which may be unrepresentacive or contaminated by his
or her professional prejudices. Purthermore, concensus among many authors over
a set of rules of thumb may not be an adequate indicator of their soundness.
These "How to" books follow each other's presentations closely. and they may
simply be pcesenting an arbitrary, inscitutionalized conventional wisdom.
Third, the Iules of thumb describe comprehensibility in vague, global terms.
The problem with this is that while readers may report that 9raphs constructed
according to these dictates are easy to understand: the informatio? they det
from the 9raphs may be distorted in subtle but important ways--such as the
reader seeing merely an increasing trend when the graph should specifically be
depicting an exponentially increasing trend. Finally, the rules of thumb do
not illuminate in aéy obvious way the cognitive processes involved in graph
comprehension, which must be understood if psychologically-motivated principles

of graph construction are ever to be developed.




Nevertheless, the "How to" books 4o have some uses. First, they provide

large and varied samples of graphs giving us the opportunity to test the power
of any analytic scheme {as will be discussed in detail in Chapter 5). Second.
the rule. thumb may hav heuristic value--if one rule seems particularly
plausible, it can direct attention to one aspect of a graph and scme operatiné i
principle of a ceognitive component, suggesting an area of potential research.
Finally, once a solid theoryY has been develoﬁed, a test of its adequacy can be
made by returnigg to the rules of thumb, and noting how well the theory can
explain the effectiveness {or lack thereof) of these rules.

P second source of insights on the use of graphic vechnigues comes from
statisticians (e.g. Barnes, Pearson, and Reiss, 1955; Duntemann, 1967; HMullet,
1972; Tukey, 1971; Wainer, 1974; also see the "Teacher's Corner" feature of The -

American Statistician). The statisticians offer ways to graph data thac make

certain properties of the data salient. The psychological hypothesis under-
lying Ehese graphing touls is that a statistical c¢oncept or parameter can he
most easily grasped if it is displayed‘as a {preferably unidimensional)} visual
parameter like length or size. In addition, there are sowetimes more specific
hypotheses--for example, consider Tukey's (1971) suggestion that the human
visual system is better adapted to judging the degree and type of scatter about
a straight line than about a curve. This notion led Tukey (1971} to sSuggest
that when one wishes to depict goodness—of-fit of an observed to a theoretical
distribution, one should use a "hanging histogram" instead of a conventional
one. In a hanging histogram, one end of each histobar is anchored at the line
representing the theoretical distribution function and the other end "hangs"
dowg toward the abscissa {see Figure 1.2). This allows one to assess all of
the histobarq relative to the same horizontal line--a task thought to bhe easier

than gauging the scatter of the upper ends of the histobars about the curved
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line representing the theoretical distribution in a conventional histogram.

INSERT FIGURE 1.3 HERE
Unfortunately, these suggestions are not much more valuable for the pres-
ent purposes than are those of the “"How to" ks, Their effec® iveness is
unknown, they ars seldom tested empirically, and in one instanc. in which a

suggestion was tested (Tukey's hanging histogram proposal, in fact), no advan-

b

tage over conventional techniques was found {Waingr, 1974}, In anv case, since
the techniques are deaianed for highly specific t};es of information, their
relevance to the cognitive processes involved in éomprehending gré;hs is un=+s
clear., The usefulness of the statistical tools, then, is similar to that of ¢
the "How to" books. They have a heuristic function, leading ona to test thear

predictions (especially their specific predictions about visual classification

processes), and to search for explanations for those predictions that are

o
confirmed. Lo

Thus, we are forced to rely on the empirical studies of graphic comprehen-
sion, which attempt to collact data supporting a gi;en claim. Without such
data we simply have no idea which notions should be taken seriously and which
maerely seemed like good ideas at the time, But first we need a way of making
sens; of the data, a way of structuriny the issues and investigations that will
2llow us to draw out the pré&kical impact of research findings. Thus, in the
following chapter we develop a conceptual framework for characterizing charts
and graphs. This framework is then used in the tws follcwing chapters, in
which we review the empirical findings that bear on esach of our operat;ng prin-
ciples. We will cast a somewhat critical eye on these findings, attempting to
cull ;ut those which are so methodologically flawed as to be of dubious value.

?
In point of fact, most of the studies of charts and graphs in the literature

are not much more useful than the "How to" books in the statisticians propo-
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sals; they too should hest be regarded more as a heuristic Source of sugges-
tions than as the genuine foundation for a body of research. Many of these
studies confound perception and memory; all simply tally errors rather than
scaling perceived values of a graphed variable psychophysically: and most of
the studies perf. .ed prior to the 1960's exhibit serious flaws in their design
(e.q., failing to counterbalance érder of presentation of conditions, using
only a single set of data to ke presented to the subject in each format, not.
informing the subject of what should be attended ;6 in the graph, and providing
ambigaous instructions) . However, there are ample findings in the mainstream
psychological literature that 4o pear directly on the perception and comprehzn-
sion of charts and graphs, although they have not previously been regarded in
this way. We will consider these findings and then implications in conjunction

with new da*a we will provide along the way.

Using this book

This book can be read in two ways. Each chapter develops some ideas per-
taining to graph comrmunication in some depth, often reviewing a sizeable body
of literature. We hope that the reader interested in actwally studying charts
and graphs or in further developing a scheme like ouyxs will find these techni-
cal details important. For che reader interested in simply obtaining some
practical guidelines to desiéhing better charts and graphs, it might guffice
simply to skim the chapters and focus on the conclusions. However, it is our
hope that graph designers will become increasingly aware of the psychological
makeup of the audience for their creations, and thus we wog}d ancourage graph
designers to try to absorb the psychological rationales for the guidelines in
addition to the guidelines themselves.

Overview of the hook

This book has three distinct sections. The following chapter develops the




analytic scheme, an integral part of which are a set of "operating principles”
which must.be adhered to if a chart or graph is to communicate effectively.

The principles themselves are developed in éetail in the second major section
of the book. fThe initial principles stem from weli-er ™1li- facts about the
human perceptual system such as t@ose mentioned earlier in the introduction,
and thus there is a sﬂbstantial body of lahoratory research that pertains to
them. This literature is reviewed ani the morals_ﬁor the chart and graph maker
are distilied. In addition, there are principles that do not emerge from th=2
study of basic perceptual processes, but are revealed only when we examine how
the eye and mind interpret charts oc¢ graphs per se. These principles are de-
rived in pa;t by using an inductive methodology that has proved highly success-
ful in the study of human language. We gathered a large representative sample
of charts and graphs, assessed how easy or difficult each one appeared to us,
and treated these judgements as empirical data about graph readers (in this
case, ourselves) in need of explanation. As a first step towards that explana-
tion, we formulated the smallest set of principles we could find that concisely
categorized the problems we experienced in interpreting the graphs in our sam-
ple. The data we marshall in support of these principles is akin to those used
by linguists concerned with Qeveloping grammars. Such grammars are developed
and tested by considering which strings of word; form proper sentences and
which do not, and whyY. Instead of sentences, however, we construct minimal-
difference pairs of d.splays, vith the difference batween them reflecting a
difference in the operation of a spe;ific principle. If one display is clearly
inferior to the other, we réason, and this inferiority is localized to that
aspect affected by the principle in question, then this provides support for
the psychological validity of the principle. In most cages the inferiority of

oue member 01 @ Palr is overwhelmingly obvious, and hence the reader's intu-
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itions can be treated as a kind of da&a in their own right. But we have taken
the precaution of collecting data from naive subjects to butress our claims
about the effects of violating our operating principles. In the final chapter
of this 1 %le section, we summarize the details of a survey of a representa-
tive sample of charts and graphs grOm a wide variety of sources, giving the
reader some sense of the most common sins committed by graphic artists. We
also include here the short form of our analytic scheme; which can be used by
anyone to evaluate a chart or graph. This scheme has been validated and
assessed for reliability, as described in.this chapter. The first chapter of
the final section of the book consists of a description of new psychologlcal
theory of graph comprehension; a theory of what we know when we know how to
read a graph: how we use that knowledge when we read a particular graph, and
how we attain that knowledge to begin with. The theory uses a large b;dy of
research on perception, cognition, and memory to integrate the conclusions of
the previous chapters a..d to generate predictions for future research. Next we
offer a set of gu’ “21lines--based on both the theory and the analytic scheme--
for constructing charts or graphs. &and in the final chapter we show how the
present project can be generalized to the dssign and use of maps. diagrams and

other sorts of visual displays.

.
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CHAPTER 2: CHARACTERIZING EFFECTIVE GRAPHIC COMMUNICATION

Everyuile has had the experience of opening a well-known national news
magazine and puzzling over & chart or gr ™, . trying to figure out what it is
about and what it is supposed to bes telliung ih; reader. Often one can point to
some aspect of the offending bit of graphics and say that those lines are too
close together or that mislabeled axis is the root of the problem. But o.ten
one is not so sure exactly yhat is wrong and unabie to tell the artist how to
improve his or her work. In this chapter we develop a scheme for describing a
chart or graph that has led to a systematic ;ay of characterizing what is
right; and wrong: about any given chart or graph. Because of the way the
scheme Qas designed, it should be easily ..ed to describe any unambiguous chart
or graph in a straightforward way. When it cannot be easily applied., this is
like a red flag waving, telling us that there is something wrong. W%e have
developed--and tested, as will be described later--a set of principles that
should be adhered to if a chart or graph is to be effective, and usually one of
these principles (to be descriwed shortly) has been violated when the scheme
cannot be used easily.

Types of Visual Displays

There are numerous and ;aried ways in which people illustrate ideas or
concepts.’ Cartoons, for example, can illustrate the artist's impressions by
subtle variations of the thickness of a line (making a politician appear to
have a heavy, caveman-like brow). Similarly, M.C. Escher's bizarre visions can
force the viewer to see things in a new light. But these artistic uses of
visual media are not the topic of this book., We are concerned with how quanti-
tative information and relations among qualities are communicated graphically.
These displays necessarily use symbols--marks that are interpreted in accor-

dance with convention. There are common types of "symbolic" displays, which

13 1
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differ in terms of what information is communicated and how information is

communicated.

Graphs are the most constrained form, with two scales always being
required and values or sets of values being associated via a "pairﬁﬂ with"
relation that is always symmetrical. )

Charts are less constrained Secause the entities being related are less
constrained {(they can be depictions, rames, or nugbers) and there is a wide
variety of possible relations {practically anythinﬁ). Nevertheless, charts
have an internal structure, where entities must be visibly connected to other
eptities by lines that serve as links. Thes; links can be labeled or
unlabeled, girected or undirected, and need not simply pair entities, *

Maps are unlike charts and graphs in that they are not entirely symbolic:
a part of a map corresponds nonarbitrarily to a part of a territory that is

ctured. The internal relations among parts of a map are determined by the
internal relations of what is pictured. However, maps usually include a sym-

bolic component {e.g., different colors representing different population), and

labels are paired with locations by superimposing them.

Diagrams are schematic pictures of objects or entities. These can be
picturable objects, such as parts of a machine, or abstract concepts, such as
forces acting on the parts. -h diagram is symbolic in that special symbols
{e.g.. cross-hatching to illustrate curvature) are used; a photograph.is not .
symbolic because no “convercional” means of representation ara exploited.
Unlike charts and éraphq, the parts of a diagram correspond to parts of some
actual object or entity; and unlike maps, parts of diagrems do not represent
locations of a territory. |

Finally, tables are the least constrained and most general of the lot. a
table can have words, numbers, or piclures. They can be arranged any way the

des’ juer wants (providing, of course, that the arrafigement allows the reader to

14_
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extract the necessary information--but we uill‘get to this shortly). 1Instead i
of numbers representing the population of éach state, the illustrator can pre-
sent a map-like drawing where the size of the state represents the number.

Note that appearances notwithstanding, such an illustration is not reelly a
maP: it yseg the shapes of the st as labels; the actual spatial relations
among the states is irrelevant for the purpose at hand. The states could be
broken into four main regions, north, south, east and western reqgions, if it so
suited the artist—--or even listed in a column in alphabetic order. Tables,
unlike charts and graphs, either have no internal organization or are organized
globally. A set of balloons whose size cdrrésgonds to the amount a politician
has talked a given day uses $ize as & numerical value, and the order of the
balloons is irrelevant. In some cases, however, the relation to row and column
headings is important:; the immediate pairwise relations among entries always is
irrelevant.

In this chapter we concentrate onh a detailed treatment of graphs, and to
sope extent charts, for a straightforward reason: graplis are the most general
form which at the same time very is co;strained. That is, there are numerous
different types of graphs--line, bar, surface, divided bar, pictograph--and yet
the way they function to communicate information is well-structured. A&lthough
some display types, such as maps, are more constrained (the shapes must resem-—
ble those of the regions being represented), they are also less varied., We
hoped thac by understanding charts and graphs we would develop a system rich
enough to encompass all of the types of displays. In this case we would for
the most part simply "relax” various stictures for making a good chart or graph

when considering making a good map, diagram, or table. Thus, our appreach in

this book will be first to understand the most structured and demanding cases,
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¢ where graphs are used to communicate detailed information ¢learly and con-
cisely. We then will turn to special cases, where only some subset of the
complete informatio.. need be conveyed, and will consider variants on the
-
standard graphic rormats and varieties of other display types.
This chapter has thre. .ajor parts. We begin by outlining the foundations
of our analytic scheme. E‘ollowi.ng: this, we present the analytic scheme-itself;
¢ filling in more details about the basic ideas and how they were impleme;lf&q (in
particular, we introduce the "operating principles'"' here). Finally, we prese\nt\
two examples of how the scherﬁe is actually used to analyze charts and graphs.
Py -
I. ‘THE ANALYTIC S7THEME
A, TWO FOUNDATIONS
®
The analytic scheme has two deep taproots. The first is the literature on
how humans process viswal input, and the second is *he so-called theory of
©
symbols.
visual i.nf.ormati.on processing
’ A wide range of activities is interposed between that instant when you
¢ first fixate your gaze upon a visuval display and that moment when you success-—
fully extract some given information from it. Tha explosion of interest in
e
cognitive 'psychology in recent years has given us a general framework for
o talking about these activities and has given us a rich body of literature
concerning their operation. An effective visual display must not reguire use
.of mental operations people cannot perform, and must be easily dealt with using
. the operations we do not have at our disposal. Thue, it will behoove us to
consider briefly now (but in more detail shortly) what is known about visual
information processing, and then to corsider how to use this information to
o diagnose bad displays and guide in the construction of good ones.
€ o
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Insert Figure 2.1 about Here

IConsider Figure 2.1, which is a very simple schematic of three main types
of visual processing. The left most box represents "sensory information
storage". The information present in an aft+ “wmage is in this kind of storage.
It is very brief (for only a few tenths of a »':ond) and contains virtually
unlimited information during that.tzme. The middle box is “"short-term memory"
(the word "memory" here is being used as in a computer's memory--a place where
winformation is kept)., The information, stored here.is usvally accompanied by
some conscious experience (such as of saygng a word to oneself), and can be
held in sbhnrt-term memory by rehearsal (rote repetition). Information only

stays in short term memory for a few seconds unless actively rehearsed, and

only a smzall amount of intormation {(about 4 groups of items) can be held in

this store at the same time. Short term memory is important nerz bgrause it is
the locus when conscious re-organization and re-interpretation takes place, and
its limitations sever.ly affect what kinds of re-organization and re-interpre-
tation can take place (as will be discussed shortly). Finally, the right-most
box is "long-term memory". This memory stores a huge amount of informdtioﬁ for
an indefinipe amount of time; your childhood memories, your telephone number,
and thé name of your favorite book are all stored here, as well as your know-
ledge of arithmetic and how ;érious types of graphs (e.g.r, line vs bar) serve
to communi.,ca te informa t:i.pn.

In Figure 2.1 are schematized a number of properties of our visual infor-
mation processing systems that affect reading charts and graphsl(alOng with all
other visual stimuli). Four of these properties pertain to how information is
® . ]

transferred from sensory-information storage to short-term memory (and hence

Ainto awareness). First, if the stimulus is too small or not contrasted enough

witi a background, you will simply fail to see it, The discriminability limits

of the system must be respected if any further processing is goiny to happen.
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Second, there are well-known Systematic distortions in size and other proper-

ties of objects. For example, if you estimate the relative areas of two

“ecircles, you are very likely to underestimate the size difference. These dis-

tortions are reasonably-well understood and can be avoided o compensated for
in a display {as will be discussed in the following chapter. Third, some
aspects of a stimulus are given géiority over others; we pay attention first to
abrupt changes of any sort {e.g., heavier marks, brighter colors). Fourth,
stimuli are organized into coherent groups and uniks by the time we become
aware of them. Much of this organization is "automatic", not under voluntary
control, and jis determined by reasonably-vwell understood preperties of stimuli
(e.g., proximity of elements). The grouping imposed by these automatic pro-

cesses must be respected if a chart or graph is to be seen the way a designer

intends.

-

Given that information has been transferred from sensory-information

storage, the next constraint we must consider is the capacity limit of short-

term memory. If too much information must be held in mind at once, a person
will be unable to perform a task. Thué, the complexity of a display will be a
major factor in determining its comprehensibility. Once a display is jpn short-
term wmemory, it is described. Tall bars, for example, are described as
“"large". A picture of a talf tree standing for a bar in a bar graph will be
described-both as a tree and as large. The description assigned here on the
basis of the appearance of a display must correspond to one stored in long-term
memory if it is to be interpreved correctly. And the way a display will be
interpreted depends on which stored information is most closely associated with
the description assigned to the display. If a line is described as "steep" it
will be taken Lo represent a "sharp rise" in prices or whatever;’if it is des-
cribed as "shallow" it will be taken to represent a “"slow rise" {even if it is

-

the same information, jusc graphed on different-shaped axest).
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Finally, in long~term memory the major constraint is a person's knowledge.
If a person does not know the meaning of a word, or of a pattern of lines form-
ing the framework of display, he or she will have trouble associating the
description of the display with the correct interpretat’ In addition to
general background knowledge, knowledge of the task at hand can have some
important consequences: if the ingtial description of the display does not
correspond to any stored information, knowledge of the task at hand can lead
one to consciously re-organize the pattern, leading to new description and a
new’attempt to.interpret the description against stored information. For
exampie, if one sees a Star of David, one will organize that as two overlapping
triangies. If asked whether there is a hexagon in the pattern, one will have
to reorganize the pattern before Seeing the hexagon in the middle.

The foregoing activities are relevant whenever one is trying to interpret
what one sees. The details of these activities have yet to be specified (in

chapter 6 we present opne theorv) . but the basic kinds of operations seem clear

enough. We certainly know enough about each operation and properties of the

N .

system to apply this knowledge to the designs of visual displays. The "Psycho-
logical Maxim" is straightforward: Do not design a display that overtaxes the
human information processing system. The analytic scheme we have developed is
in part a systematic way of discovering whether a given display has violated

this maxiﬁ. And if so, our scheme is designed to reveal exactly how a display
offends our processing abilities and exactly which abilities have been anprof

mised.

Symbol systems

The second foundation of our analytic scheme is the theory of symbols.
Somz aspects of charts and graphs have nothing to do with the operation of the
information processing system. ‘They have to Jdo with the very nature of how

symbols operate. In the jdeal case, a chart or graph will be absclutely unam-




biguous, with its intended interpretation tiansparent upon the first glance.
One way to think about this sort of unambiguity is in terms of mappings between
symbols and concepts. If the graphic display is treated as a complex symbol,
then we wapt a unique mapping between it and one's integpretation of it.
Goodran (1%..) has characterized systems that have the groperty of unique
bidirectional mapping between a sémbol and'concept as being “notatxonalf“
These sSystems, such as musical notation, are much'stronger than we need here.
In them there is not only a single way of interpre;ing a given symbol, but
there is only one symbol that can be used_fo; any given information. Our
requirement here is less stringent: given a symbol, there would be only one
way to interpret it. Thus, for present purposes, there are two important uyses
of the basic ideas underlying notational systems.

First, we are concerned with the external mappings between the marks on a
page and the interpretation of their meaning. It is important that the lines
on the page be read as intended and have the intended effect on the reader.
Second, there are internal mappings, which specify how marks in a chart of
graph are paired with other marks; this i; especially important when a key is
used, indicating how labels should be paired with different lines.

In Goodman's scheme, the first distinction of importance for present pur-
poses is between a "mark" (aiéo called an "inscription"), a "character class,"
and “compiiance class.” A mark is a configuration of lines, such as "A". A
character class defines which groups of marks will be classed as equivalent,
such as "A" and “"a". A compliance ciaSs 1S the referent, the semantic inter-
pretation, of the character class, euch as "first letter of the alphabet."

The' distinction between a mark, character class and compliance c¢lass is
useful in allowing us to contrast cases where marks do and do not map into a

character class. If a physicai mark maps directlyY into the compliance class,

variations in the marks (such as weight of the lines used) are information

20.. 2,
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conveying -~ which nheed not be true if a mark merely signals a character class.
The distinctiopybetween marks that map into a character class and ones that map
directly into a compliance class is the distinction between a sign, which is
arbitrarily related to the thing represented (e.g.,."c“ could have “een used as
another mark for the character "a"), anc . depiction, in which mat & are non-
arbitrarily related to the represénted information.

Kosslyn (1980) offers a set of formal criteria for distinguishing between

il

marks that signify and marks that depict. Briefly, marks that depict have the

il

following properties, none of'which are necessarily shared by those that signi-
fy. First, every portion of the mark jis a m;rk of a portion of the referent.
The symbol "** depicts a particular snowflake if every arm, e.é., HEvn. corre-
o
sponds to a part of the snowflake itself. Second, the distance between all
portions of the mark correspond to fhe distances bhetween the corresponding
portions of the object itself. Third, the lines used.to inscribe a mark are
not arbitrary. That is, given the foregoing two criteria, as soon ags "'* énd
"-" are used in inscribing the mark used to represent "*", the size and posi-
tion of the remaining lipes of the mark representing the snowflake are
detérmined. In contrast, any configuration of lines can be defined as an
instance of a character class. ’ ‘

Goodman offers five disélnct formal requirements for a "notational sys-
tem.” A ﬁotational system allows one to represent information precisely and
unambiguously. English, then, is obviously not a notational system sinée am-
biguous words or sentences are possible. Musical notation, however, meets the
requirements of a formal notational system. Even though notational systems are
stronger than we need for present purposes, it will behoowve us first to consid-

er Goodman's five requirements for a notational system here; following this, we

will trim these requirements down to meet our present needs. Two of these
R}
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¢ requirements are syntaztic, concerning only the properties of marks and charac-
ters, and' the other three pertain to the semantic interpretation of the
symbols.
®
Th- two syntactic properties are simply put. First, one should not be
able to qap & given mark into twe diff_erent character clas .«4. Goodman calls
this property “syntactic disjointr{ess." Second, one in principle should be
" able to decide into which character class a given mark falls. Goodman calls
+ .
this property "syntactic firite differentation."” .In other words, the first
‘ réquirement states that marks must be unambiguously interpretable in principle,
¢ .and the seconchtates that one should be abl;a to tell one mark from another so
that one can interpret a given mark. It is important for present purposes to
note that the second regquirement can be ea.sily violated. Consider an example
. * where lines of different lengths are used as marks and where any difference in
length, no matter how tiny, affects the character class into which the mark is
mapped. Mow, in this case betyeen any two marks an infinite number of others
. exist, and s¢ %00 with any two characters. Giv_e.n that no physical measuring
instrument is infinitely precise, this kind of situatlon violates the regquire-
ment of “"syntactic finite differentiation,” since one cannot decide precisely
. which character class a given mark signifies. In this case, the representa-
tional system would be calleci' "syntactically dense." An example of a syiitac-
‘tically differentiated system is a digital clock. wgere every reading on the
d clock (i.e., every mark) is distinctly identifiable and maps into one character
class {and hence, the system is also syntactically disjoint). Aan example of a
syntactically dense system is a dial clock sith no tick marks. Now every posi-
. tion of a hand is a different mark, which signifies a different--although not
uniquely decldable--character {time). This system is also syntactically dis-
joint because no mark maps intd ‘more than one character, although it is impos-
! sible to idantify discrete marks.
~ 9 ?
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The.three semantic properties of a peFfect "notational system” are con-
cerned with the way in which one interprets the meaning of marks; in Goodman's
terms, they are concerned with the way in wﬁich characters are mapped into
compliance ¢lasses. Tﬁe.first two properties parallel the sfntactic ones dis-
cussed above., First, two semantic categories (compliance classes}_should not
overlap so that they share memberé {as often happens in English). In other
words, this “semaptic disjointness” property proscribes ambiguous'marks. Sec-

. .
ond, in a potational system one can identify the cbmpliance class into which a
given mark should be placed. that is, the System has "semantic finite differ-
entiation.” If one cannot decide which inte;pnetation a mark should be given,
the system is "semantically dense."” So, for e§§mple: a digital clock is seman-

- t

tically differentiated because every reading has an identifiable mganing {(and
is semantically disjointed because each reading has only one interpretation}.

- I .»
A tire pressure gauge, in contrast, is semanticallv dense because every reading

on the continuous scale has meaning but one cannot assign a precise meaning to

- any given reading (because between every two readings are an infini“e number of

v
-

other ones, precluding precise agsessment of an individual reading). However,

ey
if a tire pressure gauge is marked off in discrete intervals., and all readings
® . : )

within an interval have the same interpretation, now the system is semantically
differentiated. Finally. the'las: semantic requirement is that all the marks

of a given character class should have the same compliance c¢lass. Another way

"of putting this is tha* if marks'can be mapped into a character class, the
1

semantic inserpretation is &4 terms of the character am; not the marks
directly. )

For present purposes, we have found‘it useful to streamline Go;dman's
scheme considerably. ﬁe are interested in identiff?ng cases in which there is

a failure to have an unambiguous mappin¢, between marks and meanings in a chart

or graph. In all cases, when such a problem has been identified it can be

Q .
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ameliorated by changing the marks used in 1;he chart or graph; even when a label
is -ambiquous, a new word Or two can be substituted. ‘I’hué, we are not es‘;ecial-
o ly interested in pinpointi.nfj a lack of differentiation o7 4isjointpess at the
level of syntax or semanti~s. Given that a relev(aﬁ{co' ' *_and distinction
exist ip the readership po, slation, we can nerely be concerned with being sure
® that the external mappings from me;rk to meaning are in fact unambiguous by
ascertairing that the marks are differentiated anc_l the intgrpretati.on is dis-
joint. For internal mappings, we will be concerne;i with part-for-part corres-
° pondences, which again vequires differentation and disjointness of the relevant
' parts,
° B, THE DESCRIPTAVEZ PROCEDURE
: . We have two broad classes of factors that must be considered when design-
ing a chart or graph. & display must not overly tax our information processing
. abilities, and it must not be ambiguous or deficient in necessary i’nformation.
We have designed a system for describing any given display that allows one to
’ diagnose problems--either psychological or formal--with the display. The sys-
® tem can only be applied easily to a perfect displays when there is any problem
' in using the system, this is like an alarm sounding, serving to alert one to a
problem. The particular prob.lem is revealed by where the system breaks down,
P and the we;y in which it breaks down. The system has three components, the
description proper, the diagnostics, and the evaluation. .
‘ V. Generating a Description
'. - . A description of a chart or graph is generated at three levels, and at
each level the description is in terms of a set of components apd relations
amo;ag them, as described below. .
® a) Syntax, Semantics, and'Praqmati.cs
' We begin by describing charts and graphs with respect to three broad
‘ classes of properties. The syntactic properties are those of the lines them-
a o .
: & !




selves; here the 1ines/ are not interpreted in terms of what they represent but

are treated as entities in their own right. In this case, configurations of
s lines are classified as falling into a sét of “form classes,” and the way these
‘ configur, ns are organized together is specified. 1In our analysis, these

form classes correspond to the major "basic lev ." constituents of charts and

graphs, as will be described in the following section. The Semantic properties

¢ .
are the direct meanir;gs of the configurations of !.i.nes, what they depict or
) signify. fThe semantic analysis is the literal rea‘Jing of each of the compo—~
® nents of a chart or graph and the literal_meaning that arises from the rela-
tions among these components. Finally, the pragmatic properties characterize
the ways in which meaningful symbols convey information above and beyond the
® direct semantic interpretation of the symbols, At “the level of pragmatics in
language, for example, the question "Can you open the door?” is not really
comprehended as a question; rather, it is a request to open the door. The
° conveyed meaning in this case is quite different from the literal semantic
‘ interpretation; pragmatic overtones of wvisual displays hinge on the particular
description assigned to the visual properties of the display (e.g., "steep" vs,
® "shallow" lines are seen as differxent, even if the same data is presented).
b) "Basic Level” Graphic Constituents
We distinguish among four "basic level” constituents of a chart or graph .
® Our noti.or; of a "basic level" is directly analogous to how Rosch (1978) con-
\ ceives of the notion cf a "basic level" in categorization hierarchies. 1In
categorization, the basic level is t'he one that is as general as possible while
® still having as similar members as possible. For example, "apple,” and not
Yfruit” or "Delicious apple”, is the basic level ing the hierarchy of inclusive-
ness defined by those names, because that category jcaptures the most exemplars
Py that ~re still very similar; going down the hierarchy results in fewer
exemplars in the category, say Delicious apples, whereas going up the
hierarchy, to fruit, results in the exemplars not being very similar to
¢ o ‘ - . .
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each other. Similarly, our basic level grgphic constituents seem to be the
most general way of classifying the components of a chart or graph that still
have a high degree of simllarity among the differené instances of the class.
However, in our case the similarity is not in appearance, but in function, n
the role a constituent plays in how information is represented .- a displa,.
The four constituents we use are éalled the framework, the backgrdund. the
specifier, and the labels. These constituents are defined at the level of

semantics, in terms of the information directly conveyed. Figure 2,2 serves to

illustrate these basic level constituents for a typical charc and graph.

- L

Insert Figure 2,2 Here

The framework. The framework "sets the stage” whereby the specifier

material can specify the particular jnformation being conveyed. The framework

represents the kinids of entities being related (e.g., year and oil production},
but does not specify the particular information about them conveyed by the
display {e.g., the amount of oil per year}. The framework often has two parts,

defined partly at the Lievel of syntax: The outer framework extends to the

edges of the display and serves the role just described; the inner framework is

nested within the outer one ami often intersects elements of the specifier.

The inner framework f{often a grid or regular pattern of lines) usually func-
tions simply to map polnts o; the outer framework to points on the specifier.
In most céses, the framework serves to organize the display into a meaningful
whole at the level of syntax. 1In some ¢harts, however, this is not true f(e.q.,
see Fiqure 2.2), although the framework still functions semantically as
described above.

The background. It is important to distinguish the framework from the

background of a chart or graph. The background serves.no essential role in
communicating the particular infczmation conveyed by a chart or graph. If any

given background were removed, the chart or graph would still convey the same

26
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information at the level of semantics., Although any given background is not a

f
necessary part of a chart or graph {often the background is hlank}), occasion-

«~ ally a patterned background, such as a photograph, can serve to reinforce the
information in a chart or graph at the level of ~agmatics (e.g., dead soldiers

in a graph apout the horrors of war); a patterneu background can also interfere

with one's ability to read a disPiay, as will be discussed in detail shortly.

The specifier. The specifier conveys the particular information about the
entities represented by the framework. The specifier usually serves to map

elements of a framework (actually present or inferred by the reader) to other

*

- i

elements of the framework. 1In graphs, the specifietr is often a line (serving
to represent a function) or bars which pair values on the x and y axes speci-
fied by the framework. 1In charts, the specifier material is often directed

arrows connecting two boxes or nodes.

The labels. The labels are alpha, numeric or depictive (i.e., pictur;s)
and provide an interpretation for another line or part thereof (which is a
component of either the framework or the specifier).

In additvion to describing these constituents in terms of their syntactic,
semantic, and pragmatic characteristics, we also describe the interrelations
among the const’tuents. Much semantic information, for example, arises from

the ways in which the components are physically juxtaposed. In addition to

simply assigning lines to one of the three basic level ‘graphic constituent

@
classes, we also describe the constituents in terms of their subcomponents (for
example, the framework of the graph illustrated in Figure 2,2 is composed of
two lines that are organized such that one js horizontal and one is vertical
@
and they meet at the lower left side of the horizontal line). The subcompo-
nents are described in terms of simple “Gestalt wholes" {such as line segments)
and thi relations among them. At one time, we considered introducing a set of
®
"&Eif%t;ve element3” and relations which would provide a fixed "alphabet of
o
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shapes™ to be used in all our analyses. This proved very difficult to do,

howevert and proved to be totally unnecessary for ogr purposes. The wide vari-
ety of charts and graphs seems to preclude specification of a reasonably small
set of discrete elements from whirt all charts and graphs can be constructed,
but even if this were bossible, t. 2 important variations seem to occur at what
we have dubbed the "basic level" ;f organization into the graphic constituents

noted above.

2. The Diagnostics

If a chart or graph is uwnambiguous and ?asily read, one should be able to
assign an unambiguous description to it. Whenever one has difficulty in des-
cribing it, however, this ic an indication that the display is flawed. At this
point one tries to categorize the flaw using two classes of diagnostics.

a} Operating Principles

Many of the problems with a display can he linked to violations of princi-
- e5 that describe the operation of the human visua) system. These violations
can occur at each of three levels of description.

Syntactic Principles. fThese principles describe constraints on how lines
AT

may be interpreted and organized. A syntactic problem is not tied to the lines
ha;ing a specific meaning, but hinges on problems with extracting any meaning
from lines. If these principies are violated, one either cannot read a chart
or graph (w#ithout, perhaps, the aid of a magnifying glass and ruler), will
systematically distort information when\ reading it, will rend to have diffi-
culty organizing it correctly, or will find it difficult to hold the number of
relevant lines in mind at once. These principles summarize what we know about
how information is transfered into, and retained in, short-term memory.

Semantic Principles. These principles desecribe constraints on the wdys

patterns of marks are interpreted. A semantic principle is tied to how a
spec.fic meaning can be extracted from a configuration of marks. fThese princi-
ples were derived primarily through a review of the literature on how people

-
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will spontaneously describe a visual display, and on the kinds of concepts
people must have to understand charts and graphs. If these principles are
violated, people may become confused in interprecing the meaning of a chart or

graph.

Pragmatic Principles. The pragmatié prin wles describe t ways people
in our culture customarily import-more meaning than is actually conveyed on the
page or the ways in which context interacts with display comprehension. These
principles were derived through an analysis of a éét of charts and graphs, as

will be described later in the bodk.

b} Formal Principles.

These principles are special-purpose formulations of those underlying
Goodman's concept of a notational system. They describe aspects of charts and
graphs that must be respected if the chart or graph is to be unambiguous.

3, The Evaluation

a

The final basic idea of our analytic scheme is th;t charts and graphs are
created Wwith a specific purpose in minds they are intended to allow a reader
to answer certain questions and not others. Th;s, although an operating prin-
¢ciple may be violated the.chart or graph may not be impaired -- it may still be
able to serve its purpose adequately. For example, the graph illustrated in
Figure 2.2 violated what we will call the Principle of External Mapping (a
formal principlé) because the points on the function do not correspond
unambiguously to points on the axes. But this is not an impairment in the
graph, given its purpose. In fact, when graphs are used as idealizations to
present & general principle, the additional information necessary to totally
disambiquate the display may distract from the purpose (see our principles of

processing priorities and limitatibns, to be discussed shortly). fhus,




dlthough our scheme faithfully exposes every little detail that violages an
operating principle, not all of these violations may be important. wWhether a
violation of a principle renders a display ineffective depends on the purpose
to which the chart or graph will be put. The scheme errs on the =ide of being
tco conservative, 1eaving_it up to the human user to discount pa-‘.cular viola-
ticns ‘as he.or she sees fit. Thié was the only real option, given that all
other alternatives run the risk‘of not exposing potential problems with the
chart or graph. Later in the book we will preseng a detailed theory of ﬁow
people éctually comprehend wvisuwal displays which will then guide us in applylng
the principles themselves. Before developing and using such a theory of
information-processing, however, it will behoove us to explore the usefulness

of the general approach being taken here.

, 11, USING THE ANALYTIC SCHEME

Our scheme produces a description of any given chart or graph at three
distinct levels of analysis, the syntactic, semantic, and the pragmatic. The
'description revolves around characterizing the basic level constituents noted
above, namely the framework, background (if present), specifier and labels, as
well as the relations among them. In the course of discussing how the scheme
assigns descriptions to charts and graphs, we will introduce the operating
principleé. These principles will be described only briefly bere; in later
chapters we will flesh out the details of each principle. This exercise will
provide detailed guidelines for evaluating displays and also will provide
requirements on a theory of how people process visual displays, which will be
presented subsequently. Following this, the theory will then be used in éon—
junction with the descriptive scheme to provide guidelinés for a design of a

chart or graph intended to make a particular point.
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The following is a description of hbw the scheme is applied to a single
chart or graph. At the outset, however, wé ask whether the chart or graph is
in fact composed of a number of subcharts and graphs. That is, we ask whether
there is more than one chart or graph present and whether there are systematic
relations among the information in each. If so: the scheme is ied to each
one separately and then to the set of chartg and graphs together, An example
of an analysis of a complex multipanneled graphic display will be presented in
the final section of this chapter.

In each of the levels of analygis, we ask a number of questions that
should be easily answered if the graph is‘unémbiguous. If we have trouble
arriving at a straightforward answer to any of these questions, this alerts us
that one or more of cur operating principles has been violated. We then simply
consider each principle relevant te that level of analysis, checkiag to see if
it has been violated., Thus, because the system is set up to reveal violations
of theselprinciples, it will behcove ys to begin each section with a brief
overview of the relevant principles themsélves. Following this, we will con-

sider the actual mechanics of generating a description of a chart or graph.
THE SYNTACTIC ANALYSIS

Operating Principles

We posit three broad classes of operating principles at the syntactic
level that cannot be violated if a chart or graph is-to be effective. Each of

these classes contains a number of specific principles which themselves have

specific aspects, as will be developed in detail in the following two chapters.

A, Principles pertinent to seeing the lines

-
The visual system inmposes numerous constraints on how marks can be ysed to

convey information in charts and graphs. The first set of principles bear on
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how lines, colors, and regions are accurately discriminated--which is a neces-
sary prerequisite for further processing. We posit two principles that bear on
the process of discriminating marks:

1. The prenciples of adequate dAiscriminability

Variations in marks must be ¢. .at encugh to phe easily noticed. These
principles have two aspects;

a) Relative discriminability: Two or more marks must differ by a minimal

proportion to be discriminated. The laws governing the size of this difference

r

have heen worked out for many types of marks and these laws comprise this prin-
ciple, as is described in the following chapter.

b} Absolute discriminability: A minimal magnitude of a mark is necessary

for it to be detected. This "ahsolute threshold" has been computed for many

types of marks, as is described in the following chapter.

2, The prinq}ple of perceptual distortion
The visual system often systematically distorts the magnitude of marks
along various dimensions (such as area "and intensity). fThis distortion is
described by the value of an exponent in’a formula developed by S.5. Stevens
and his co-workers, as is discussed in the following chapter. Marks can be
intentionally: altered to compen<ate for the distorting properties of the wvisual -
system (which, for example, éﬁke increases in area seem smaller than they are).

B. Principles pertinent to organizing marks into units

* Marks are rarely seen as isclated dots on a page. Rather, individual
marks usually are organized into perceptual units, such as occurs yvhen a series

® of marks like "-eceeeaa-a " are seen as forming a single line, not as a series
of isolated dashes. A set of priqciples describes the main factors that deter-
mine which marks will be grouped together into a single perceptual unit., If

° these pri.nciplfzs operate to gréup together elements of a display inappropriate

ly, the display must be changed.
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1. The Gestalt principles of organization
The Gestalé'psychologists, who had their heyday during the 1930's, discov-
o ered almost 120 digginct laws that dictated how forms were organized. The more
important laws (for presgpt purposes) can be summarized by four ¢ teral princi-
ples:
a) Good continuity: Marks tﬂau suggest a continuous line will tend to he
¢ grouped together. 8o, "--=———-—--" ig seen as comprising‘a single unit, not 10_
separate ones.
b) Proximify: Marks near each other-will tend to be grouped together.
* So, "Axx AXX" is seen as two units whereas ":'oc X xX" is seen as three.
¢) Similarity: Similar marks will tend to be grouped together. So,
o "XXX@e@" is seen as two un:i.ts.. . .
d} Good form: Regular enclosed shapes will he seen as single units. So,
"()” is seen as a unit whereas "[-" is not.
2, Principles of dimensional structure
¢ Marks vary along a number of dimensions, such as h}}e, size, height, and so
1
on. Some of these dimensions cannot be ééécessed fﬁdependently of others. For
example, itpis impossible to see the hue of a mark (i.g., its shade of color,
ot roughly) without seeing its saturation (i.e., the richness of the color, rouqh-—
1v). Thﬁs, some dimensions ;re organized into single units whereas others
(such as hue and height) are not. The dimensions that are "stuck together" in
¢ processing are called integral d.:i.mens:i.ons and the ones that are processed inde-
pendéntly are called separable dimensions.
¢, Principles of processing priorities and limitations
'!' The visual processing system has quantitative and Qualitative limitations.
Partly because only a limited amount,of information can be held in mind at
° once, some marks will be given priority over others. The information conveyed

by these maris should be central to the display's message. Further, some kinds




of comparisons are difficult for the visual system to perform, and hence a
display should not require use of them. These facts are the basis for two
kinds of principles:

1, Principles of processing priorities

Some colors, weights of line, and sizes are noticed before ¢ hers. For
the most part we do not hqve’formél rules for determining which these are, but
instead rely primarily on a general principle: the visual system is "a differ-
ence detector",. Any sharp contrast will draw atténtion. In addition, some
stimulus properties have been determined ?mpiriclly to be "salient" (e.qg., all
other things being equal, a ye}iowish—orange is noticed before a deep blue).
Physical dimensions of marks should be used to emphasize the message, not to

distract from it (e.g., by making the background too prominent).

2., Principles of processing limitations

These principles fall into two categuwries:

a) Finite capacity: Only abhout 7 units can be seen at a single glance,

and only about 4 can be held in mind at once., Graphic displays should not
contain any unit (e.g., group of lines) which itself contains more than 4-7
subunits {e.g., lines).

b} Unit binding: It is more difficult to see and compare parts of percep-

tual units than it is to seeuand compare entire units. For example, "-" is
more difficult to compare to the lower left leg of "x" (not a naturai unit)
than to "/" (a natural unit). Graphic displays should not require readers to
decompose patural units in order to extract specific information, as occurs if
single points along a time line must be interpreted.

Applying the Analytic Scheme

The main point of describing a chart or graph using our scheme is to re~
veal violations of the ~perating principles that impair the effectiveness of
the chart or graph. 1In order to do this, however, one must generate a descrip-

tion of exactly what is out there, exactly how a chart or graph is composed.,
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Thus, our scheme requires one to engage in'two distinct activities. PFirst, one
actually des;;ibes the chart or graph. fThis is especially the case at the
syntactic level. Second, one agks questions about the description, chegking to
ensure that the description is unambiguous and transparent. If not, one r-*
more of the principles has been violated., The level of detail of the des..ip-
tion proper is motivated by the kind of information one will need later on to
assign a semantic interpretation, and then the pragmatics, of the chart or
graph--again with an eye toward discovering viola;ions of the respective-types
of operating principles.

We begin by isolating the four basic-level constituents and then asking

the following questions about them:

The Background

We first ask whether there is a background and, if so, we describe it., &
background extend=s beyond the framework and does not actually help to convey
the information in the display; removing the background would not impair how
the chart or graph functions to represent information. Some backgrounds, how-
ever, can consist of patterns that make it difficult to detect the pictoral
material or other lines (and hence, violate the principle of adequate discrim-
inability), Other potential problems with backg;ound information will be dis-

cussed later.

The Framework

NexXt we examihe the outer framework. We define the outer framework as the
set of lipnes that serve to define the general entities that are addressed in
the display.

What are the elements? Are they lines? If so, of what shape,
weight, and color? Are they clearly discernable?
If lines function as 2'@s, are they dense or differentiated?

We note whether the framework and its individual component parts are

easily identified.
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¢ How are the elements organized? Are -the relations among the
different parts clear? Does the organization violate any of the
natural or;anizational principles? How many elements ﬁuft be held in
° mind at once i.r; order to organize them into the entire framework?
Occasional. , a chart or graph will alse include an inner framework. such
o as: lines that cross-hatch the inte:rjor of a chart, If there is an imner frame-
work, the same questions noted above are asked of it.
Next, we consider the organizatioﬁ of the tw; frameworks., if both types L‘
are present. In particular, we ask how t@e similarity, proximity. and continu-
¢ ity of framework elements imply organization. Following this, we ask a number
of general questions about the entire framework:
Does the framework represent 2D or 3D space? Are quantities ?1v
¢. distorted because of an ambiguity here? Is color employed in the '
framework; if so, what is emphasized? If line weights are varied.
what is emphasized? (This will be important later in our pragmatic
ot ) analysis}. What is the aspect of-the axis:e (That is, which axis is
longer; this also will be important in the pragmatic analysis).
The specifier
®
e begin by isolating the class of visuwal continua used to represent in-
fo -mftion. Hﬁ@ then describe-how shape, size variations, color and texture are
used, In‘a typical chart or graph. such as that illustrated in Figure 2,2, the
® .
1$ﬁe serving as a function cannot properly be described as being syntactically
or semantically differentiated. Thus, this would seem to preciude the graph
being unambiguous: recall that one of the properties of notation systems is
® differentiation, ensuring unique mapping from mark to compliance class. How-
ever, one must take two factors into account here#, First, what is the intended
use of the chart or graph? For many purposes only a rough approximation is »
@

desired., especially when graphs are idealizations (such as Figure 2.2},




intended to illustrate some general point. Secoud, even when precise informa-

tion is being conveyed, one is in fact workiny with “psychological units" of
limited precision: our perceptual apparati simply cannot make discriminations
beyond a certain limit. Thus, if the smallest discriminable segments of a line
used as a function map unambiguously onto ti : -wallest discriminable + Jsments
of the axes, the chart or graph can function notationally. Thus, we go on to
ask: ' :
wWhat are the elements used to compose thé specifier? Is it
clear whether parts are overlapping or contiguous? Are there too
many elements to keep in rind at once? .Are variations used to convé}
information clearly distinguishable?
How are the elements organized? Is the organization clear? If
the specifier does not clearly imply a 2D shape, does an ambiguity in
the dimensionalié& preclude easy reading of the information? -

) &
Labels

We first consider three Kinds of labels independently, and then turn to an

analysis of the relations among the labels. We pay special attention to the

title, asking first if there is one. IZ so:

Is the title c¢learly discriminable as a title? 5
what is the relation of the title to other elements of Fhe chart
or graph? Does it naturally tend to be organized such that it incor-
rectly appears to label only a local part of the chart or graph? E
Next, we consider whether there is a remote legend or key. If so, we ask:
Is the information clearly readable?
Does the legend clearly separate "itself from other elements of

the chart or graph?

Is there too much material to be easily hehlirlmemory?

7




Depending on the type of labels used in the title and legend or key,

the following questions are then asked about them (as well as about all

other labels of each type).

same

Alphabetic labels: Aré alphabetic labels present? If so:

Are they clearly readable?

How many are present?

tihat size of typeface is used for each of the labels? HNote i%
different séées are used for different 1abels.(this may be important
at the pragmatic level) ., ]

How do labels group together? Is ;he natural grouping congruent

with the intended interpretation?

Numeric labels: Are digits used as labels? If so, ask of them the

questions asked of the alpha labels.

Depictive labels: Are pictures used as labels? If so: )

Are they clearly identifiable?

How many are present? -

Are they all the same size? (note differennes)

How do these labels group together? Is the natural grouping
congruent with the intended interpretation?

If color variation.is an important component in the labels, are
variétions clearly discriminable?

Organization among the differcat types of labels

How are the labels organized? Do any npatural organization prin-
cip.es result in an incorrect organigation of the labels? (for exam-
Ple, does dissimilar typeface cause one to separate labels that
should be grouped together? Does proxXimity of labels cause one to
droup them improperly? Are labels ordered in such a way that you

group them improperly?)
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Organization among framework and specifier
what is the relationship between th¢ framework and specifier?
Is the specifier completely contained within the framework?

are lines of the inner framework confusible with the specifi r?

Do natural organizational principles cause one to group the
framework and specifier incofrectly?

If the dimensionality of the space is not 2D, is it conc<istcat
between the framework and specifier?

. Organization among framework and labels

The organization between the framework ;nd each type of label is
considered separately, with the following information being provided (as
appropriate) :

How are the labels associated with the framework and parts
thereof? Are value markings indicated along the framework? If so,
do the izgels clearly indicate the corre¢t values corresponding to
the zssociated portion of the framework?

Do any natural organization principles rasult in an incorrect

organization of the framework and labels?

Organization among labels and specifier

How are the labels and specifier associated? Is all specifier

labeied? If the label is remote, in a key, is the mapping from ele-

ments in thie key to the specifier clear?
Do any natural organization principles result in an incorrect

organization of the labels and specifier?

@
Organization among labels, framework, and specifier
Is too much material present %o apprehend all at once?
Is too muchk materiz) in too small an area?
L4

Do patural organizational principles impair discerning the

-

incorrect relations among the constituents?
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THE SEMANTIC ANALYSIS

In considering the semantic content of a chart or graph, let us begin by
Eriefly outlining the four operating principles we have posited, and then turn
to our scheme for describiy che semantic information in charts and graphs. It

is at this )leve)l that the differences between some classes of charts and graphs

as such become important, requiring us to develop two different sorts of seman-
ti. interpretations, one based on qualitative relations and the other based oh
quantitative relations.

Operating Pri.rféiples w

We have posited two ¢lasses of semantic principles, both of which are
supported not only by ample findings in the psychological literature, but by
new data we have collected (examples of the problems that arise when the prin-
ciples are violated will ke illustrated in chapter 4}, These principles are
concerned with the kind of description that will be assigned to a display and
how it will be interpreted.

A. Principles cf surface compatibility

The mark used to symbolize or depict an object ©r class must be appropri-
ate for that role. Some marks inherently look like something cther than what
they are intended to represeﬁf, which impairs correct interpretation of them.
This principle has three aspects:

1. Principle of representativeness

All marks have a preferred interpretation. The intended meaning of a mark
should not conflict with the Spontaneous interpretation cf jit, Thus, labels
should name words that are indicative of the class (including the correct con-
notations) and pictures should depict appropriate objects (a picture of a
penguin-like bird should not be used to.label birds ié gonerall. In shert,

a label or picture should be of a representative or typical example of a class

or of the class directly.




2. Principle of congruence

This principle has fouur aspects:

a) pescription conflict: The description of the lines themselves should

be compatible with their meanings. For example, for words printed in different
colored inks, people ave trouble reporting the color of the ink if the words
themselves name different colors fe.g., the word “red" is printed in blue ink;
this is known as the "Stroop effect"}. Thus,” larger symbols (described as
larger) should represent larger qunatities, faste; rising lines should repre-

sent sharper increases, larger typeface should correspond to larger objects,

and so on.

b) Aligning pimensions: The “"more" and "less" poles of a dimension used

T

in a graph should correspond to the "more" and "1e§s“ poles of the variable it
represents, respectively. fThus light patches should represent smpaller quanti-
ties, and dark patches greater quantities, rather than vice versa; similarly.
marks that are high, tall, wiée. long, saturated, filled, dense., or sharp
should represent larger rather than smaller dguantities. If in doubt, say the

words for the two poles in each order; the pole that is first in the better

sounding order is the "morc"” pole (e.g., long and skort sounds better than

short and long. thus long is the "more" pole.

c) Merkedness: Some words name not only a pole of a dimension but the

dimension itself. We say "how high is that?" without implying necessarily that
it is highs but if we say "how low is that?" we imply it is low. The térm that
implies a specific value is called the marked term, and should not be used to
label the dimension its2lf--1f it is, it will mislead the reader. Similarly,
one should use the unmarkéd member of a pair of comparative terms: "larger" is
hetter than “smaller", and so on.

d} Pris~iples of cultu al'conventiogi The conventions of a reader's cul-

ture should bc obeyed when drawirg an effective graphic display. $o, for exanmn-

Fle, the color red should not be used to représent "safe" areas, and green
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should not be used to signify “"danger.” Similarly., time should increase going
left to right or bottom to top.

B. principles of schema ava.lability

In order for a chart or graph to bs comprehensiblc. » reader must have the
requisite concepts. That is, a “"compli. «e class” is in fact something in a
reader's head. The reader must know both the individual concepts and the

general idea of how a particular graphic design conveys information.

1. Principle of concept availability

A chart or graph should not make use of concepts that are not likely to be

possessed by the intended readership.

2. Principle of graph schema availability

Information should not be presented in a graph type that is unfamiliar to
a given readership or that taxes the information-processing abilities of the
readership population.

The Formal Principles

In the course of describing the semantic interpretation of the syntax of a
graphic display we are faced with describing how the marks map into semantic
classes. Thus, it is at the point of formulating the gsemantic description that
it is most convenient to begin to consider our two general mapping principles,
derived from the requirementg of notational systems (streamlined for present
purposes). These principles deal with external, "vertical" mappings between
levels, and internal, “horizontal" mappings between elements at the same 1gye1
of description, and thus will sometimes be involved in the syntactic analysis
per se.

The vertical mapping principle. Every meaningful’différence in the wvalue

of a variable should be represented by detectable differences in marks. and
every mark shcald have one and-only one meaning. Ambiguous or missing marks

violate this principle and reguire an alteration at the level of syntax.




The horizontal mapping principle. Pogtions of the chart or graph that are

meant to correspond to other portions of the chart or graph should do so in an
unambiguous way. The Kkey, for example, should clearly indicate how labels are
paired with different components of the specifier., This is true both at the
level of the ma ks and at the level of thé meanina. of the marks (most notably
labels). This principle-i disti;guished from the natural organizational prin-
ciple in the following way: when @ natural organizational principle has been
violated, the wviolation can be corrected by rearr;hging marks already in the
display (by repositioning lines and the like). w#when the horizontal mapping
principle has been violated, new marks must be added (e.g., lines or arrows
connecting parts). A necessary ingredient is missing when the mapping prin-
c¢iple is violated.

Applying the Analytic Scheme

AS 1n our treatment of the syntaxX of charts and graphs, we decompose the
problem of describing the semantic content (the literal meaning) of a graphic
display into four parts: characterizing the bapkground, the framework, the
specifier and the labels. As before, when describing the chart or graph, we
are laoking for violations of the operating principles that come to light when
the display is being analyzed.

Background

If tﬁe background is patterned, the meaning of the pattern should be con-
sistent with the information presented in the chart or graph. If background
figures are present, do they distract from the meaning of the chart or graph?
Are the rlements of the background ambiguous? IS it clear whether elepaents are
contiguous or overlapping? Do parts of the bhackground occlude parts of the
framework such that information is lost?

Frarawork

The most important feature of the framework is that it serves to allow the

reader to extract the meaning of the marks and their organization. The ele-
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ments of the framework should serve these gnds. We begin by asking whether
meanings of the elements are unambiguous. We note whether any part is not
present or not implied. Néxt, we consider whether the syntactic properties of
the elements engender correct mapping into a compliance c¢lass. " us, wWe assess

t

the scale type used in a graph and note whether the semantic sca = clearly
indicted syntactically. For inst;nce, if the scale used on the axes of a graph
is syntactically dense, the semantics--the actual scale being represented--
should also be semantically dense (e.q., a ratio ééale should not be used in
making the axes to represent an ordinal scale}. In the same vein, the labels
along the axes should be compatible with Ehe actual scale being used and with
the markings along the axes; the numbers spaced along the axis should suggest
the correct scale type. Many of the problems with frameworks, as the reader
probably inferred from the foregoing concerns, are violations of the formal
ma;?ping principles. The principles of surface compatibility also are sometimes
violated here. Thus, we also ask whether variations in size, color, and the
like are compatible with what is being represented (éolor changes from red to

blue should not indicate rising temperature, for example).

We next note the extent of the scale, attending to not only its range, bud,
the baseline. This may prove important in the subsequent analysis of the prag-
matics of the chart or graph: v

in aédxtion to the foregoing questions, we check whether the lines that
compose the framework depict some object. (This is quite common in many popu-
lar magazines). fThus, we ask:

If the framework is serving to depict some object or scene, what
1s the meaning? Is the meaning clearly evident, and is the depicted

object clearly representative of the class of objects being depic-

ted?
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The specifier

The meaning of the sgecifie? is derived from how it relates parts of the
framework together. Thus, in large part we will defer discussing the meaning
of the specifier until considering the relationships among the differeat con-
stituents. However, we ¢ 1 ask two things zbout the meaning of the specifier
marks per se, First, they should be concise, no more or less being present
than is needed to convey the information., If too little is present, the verti-
cal mapping principle will be violated; if too much, it may be unclear what is
being conveyed. ({HNote: if one wants a decorative piece of art accompanying an
e essay, however, thfs will be a violation ;nl§ if the illustrations and fancy
extraneous interfere with comprehension of the actual content.) Second, speci-
fiers often are depictions {e.g., a graph of rising prices could have a jet
plane taking off, with its exhaust being the function). If so, we ask:

Are the depictions clearly representative of the compliance
class in'question? One would not want a pictu;e of a potato to
stand for "plant life,” for examp%e (siﬁﬁe potatoes are hardly typical

--in Rosch's {1978} sense--plantsj. .
In addition, one wants to epnsure that marks used to represent

® different things look more different than maxgks used to represent the

same thing. Further, one whould check -that the litera) interpreta-

t%on of th; marks is compatible yith the role they play, as noted in

our principles of surface compatibility.

Labels

For each type of label, we begin by considering whether the marks used as

o labels are_compatible with the represented concept and whether the meaning of
each label is accessible to the intended reader. Following this, more particu-~

lar questions are asked of each of the three types of labels:

o Alphabetic labels: Are the words ambiguous? Are the meanings of all

the wosd< representative of the class being indicated?
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Numeric labels: Are the units clear? Are the units familiaq? -

Depictive labels: Are pictures used as labels easily identified; are

they familiar to the intended readers? Are the marks used to depict

clearly representative of the ~ancept that they stand for?

Pair-wise combinations of labe..: Cases where labels are serving to iden-

tify other labels (e.g., naming a picture} are also considered vis-a-vis
3 .

our principles.

Organization of basic level constituents

Following analysis of each of the individual constituents, we again turn
o to an analysis of the organization of the-consti.tueats of the chart or graph.
The way charts and graphs are organized is considerably more complex at the
level of semantics than at the level of syntaxX, which also seems to be the case
in language. We have devised two general kinds of rules of combination that
are critical for deriving all of the information represented by marks in a
graphic display. oOne kind of rule is appropriate for graphs, where a quantita-
tive relationship between two or more yalues on two or more sgales is represen-
ted; with two scales ther; are 10 possible combinations among the four scale
types {nominal, ordinal, interval and ratio) that are commonly used. The other
kind of semantic rules of combination is appropriate for charts, where a quali-
tative structure or organiza&ion of entities is represented, Let us consider

each kind of combinatorial scheme *n turn.

Quantitative Relational Information. Perhaps the best way to present the

formal properties of this aspect of graphic semantics is in tabular form.

Thus, the following table relates values on tw scales to each other. We will
consider all possible combinations of nominal, »rdinal, interval and ratio
scales except the nominal-nominal reléti;ns {which fall in the second class of
rules}. Recall that nominal scales are not ordered, with numbers being used as
names (as on football players' sweaters); ordinal scales are rank ordered

according to guantity, but the actual maqgitudes of differences are irrelevant

- )
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{as in the first. second and third place winneés of a race); interval scales
are ordered £o that the magnitudes of différences mean something, bhut ratios of
numbers do not’(as in the Farenheit scale, in which the point lahelled "zero"
is completely arbitrary); €inally, ratio scales have numbers that are ordered
so that the magnitudes of diff. n:es are meaningful and r. Js can be computed
{as in Kelvin degrees, where 10° is twice as hot as 5° ~~ which is not true
with ??renheit degrees), 1In addition to providing an example for each in the
table, we list examples of the kinds of information available in each case.
Extensions to n-dimensional cases follow in a straightforward manner from the
simple two dimensional cases considered hérel
INSERT TABLE 2.1 HERE

The information content of a graph can then be assessed by interpreting
the individual axes, noting how points are paired by the specifier(s), and then
and using the taxonomy in the table to derive the relationships between the

- ®

values. If the relationship is not clear, there is a failure of internal map-
ping (the specifier is not clearly serving to pair points on the framework) or
a failure of external mapping (part may be missing). {violations of many other
principles can also distort the relationship, depending on problems in seeing

the specifier or organizing parts of it correctly.)

Structural/organization information: A computer flowchart, an organiza-

tional chart for a government agency., and a family tree do not relate values on
dimensions. Rather, they specify the relationships among discrete members of
some set., This sort of information can he described using the following three
general criteria. These criteria are independent of one another. -

The first criterion is whether the links between entities are directed or

nondirected. Elements of the framework {(i.e., marks indicating an individual

member of the set) can be related together either by symmetrical or by asymmet~
rical relations. Por example, in a Kkinship diagram, the wvertical links of the

tree are directed, indicating who is the parant of whom {an asymmetrical rela-
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tion) . fThe horizontal links. such as "sibling of” (a symmetrical relation),
are nondirected.

The second criterion is how many types of links are used. More than one
kind of relation may be used in a graph. In a kinship diagram, for example.
"cousin of” and “brother of" may bo. . be present. In a computer flowchart,
only a single arrow--indicating wgich operation follows another--may occur
followin® an operation.

The third criterion concerns the type of mapb.ing used., There are three
classes of mappings: ’

One:One, Many:One (or One:Many) and b‘lar;y:Many mappings, which we will
consider in turn: One:One mapp_.., . In this case links in a ¢h'rt might indi-
cate how husband and wife pairings occur by drawing lines c¢onnecting points
representing the location of each individual at a cocktail.party.

Many:One or One:Many mappings: In this case. it is Amportant to consider
separately directed and nondire cted links. With directed links, inclusion
relations may be indicated by a N;uy:OQﬁ mapping such as occurs in a hierarchy
where many objects are orgarized vnder a supefsét. with nondirected links.
collateral relations §re‘;ndicated. If all diplomatic relations were symmetri-
cal, links on a m.p §1lustrating the diplomatic relations of any one country
would represent this sort of ‘mapping.

Many;Many mappings: In this case, the multiple affiliations of a number
4 of different objects c¢an be represented. For example, a chart might represent

different social classes by a drawing of a typical member of each, and might

represent different social institutions by drawings of typical buildings {e.g..
¢ a church or 2 bank). Lines could connact the people £0 the institutions eo
which at least 2 majority of the represented class belong.
Fn charts, then, the nature‘of the mapping must be clearly indicated by
® the specifiers. Too many arrows c¢an obscure mappings among elements, as gome-—

ceimes happens in tangled organizational charts. Directicnality and specific
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® meaning (achieved via labels) may be important, and clearly defined links are
always important. In actually describing a chart or graph, we are careful to
consider what kind of information is being conveyed (hierarchial, relational,
g etc.). We then consider whether the marks effectively convey the meanings of
the relations among the marks as the graph maker intendéd.
In the course of describing the overall organization among the constitu-
® ents, we take special care on the following points:
QOrganization among the framework and labels. We consider how labels serve
to interpret different aspects of the framework. Each label type is examined
LA separately. ) .
Qrganization among the labels and specifier. ‘ﬁe consider how labels serve
to interpret different aspects of the specifier. Bach label type is examined
.é: separately. ’
QOrganization among the labels, framework, and specifier. Finally, we
examine the éverall configuration of the display, investigating whether graphic
@ relations among depictions convey the }ntended meaning. We ask whether all
assoclations among adjacent or overlapping mate;iaL are clear, if the graph is
not intact (perhaps because adjacent material on the page occludes part of it),
® and if it is difficult to read.
THE PRAGMATIC ANALYSIS
@
As in language, not all the information humans gather from charts and
graphs jig dictated by the literal interpretation of the marks oh the page. If
¢ the number of war dead were indicated in & bar graph by increasingly higher
piles of bodies of dead children, to take a grisly example, the reader would
probably not simply register the literal information conveyed by the height of
®

the column. Similarly, if one bar in a bar graph were printed in bright orange

ink, and two others in dull gray, that bar would be hard to ignore. This
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with ‘agmatic "connotations" arising from these descriptions. The principles

—

"pragmatic" aspect of communication with charts and graphs has been discussed

at some length by Huff (1954) in his classic book, How to Lie with Statistics.

The operaéing principles offerred here were determined primarily by considering
the kind and order of the description of the lines a person would build up,
were‘then tested by constructing demonstratious in which visual properties were
manipulated to produce descriptions at the semantic level which emphas?ze some
parts of the information at th; expense of others;'often to the point of being
misleading.

Some of these principles have rather-di;ect correspondences to similar

principles underlying langquage (gee Grice, 1967}.

Operating Principles

Two classes of principles capture the relevant pragmatic uses of charts

and graphs. The classes contain numerous individual principles. however, and

thus we shall defer discussing chem until chapter 4. fThe classes are:
k]

A Priﬁciples of invited inference

Although a chart or graph may not mislead Bn the semantic level, it may i
invite us to misread it anyway. This « 2 done in numerous ways: truncating
scales so that small proportional differences appear larger; varying the type |
of scale used (linear vs. logarithmic, for example):.using inferred 3-D proper-
ties of a'diSPl;y so* that we see things as bigger than théy are, and s© on.
Some of these principles are directly reflected by Huff's (1954) advice about
how to lie with statistics.

B. Principles of contextual compatibility

- -.Most graphic displays are embedded in a context, either in text or in an
oral presentation. The context and the semantic interpretation of the display

must be compatible or comprehension of the display will be impaired.
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¢ Applying che analytic scheme
We again con‘sider first each of the four basic-level constituents, and
then turn to questions about the organization among them. This analysis dif-
° fers from the foregoing ones in an ir-sortant respect: 'f‘he syntactic analysis
resulted in a rather rich élescri.pti.o. of the chart or draph itself. This was
necessary hecause many of the elements of the syntax fed"into the semantic
¢ pi‘oPerti.es, and, hence, we needed to have the chart or graph described‘ in a way
that would allow us to consider each of the semant:i.c }_:;“ﬁnciples. At the leavel
of the semantic analysis, there was much less description per se. And only .
¢ some of the semantics of some aspects of tile' chart or graph are relevant for
this later pragmatic analysis. The pragmatic analysis itself, then, produces
very little in the way of descriptio;u of the chart or graph. Rather, the exis-
¢ ting description is now rich enough, from the level at which the thickness and
color of the lines is noted to the level at which the elements are interpreted,
such that we ;:an simply ask questions that probe for vielations of specific
:. principles. fThus, this analysis consists entirely of quesiions, as indicated
below. These are "leading questions" in that the answers reveal violations of
the operating principles described above. .
® :
The Background
Taes thel hackground i.mplgy information not explicitly stated in the display
(e.g., as -m:i..qht: occur if the hackground was a photo of war dead)?
i Are the implications of background materisl consistent with the message
and the content?
The Framework
@ :
Does the form of the framework lead the reader to extract the intended
message easiply?
Is there a cruncated axis? Does this emphasize small proportional
¢ differences in ways not intended by the graph maker? (Note: sometimes graphi:
i Y
€ o ' '
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® displays make a point in part by emphasizing certain gmall differences; in some
cases this may be misleading, in others, not.
Are scales distorted? Is this compatible with the point of the chart or
9 graph?
Are th lue markin, indicateda sufficient for intended purposes?
Are the marks used to represént a given element of such a form that they
® lead the reader to distort relative comparisons?
If the framework is also serving to depict, d'oes the meaning of the depic-
tion i.2lp or hinder understanding the content of the chart or graph?
) rhe Specifier : -
Are some equivalent elements made to appear more important than others (by
. color, width of lines and 50 on)? 1s this appropriate given the point of thé
$ chart or graph? Dees it help or hinder understanding"'j_.ts meaning?
Are marks used to represent a giveu element of such a form that they lead
one to distort'relative‘comparisons?
& If the specifier depicts information, does the meaning of the depiction
help or hinder und=rstanding the coéte;t of the'd£591ay?
The Labels .
7] Is the visual dominance and form of the elements of each of the labels
‘consistent with the point beiﬁg made?
Are some equivalent elements inappropriately made t++ appear more dominant
) then others (by varying color, weight, etc.)?

Are words consistent with the terminology of the text?

General Organization

@ I3 the meaning implied by the text readily apparent in the chart or graph?
Does adjacent material on the page distract from or enhance the graph?
Does redurdancy, if present, help or hinder understanding of the graph?

-] Is there a deliberate use of perceptual distortion (e.g., of areas)?
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' III. TWO EXAMPLES

In the final section of this chapter, we present two examples of kow the

. :malytic scheme is actually applied. In both examples, we indicate where a
violation was discovér;a in the course of :enerating‘the description; viola-
tions are indicated by the word “QIOLATION“ followed by the name of the princi-
ple violated and the reason that principle was considered to have been violat-
ed. MNote again that not all vidlations will neces‘sarily impair reading the
chart or graph at the level of detail inte-.nded by the designer. Violations
reveal difficulties in extracting all of the information potentially available
in a display, but.this‘may bé far in excess of that required to use the display

1 4s intended.

The firss display we analyze is a relatively simple bar graph, and the
second is a very complex multiple framework chart. Both of these displays were
taken from ¢,5, government documents, the first from a Department of Transpor-
tation manual and the second from a proposed scheme for labeling food products
from the Department of Nutritional Sciernces. In later chapters of this book we
will not only discuss what is wrong with giver charts and graphs, but we will
discuss how best to correct their faults. Much of the lnformation necessary to
correct a given display will Be provided in the detailed prgsentation of ;he

various operatiiig principles, atg will examples of how these principles can be

used to advantage or disadvantage i. ©reparing charts and graphs.
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I. Analysis of Figure 2.3

INSERT FIGURE 2.3 HERE

SYNTACTIC ANALYSIS

The following descriptior is for the graph il’is+ +  in Figure 2.3,
Note that 1f a question in the descriptive scheme .. clearly inappropriate
(e.9., about color when only black and white are used), it is ignored. Simi-
larly, questions designed For special purpose problems, such as the reiations
among 2D and 3D depictions, are ignored if the gr;ph includes only 2D informa-
tion, as does this one.
Background

Blank white.
Framework

There is an outer and inner ffamework.

The outer framework

Elements: 2 vertical straight lines syntactically dense-.
2 horizontal straight lines, syntactically dense.
Medium weight, black

Organization: Connected to form a rectangle, with the vertical axis being
longer. ’

The inner framework

Elemen*s: 7 Straight vertical lines, syntactically dense.
Organization: spaced evenly.

Organization of inner and outer frameworks

-
Inner lines cohnected to horizontal lines of outer framework, terminate at
those lines. '

The specifier

Elements: 5 rectangles, aivided into black and white portions by a
vertical line, with the left side being black; or, 5 black
rectangles and 5 white rectangles.

VIOLATIN'I: Principle of Processing Priorities. The width of the bars is visu-

ally dominant, which is distracting because the width has no information value.

54

oy




R —

Spaced one above the other with the leftmost endsK/
aligned or, the black rectangles juxtaposed to the
white ones, with the rightmost end of the black
ones abutting the leftmost end of the white ones,
and tihe pairs of rectangles being spaced vertical-
ly, with the leftmost ends of the black rectangles
being aligned.

Crganization:

Labels

Title: f5Swo fonts are used: pAbove a large label is a smaller one, part of

Which is a nunber.

Key: There is a hey; analysis of it is presented in relation to other
components below.

VIOLATION: As is evident below, the Internal Mapping Principle is violated.
It is not clear if the white rectangle in the key corresponds to only the white
part of the pictorial material (bars) or the entlre bar,

Alphabetic

Two sizes of typefonts are used, they will be referred to ag either
"large” or "smail."

VIOLATION: The Principle of Processing Priorities. The size of the letters
labeling the two scales is varied arbitrarily, making one more salient for o

good reason.

Vertical axis label, small font Organization: I3 relation to
Kay labels, small font framework, as
Total distance label, small font noted below.
Horizontal axis label, small font
Numeric
Five in vertical column on left, large Crganization: Rows and col-
font umns, right and
Five in vertical column at right, large 3 left colpmns in
font 1:1 correspon~
Six in horizontal row at bottom, small font dence; in rela-
Number 1n title at top, large font tion to frame-
work and speci-
fier, as noted
below.
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Depictive

Key: Black rectangle, white rectangle Organization: BAdjacent to
3 each other, and
in relation to
both framework

and alpha
labels, a.

noted %E}gﬁiw'

-

e |
-3

Organizacion among the different types of labels

Alphabetic and Numeric

Left: wvertical line label above column of numbers.

Right: total distance above ¢olumn of numbers.

Bottom: line label to left of row of numbers.
VIOLATIONU: Gestalt Principle of QOrganization {(f'milarity). The size of the
marks used as labels on the vertical axis and the size of the marks used as

numbers are incompatible, making it difficult to see them grouped together.

Numeric Depictive

Ho cases.

Alphabetic and Depictive

Labels to right of white and black bars.
VIOLATION: (Gestalt Principle of Organization (proximity). The MPH label is
~ not clearly associated wich ghe vertical scale, being in a non-conventional
location.

Organization among the framework, specifier and labels

Framework and specifier

Bars abut left vertical line with bars extending to right.

Bars enclosed in frame.
vertical internal lines of frame do not violate boundaries of rectangles.

Framework and labels

Alphabetic

Title at absolute top, key directly above highest horizontal line of outer
® framework.
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® Labels of left vertical straight outer line and bottom line outside frame~
work. Label at top left, at bottom with first letter directly under €x-
treme point of bottom horizontal line.

Total distance label at upper right above top horizontal line, centered
within segment defined by first internal vertical line to the left of the
9 right outer line of framework and the right outer line.

Numeric

Column on left regularly spaced outside and to left of leftmost vertical
line of outer framework.

9
Row on bottom under horizontal lower line of outer framework, one number
under each internal line, no number under last internal line on the right.
Column on right, evenly spaced, centered between first internal line to
left and rightmost outer line.
® : Depictive -
Above horizontal line defining top of framework.
Labels and specifier
@ RlEha
No cases.,
L4
Humeric
o 1:1 alignment of right column ©f numbers and bars.
VIOLATION: Cestalt principle of Organization (proximity, Similarity, continu-
ity). MNumbers are not clearly grouped perceptually with appropriate bars.
® Depictive
Black and white key labels in Same order as black and white portions of
bars. Not clear of white box corresponds only to white portion of bars.
VIOLATION: The iInternal Mapping Principle, as noted in the initial comments
¢
on the key.
Labels, framework, aid specifier
Description of the palr-wise relations among the constituents is suffi-
® cient; no special problems emerge from the constituents taken as a whole,
SEMANTIC ANALYSIS
We have NOW described the basic elements on the page and their organiza-
@

tion at a lev . sufficient to consider how these marks act as symbols. let us
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again consider each aspect in turn. We will first begin by considering the in-
terpretation of the syntactic units just described.
Framework

Outer

A Cartesi ordinate space is defined by tlL. oLrizontal and vertical
lines,

The vertical axis represents a ratio scale, with the origin at the top of
the line. Although this scale is sewmantically dense, it has been differ-
entiated into five descrete values with values increasing as one descends
down the line, :

VIOLATION: Principle of Graph Schema Availability. fhe vertical scale
violates a common graph form, in which larger values are usually indicated by

higher marks. The origin of the two axes in a Cartesian space is usually the
same point (the lower left intersection of the axes), which is not true here.
The horizontal axis is a ratio scale, with the origin at the left and

values increa-ing as one moves to the right.

-

Inner

The vertical lines mark off increments of distances of 50 feet.

The specifier

Length of the entire rectangle represents average braking distance.
Length of the black portion represents average reaction distance,
Py Fach rectangle represents a discrete and different speed,

The relationship between average braking and reaction distance is implicit
in the relationship between the lendgth of the black and white portions of

the bars.
@ VIOLATION: External Mapping Principle. fThe ambiguity in how to describe the

specifier on a syntactic lavel viclates the requirements of our streamlined
version of Goodman's concept of a notational system, as described earlier.

Labels

@ Elements:
Alpha

%

English words labeling the values of units on the axis, the meaning of the
depi.tive label used in the key, and the meaning of the total distance

column., English words also label the graph as a whole.

S8
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VIOLATION: The External Mapping Principle. The failure to include the
word “aistance“ on the alpha label associated with the left bar in the key is
misleading as no contrast is intended to the right label.

Numeric

Distances in feet and speed in miles per hour. Also total brakiy & dis-
tance, fThe figure is related to textual material by a number at the top.

bepictive
Color of bars in the key have no intrinsic meaning.
Organization:

Alpha and Numeric

Words label scales that the numbers index values on.

Alpha and Depictive

Words label the meaning »f the bars in the key via a 1:1 mapping.

Numeric and Depictive

Ho cases.

Relationships among the framework, specifier and labels

Having described the interpretations of the units defined syntactically:

let us now consider the interpretation of the relationships among these

components,

Framework and specifier

Outer framework

The specifier is serving to map discrete values on the vertical axis

to continuous valyss on the horizontal one f{although both are ratio scales).

Two fupctions are plotted: and the relationships between these two

functions can be computed.

Framework and labels

Alpha

The labels define the meaning of the -axes.
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Numeric

The pumbers on the vertical axis serve to differentiate the ratioc scale
into five descrete classes.

The numbers on the horizontal axis demarcate values ©n a dense ratio
scale.

Depictive

The bars in the key label and the bars in the framework via a one:many
map.

Pramework, specifier material and labels

The semantic relations are described in the guantitative semantics in a
straightforward way, as is evident in the descriptions diven for the pair-
wise ordanization among constituents.

PRAGMATIC ANALYSIS

There are no violations of pragmatic principles evident; seeing the graph

in context could reveal. some, but we will not consider any such context here.

®

®

©
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II. hAnalysis of Figure 2.4

INSERT FIGURE 2.4 HERE

SYNTACTIC ANALYSIS

Analysis int . charts

The chart is divided into twa Subcharts (left and middle) and a cluster of
alpha and numeric material (hereafter referred to as the right table).
The rightmost boundary of the left chart is defined by right justification of
seven circles and blank Space to the right of the circles. The rightmost boun-
dary of the center chart is defined by annular white space between the small
radial marks in the center of the page and the circular justification of the
alpha material on the right.

Left Subchart (L$)

LS Framework
The LS framework consists ©f an outer frame and &n inner frame.

The outer framework

Elements: A horizontal axis is indicated by the bracket on the hottom.
Axis is syntactically differentiated.

Organization: Only one element in outer framework.

The inner framework

Elements: Twenty—eight'(zal closed curved lines, forming circles. These
are syntactically dense. Medium weight, black.

Organazation: Circles aligned into columns via proximity.

VIOLATION: Gestalt Principle of Organization (proximity). Proximity
results in an organization int¢ columns when an orga' .zatlon into rows is
reguired.

Organization of inner and outer framewor,s

Bracket encompassas inner framework elements.

L5 2pacrfier

Elements: Black quadrants of circles {(i.e.: subtending 20° of arc).




o -

Organization: Contained within LS inner framework elements. When one of
these elements appears in a frame, jt is positioned in the upper left quadrant.

As additional elements are added to a frame, they are placed contiduous to

¢ prior elements and fill) the frame in a counter-clockwise manner. Frames are
filled from left to right in rows.
VIOLATION: Gestalt Principle of drganization {(good form). At first glance,
e the inner framework leads one to divide the guantities into fourths, which is
incorrect. |
LS Labels
® —_— -
Only alpha and numeric labels appear - there are no depictiye labels.
Since alphas and numerics appear in the same perceptual units, separate syntac-
tic discussions seem inappropriate.
® One typefont (medium weight, black) is used within this subgraph and
alphas may be upper or lower case.
Elements: Subchart title - *Nutritional cont." The first letter is upper
e case, .remaining letters are lower case, a
period appears last.
Organization: Iletters have upright orientation and are arranged in two
¢ groups in a closely packed horizontal string. )
Elements: Seven vertical axis {(row) labels are mixed upper and lower case
with periods and numerics intermixed.
® - . : . :
Organization: Letters hawve upright ogfintatxon and are arranged in one or
two groups in closely packed horiz-ntal strings. Labels
are left justified at the same column.
@
Elements: Horizontal axis label - "needed per day" is co ised of lower-
case letters,
Orijanization: Letters have upright orientation 2nd arranged in three
® groups in a closely packed "orizontal strina,
€ O
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Organization Among Different LS Label Elements

LS cicle is lefc justified in the same column as the vertical axis labels.
The space left between the title and the top vertical axis label is only
slightly greater than the space beteen the various vertical ‘4 labels.

Qrganization among the Framework, . .ecifier and Labels

Framework and Specifier

The dark quadrants of circles are contained within inner frame elements,

as mentioned above.

Framework and Labels

The title is just above and commences to the left of the array of circles.
The horizontal axis label is below the bracket.
VIOLATION: Gestalt Principle of Organization (proximity, similarity). Both
the position &f and use of the same typefont for all labels impairs identifying
the subtitle as distinct.

Labels and Specifier

fthe specifier is not labeled.

Middle Subchart (MS)

MS Framework

The ocuter framework

Elements: 40 short linéé, approximately equal ip length. The frame com-
promised of these elements is syntactically differentiated.

Orqganization: The lines project cutward from a common center and extend

from a common distance from the center and to a slightly
greater common distance from center. The lines are

separated by approximately equal angles, but the separating
angles are discriminably Aifferent.
VIOLATIZN: Principle of Processing Limitations. fThat there are exactly 40
short marks in this frame is not immediately apparent, but ig important in

ordaer to understand the chart.

The inner framework

None
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MS Specifier

Elements: Two “pie-slice" wedges; one black, one white. The black is
slightly larger than the white.

VIOLATION: Gestalt Principle of Organization (good form). Failure to include
the rim ~° the white wedge impairs seeing it as a wedge.

Orga.azation:; The curved edges of the wedges are contermin . with the
distal end of the frame elements. The vertex of the black
wedge points straightdown while the vertex of the white
wedge appears to polint straight up. The vertices are
joined.

MS Labels

Mo labels are present within the subgraph.

Organization Among Differemt MS Labels

Framework and Specifier

Both wedges have vertices.which coincide with the center of the circle
defined by the frame. Both wedges obscure the short radial lines which define
the frame,

Framework and Labels

Not applicable,

Labels and Specifier

Not applicable.

Right Table (RT)

RT Framework

No explicit framework, outer or inner.

RT Specifier

There 15 po specifier in this table,

RT Labels

There are both alphabetic and numeric labels in this table. Mo depictive
eleTents appear. Two typefonts are used; One is small light upper case, the

other is large bold lower case. All letters and numbers in the same cluster
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® ,
have the same typefont. Right justification is apparent for entire table, with
the exception of the digit "8".
VIOLATICH: Gestalt Principle of Organization {proximity, good continuation).
® ‘
' The "8" being out of line in the top cluster leads one to focus on2's attention
on it, for no good reason.
Alpha ) &
® .
Elements: Three rows of small, upper case t¥pe are at the top. Spacing
divides these rows into two columns. Alphas appear in only one
{top) string of right column. {(Numeric "8" is alseo in right
column} . Beneath these are three more rows, bold type, in
lower case. S$pac.ng again produces two columns. Beneath these
® elements is one row in bold locwer case type.

Organization: Typefont and weight of lines serve to define three groups,
as noted above. The top group is organized into a row of
one line and a row of two lines (by the Gestalt Law of
Proximity). The middle group is directly heneath the

) first, being aligned on the right margin. The final line
is separated from the rest of the table by a large gap.

VIOLATION: Gestalt Principle of Organization {proximity). The large gap

separating the bottom line of the table impairs one realizing that it belongs

@
to the table.
. N
VIOLATION: Principle of Processing Priorities. The difference in font size
between the upper and middle clusters direct one's attention to the middle
@ .
cluster first, instead of the top one.
Numeric
Elements: HNumerics appear in each cluster.
0 3 3
Organization: wWhen more than one numeral appears in a string, they follow
] . .
: one another in sequence. TheyY appear in the right-most
perceptual uyni.. of the table, except in the bottom line.
o .
RT Organization Among Different Types of Labels
Alphabetic and Numeric
Numerics, when present, are intermixed in the same perceptual units with
@

aiphabetics,
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Macro-0Qrganization

Havang discussed the syntax of the various subcharts, we return to overall
structure of the three.
Frame? .

Elements: Two heavy black l..es composed of a short vertical segment and
a longer horizontal segment endind in an arrowhead.

Organization: One line originates at the center of the rim of the black
wedge and terminates at the left in an arrowhead, which
points at the right-most part of the title of the left
subchart. The lower line originates at the center of the
rim of the white wedge and points at the left-most end of
the bottom line of the right table.

-

Labels of Macroframework

Only ailpha and numeric labels appear - there are no depictive labels.

Since alphas and numerics appear in the same perceptual units., separate syntac-
tic discussions seem ilnappropriate.

Elements: Title - the title is comprised of two perceptual units, one in
small upper case, one in very large upper case.

Organization: Upright orientation, arranged in horizontal strings com-
prised of tyo or more closely packed groups. Smal. type-
font is centered in the page and above very large typefont.

VIOLATION: Gestalt Principle of Organization f{(zimildarity., proximity). fThe
title is not clearly identified as such., It should be eithcr set aff from the

chart proper and/or be in a heavier typéfont.

Qrganization of Macroframework and labels

Both perceptual elements of. the title are centerad above the framcwork.

Qverall Organization

VIOTATION: Principle of Processing Limitarions. fThere iS too much information

to 55 at once. ’
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SEMANTIC ANALYSIS

Left Subchart ;9»
bt e el )

Framework

Quter framework

Vertical axis (implied by white space to the left of the left most column
of circles) constitutes a nominal scale, This scale is semantically differen—
tiated {although differentation is de-emphasized ﬁerceptually by wider spacing

roW=-wise than column-wise, as noted earlier)., Horizontal axis constitutes a

ratio scale and is semantically differentiated., The extent of this scale rep-

resent daily nutritional requirement of given nutrients. The bracket functions

as a way of indicating the scope of the label on the boftom, as will be

.

dircucsed shortly.

Inner framework

Each circle in a row may contain as much as 1/4 of the daily requirement
for a given nutrient. 7The circles are thus ratio scales and are semantically
L ]
differentiated,
VIOLATION: External Mapping Principle. The semantic differentiation is made
apparent only through the relationship of the specifier with the inner
framework, The perceptnal representation of these ecircles actually falsely

suggests a dense scale by the lack of differentiation marks on the circle.

The specifier

The basic <pecifier unit (a black quadrant of a circle) represents 1/16 of
the dairly requirement for a given nutrient. Basic specifier units can be com-
bined to indicate integral multiples of 1/16 of the daily requirement,
VIOLATI™: Principle of Schema Availability, The necting of quadrants within

:
each of the four circles is a novel way of specirfying the information, and

hence, must be clearly specxfied;

67

{




Labels
Elements:
o . Alphabetic
English ‘s are used in the ti'le to inform the reader that the subchart

provides information on nutritional < .ntents. They are also used t2 name the
® various nutritional components represented as rows of circles and to inform the

reader of the meaning of the horizontal axis.

Periods {.) inform the reader that a sequence of letters is &n abbrevia-~
@ tion of an english word. -
Numeric

Numerals appear &s characters which, in part, fora the names of the nutri-

tional components.

@
) ¢ jsanization Among "ifferent Types of Labels
Alphabetic and Numeric .
® Together comprise names. .
Relationships Among the Framework, S[:;eéifier: and Labels
Outer framework and inner__fﬂra.mework
P The bracket can be interpreted zs unlfying the collection of four circles
into one dimension {along thg horizontal axis of the inner framework). This is
a One:Many mapging. '
PY Framework and Specifier
The basirc specifier units (black quadrants of a circle set i; conjunction
wirth the four circles in each row to indicate the extent to which one serving
@ of the food item satisfias the daily requirement for a nutritional component
assocrataed wrth the row.
Framework and Labels
° Alphavetic
The alpha labels define the meaning of the axis. The bracket indicat.,
L ‘
ERIC 68 r
{ -

A



Q

L O

ERIC

Aruitoxt provided by Eic:

that the horizontal axis is defined by the English words immediately beneath
it. This is a One:One mapping.

WNumeric

—

Act in concert with alpha to name nutritional components represented by
rows .

Framework and Specifier .

The specifier 1g not labeled directly.

ﬁ}ddle Subchart =

Framework

This framew>rk is ambiguous. The only interpretation that is consistent
with the other subcharts in the display is that this one framework represents
two distinct entities. One entity {(the top part) is the total daily nutrition-
al requirement for a person. The second (the bottom part) is the total daily
caloric reguirements for a person.

Accepting these interpretations, the framework . would constitute a ratio

scale.

While the frame appears syntactically differentiated, on the semantic
level, the issue of denseness and differentation appears completely indetermi-
nate in the contex“ of all information present or derivable.

VIOLATION: Externai Mapping Principlé. The ambiguity mentioned apove is due
to faulty mapping from syntax to semantics.
VIOLATION: External Mapping Principle. <The variation in spacing hetween the
marks of the fcame seems to have no meaning.

The Spe..fier

The black wedge represents the proportion of the total daily nutritional
requirements supplied by a serving ¢f the food in question (This interpretation

ts the only one consistent with the connective reolation bLetween the black wedge

and the left subqgraph.)
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The white wedge represents the Proportion gf the total daily calo.ic re-
quirements supplied by a serving of the ¥ood in question. This interpretation
is uncertain, however, but is suggested by the fact that the arrow from it
éoints to the bottom line of *" = table on *"e right.

VIOLATION: External Mapping F._nciple. 1. : meaning of the wedge simply is not
clearly defined on the syntax or éhe semantic context, allowing one to inter-
pret the meaning of the syntax in more than ohe way.

VIOLATION: Principle of Graph Schema Availabilit;. A circle or "pie" chart is
usually used to show how a whole is dividgd ;nto parts. The middle subchartg,
on the other hand, does not use wedges to divide a single entity into parts,
but rather treats the two wedges as independent.

Labels

No labels of any sort are wholly within subchart. _
VIOLATION: External Mapping Principle. Missing labels on both the framework

and the specifirer make this chart very difficult to understand.

Relationship Between the Framework and- Specifier

Accordang to the most consistent reading, the specifier elements represent
two distinct entities: (i) proportion of daily nutritional requirement supplied
per serving (black wedgel}, and (2) proportion of daily caloric requirement
supplied by a serving (white-Qedge}. The frame represents the whole daily
requirement of these two entities {nutration and calories) and, therefore, sup-
plies ratio scales in which both specifier elements are measured. The differ-
ent sizes of the two wedges is thus explained.

VIOLATION: External Mapping Principle. 1If this interpretation is correct, the
scale is different things to different objects, and therefore, violates the
disjointness property required for systems of symbolic notation to be unam-

hiquous,
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VIOLATION: Internal Mapping Principle. The wedge-shaped specifier elements
obscure the hash marks which comprise the outer framework. This prevents any
quantetative mapping from specifier te frame.

Framework and Labels

The frame is not labeled in this subchart. If it h. Dpeen, two different
labels would have been required for the same framework or the framework would
have to be divided into two semicircular frameworks, each Separately labeled.

Labels and Specifier

The specifier in this subchart is not labeled within the subchart.
Specifier elements within the subchart are connected to labels in other
subgraphs and derive meanings thereby. as will be discussed shoertly.

Rigint Table (RT)

JRT Framework
There is no actual framewerk.
&

RT Specifier =«

There 1S no specifier.

RT Labels

Alphapetic

The labels in the upper cluster are English words which specify guantities
of food. fhe labels in the ﬁiddle cluster are English words for abbreviations
wiich are names ©f nutritional components of focl, The symbol "g" indicates

"grans."
The lower label is an English word meaning a unit ©f heat (in this con-

text, the hahat equivalent of a serving of food).

The numarics are arabic numerals specifying guantities.
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4 RT Organization Among pifferent Types of Labels
Alphabetics and Humerics
Alphabetics and numerics appearing in the same perceptual units together
o specify a quantity of some type of physical units (e.g., "4 grams":. These
units in turn specify how m:.lch of the named . iance assoc.ated with the quan-
tity in a serving.
© Macro=-0Organization
Framework ‘
One arrow associates the white wedge wi_t.h the "170 kilocalories" label.
® This, in fact, allowed us to infer the me;ning of the yhite wedge.
The other arrow associates the black wedge with the entire left-most sub-
chart, which provides an analysis of the total daily reguirem.at of the nutri-
© tional components.
YVIOLATION: External Mapping Principle. fThe lack of labels on the arrows im—
culrs one from realizing that they symbolize different relations, "decomposes
'. into"™ (top) and "corresponds to" {bottom) .
VIOLATICH: Principle of Graph Schema Rvailabillity. Arrows point from speci-
fier elements to labels in place of the more conventional directions from label
¢ to specifier elements.
Labels of Macro-framewor‘}i
Elements:
& Alpha and Mumeric
The title identifies this display as the third in this chapter, and labels
the information provided by the entire set of charts.
& Overall Organization
VIOLATION: Internal Mapping Principle. Labels are missing that are necessary
to~coordinaets the subcharts into a single cohesive display.
]
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¢ VIQLATION: Internal Mapping Principle. One cannot easily re lape the in-
formation about protein in the jht table to the information about protein
in the left chart, partly because of the use of "prot." and "protein" in
® the different subcharts. In general, nge of differen* notations or
abbreviations lends one to infer that different things are being talked
about.
o
YIOLATION: Principla of Internal Mapping. Jrie must realize that there are
Eorty marks comprising the frame elements in order to construe a consistent
* relation between the left and middle subgraph {(in terms of nutritional
content). The marks should have been emphasize. (e.g., every tenth made
bolder) to facilitate this realization,
|
PRAGMATIC ANALYSIS
® There are no clear cases where the display hasg been slanted to lead us to
draw incorrect inferences or attend to specific pieces of information more than
others. We cannot know whether the pragmatic principle of contextunal )
® compatibility is violated because we do not know the context in which the
display occurred.
®
&
@
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CHAPTER 3: SYNTACTIC PRINCIPLES

II.

I1iI.

Seeing the lines
1. Mequate discriminability

al) Relative distinctions

b) Detecting marks
2. Perceptual distortion

al Optical illusion;

b} Systematic distortion
Natural units
1. Gestalt laws of organization

aj) Gocd continuity

b} Proximity

c) Similarity

d) ‘ Good form
2, Integral /separable dimensions
Processing priorities and limitations
1. Prior%ties: salience

a) weight and noticeability
2. Limitations: fixed capacity

a) 7 + 2: “fipite capacity;"

b} Comparing units or parts thereof
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o CHAPTER 3: SYNTACTIC PRINCIPLES OF CHART AND GRAPH CONSTRUCTION

-

In this chapter we begin to consider principles that must be obeyed if 2
S chart or graph 1s to he readily comprehensible. The principles specifically
addressed in the present chapter concern how lines on « page ire geen, organ-
ized, and held 1n mind. In the next chapter we will consider how such patterns
; o are interpreted as m;aningﬁul units and how conceptual and quantitative infor-
mation is extracted from them. In both this and the following chapter, each of
the principles we present is illustrated by at least one "before and after”
(- pair of disPIaysr dem-nstrating how a violation of the principle clearly
impairs graph reading, and how such violations can be repaired, thereby improv-
ing graph reading. ;hus you, the reader, are in a sense a subject in an infor-
Ne mal experiment: if you clearly agree that our repair of the “before" graph
improves its legibility in your eyes, We may take it as prima facle empitical
support for the validity of the relevant principle. This methodology has been
L4 employed successfully in the study of linguistics and in the study of percep-
tual illusions, constancies. and organ;zing principles. In addition to these
demonstrations, in the sections to follow we summarize the available empirical
L findings-~in the literature at large and on charts and graphs in particular--
that bear on each principle and we present new data bearing on each principle.
The syntactic operating principles all rest on facts about how W& See and
@ encode visual information. Thus, the support for these principles is of two
kinds, direct investigations of charts anq graphs per se and more general stud-
1es of hupan visuwat information processing. ‘The relative paucity of research
& on charts and draphs is more than balanced by the richness of our knowledye

about visual petception. Hence, we are in a position to formulate the syntac-

tic principles with a hijh degree of confidence. In esach case we can not only
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marshall evidence that tae principle is correct, but provide details about how
to avord violating the principle and how to yake use of it in effective presen-
tation of information in graphic displays.

In the remainder cf this chapter we will consider * »ee general classes (f
principles. The first class of principles must not be v.olated if the lines on
a page are to be 3een correctly. AThese principles deal with the acuity of the
visual syrtem and with the way in which the lower levels of the visual S¥sSten
systematically distort the simple attributes of w;at we gee, The second class
of principles specify the factors that del‘:ermine how we group marks into Jnits.
These grouping principles are especially important because they determine
whether the bhasic-level graphic constituents and relations among them {(e.g.,
which part of the display is labeled by a ~ven word) will be detected easily.
The third class of principles outline factors that determine the priorities and
limitations oﬁ visuval processing. These last principles deal not with percep-
twal processes per se, but rather with the process of encoding information into
memory. In particular, we consider the lémits of "short-term memory", which
place real constraints on how many unlzsda dgraph maker can suvnsibly expect a
reader to process at one time.

Thus, in this chapter we trace the path of visual processing of a graphic
display, beginning with very'low-level physically-defined attributes and ending
with attributes that are fairly removed from the eve and visual ¢ stem per se
and more closely linked with abstract conceptual thought. This path, from
outside to inside, will be further charted in the ensuing chapter when we leave
the realm of perceptual processing altogether and consider the linguistic and

conceptual underpinings of graphic comprehension.,
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I. Seeing the Lines

Two general principles codify factors that affect how well we see the

lines that comprise a graphic digplay. The principle of adequate discrimin-

abrlity specifies the size of the diffe.r -..ce between two marks that is neces-

sary for us to det=ct it, and how pronounced a mark must be to he seen at all.

The principle of perceptual distortion specifies how the visual system syste-
maticaily distorts some visual dimensions, leading us to make increasingly
larger errors when comparing marks of larger magnitudes.

1, .he Principle of Adequate Discriminability

There are four different ways in which visible marks can vary. and associ-
\ ated with each are many different dimensions that potentially may be used to
code information., First, a mark may vary in its quality. Fnr example, differ-
ences in color or visual texture of a particular mark can convey information.
Similarly, the position of a mark on the page may be informative., Second, a
mark may vary in intensity. Brightness, lightqess, and density or numercsity
are dimensions along which intensity of a mark may vary. Third, a mark may
vary in its extension, such as its length, area or volume. Finally, a mark may
vary in duration, which may be important in dynamic displays such as Traffic
Sitvation Displays (Warner, 5969) and so-called@ "kinostatic" or time-varying
graphs discussed .n Biderman {1971) and Wainer and Thissen (1981).

If a mark 15 to map uniquely into its corresponding "compliance class” at
the semantic level of description, variation; 1.0ng any éimension must be per-
ceptually Aifferent. That is, the reader must be able to detect differences in
magnitudes of information-conveying marks. Thus, good graph making will be
aided by data on human abilities to detect and discriminate variations along
the physical marks. For example, data on the smallest point ot difference in

length that a person can detect under normal viewing conditions will help

ensure that displays are leqgible, especially if the original display is reduced
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1n size for publication. 1In this case, the data define limits in our ability

to make absolute diseriminations, to detect the presence of a mark. Similarly.

if a comparative judgment is to be made of differences among marks, then data
on minimum perceptible differenc¢es are necessary to epsv “hat there will be
no ambigurty in difference judgments, including cases in which the graphic

display‘is reproduced at different sizes. This corrggponds to limits in our

ability to make relative discriminations. J

/

The limits in our abilities to make discrimiéatory areJ# consequence Of
the nature of our perceptual system.“ For_example, before the physical mark can
even affect the sensory receptors. of the eye (tﬁe "rods" and "cones"; see Kling
and Riggs, 1971), it must be projected onto the retina. This projection is
accomplished by the refractory properties of the lens of the eye and changes in
these refractory properties causea by accommodatiqn. Because of factors such
as optical defects, deviation from sphericity of the refracting surface.,
scattering, and wavelength-dependent properties (Field and Magoun, 1959), the

guality of the retinal image is necessarily degraded, limiting ithe resolving

power of the visval system as a whole. This degraded retinal image js

-
-

transduced by the retinal cells into a frequency code of all-or-none action
potentials which are then transmitted via the optic nerve lateral geniculate
nucleus of the thalamus, and 6ptic radiations to the visuwal cortex for further
processing. Anatowmrcal and physiological properties of the receptors
themselves {Abramov and Gordon 1973) and mechanisms of neural transmission and
decoding (Ardley, 1971) contribute to further limitations in our ability to
detact and digcriminate variations in the physical properties marks.
Heurophysiclogical phenomena allow us to explains in péft, some of the
reasons for finite discrimination, but hecause of their complexity and our .
limited understanding of the mechanisms involved, we cannot yet vse them to

explain all the perceptual data. It thus hecomes necessary to analyze perfor-

"
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mance at the level of the entire visual System, especially because the hehavior

N
of the systum as a whole is of prime concern here. Ons way of pfﬂceeding at

this level 1s to ftreat the human as a measuring instrument for vishal inputs
and * ‘nscribe the performance of the input-output hehavior of this instru-
ment. For absolute and relative discrimination tasks, the inputs are marks
varying along aqx dimension, and ;he output is the response of the individual
to’questlons about the presence or absence, diffe;ence or samene.;s, of the

-

ﬁarks. Data are then obtained by varying the magnitudes along particular
dimensions and noting the minimum variation Fhat elicits a gqualitatively
different response.

_In the remainder oflthis section we consider these two topics, absolute
and relative digcriminations. For each topic, we briefly discuss the concept
of threshold and how it may be measured. Then we present data on thresholds
for various physical dimensions, as well as contextual factors which influence

these thresholds. At the same time, we present examples illustrating how the

data may be exploited in designing unambiguous graphs.

Absolute Discrimination

Threshold Determination .

The relevant research on our ability to make absolute discrimination
hinges on the notion that there exists a fixed sensation magnitude, or thres-
e
hold, below which a stimulus is never detected (sensed), and above which a
scimulus‘xs always detected. If a geries of stimuli are presented with magni-
tudes near the threshold, thereoghould be a wel’ eofined separation of those
stimuli that are sensed and those that are not sensed. The point which divides

stimulus magnitudes into those which are "sensed” and those "not sensed” is

called the absolute threshold.




Althovgh the absolute threshold iz tneoretically iixed at some point on
the stinules ragnitude cc mum, measuring such a threshold 1s in no way a
trivial task. The measuring instrument is a human Subject whose responsa is
not completely predictable or reliable. The effect of this is t* 't the
threshold is obscu 23 by the "noise-producin?" variability, and s.atistical
measures must be used to extract rhe actual thrast old, We will pnot discuss
P re the actual procedures used tn compute the threshoids; the incere;ted
reader LS referred to Lvce and Galanter (1933). fur:hermore, the very assump-
tions apout the exisStence of a fixed thresholda and the proper way of measuring
it have heer called into guestion, and moder; researchers use the more sophis-—

ticated assumptions and techniques of the Theory of Signal Detection, which

assigns a central role to the inherent statistical variability of the visual
sfékem and to the biases and mo?ivations of the perceiver (Green ani Swets.
1966)., However, for our purposes, which are to glean rough estimates of the
resolving power of the visual system for us. in the déﬁign of readable charts
and graphs, we ma¥ innocucusly adopt®the "classical” assumptions akout sensory
thresholds.

The two oo important thresholds for draph construction are yisual acuity

and contrist. Data on acuity and contrast are impeortant when considerisg legi-~

Pi.ty of lacels and pictorial material, as is described below.

Vi oy Aoty
@
Maxi-amn visual acuity is defined as "the smallest visual detail that we
are capable of resolving at a speecified distance." Visual acuity is expressed
by the vi.ual ang's in minutes of arc subtended by the physical stimulas 3,
b For a rowgb aenss of the measarer hold out vour thumb at arm's lengths it suo~
tends arount 27 of ergual are.  There are 60 minutes ber degree of arc.  For
seall oangtes, V\,'il.lfll Ak ke (Lo abtnntes of arc) 19 computed astng the fol awind
@ tormily:
-0
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B = (57.3) (e0) S (1)
b

where S 13 the physical size of the mark referred to as the distal size a°.d D
is the distance from the eye to the mark. The constants in the formula convert
the uniLts ual angle from radiansg to minuteg of arc.

For presant purposes, it i8$ critical to note that detectability does not
ensure legibLlity., Identifying a mark as being of a puarticular type is more
difficult than merely noticing that some figure is_present. The literature on
legibility is wel. documentad in the Human Fac oxs literature {see Smith,

1979), apd standards such as Military Stardard 14728 (1974), esctablished by the
DBepartment ot Defensa, are routinely available. Table 3.1 sumarizes some of
the recommendations for sives of display letterss 3s a rule of thumb, unde.
norixal viewinyg conditions one can assume @ standard acuity of one minute of a.c
(Thomas, 1975). Given this specification, jin order to recognize the details of
the capital leté;r "E", for example, its vertical size would have to subtend at
l.ast two manutes of arc, one for each p..r of its horizontal strokes.
Howewver, a "standard" acuity of one minute of arc corresponds to a detection
probabLlity of only seventy-five percent. If near-certa.n detection 1s wWanted,
1.6 mLnutes of arc should be specified, making our letter "E" subtend about
four minutis of arc. This cgrresponds to 0.021" geen from 18" away.

INSERT TABLE 3.1 HERE

Le: usS zonsyier an example of how we might use the data on visual acuity
to sp=eafy the type font necessary to ensure adequate legibility of the label
NISLE for a dusplay reduced by a factor of 2:1, If we assume a normal viewing
distance of 18", then & 2:1 rediction results in op eguivalent viewing distauce
of 36". e previously determined that recognition of the letter “E" required a
wlnlnuﬂ’éf 1 minutes of arc, Therefore, at a viewing Jistance of 36" the

raquired tyre font mist be 0,17" using equation (1}, And in fact, research on
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reading has shown that character sizes should be between .06" and 17" for
maximum legibality (Spencer, 1969).

As an illustration of how the nrinciple of adequate discriminability can
be violated by a graph, consider the set of dgraphic displays shown in Figure
3.1 taken from an article by Wic. as and Kessel (1977). At this level of re-
duction, the labels "Hits" and "Misses" associated with the key subtend a vis-
ual angle of approximately 4.5 minutes of arc. But ts identify the letters

correctly 75% of the time the visual angle must subtend at least five minutes

of arc, Thus, these labels begin to violate the boundaries of our identifica-

tion abilities and at a normal viewing distance of 18" the reader will notice

.

that it does take sone effort to make accurate identification. Compare this to
[ ¥
1

the improved version on the right; this should be much less work to read.
INSERT FIGURE 3.1 HERE

Luminance

The tread to computer graphics has led us to consider luminance 4s an
important contextnal parameter affecting acuity. Luminance is the amount of
light per unit area reflected from or emitted by a surface {this measure is
frequently referred to as brightness, although brightness 1s the subjective

A
sensation to changes in the physical energy of light). Luminance is expressed
in a variety of units for which conversion factors are given in Table 3.2. The
three preferred units of fuminance are the Lambert, Millilambert and the Foot-
Lambert.
INSERT TABLE 3,2 HERE

The Lambart (L) is defined as the unit of Jumi.ance equal o that of a

perfvecly di1ffusing and reflecting surface alluminated by a standard candle at

a drstance of one centimeter (em). The Mill:lambert (ml) is one thousandth ot

a Lanbert. The Foot~Lambart (ft-L) i~ defined as the unit ©f luminance equal

to that 2f a perfectly diffusing and reflecting surface illuminated by one
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foot-candle. HNormal reading light is -~bout 10 ft-L. The luminance values
experienced in a number of common situvations are given in Figure 3.2.
INSERT FIGURE 3.2 HERE
No:.e from the "igure that as we move fre “w to high luminance levels, we
move from "rod" ro cone” vision. Rods and cones, the two types of photorecep-
tors found in the eve, differ inportantly in their spatial distribution and
functional properties. Basically, cones provide scute vision during daytime
luminance levels, whereas rod vision is most Senugtxve to low luminance levels
and 1s essentiral for night vision. These.and other important function dif-
ferences .are sumnarized in Table 3.3,
INSER? TABLE 3.3 HERE
Visual acuity is highly dependent upon the background luminance on which a
dark deta:rl is superimposed. Figure 3,3, taken from & study by Moon and
spencer {1544), shows the relationship between acuity and background luminance.
hs luminance increases, acuity increases--partly because the co 8 become
active and, as Pable 3.3 indicates, thé spatial resolution of cones is much
gréater than that for rods. For normal reading light (about 0.1 ft-L), the eye
can detect an object subtending about 1 minute of visual angle. *
INSERT FIGURE 3.3 HERE
Contrast
A second factor that must he considered if a display 1; Fo be leqgible s
onr ability to discerainminate drsplaved detail from visual Eﬁéﬁ%round or to dis-
crimifate contrast in brightness. FPor details darker Lhan their background
{commonly the aase for draphic displays), contrast ca» vary from 100 percent

positivea, to zero,

CoNtiuih 15 A neasure of dafference in luminance hetween a detall fLDY ant 1ty
backgrannd (LB} and 15 computed by the formula:

Contrast (%) = LB - LD X 109 (2)

(L)
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One empilrical approach for determining the limits of this ability is to
determine the mininum contrast needed to perceive a particular pattern., The
sinplest type of pattern is a grating made up of a series of light and dark
bars. If the luminance difference between the light and dark bars is reduced
suffrciently, thers will be a point at which they are just « rciminable. The
poeint 15 called the contrast threshoid; the lower this threshold, the greater
the contrast sensitivity.

Our wvisual systems do nct have a single cont;aSt threshold for all stimu-
1i. Rather, our contrast sensitivity differs depending on the sharpness or
gradualness of a luminance change, being gighest for intermediate degrees of
gradualness and lower for extremely gradual changes and for extremely sharp
changes (i.e., fine details). This relationship was discovered by observing
the contrast threshold for grating patterns of different degrees of fineness.
If the fine~ _ss of the grating is expressed as cycles per degree {(number of
ligat dark pairs subtending 1° of visual angle), then for gratings of any fine-
ness,; the contrast can be varied to yleld the contrast sensitivity. A plot of
this Sensitivity for gratings of different spatial frequencies (fineneés) can

then be aob*ained and iz referred to as the contrast sensitivity function

‘{Campbell anad Robson, 1968). Campbell and Robson obtained contrast sensitivity

functicns for many grating sypes, two of which are shown in Figure 3,4, Note
thaz at intermediate frequencies {changes from black to white),, less than 1
percent contrast 1S needed to resolve a patter.. This is true when Sensitivity
15 measured by varying the contrast of a "square wave" grating {black and white
5011 stripes, with Lharp edqges) or hy varvying the contrasts of a "sine wave"
gratiny fdirk and light stripes that fuzz into each other).
INSERT PIGUHEE 3,4 HERE
Tﬂ see the ettect of contrast on aculty consider the ¢ iphs shown an Fig-

e 3.5, The frgqure shrws o lentical gqraphs reproduced unde~, firferent condi-
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tions such that one 18 Superimposed on a 'grayish' background, the other on a
'white' background. One can clearly see that it 15 more difficult to identify
the lahels on the gray background than it is to identify the labels on the
whlite background. If we assume that black print on & gray ° -ckground results
in a <ifty percent contrast reduction relative t¢ black print on a white back
ground, and 1f the graphs are read in normal reading light (10 ft-L) at a:nor-
nal reading distance, then equivalent identification accuracy is achiewved by
increasing the s%;g_gf_;he 'black-on-gray' font tﬁlrty-one percent (see Figure
3.5). That is, if the size of the label 'vehicle' for the 'black-on-white'
font is 0,025 inches, the same label must be.0.033 inches if superimposed on a
gray background (using the da:za in Figure 3,5b).
INSERT FIGURE 3.5 HERE

The effects of contrast are acute in news magazines because their emphasis
on "attractive" graphics often results in displayed material appearing on ; ,
colored or patterned backgrounds. ' Observing the following rulas {(Grether and
Bakaer, 1972) ywill help to increase identification against nonuniform back=

grounds. First, choose a color and luminance that contrast most with the

colors in the background. For example, a green trend line on & green back-
ground will be less discriminable than a red line on a green backgrouna.
Second, pick light colors for specifiers on dark backgrounds and vice versa.
This 1§ necessary hecause color contrast 1s not sufficient to ensure legibil-
1ty: a lightn2ss contrast 1S far more important (Tinker and Paterson, 1931;
Poulton, t9a7).

Wae have mentioned that humans are most sensitive to intermediate degrees
of gradualness of luminance gradients across the visual field. BAs noted, this
cauges small detarls to be less rasolvable at low contrasts than larger
detallzs, Howssver, there is a less ohvions corellary of the visual contrast

hemdlLLVLLY function: very dJdradual chandes yn lightness will be hard 4. detect

¢ o
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at low contrasts as well. This means that topographic maps and other displays
that vary shading continuously across the page may have to use large contrasts
if it is Jdesired that the viewer detect graduwal changes. for example, in the
ieft panel of Figure 3.6 tr» change in rainfall across the Great Plains is
difficult to detact at the .ontrast shown: the right panel repairs the
problem,

INSERT FIGURE 3.6 HERE

Relative Discrimination
The acquisition of information from charts and graphs often requires oane
to judge differences in two magnitudes on a single dimension. For example, to
acquire information from a bar graph requires that we be able to judyge the
length of bars. A fundamental guestion here is how zmall a difference can be

and still be detected. This difference is called the just-~noticeable differ-

ence, or JuD. For bar graphs, then, this means that there will be some minimal
difference in the lengths of the bars below which we will be unable to detect
differences in length, and thus we will be insensitive to information repre-
sented by such differences. Our sensitivity to differences in magnitudes
varies from dimension to dimension and is influenced by the context in which
the mark is viewed. 1In the femainder of this section, we present data on sen-

sitivities to various dirensions and also discuss some of the contextual

effects.

Difference thresholds are obtained by asking people to compare a tast
stimelus to a standard aad noting how small the arfference in magnitui:s can be
while st1ll being detected. It is a noteworthy fact about human perception
that thesa thresholds depand on the magnitude standard stimules. For example,
es1ng our bar graph illustration, if the length of a bar {(the "staniarcl") was
0.1%, then very small differences 1n lengths of another par itthe "comparison™)
stimull {say, 0.001") quite passibly would he detected. 1If. howaver, the

standard were 10.0"/ then differences of 0.001" would probably never be
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notrced., Therefore, if difference thresholds are to be useful parameters for
guarding adainst ambiquity, the dependence of threshold and standard must be
kept in mind.

E.H. Webes formulated a farous law capturing this de ience in 1846, He
showed that the c¢hange in stimu.ss magnitude (4S) which was needed to trigger a
just-noticeable change in perceivéd magnitude along any dimension was a con-
stant fraction of the magnitude of stimulation (s) already experienced.2
Weber's Law means, for example, that if the pr090£tionality constant for bar
length was 0.01. tha2n for a standard of 0,1”5 a comparison stimulus differing
from the standard by 0.001" would be detected. For the 10.0" standard, the
difference must be 1,0". fTable 3.4 lists proporticnality constants or differ-
ential sensitivitres for visual dimensions typically found in'éraphic

displays.

INSERT FIGURE 3.7 AND TARLE 3.4 HERE
The advaptage of the Weber fraction as an indicator of differential sensi-
tivity is its independence of the actual units of measurement. For example, it
does not matter whether size is peasured in inches or centimeters, since both 1

increment AS and actual stimulus magnitude S are me%fured in terms of the same

“‘Weber's Law 1S expressed as:

AS = KS (3)
where .3 j35 the jrst noticeable difference {(JHD)., The differential sersitiv-
ity to any dimension is obtained from equation {3) by creating the relative

9 quantity 55/3, called the Weber Fraction:

K = AS/S (4)

Theoretinsally, when Weber's law is correct, a plot of AS versus S resultes
)

& 1S a constant line as shown in Figure 3.7, with greater ordinate values imply-
1nd less sensitivity while gmaller values indicating greater sensitivity.
Howaver, when empirically tested for most sensory modalities, the dashed curve
in the frgure uwauvally resulks. At the pornt Sy Weter's Law, as wriltan in

acpiation 3, 15 no longer valul., To cope with this dip in sensrtivity
NCMIEELN ] pnear the absolute threshold, alternative laws (Miiler, 1947,

© Galltord, 1322) have been put forth, Millaer introduced what now has becene
kfiown as the lencralized Yeber's Law.

&S = K5 + a

- where the constant a is proportional to the absolute threshold. For most

[]{jk:‘ intermediate range stimul:i, though, Weber's law holds quite well,
P v | 87 o
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o pﬁysical quantity, leaving K as a dimensionless ratio. This allows us to com=
pare relative sensitivities for different bhysical dimensions.
Drscrimination of Size
& These are numerous different ways of measuring size, each of which will he
conSLo. +d below.
Length discrimination
e

Lentdth is a commonly used dimension for coding information in graphic
displays. especially in ¢oding "point" information as bhar graphs do. Our abil-
ity to discriminate differences in length is especially important if ope must
L make compariscns across graphs with multi;le'frameworks. Consider the graph

shown in Figure 3,8a, representing yearly fire and police expenditures for sone

fictitious ci1ty. Suppose we are interestad in krowing whether fire and police

® expenditures were the same for the year 1978, Answering this question requires
a ccmparison of the two bar lengths representing these magnitudes. In fact,
police expenditures were greater than fire expenditures for that year. How-

L ) .
ever, the difference in the two bar lengths is less than a a3, and we can see
that it 15 quite difficult to note the difference reliably (without perhaps the
use of a ruler). Figure 3.8b shows the same information, but this time, the

® dirfference 1n lenqgth is greater than a JND®, and 1t appears much easier to note
the difference in lenaths.

INSERT FIGURE 3.8 HERE

® Ono §1367) investiqgated the applicability of Weber's Law for line lengths,
lenqgth being specified both in terms of "physical" size and zize of the image

® ‘If we asdume that the bar on the left is the "standard", its length 13 1.7".
The lensth ot the comparison bar is 1,7625", res lting i1n a differonce in
lengths of 0.0625", By Weber's Law ana the diff. ential sensitivity to lina
length of 4.1%, Jiscussed below, the required JHD (43) is:

&5 = 0,041 (1.7
= 0,0697"

L
"The "srandard length is 1.7", and the copparison lendgth 15 1.77", the diffec-
~nc® pelnd JL.07%, This diftersance 18 greater than the Ceuired JuD.
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projected onto the retina as measured by degree of visual angle. He found that
the value of the JND was predicted equally well for both specifications of
Size., His results indicate a measure of differential sensitivity to line
length of 4.1 percent in terms of either size measure. This pmeans that if one
line length is specified at 1%, a second liwe - ba specified at 1 (1™ to be
just noticeably different. In terms of the "retinal" size, if one line subcends
1?2 of visual angle, the second must subtend 1.041°.to be perceived as just
different.

Orientation Effects. The diffirculty of discriminating length is dater-

minted, in part, by tne orientatioﬂ of the lines. C(Consider the graph shewn in
Pigure 3,9a., Suppose a reader is requ.red to make a comparison of the lengths
of lines representing the A-C Link (#5) ard che G-H Link (#6). Perceptually,
the lines appear equal in length. Now let us orient the A-C link in the hori-
zontal posrtion, as shown in Figure 3,.9b., We can now clearly see that the G-H
link is greater in length than the A-C link. This example demonstrates that
differential sensrtivity is better for horizontal lines than oblique lines.
The same effect 1S also true for lines oriented vertically. The scurce of this
effaect is not optical (Mitchell, Freeman, & Westheimexr, 1967), but appears to
be somewhere within the neural mechanism involved in spatial resolution {(Maffei
& Campball, 19790}, We know ¢f no generally applicable quantitative standards
concerning the rate of change of differential sehsitiviiy as a fanction of
orientatlon, but Figure 3.9 does sugyest, qualitatively, the direction of this
chonge,

INSERT PLIGURE 3.9 HERE

Ar~s Llrscriminatlon

Area liserimination i3 often requlred for proaccising information found 1n
aran" mapa. This type of draphie display is often used to reprosent the nuo-
ber, fregqueacies, deasity ant the like of variables varying geographicaily. As

woegamp s Lf area discrimination, coniyder the “spot™ map tn Frgure 3.100
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showing "technology manpower" for different regions in the United States.

Manpower 15 coded in terms ©of areas of circles: the larger the area, the
greater the manpower. Thus, to process the information. we pust be able to
diseriminate between areas. Suppose we wisi to compare manpower bhetween the
liorcheast and Far West regions. If one were actuwally to me. . .re the diameters
of these two circles, one would find that the circle representing manpower in
the Far West has a greater area than the circle representing manpower in the
Northeast. However, the areas do not differ by arﬁNDS, making a viswal compar-
ison very difficult, if pot imposéible. The same graph is redrawn in Figure
3.10b with the areas now differing by nore tﬁan a JND®, and it is na; possible
to gee the difference.

Baird {1969) has reported a differential sensitivity for area of 6.0 per-
cent. This value implies that for differences in area to be detectable, the
areas mast d’ffer by 6.0 percent or more.

INSERT FIGURE 3.10 HERE

Discrimination of Number

"Hunerosity" refers to the subjective impression of the number of objects
that a person can see in the visuval field without counting the objects. Qur

ability to discriminate differences in the number of objects (e.g., dots)

*

5Thelarea of the circle representing manpower in the par West is 0.785 inz,
corresponding to 2 radius of 0.5". By Weber'’s Law using the value of differ-
encral sensitivity of 0.06, discussed bhelow, the area of the second circle
should d)ffer by:

AS = 0.06 (0.785)
= 0,047 in?

Thus, to be Just noticeably smaller, the areca of the second circle should be

0.733 114 or lesss corresponding to a radius of 0.484". The actual radius of
this circle 15 0.485", corresponding to am area of 0.739 in<.

"The radius of the circle representing manpower in the Far West iz still 0.5"

(area of 0.785 1n<}, but the radius of the second circle is now 0.479 in pro-
dueing an area of 0.721 w4, less than the required 0,738 in”.
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becomes 1mportant, for exXample, if one wishes to represent, say, ordinal inf.r-
mation ¢oncerning population densities of wvarious regions by different dot
densities. Taves (1941) established a differential sensitivity index for dot
numerosity of 0,204 under nonsimultaneous viewing conditions. This means that
1f population density of one region is represented by 10, .€%, then the den-~
sity of another reygion, greater tﬂan the first, must be represented by 120 dois
to be perceilved as just greater. A third region relative to the second should

contain 145 dots if it is to be perceived as just different.

Discrimination of Color ’

.

Colors may differ in their hue, brigﬂtness, and saturation.
Hue
"Hue" is the term referring Lo the dipension that separates red from
L green, and so on, Hue is a psychological property, existing in the eye of the
beholder. DiLfferent hues are produced primarily by differences in the wave-
length of iight (measured in nanometexrs, or mpu}. Figure 3.11 shows the varia-
L4 tion in hue as a function of wavelength along the spectrum, from red through
orange, yellow, green, and blue to violet.
INSERT FIGURE 3.171 HERE
® Our ability to detect differences ip hue is not unifoxfn; for equal changes
along the physical spectrUm.° Figure 3.12 shows mean JND'sI(ﬁA) and standard
deviations of hue as a function of wavelength (A} from 410 mp through 630 my
® {obtarned froé a set of experiments by Siegel and Dimmick, 1962, and Siegel,
1964}, (Recall that the smaller the JHD, the greater the sensitivity.) The
frqure shows that peak -ensitivity to hue differnnce is greatest in the ranges
@ of about 450 to 480 my, correspending to the yellow region. For this region, 2
change tn spactral <omposition of less than 1.0 mu is needed to be perceived as
"just Jiffarent”. Sensitivity to hue differances 15 weakest at the extremes of
9 the spectrum (¢nrresponding to the violet and red redions) and alse for the

qgreen reqion at about 520 mp.,

4 O
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We can also see from the figure that the wavelength discrimination func-
tion does not at all resemble the function described by Weber's Lav (which
asserts the JND increases linearly with stimulus level). One possible reason

@ .
for this 1s that Veber's law states that the amount of stimulus magnitude that
must be added for a JND to be sensed must be proportional to the existing
lavel. ‘That 1s, discrimination sétisfylng Weber's Law are mediated by additive
pereeptual drmensions, such as loudness, whereas color 1s a substitute dimen-
i sion. In other words, increasing the wavelength of a patch of light does not
lead to the perception of'gggg of somethipg, it leads to the percer .on of a
different something.’ And, not surprisingly; it has been found that displavs
th&t use a gradual shift from one color to another to represent a continuous
vafiable are diffircult to understand; we see such variation as a Qualitative
change rather than as a quantitative gradation (Wainer & Francolini, 1980;

Wainer, 1981).

INSERT FIGURE 3.12 HERE

’Ihese differ=nces mirror differences in the neural substrate of sensation.
For additive dimensions like lightness, the magnitude of the stimulus increas-
es, the firing rates of neurons already responding to stimulaticn increase.
It may well be that if this increased firing rate is sufficient, then it

® results in a JHD being experienced. If this phenomenon is not sufficient,
then additional neurons are recruited and their added effects evenutally
result in a JUD.

Hue, on the other hand is 'experienced as an attribute of guality in
which discrimination is mediated by substitutive proresses, that is, which
neurons are firing, not simply how many are firing or how frequently they re

& firinrg. There are four types of “spactrally opponent" cells responsible for
color visioa (See Devalols, 1975 for a good discussion.). Briefly, these
types are termed red-excitatory, green-inhibitory {(+R-G), and yellow=
excrtatory, blue-~inhibltory (+Y-B} and the mirror image of these (+G- R) (+B~-

Yf. Eacn of Lhese types is spectrally turned to a particular range of wave-

lgngth, that is, for certain wavelengths, each responds in an eXcitatory man

@ nf-r while belng inhibited for »ther wavelengths. BAs one progresses across
the sPectrun, there i3 no ade .lonal recruitment of neurons, but instead, a

sLbstxtution of excitation of one cell for another. Therefore, the sensi-
tivity ¢ whatever cell is firing in response to the stimelus dictates how
dlffernnces 1n wavelength are detecterd. It is interrsting to note that the
tho minima of the wavelength discrimination function occur in the same Spe. -

7 tral reglons as the “crosspoints” of the two pairs of 'spectrally opponent
ﬁ?lls, the #R-G and +G-R ¢ells having their cr055901q£s at approximately 590
my, and the +B=Y and +Y-B at approximately 500 mu., If discriminations are
based on which cell is firiny, then a double minimu® in the wavelangth
discrimination function 18 exactly what we would expect,

€ o ‘ /
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when using color for coding nominal information in graphic displays:. Table
3.9 recommends certain hues (coded in the Munsell classification) dhen fewer
than nine colors are needed, which we recommend due to our limited memory capa-
cities, The hue< in this tablc are maximally d°scriminable from one another.
- ) INSERT TABLE 3.5 'h.<E
Saturation
If things have the same hue, it is still possible to detect a difference

between them because of differences in saturation., Saturation can be thought

5

of as the degree to which a color appears te be rich and pure, frz2e of white-
ress, grayness, or blackness. For example, red differs from grayish red in
saturation. If light consists entirely of a single wavelength, (say 530mu,
which corresponds to yellow) it is said to be completely homogeneous or mono-
chromatic and has a "colorimetric purity" of 1. White light, on the other
hand, is a migture of all wavelengths, or "maximally heterogeneous” and has
purity 0, Between these two extremes exisb_graduations in purity. If color-
metric purity changes with the luminance heid cpnstant. the color seems to
change principally in grayness. That is, as purity increases, grayness
decreases. Colormetric purity. then, is specified as the ratio of monochroma-
tic light in a mixture of monochromatic and achromatic light.

Studies investigating th'e maximun perceived saturation of varicus hues
(Yones, and Lowry, 1926 Priest and Brickweddle, 1938) have shown thaé satura-
tion appears greatest at the extreme wavelengths and decreases to a minimua at
about %70 mp. Thus, red and blue light will always appear more saturated than
yellow light of the same colorimetric purity (i.e., proportion of the light is
composed of wa-w:lengths of that hue.)

Experinents by Paneck and Stevens {19u%) and Indow and Stevens {1966} have
a5t '1shed differontial sensitivities for saturation of both primary and in-

termediate hues. For saturation of red, a primary nu-:, Paneck and Stovens
: »
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o found that a 2% change in purity is necessary for a just noticeable difference
in saturation. Differential ;eésitivities for changes for hues frem 550 to 530

. mp (from a greenish yellow to yellow) and for hues from 630 to 583 mu (red to

s yellowish green) were investigated by Irdow and Stevens {1966), who found Weber
fractions in the range of 2%, Th. for example, if the purity of color at
some dominant wavelength is, say, 80 percent, then purity at the same wave-

@

length pmust be greater than 81.6 percent, if a noticeable difference in satur-
ation is to be observed.

Because saturation, unlike hue, iz perceived as a continuously varying
¢ quantity, it is better to use var:.;tions ;f ‘saturation (e.g., betwsen white and
richly colored, with pale as an intermediate) then hue in displays like maps
where some variable must be plotted as a function of lotation (Wainer &

® Francolini, 1980).

Brightness

Colors also differ in their brightness., Brightness discrimination invol-

* ves the ability to detect changes in luminance along the achromatic scale,
black-to-gray-to-white. Lowry (1931) has shown that for maximum discrimination
to occur, the luminance of the field should be between 20 and 30 ml, Under

® this condition, the differential sensitivity is 1.43%. At lower luminance
levels, discrimina?ion decreas s markedly,

Shape pigecrimination

@ Discrimination of shape is a wvery complex phenomenon involving sensory,
perceptual, and cogynitive processes and interactions among these processes. At
the higher levels of processing, shape discrimination comes under the headings

® of form perception or pattern recognition. We will consider here some investi-
gations of our ahilities to distinguish changes in relatively simple shapes as

. certain aspects of the shapes are varied. This may be important for the design
L

of charts and graphs in yhich the shapes of a set of symbols vary continuously

(¢.g9., from a horizontally-oriented ellipse, through a circle, to a vertically-




oriented ellipse) to signal valuss along Sone continuum. Similarly, there may
be displays in which squares represent one entity, and rectangles represent
another entity, so the two shapes must be discriminable if the display is to be
unambiguous. In addition, dynamic inforr- ion sv~h as, for example, an air-
craft's glide angle is generally coded as jome 5. ¢¢ {e.g., a diamond shape) on
a cathode ray tube. As the slope-changes, the shape changes in its form Some-
what. Thus, to maintain a proper glide slope, the ability to recognize changes
in shape and giscrimination is clearly important.’

Veniar (1948) examined subjects’ abi%itY to distinguish between a square
and a rectangle oriented horizontally or vertically. She established a differ-
ential sensitivity of 1.37 percent_for shape distortion when eid%g;fhe hori-
zontal or vertical sides of the square were distorted. This vai;e i#;lies that
if a 13 em. X 10 chQQQUare is projected, a 10.14 cm. X 10 cm. recténgle will
be perceived as just different. Veniar also investigated the effects of stimu-
lus area and illuminition on discriminability and found no influence of these
variables for the ranges considered. Note that this wvalue of differentlal
sensitivity is different from that found for "pure" length discrimination (See
Table 3.5), suggesting that di:.erent processes may be inv lved in the two
types of discrimination. In fact, in debriefings following the experiment,
subjects reported that theirzjudgments involved the shape as a whole: and not
the individual line lengths.

In another shape distortion”experiment, Kelly and Bliss (1971) investi-
gated sensitivity to distortions of diamond-shaped figures. Distortion was
indicated in terms of diamonds appearing "taller" or “shorter" than a standard
defined as having a height/width ratio of 1.000. Consequently, diamonds
appearing taller and had height/width ratios greater than 1.00 while those
1ppearing smaller had ratios less thau 1.00. Kelly and Bliss found a differen-

tral sensitivity of 4,8 percent, corresponding to height/width ratios of
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1.048/1.000 and 0.952/1.000 for just taller and just shorter diamonds, respec-
tively.

2. The Principle of Pérceptual Pistortion

Everyone knows that things are not always as they appear. But most peoble
seem to thinpk this is largely due to the ®ccasional optical . sion. He  or,
in many cases there is no illusion but the perceptual system nevertheless is
systematically distorting the relationship between the magnitude of the sensa-
tion we feel and %the value of the physical stimulus property which excited the
sensation.

Optical Illusions

Any introductory textbook on perception devotes considerable space to a
discussion of illusions (e.7., see Haber and Hershenson; 1982), A number of
illusions have been found to affect graph reading per se. For example,
Cleveland {(1982) found that color on a statistical map can cause an illusion:
when colors were highly saturated, a red area was seen as larger than an equal-
sized green area; when the colors were not highly saturated, however, no illu-
sicn occurred. Another illusion discovered by bleveland, Diaconis, and McGill
(19821 is directly relevant to one of the most common display types: simple

]
scatterplots in which points are plotted within a set of coordinates.

Cleveland et. al. asked subjects to judge the degree of "linear asggciation“
between the two variables plotteds all subjects had some statistical training
and understood the instructions. Judgements were made using a 100 point scale,
with O being equivalent to r=0 and 100 being equivalent to r=1. when the scale
was reduced on the frame, s¢ that the "point-cloud” was reduced in size, sub-
jects saw a higher degree association. This should be evident in Figure 3.12,
. INSERT FIGURE 3.12 HER.
An assortament of other illusions may be relevant to special kinds of

graphic displays (see Wainer & Thissen, 1981). For example, the "top hat illu-
sion” results in our seeing vertical lines as longer than horifontal lines of

the same length. In some exotic plots line-length and orientation can be used
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to represent information SO some lines may be vertical amd others hori%oﬁtal—-
in vhich case this illusion would be a source of mis-information. In gern ‘'ral,
however, most optical illusions usually discussed in perception texXts are not

likely to affect charts and gra—hs.

Systematic Distortions: The Po <r Law

The relationship L. tween thehphysiéal magni tude and the psychological
magni tude can be expressed by the following formulg: due largely to the work of
5.5, Stevens. ’

Y =ko {4)
In the equation above, ¥ is the subjective m&qnitude of the sensation, ¢ is the
physical magnitude of the stimulus itself, and b is an exponent {to Le deter-
mined from empirical data) which characterizes a particular sensory modality (k
is simply a constant which relates the units of sensation to those of the phys-
ical stimulus property). In other words, for any perceptual continuum, the
perceived magnitude of a stimulus is some power function ©of the stimulus'’s
physical magnitude, with the exact power in the function varyind from continuum
to continuum. Steven's law is often called the "Power Law" for this reasor.

Beciuse the power or exponent in the power function (b) is not necessarily
equal to 1.0, sensations often do not ghange in direct proportion to changes in
the physical stimulus. This has some important implications for reading charts
and graphs. In the remainder of this gsection we will discuss the Various con-+
sequences of the power lay for chart and graph comprehension. We shall provide
estimates of exponent values for the visval continua commonly employed in prb-
ducing charts and graphs. Bazzd on these estimates and other research results,
we shali make recommendations on how best to use these continua in visva)lidis-
plays. In many instances, there is considerable variation in estimates
exponents, due to differences in research methodoloyy, in which cases we pro-

vide the range of values.
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General Consequence of the Power Law

4

The form of equation 4 has several mathematical properties geflecting
properties of perceptual systems that may have enhanced the species's chances
for survival in a natural environment. First, the power law provides for =atio
invariance. That is, equal stimulus ratios induce equal sensation ratios As
a consequence, an object in the environment appears to retain a constant size
and shape in relation to background objects as its position changes relative to
the obseéver. Second, for some sense modalities,léuch as visual brightness,
the ratural environment may present a b:soad range of values (up to 10 orders of
magnitude)., If the visual system wer: to-tr;nsduce and process brightness in-
formation linearly {(i.e., the eprnent were t}, thé system would have to be
much larger to register the entire continuum and Probably would have to possess
a greater neuronal mass. In fact, however, the psychophysical exponent for
brightness is less than one. This enables the same range of physical bright-
ness to be reéistered within a smaller sensory system. The information that is
lost by virtue of the nonlinear s;nsory transformation has little importance
for survival. '

These two advantages provide an explanation of why the evolutionary pro-
cess has favored a power function for sensory encoding., In terms of graphical
apélications, however, the c6n§equence; may not be so happy: the power law can
distort the presentation of*information when the continuum that is being used
has an exponent greater than or less than 1.

The perceptual distortion that occurs as @ result of the psychophysical
power law can best be explained using a graéh. Pigure 3,13a shows a power
function with an exponent of .7 {i.e., the physical'magnitude is raised to that
power to predict the corresponding subjective magnitude}, As a consequence of
the $xponenb being less than one the value of the sensation, ¥, increases less
rapidly than that of theos;imulus, 4. Figure 2.13b shows a graph of a power

fun~ction where the exponent, b, is 1.2. In this case, the value of the sensa-
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tion, ¢, increases more rapidly than that of the stimulus property. Finally.
Figure 3.13¢ shows a plot of the power function whose exponent is 1.0. This
fanction is represented as a straight line. In this and only this c¢ase no
perceptual distortion occurs, with Sensation increasing at the same rate as the
stimulus magnitude. Th , “en the exjonent is equal to 1.0 do things
differ in the way they appear to differ. ‘
INSERT FIGURE 3.13 HERE

The foregoing characteristics of the sensory power law have important
implications for graph construction and comprehension. PFirst, equal inter?als
on a stimulus continuum do not, in general, correspond to equal intervals on
the subjective continuum. This is made clear in Figures 3.13a and 3.13b where
w; and W, are equal intervals on the physical continuum $. The corresponding
subjective intervals W, and W, are obviously not equal (w1>w2). Equal physical
intervals correspond to equal subjective intervals only for sensory dimensions
whose power functions have an exponent of 1.0. In the construction of graphs.,

one is often concerned with conveying a relation between two quantities by

using a corresponding visual relation between graphic symbols representing

those qualities. when the information to be conveyed is interval scaled, the
graph maker sgould be aware that equal intervals on the scale of interest may
not portray equal subjective intervals on the particular visual c¢ontinuum.

For example, suppose we wish to const;uct a chart that provides informa-
tion on various occupations. Pach occupation 1.s to be represented by a circu-
lar area of uniform size and the mean intelligence gquotient (1.Q.)} for people
in each occupation is to be indicated by the apparent lightness of a particular
red hue used to ¢olor each circle., Consider three occupations. A, B, and C,
with mean I.Q.'s of 130, 110, and 90, respectively, which are represented with
a 622.nm red color with a colorimetric purity of .51, Tab19 3.6 provides a
list of the erponents for perceived lightness as a functiontof the
corresponding physical stimulus property, reflectance, considered separately

[Or various
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= colorimetric purities for different hues. P.ssﬁming that the red graph is to be
read under artificial light, an exponent of .62 is appropriate. Using an
arbitrary constant (k=1.0)} for the formula (in equation 4}, lightness is

- ] plotted against reflectance in Figure 3.14.

INSERT TABLE 3.6 »? “GURE 3.14 HERE
Because the three occupations are spaced at equal (20 poiat) intervals we
@ must choose our reflectance such that the intervals in subjective lightness are- N
also equal. The symbols on the ¢hart can be made most discriminable if the
full range of a"aj.lable reflectances are used. Similarly, the meaning of the
® chart iz made most transparent if lighter”shades of red are assigned to occupa-
tion groups with the brighter pPeople {for reasons to be discussed later).

Thus, we select & value of .3 on the subjective lightness scale for occupation

@ A, a value of .2 for occupafion B, and .1 for occupation C. The positions
! marked IA' IB' and IC on Figure 3.14 indicate the corresponding points on the
T .

psychophysic 1 function. From this it can be seen that reflectance Values of
| ¢ 170, .094, a.nd .034 must be employved :Eor occupations A, B, and C, respec-
tively.
Although this set of walues satisfies the requirement that equal intervals
4 in the referent scale (I.Q.} are represented as equal intervals on the subjec-
tive lightness scale, it is certainly not uniéue in this respect. We might
have selected a subjective lightness value cf .29 for occupation A and used .9
@ unit decrements on the lightness scale for the other occupations. The graph
maker hds considerable latitude in £ollowing this procedure to reanove distor-
tion in interval scaled graphs. In addition, the level of precision diécusséd
4 here may exceed that needed for most uses of most charts and graphs. But in
all cases, the graph maker shf}-“ld be aware that equal differences in physical
units may not be seen as equal and hence may not function to communicate effec-

L tively.
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Of course, in some cases, adjusting the elements of the graph t»n compen-
sate for the distortions of the human perceptual system may be the wrong thing
to do. Fbr example, for elements cuch as squares with &if;erent areas, the
reader may want actually to measure the gleménts to obtain absolute value, to
interpolate, or to verify that the graph really suppe~ the claims made in the
accompanying text. In such a case, altering the areas so that they differ from
the exact quantitative values dictated by the information being communicated
would have disastrous results. MNote that simply Sy choosing a continuum with
an exponent of 1.0 to begin with to represent the quantities, the graph maker

¢ thereby avoids both perceptual and physic;l I'distorti.ons.

The second majer!implication of the power law for chart and graph con- )
struction concerns the propexrty of ratio invariance, which was mentioned earl-
ier, Recall that "ratio invariance” means that if the ratio between the values

of two stimuli is equal to the ratio between the values of two other stimuli,

then the ratios of the corresponding pairs of sensations are also equal.3 A

® o

8This can be demonstrated quite suwecinctly by the following equations.

Let 9y, $,, 93 and ), represeant values on a physical continuum for four sti-
mueli, and let ¥y¢+ ¥, ¥y and §, represent the sensations which result from

® these stimulnus valvues. Then if:

2 é3

—_— T - {a)

92 Py
it follows that:

= {b)
Y

-c-I-E-
[ —

This is most easily seen by employing the power law, ¢ = k?b' to rewrite ’
equation (b) in terms of equation stirulus properties.

k1‘3'1‘3 k‘Psb

b b
kK¢, kg,

Raising boths sides of equation (¢) to the {1/b)th power yields equation (a).
as promised,
$y 93
—_— = e {d)
¢2 Py
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® particular ratio of stimulus properties will not, in general: yield the same
ratio of sensation magnitudes. Given a stimulus ratio, (\p!/,pz), the resulting
sensation ratio, (¥1/yz), is (¢1/¢;_)b. Thus, ratios of stimulus properties
¢ are also transformed by the power law. A given stimulus ratio can produce the
same sensation ratio only when the sensory system invo. . is characterized ny
an exponent of 1.0,
® Let us Suppose, vhen, that we wish to conv:-.y the idea that country A has x
times the population of country B by sketching ou{-:line maps ;af the two coun-
tries, where the apparent gizes of the drawings reflect the corresponding popuL-
® lation sizes, In order to acéompli.sh this g.raphically; we would employ the
exponent b in the psychophysical relat.ionship between the physical property.
area, and its subjective correlate. apparent size, as follows:
®
- 1/6 _ ¢
X = %_ or X = _;A_ (S)
B B
° If we select an appropriate area, $p¢ for country A, then equation {(s) can
be used to determine $p such that the.rati.o of apparent sizes is x.
by = 0p/ 00 P (6)
® B |
The non-linearity of the psychophysical power law, therefore: has implications
on the use ©f graphic symbols to portray relationships between symbol refer-
® rents on intervals and ratioc scales. Knowle.d.ge of the values of the power law
exponents for the various vistal continua, together with an understanding of
their role in perception, is important for accurate graphic¢ communication.
® ” The power law does not only bring bad news to the graph maker: however.
Simple (i.e., nonpolynomial) power functions ate monotonic: they either in-
crease Or decrease along their. domains, but never both, That means that ordi-
® (’5/{1_}_ relationships (e.g., A is larger than B, but not by any particular amount
or rati.d) will virtually always be perceived veridically if conveyed by some
¢ o 102
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physical continuum. If 311 the graph maker wishes to convey 1s the ordinal

relationships among a set ol envities, and not their exact differences or
ratios,. the power' law does not entail any problems.

A few words of caution are in order before proceeding with a discussion of
the systematic discortions to be found in the visual continua that are impor-
tant to chart and graph construction. In many cases therc is considerable
variation in the exponents that were determined empirically for a given contin-

 uum by different investigators. At first glance this variation would appear to

be random. However, the results obtained from a given type of measurament

® : o :
procedure are sometimes known to be consistently higher or lower than those
from another procedure, Because much of the variation it the tabulated expo-
nents is, in this sense, systematic, the reader should view the results to

[ LT .
follow with reduced skepticism.

Most of the estimates we provide were obtained either with an "estimation

procedure" or with a "production procedure", In the estimation procedures, a

* subject is first shown a standard stimglus to which the experimenter assigns a
number, and the subject is then asked to responé to each of a geries of experi-
mental stimuli by saying a number which reflects the subjective or perceived

g relationship of the experimental stimulus to the standard stimulus. In the
production procedures, the eﬁberimenter preseéts the standard, and gives the
subject the means to vary stimuli (e.g., by turning a knob controlling the

* brightness of a light} to yield a given relation to the standard (e.g., five
times as bright). 1In general, estimation procedures yield lower exponents than
production procedures. The availability of the standard stim:lus and its wag-

@ . : . . .
nitude in relation to the experimental stimuli also have systematic effects on
the exponenc later computed.

With this in mind, let us now specifically examine the visual continua
1 which are most often used in graphic representatison, '
-
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Line Length and Inclination

The relationship between physical line length and its subjective corre-
late, apparent line length, has been studied thoroughly by a number of investi-

gators. Table 3.7 presents the results of some of these studies, as well as

some of axperimental conditions and méthods employed. 1 all cases the

exponent was found to be close to 1.0, thus indicating a linear relationsﬁip
between the physical and subjective continua. Although the veridicality of
length perception is not surpriging, it ;s, nonéthelgss, a fortuitous result
because it ;bviates the difficul£ies of employing nonlinear transformations in
order to encode information so that it is perceived accurately.

TNSERT TABLE 3.7 HERE

In light of this finding it is easy to understand why bar graphs are so
pervasive as a graphic format. Information in 2 bar graph is encoded directly
by the lengths of a set of discrete lines or bars. Because perceétion of
ratios is veridical in this case, the information can be assimilated without
resort to any mental or graphic gymnastics.

Stevens and Galanter (1957) fouﬁd‘that the relation between angular orien-
tation of a line and subjective inclination is also linear. And as before, 3
Hiller and Sheldon (1969) obtained a linear relation between the average in-
clinatica of a group of six yines of varying orientations and the subjective
average as perceived by their subjects.

Thus, we may conclude that straight lines are well behaved in a psycholog-

ical sense. The relation between physical attributes, such as length and ori-
entation, and the subjective correlates of these attributes is linear, even
® when average quantities describing groups of lines are at issue.

Area

!
Unfortunately, the simple relation that obtains far the actual and per-

® ceived length of lines is lost when lines enclose areas. The relationship
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between physical area and apParent size of various two dimensional figures has

been studied extensively by numerous investigators. The r?sults of some of

these studies., org;nized by the shape of the figure, are presented in Table 3.8,
INSERT TABLE 1.8 HERE

-

Initial petu;al < this table leaves one befuddled by the wide range of
exponent estimates {from .55 to 1:20). However, much of this variation can be
attributed to identifiable sources, many of which have implications for graph
construction. ©One important iﬁfluénce on the expaﬁent value is the instruc-
tions given to subjects prior to the expegiqenbal task. Teghtsoonian {(1965)
asked half of her subjects to "estimate the apparent sizes" of a set of cir-
cles. The other half were asked to "base their judgements on the actual physi-
cal areas". The exponent resulting from apparent siZe instructions was .76,
‘whereas that resulting from physical size instructions was 1.03 (see alsc
Macmillan et. al.,¥(1974); Teghtsoonian, 1965).

These results suggest some guidelines for the graph maker. Under certain
circumstances a person's perception of -the ratio of two physical aceas is

nearly linearly related to the actual ratﬁo of physical areas. These circum-

stances are: - 1) the person is specifically asked to attend to physical area;

L
: %) the person understands the concept of area and how it is calculated; 3) the
stimuli are similar in shape énd the shapes possess enough linear cues to
3 - . -
enable an accurate area estimate. Under these conditions, the exponent ranges
L
from .15 tec 1.0. In contrast, if a person is instructed to {or will spontane-
]
cusly) attend to apparent size, or the shapes are nonsimilar and irregular, or
the subject is mathematically nalve, exponents may be substantially lower. A -
o \ . . . .
person who interprets apparenl size to be indicated by a prominent linear
dimension will operate with an eXponent near .5; however, most people will
operate with exponents between .7 :nd .8, -- resulting in reader’s systematic-
L
ally under-estimating differences among increasing areas.
[ERJ!:‘ 2 105 . ‘
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Thus, given‘the incownpleteness of present theories of how we compare the
areas of differently-shaped figures: the qraph maker is advised to avoid using ;
different.shaped figures when precise interval area relationships are to be
comminicated., Sadly, this could apply to the currently popular maps in which
the magnitude of some attribute of a o uutry (e.g., oil reser: is conveyed
by the size of the country on the map.

Volume as Implied by Perspective Drawings and vVolume in Real Space

Perspective drawings of solid objects are fre&hently used as symbolg in
charts and graphs. The use of these drawings has been of particular interest
to cartographers who use symbols to conve§ simultaneously information aboup a
location and some other attribute, such as population, of cities on maps. For
them, the use of simple area symbols for cities becomes unwieldy because heavi-
ly populated cities require inordinately large areas which would imprecisely
mark the location of the city and possibly obscure smaller cities in the vicin-
ity. Implieé volume is one way of overcoming the problem. For example, per--
spective drawings of two cubes, one wigh 1T mm edges and one with 10 mm edges,

imply a volume ratio of 1000:1, On the other hand. simple squares with 1 nm

and 10 mm sides imply an area ratio of only 100:1., The availability of this -

. theoretical advantage is of course contingent on readers having the ability to

estimate ratios of volumes i real space accurately, and on their perceiving A
perSpectiGe draving of a solid as they would an actual solid. Thuerefore, the

exponent for volume in real space should be close to 1 (at least when subjects

are asked to attend to actual physical wvolume rather than apparent size) and
the exponents for actual solids and perspective drawings of solids should be

nearly equal.
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Exponents for the psychophysical relation be®wseen physical and subjective

volume for real so0lids have been estimated by Ekman and Junge (1961} and by
Teghtsoonian (1965). These are presented in Table 3.9. Exponents for the
relation between physical and subjective volume as ‘mplied by perspective draw-
ings have been estimated by Ekman and Junge {1960), 11961) and by Ekman,
Lindman, and William-~0Olson (1961): These are presented in Table 3.10.
INSERT TABLES 3.9 AND 3.3(') HERE

The conclusion to ke drawn from experiments o; drawings of cubes
{obviously of more interest to the graph maker than real cubes), then, is that
most people compare small perspective drawings of three dimensional ©objects on
the basis of the area enclosed by the drawing and not by the actual volume
implied. fThe graph maker, therefore, should not attempt to employ perspective
drawings with the expectaticn that readers will perceive differences in volume
veridically.

Proportion and Numerousity

the concept of proportion is often'conveyed graphically by a pie chart.

' Radii at various inclinations divide a circle into segments, and proportion
information is encoded primarily by the relati?e areas of the segments.

Because the perceived inclination of a line is linear in relation to the actual
inclination, as previously diécussed, the pie chart should be effective in
conveying.proportion information. The display format of the pie chart is very
rigidly structured, however, and not conducive to conveying information in
addition to proportions. I, for instance, the chart is to be used to show the
proportions of diffevent ethnic groups in the U.S., all members of each group
must be gatheXed up, in a sense, and put in the appropriat> segment. Informa-
tion about the proportion and the geographic distribution of group members
cannot be conveyed simultaneously.

Studies have been reported by Stevens and Galanter {1957) and by Rule

{1968) on a subject's ability to estimate proportions in a less structured
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format. Although these investigators were not specifically concerned with
graph and chart comprehension, their resulés can certainly be applied to this
issue. In the Stavens and Galanter study the stimuli were blue and green dots
placed rondomly in an 8 cm square. ‘The totalxnumber of dots was 36 in all
cases but the proportion of blue to green was altered for the var.-. . ..muli.
when subjects were asked to estimate the percentage of blue and green dots,
estimates were most accurate at the two ends and at the center of the stimulus
range. However, the subject;; percentage estimates increased linearly with
increases in the actual proportions. In a similar experiment, Rule asked sub-
jects for magnitude estimates of the prop;r£i0n of dots and lines occupying the
positions of an eight by ten rectangular array and obtained an exponent of
+97,

Numerousity, as noted earlier, refers to one's subjeétive impression of the
number of elements in some collection gauged without counting these elements
one-py-one. . This continuum differs from that of proportion in that numerous-
ity is concerned with elements of one type, the number of which is neither
confine to a specific range nor considered in }elation to the number of some
other type of elements. Estimates of the exponent for the perception of numer-
ousity range from .65 (Taves, 1941) to 1.34 (Stevens, 1957}, reflecting differ-

ences in methodologies. Krueger {1972), examining the perception of numerous-

ity and how it is affected by display size, offered an exponent of .85 as his
best estimate for & true exponent for numerousity, averaging across estimation
(.72-.78) and production (.93) methods. The exponent of .85 for numerosity
indicates that subjects typically under-estimate the number of items pres..t.
Items displayed in a compact area tend to be underestimated more than those
shown in a large format (owing mainly to a difference in the proportionality
constant, K (e.qg., 4), not the exponent), but the effect of the size of the
format secems to diminish (or saturate) at some point. fThe exponents for pro-

portion and numerousity are presented in Table 3.11.
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INSERT TABLE 3.11 HERE

Lightness and Saturation

-

In many instances, differences in color attributes or lightness of gray
tones serve as a basis for differentia* 'ng chart and graph symbols. We, there-
fore, include a brief discussion of the power law exponents of various chroma-
tic and achromatic attributes of \;isual stimuli.

In order to minimize ambiguity in this presentation. recall our earlier
use of some relevant tewms. Hue is the attribute Ef a color “perception denoted
by the names blue, green, yellow. red, pufple, etc. An achrenatic color per-
ception is one which possesses no hue (e.g.:'white; gray. and black). Satura-’
tion is the attribute of color perception determining the degree of difference
from the achromatic color most resembling it. Brightness (of an aréa perceived
as self luminous, such as a computer video display) is the perceptual dimension
ranging from very dim to very bright or dazzling. Lightness (of an object
perceived as non-self luminous, such as a price of paper) is the perceptual
dimension ranging from dark (black, for achromatic stimuli), to light (white,
for achromatic stimuli). Recall that each of these subjective continua is
associated primarily with a physical continuum., Hue is chlefly associated with
wavelength, saturation with colorimetric purity, brightness with luminance. and
lightness with the luminance'factor (percent of incident light of what the
surface reflects back). More complex relations are also ope?ative in color
vision; for instance, hue is affected somewhat by purity and luminance., and
brightness is affected somewh:t by wavelength and purity.

Guirao and de Mattiello {1974), using non-self luminous surfaces., obtained
exponents reprcoduced in Table 3,12, HNote that the exponents for small-sized
fields are greater than those for the large fields, regardless of the type of
illumination, for all hues except yellow. Also, blue, green and red have lower

toy
exponents when viewed under daylight conditions than under artificial light.

o
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o Yellow and orange appear to be unaffected by the type of illumination. Self

luminous colors, such as those which appear on a computer graphics screen, are
characterized by lower exponents than the surface colors {(see Indow & Stevens,
¢ 1966), although these exponents generally are over 1.0.
INSERT TAELE 3.12 HERE
In another scudy, we Mattiel]:o and Guirao (1974) examined the relation
| @ between lightness, luminance factor (% reflectance), and colorimet'ric purity.
The exponents they obtained for lightness as a poﬁér function of peécent
reflectance at a jiven colorimetric purity are presented in Table 3.13.
® Although no studies have been perforrﬁed-to determine whether saturation
ex ‘onents change continucusly with the size of the color patch, the graph maker
should be aware that saturation may be affected by the size of a colored ’
@ figure, with greater exponents for smaller areas. It is almost as if the same
color placed in a smalle:r area appears "denser" and hence, rire saturated.
Thus, slight differences in colorimetric Purity may be required to make two
® figures of the same hue but different sizes appear equal in saturation.
INSERT mig 3,13 HERE
Conclusion
@ In closing this sectien, it is worth noting that the foregeing principles
allow us to explain some data collected on graph reading per se. Croxten and
Stein (1952} examined the ability of bar graphs to convey the relative mag-
@ nitude of two quantities. They compared the accuracy of subject's estimates of
the ratio of: (1) one par length te another, (2) one square area to another,
{1) one circle area to another, and (4) one cube volume (as depicted in a line
9 drawing) to another. They found that accuracy of the estimates decreased with

increasing number of dimensicnss bars were more accurately compared than

squares, circles or cubesr squares and circles were more accurately co'rnpared
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than cubes; and squares and circles were equally wzll compared. These results
are not surprising. Giwven the fact line length is known to be a linear fun-
ction of physical line length but perceived area and perceived volume are non-

linear power fuanctions of ph}sical area and volum~ respectively, with the

e

exponent of + . volume power function deviating fu.cher from 1.C than that of
the area power function. Croxton-and Stein also compared the accuracy of esti-,
mates of the relative arcs of pairs of circles and squares when the centers of
the paired figures were horizontally aligned’versdé when the bases of the fig-
ures were horizontally aligned. No difference was found, as we would expect
from the foregoing discussion {see MacDanald-Ross, 1977, for an extensive
review of this literature). ’
Thus, the material reviewed in the preceding gections chapter can serve as
a substitute for a vast number of potential experiments oh the accuracy of
reading graphs #ith different sorts of physical marks, Where the Weber frac-
tion for a senscry continmum is small and the exponent is close to 1.0, e can
expect more accurate interpretation than we would for other continma. Even
better, we can predict the types of errors that will be made, the sorts of

adjustments that can eliminate the errors and how the type and extent of dis-

tortion varies with extraneous factors such as size and illumination.
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IT. Natural Units

1. Gestalt Principles

If a display is to be read accurately, the marks must be read and organ-
ized correct! So far we nave been concerned with factors that must be con-
sidered if the marks themselves . ¢ to be read correctly, and now we turn to
factors that underlié how we orgaﬁize marks into psychological units. As we
shall see when we turn to the graph comprehension model outlined iu-Chapter 6,
how the visual system parses thé visual input int& units and links ch;;é\units
together has importané consequences for how easily the various parts of the
graph are recognized and how easily the appropriate quantitative and conceptual
information will be extracted from it. This sectiou will review briefly the
progress made in the study of perceptual organization and consider the implica-
tions for graph construction. -

The Gestalt psychologists began work in the 1930's that has led to some
genuine understanding of how visual stimuli are organized perceptually. The
Gestalt psychologists bhelieved that visual stimulation initiates the action of
organizing electrical forces in the nervous system, which separate figures from
their backgrocunds, establish distinct groups of objects, and define structure
in the visual scena. Although many of the physiological models postuiated by
the Gestalt psychologists ha&e since been proved incorrect and many of their
explanatisns of organizational processes have been found inadeduacte, some Key

features of their approach to visual organization continue to be of value in

the study of perception. Many researchers now believe that the Gestalt Princi-

ples reflect the operation of mechanisms that seek to carve the continuous

e
cotic array into distinct portions, each of which corresponds to a physical
object in the world. Although charts and graphs are not typical visual stimuli
e found in the world, we can expect that these same mechanisms will go to work on

graphic scimuli and attempt to discern “objects" and their interrelationships
¥

-i-l'l th am.
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Max Wertheimer (1938) formulated a set of "laws" (or principles) of
organization of visual forms inveolving the followwng factors: proximity, simi-
larity, continuity, closedness, and symmetry. Several of these factors may he
opsrative in the same scene. In some cases, ~ll factors may be cooperating to
emphasize a common structure. In other cases factors may be set in opposition
to each other, with each promotiné a different structure. On such occasions,
one of the alternate structures usually emerges as dominant, although yeakened
by the conflict. The major shortcoring of Wertheiﬁer’s principles for our
purposes becomes apparent here. fThat is, when two factors are in conflict,

* Gestalt Theory cannot predict which will emerge victorious. In the ensuing
discussions of each organizational factor, we shall provide examples of cooper-
acion and conflict to illustrate the operation of these principles in charts
and graphs.
Progimity

Figures that are situated near each other tend to be associated with each
other Lo fowi & common structure., This is demo§strated quite clearly in the
examples shown in Figures 3.14a and b, The spacing between the circles of
Pigure 3.14a i: .uces the ohserver to group pairs of circles together jq the
pattern 12/34/56/etc. Iﬁ Figure 3.,14b the ohserver is lead to group the
squares into triplets: 123/&56/789/etc. In these simple examples the influ-
ence of proximity is so strong as to preclude alternative groupings such as
1/23/45/67 in Figure 3.ida.

INSERT FIGURES 3.14 AND 3.1?> HERE

Grouping by proximity is easily studied hecause it is one of the few
Gestalt principles where it is possible to obtain quantitative measures of the
stimulus properties. For example, Kohler and Adams (1961) used an array simi-
lar to that shown in Figure 3.15, but varied the ratio of spacing bhetween rows

and columns (from 1.0, equal distances, to .25, where inter-row space is 4
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times inter-column space), If subjects were not directly attending to the

display, the stimulus ratio necessary to induce them to report row or column

organization was about .38. ’If subjects were Jdirectly attending to the dis-

play, however, and they were looking for row or coiumn organization, a ratio of
about .62 was required for articulation. In other wo. 3, whej. . person antive-
ly looks for a particular éort of‘organization, the stimuli need not be physic-
ally separated to as great an extent as when a person has no prior orq?nization
in mind when first seeing a display. These figurés then, give some rough esti-

4

mates of how to space a field of patterns to use proximity to engender an
organization into rows and columns. dependiné on whether the reader is expected
to anticipate a given organization in a graph or not.

Proximity is one of the factors most commonly used to organize a chart or
graph. For instance, except when a —emote key orﬂlegend is employed, proximity
is th2 usual means by which labels are associated with their referents. Figure
3.16 shows an.example of a graph extracted from one pf the national news maga-
zines in which the labels for the vertical axes are located at some distance
from the axes to which they correspond. In this case, confusion results, al-
though it is not. severe and can be resqlved in a shért time. This failure to
use proximity to express association, however innocent. exécts a cost from the
reader in his attempt to undérstand the graph;

INSERT FIGURES 3,16 AND 3.17 HERE

A more severe problem can ensue when proximity is misused s© that an un- -
intended structure emerges. Consider, for example, Figure 3.17a. In this case
a 5 by 5 array of circles is employed to show the fraction (column labels}) of
the average daily requirement of various nutrients {row labg}sf supplied by a
serving of a given food substance. Because the distinct entities to be scaled

are the variems nutrients {one nutrient per row). and not the various pProper-—

tions in their own right (which have no intrinsic interest), the semantics of
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the chart requires an organization into rows. The relative spacing between

circles in the vertical and horizontal directions, however, <learly induces a
perceptual organization into columns. This renders the information in the
graph obscure until the conflict petween the semantics and syntax i1s resclved.
Figure 3.17b shows this chart redrawn with the proximity of circles favering
articulation by rows. WNote that the meaning is much more evident when proxim-
ity is properly employed.
INSERT FIGURES 3.18, 3.19, AND 3.20 HERE

Similarity

ﬁf@ures which resemble each other te;d‘éo be seen as grouped together.
Figure 3.18a and b show an example of similarity acting’as a grouping factor.
The 12/34/56/78 pattern emerges ciearly in 3.18a as does the 123/456/789/10
.pattern in 3.18b. MNote that in 3.18b this structure emerges in spite of a
stimulus spacing which favors a 12/34/56 structure. For estimates of the
strength of érouping by various sorts of similarity (brightness, shape, hue,
etc,) relative to proximity grouping, see Hochberg and Silverstein (1956) and
Hochberg and Hardy (1960}, somé-of whose resulté are summarized in Figure 3.19,

Similarity can be quite useful in expressing a relationship between graph-
i¢ elements which, because of the format of the graph, must be situated at some
distance from each other. For instance, Figufe 3.20 shows a series of three
graphs, each of which contains three specifier elements. In this case, al-
though the 3 graphs discuss different topics (as indicaté& b§ their titles},
each topic is discussed in common terms: a normal range, an actual level, and
a minimum acceptable level. BAlthough the specifier elements in each case are
approbriately and adequately labeled, the similarity in form and texture of the
elements serving the same function in each graph visually emphasizes the common
. semantic interpretation. In fact, once the specifier elements of one graph

have been identified and interpreted, the meaning of the elements in the two

i
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remaining graphs becomes immediately obvious., The alphanumeric labels of the
specifier elements in these remaining graphs assuﬁe only secondary importance
in the pr;sence of the similarity grouping factor.

As with proximity, similarity can be misapplied to sur~ ast an unintended
structure. Conside- the modification of the previ%us serie.. of graphs shown in
Figure 3.21. 1In this series the élpﬁanumeric label "ACTUAL LEVEL". is brinted
in large bold f£ace type supposedly to emphasize the importance of this element
relative to the other two. At first glance, howe;ér. this type face closely
resembles that of the graph titles, “CRUDF—OIL STOCKS”, etc. Only upon close
scrutiny can the reader discern the slight d;fférences in aspect and slant.

The net result of this unintended similarity is that the reader may at first be

led to believe that this label is part of the graph title and the reader pays a

price, albeit small, in time and effort to correct this false implication.
INSERT FIGURES 3.21, 3.22, AND 3,23 HERE

although-Pigure 3.19%a shows similarity and proximity campeting to promote
different structures, these factors can be madg to cooperate in emphasizing a

single structure., Figure 3,22 shows such a situation.

In general, it has been found in s!:udies of tabular and textual materials .

that the use of similarity and proximity in providing redundant information

about hierarchical organizati'on benefits readability. FPor example, labels
indicating subdivisions at the same hierarchical level should be similar in

their left-to-right placement on the paée. size of type, boldness of type.rand
case (Wright, in press). The subdivisions themselves in a list are best when

set off so that their left margins are align;d. $0 that the pieces in a sub-
diyision cohere because of proximity, common fate, and good [orm (see below)
(Bartley, 1978; Stewart, 1976; waller, 1977). For a graph maker similar pat-
terns of readabil’ty can be expected: subgraphs or groups of lines or bars

that are related at a particular level in a conceptual hierarchy (e.g., differ
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}'a-d
L




e e ——

® ent Years, different seasons within a year. different months within a season)
should be near each other, similar to each other, aligned with each otner, and
should bear alphanumeric labels with similar wvisual c;:aracteri.stics.. Con-~
- versely parts of graphs that belong to different groupings should differ along
thyw- Lime .. 8. .
Althou 7 the redundant application of grouping factors car; be a powerful
& tool in graphic representation, its misapplication can severely obscure the
meaning of a graph or chart. E‘i_g:ure 3.23 shows a'chart slmilar to tha-t of
Figure 3.17 but with a particularly unfortunate coincidental distribution of
® nutrients. In this case the proximity and similarity factors cooperate.to
render any but columnwise organization inaccessible.
INSERT FIGURE 3.24 HERE
® Symme try
A symmetric arrangement of marks is more likely to be interpreted as a

figure than the game marks in the absence of the symmetric relationship. The

® operation of symmetry as an organizing force is demonstrated in Figure 3,24,

-

The parts labelled a, b, and ¢ in the left half of the illustration stand out

as white figure on a dark background whereas the corresponding forms. d, e, and

a; £ in the right ,half of the illustration appear as dark figures on a light back-
ground.
As for possible applications of symmetry grouping to charts and graphs, it
® is noteworthy that a symmetric arrangement is the conventional format for pre-
senting a key, legend or table. The overall symmetry of these items first
identifies them as simple structures, and secondly establishes the desired
9 ‘ correspondence between opposing elements. Compare the keys on both panels of
Figure 3.25; the left is clearly superior.
Figures 3.26a and b demonstrate another use of symmetry; that of gro;xpi.ng
< together different graph elements to emphasize the convergence or divergence of

17




the pair, rather than the individual trends of each element. In these figures
the vertical arrangement of the two subgraphs in_combination with the unconve -
tional location of the horizontal axis in the upper subgraphs creates a symme-
try which draws atéention to the higher-order relationship betweer the speci-
fier elements. Figures 3.27a .ad b show alternative representati .3 of the
ihformation contained in the subgfaphs of 3.26h. MNote that the effect of these
presentations is much less striking.

INSERT FIGURES 3.25, 3.26, AND 3.27 HERE

Good Continuation

When presegfed with a configuration of discrete marks or a set of curved
lines that cross each other or double back on themselves, an observer will
perceive the organization in which thé elements are as smooth and continuous as
possible. Figure 3.28 a, b, ¢, d, € and £ show_examples of confiqurations in
which this phenomenon operates. WNote, for example that the discrete points in
3.28a appear t; be strucﬁﬁred as distinct straight or swoothly curved continu-
ous line segments. Perhaps the most likely organization to he perceived in
3.28a is that shown by solid lines in 3.28b. BRAgain in 3.28c one is most likely
to perceive a 12/3 structure rather than the possible alternatives (13/2 or
23/1} because this dominant structure avoids sharp changes in line direction.
Similarly. the prganization ?3/24 emerges in ;.Zad for the same reason. Fig-
ures 3.28e and £ show cases in which the factor of good continuation is made to
compete with closedness (to be discussed later). Good continuation dominaéés
in both figures to create the structure i 3 ¢ 7.../2 4 6 8...

INSERT FIGURES 3.28 AND 3.29 HERE

The graph maker can exploit good continuation to link a label with itg

associated specifier element. Figure 3.29 shows an extreme case, where group-

ing by good continuation can actually overcome grouping by proximity to asso-

ciate labels with their corresponding lines. Furthermore, good continuation

_r
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ﬂy principle of grouping by common fate makes it likely that the line and the

can tell the graph maker when it will be necessary to differentiuate two lines

on the basis of color, dots vs. dashes, etc.

A}

When the segments ¢f the lines can only be grouped'ﬁn one way that con-
forms to the "rinciple of good continuation (e.q. Figureag.BOa), diffe.entia-
ting the lin. does not add app. ~iably to the readability of the graph. How-
ever, when the lines have similar‘slopes where they intersect, good contin.a-
tion wil{ not favor one organization over another, and ambiguity will result
unless the appropriate line segmernts are linked t; one another Sk the principle
of similarity (compare Figure 3.30b to Figqure 3.30c). We have.found that a
recurring cause of ambiguity in line graphs_;s_the perceptuzl mis-ségmentation
of close, intersecting lines. The law of grouping by good continuation
explains this ambiguity and should alert the graph maker to this pote&tial pit-

fall.

INSERT FTGURE 3.30 HERE

Common Fate

According to the Law of Common Fate, elements in a moving display that are
moving in the same direction and at the same velocity will be grouped togeéher.
In a stationafy diéplay, lines that follow the same trajectory across the page
(L.e., are parallel to one another) will be grouped together. Thus the curved
lines A, B, C, and D in_Figufé 3.31 will be g;ouped together despite being d;s-
similar and far from each other. Like good continuation, common fate can help

the graph reader to link labels to their associatzd lines, even if a label

cannot bz placed at the end of its line or closer to it than to other lines.

.
LN -

INSERT FIGURES 3.31 AND 3.32 HERE
In relational graphs displaying discrete data, such as is shown in Figure

3.32, a graph maker is sometimes tempted to emphasize a possible trend or rela-

tionship by the addition of a continuous line through the swarm of points., The
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“of abuses in certain cases, given that the visual system may tend to group the

subset or envelope of points that follow the same curve as the line will be

grouped perceptually. Grouping by common fate might also allow the possibility

dots into a structure with .e same trend as the line even when no such trend
exists in the actual geometry of the points i'w.. .elves, The honesty of suc, an

addition then depends on the particular situation. The graphmaker, in general,

L

owes the graph reader some justification for superimposing a trend line onto a

- -
1

collection of dots. If the continuous line represents a locus of prediction.

. .
based on gome theory or a regression linc resulting from statistical analysis,

-

this should be clearly stated on the graph or in the associated text.
INSERT FIGURE 3.33 HERE

In other instances, a graph may display a sequence of discrete data such .
as a time series. gSuch graphs are often draun with sequential points connected

by short intervening straight lines, Figure 3.33 shows a time series with and

E3 -
-

without connecting lines. Although this connected dot display format has'the

-

advantage of making the sequence of dots easier -to follow, Rouse (1974) has

R [

shown that such a format makﬁggiiﬁhmore difficult to estimate-visually the stan-

dard deviation ahout the mean of the data. Subjects systematically underesti-

- - - C!
mated this statistic for both the connected and unconnected dot formats, but

their estimates using dot3 connected by straight lines.were significantly

worse, Most likely, by grouping the dots into a continuous curve, common fate
simaltaneously mgfe the dots harder to see as a swarm of dots per se (because

-

Gestalt organizations compete with each other rather than coexisting perceptu-
ally). &nd if it is hard to see the points as a swarm, it will be hard to see
the properties of the swarm (e.g., its average width) that are necessary to

estimate i~s standard deviation.
]

. - "NSERT PIGURE 3.34 HERE
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Good_Figure

A region that is defined by a closed boundary is more likely to be seen as

a figure than one which is incompletely closed or left open, especially if the

L J -
resulting shape is simple and veqular. This can be seen in the illustrations
of Figure 3.34. The progress. u of drawings from left to ri in Figure 3,34a
becomes more figure-like as the béundary apnroaches closure, The effect of

L J

closure on natural organization is made evident in Figure 3,34b where the domi-
nant structure emerges as 12/34,56. A portion of”this figure, left open by the
absence ©of elements 5 and 6, reverts to a 23/74 structure under the influence
.‘ of good continuation. Finally, Figure 3.340' shows a modification of 'a previous
figuéé where the interruption of good continuation allows closure to dominate
the figural organization.

Good form is employed as an organizing force in charts and graphs in a
variety of ways. A closed boundary may be used to separate a graph or series
of graphs fro; surrounding material such as text. The outer framework of a
graph may completely or partially enclose the specifier and, thereby, define
the coordinate system with respect to which the specifier elements of the graph
are described (see Chapter 6). The complete closure provided by the cirecular
framework of a pie chart serves this function, as does the partial closure
implied by the orthogonal axes of a Cartesian-framework. It is not unusual for
closure t0 be completed in a Cartesian system by a background field of homo-
genous huye (Figure 3.35a) or by two thin lines completing the rectangle defined
by the principal axes (Figure 3.35b). Closedness is employed within a graph to
define sub-structures such as keys and legends (Figure 3.36) and small Speci-
A gier elements appear more substantial and noticeable when defined by closed
contours. Also, closed symbols and characters age more deminant than open

¢

ones., Observe that the letter "o" appears more.fominant than the letter "c" in

Figure 3,37,

INSERT FIGURES 3.35, 3.3C AND 3.37 HERE
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As with the preceding organizing factors, closedness can be and sometines o
is used to disadvantage in graphs. Figure 3,38 shows a graph which was ex-
tracted from a leading national news magaziné} The point of this graph is to
@

show that wholesale prices (upper subgraph) are increasing while the valua of

the dollar relative to the German mark is dropping. The divergence of t. . -

jagged lines lines, which was to be emphasized by the vertical and symmetric
A arrangenent of subgraphs, is, in actuality¥, masked by the closure implied bj/f
the stretched dollar sign. ‘he graph is mentally'éncoded as a Jagged circle
rather than as a pair éf diverging lines, which is the encoding tha* maximizes
the chances of noticing the trends of intére;t. The net result of the nmis-
applied closure here is suboptimal graphic communication.

Often a set of Gestalt principles work in tandem to affect the interpre-

tation of graphs. For example, in a scatterplot, a set of points representing

paired observations ©of correlated variables are seen as an elongated,
diagonally-oriented cloud whereas when the variables are uncorrelated a diffuse
swarm is seer. Tne perception of the elongated cloud is presumably caused by
the principles of proximity (the noints are closer te one another on the aver-
age when variables zve correlated), good continuation (going from left-to-
right, individual points continue the trend of the previocus points), and good
form (the resulting cloud is ‘relatively compaét and has a smooth envelope).
The ability to read scatte?plots accurately can thus be manipulated by manipu~
lations that affect these Gestalt laws. Wainer & Thissen (1979) show that
people are generally accurate in judging correlations from scatterplots when
the size of the cloud is not varied (as was done by Cleveland et. al. to
illicit an illusion), including the ability to detect and compensate for
"outlier" points. This is exactly what the Gestglt laws would predict, because
;erutliers would be perceived as not being part of the cloud (they do not group

according to proximity, good continuation: and good form).
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INSERT FIGURE 3.38 HERE

A cokollary: "Goodness" of parts

Not only do the Gestalt laws define the perceived relation between one
part and another they also define the perceived relations between parts and
vholes mopIns.cine .vely, some parts of a pattern are "better" or iasier to see
than others {2.9., the triangles in a Star of David vs. the overlapping paral-
lelograms), and the Gestalt laws give a more precise definition to this notion

of "goodness" of a part {Wertheimer, 1934). Specffically, a part will be

" "good" to the extent that 1) itsS own subparts are linked together by the

Gestat: lawss, and 2) the subparts do not link. up with ofier subparts composing
the rest of the figure. The overlapping triangles in a Star of David meet
these criteria, but the parallelogram in the middle does not. That is, the
subparts of the triangles are grouped according to the Law of Good Forms and
these parts do not naturaliy group with other subparts., The parallelogram. on
the other hand, is composed of subparts that are more naturally grouped into
other parts (the two triangles) by the Law of Good Continuation. Thus,
triangles are good, easily- seen parts, whereas the parallelogram is a bad.
hard-to-see part. BAs we snall See when we turn to processing limitations., the
"goodness" of parts will prove to be an lmportant determinant of how easy it
is to e¢xtract various types of information (e;g., simple values, differences,
trends} from various sorts of displays {e.g.,‘tables: bar graphs. line
graphs).

2. Integral and Separable Dimensions of visual Perception

The foregoing principles all determine how separate marks will be grouped
together. fThere is another kind of principle that not only sometimes deter-
mines how separare lines will be grouped, but determines which dimensions (such
as hue, saturatiom, intensity, height, and width) will be grouped together.
That is, there are cases where we cannot help but attend to one thing givén

that we are attending to another. These sorts of dimensions are called inte-

J !
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gral. According to Garner (1970), "Two dimensions are said to be integral if,

ip order for a level on one dimension to be realized. a dimensional level must
be specified for the other." If the specification of one dimension in no way
influences the specification of the sther dimension, then the two ar " apara-
ble. when it comes to perceiving v lues on dimensions, however, some dimen—
sions act as if they were integrai (i.e., one cannot notice one without the
other)} ever though geometrically it is possible to specify values on one inée—
pendent of the other. Thus, it gecomes a matter ;f psychology, not geometry.
to determiné which dimensions bind into single units.

Integrality/separability becomes important to the study of graph percep-
tion’when we consider that graphs usually convey quantitative information by
depicting elements that can be specified in terms of their values on a number
of dimensions (e.g., when a quantity is commanicated via the length of a bar,
the width of a circle sector, the darkness of a patch, etc.). To extract the
meaning of a graph, one must mentally "describe" its elements in terms of their
meaning-bearing dimensions and thgn trénslfte that'visual description into
appropriate concagtual “;essage" (see Chapter 6). fThus it is crucial that the
reader ment2lly encode the graphic elements in terws of diwmensions that can, in
fact: be translated into the quantitative variables being communicated, for
example, the wid:h of a sect&? in a pie chart and not its angular position:;
the heights of hars in a bar graph with a nominal scale and not the degree of
curvature of the contour formed by their tops:;the relative slopes of lines in
a line graph and not their relative lightness. The study of the integrality
and separability of perceptual dimensions tells us to what extent these percep-
tual encodings are possible; that is, whether one can ignore the position of a
sector while attending to its width, and so on. If not, the reader will be
forced tn kéep in mind various attributes of the graph that have no communica-

tive function and just consume precious short-term memory capacity.




INSERT FIGURE 3.39 HERE

TWwo experimental technigues are often used to determine if two dimensions
are separable or integral. In one, subjects are asked to sort a deck of cards
into two piles. On each card is & two-dimensional stirmmlus, and each stimulus
can have iues on two dimensions (e.g., a circle varying in size with a radius
varying in angular position: geométric forms éhat vary in both height and
width}. Figure 3.39 illustrates a pertinent example, a simple stimulus with
two bars, each of which can vary in height. The gasic card sorting task

-

requires the subject to sort the cards on the basis of the value of only one of
the dimensions, such as the height of the léét bar in the stimuli of Figure
3.39. So, all cerds with a short left bar would go in one pile, and all cards
with a tall left bar in the other. Now, the values of the irrelevant dimension
{the height of the right‘bar) are systematically varied: either they are
constant (i.e., they are always tall), or they are independent of the values of
the other diﬁgnsion (i.e., they are either short or tall when the left ones are
short) or they are redundant, reinforcing thogse values (i.e., they are always
tall when the left bar is tall and vice-versa). If the dimensions are inte-
gral, and here is the key prediction, then yhether the two dimensions are con-
stant, correlated, or independent will affect how easily the subject sorts on
the basis of one of the dimensions. So, if tﬁe pair of bars are im fact pro-
cessed iniegrally as a single unit, then the relation between them cannot be
ignored: sorting the cards according to the height of the left bar will be
easier when the height of the right bar is correlated with it, compared with .
*hen the right bar is constant. The subject cannot help but pay attention to
the height of the irrelevant bar, and its value being correlated with the vari-
able of interest will improve sorting speed and accuracy. Similarly, with

integral dimensions, the independence of the values of the two dimensions will
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@ hinder speed and accuracy compared to when the. irrelevant one is constant: the
subject will be continuously "distracted" by the values on irrelevant dimen-
sion, even though in this condition it provides no ﬁseful information. On the

o other hand, if the bars are sepa-rable, then the relation between them will be
irrelevant, and it will mcke -0 difference how the rig r varies when people
are asked to sort cards with a short left bar in one pile and a hich left bar

) in the other.

The second technigue used to discover which dimensions are integr-al and
which are separable rely on "mult;.i.dimensional scaling" of stimuli. In these

& studies subjects are first asked to asses8 the similarity of each member of a
set of stimuli with each other member. These similarily data are then used as
inputs_to one of a number of standard multidimensional scaling programs {see

® Kruskal, 1964). 1In the outputs of these analyses, each stimulus is represented
as a point in a space and the distances ameng the points are proporticnal {or
as close to proportional as possible) to the subjects' similarity judgements,

@ with more similar items {usually) being closer together in the space. Now,

there are different ways for the program to measure "distance hetween points",

different distance metrics, when it creates the spatial model conforming +o the

® similarity ratings. "As the crow flies™ and "as walking aleng city blocks" are
two examples of measuring the distance between two buildings in a city. And,
in fact, these two metrics, called Euclidean and City Block, respectively, have

® proven iml.port.ant for understanding how different dimensions are processed
together in perception. when people assess the similarity of stimuli composed
of integral dimensions, a Buclidean metric¢ allows one to construct a better

® spatial model representing the similarities; in contrast, if stimuli are com-
posed of separable dimensions, a city block metric does a better job. ‘this

relationship is a consequence of the mathematics of how the metrics are compu-
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ted. Intuitively, if the dimensions are separ;ble, then their effects will
simply add. And in computing city block distances one merely adds the "legs of
the triangle,; specifying distances along the x and y coordinates of the space
(let us assume it is two-dimensional for this example}. If they are inteqral,
however, one “takés the hypotenuse.” or ". Lw's flight", which combines non-
additively the individual ccatributions of thé two dimensions. For a technical
description of the underlying mathematics, the interested reader is referred to

Attn.ave (1950), Shepard (1964} and Torgerson (1958). It is comforting that

-

~t
this very different experimental techniques leads to the same conclusions as

Garner's card sorting task. )

A number of investiqations have used both the basic card-sorting technique
and multidimensional scaling with a wide variety of different dimensions. most
of which could be incorporated in a chart or graph. Table 3.14 summarizes
these findings, indicating which dimensions seem to be gréuped into integral
units; tﬁe ;able also provides an illustration of each kind of dimension.
® INSERT TAB;.E 3.14 HERE

If the elements in a graph vary along a single dimension, dimensional
integrality will play no significant role in comprehensibility. But we have a
o strong prediction when several dimensions vary at the same time: if the dimen-
sions are integral, covaryiny them will make it easier for the reader to encode
che information they convey, but if they vary independently. the information
o will be harder to iinterpret. For separable dimensions, the degree of correla-
tion will not affect comprehensibility as much. For example, the height and
width of rectangles are integral dimensions. If the height of rectangles con-
® vey, say, oil reserves of a country, then varying their widths simultanecusly
will increase the impression of whatever differences may exist, ac is illustra—

4

ted in Figures 3.40a and b. But if the widths vary on their own, as in Figure
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3.40c, where width might signal, say, population size, then differences in
the first variable will be harder to detect--because the width cannot be ig~
nored when height is attended to, and intrudes into short-term memory. For
separable dimensions {e.g., rectangle height and the curvature of the lines
filling them), this effect is not as apparent, as is 1+ crated in Figure
3.40d.

INSERT FIGURE 3,40 HERE

ITII. Processing Priorities and Limitations

Not all stimuli are aiven equal treatment: such are life's injustices.
Some stimuli are inherently more "salient" than others, and as such grab one's
attention at the outset. The factors that determine stimulus "salience,” then,
will also determine what it is that one is likely to notice and remembef about
a graphic_disélay. These factors are especially important in light of the fact
that one will not remember everything in a display. The virtual inevitability
of imperfect recall is in part a consequence of.limitations on our initial
processing of a stimmlus; in particular, by limitations on the "span of appre-
hension” and the amount that can be held in short-term memory at once, Thus,
in this section we will consider two kinds of'principles, those pertaining to
stimulus éalience and those pertaining to limitations on short-term stimulus
encoding.

A, The Principle of Stimulus Salience

Under certain conditions, the perceptual properties inherent in a visual
display will ‘determine the likelihood and order that a given part is noticed
and remembered. By varying th; "salience" of the marks, one can facilitate the
correct interpretation of the information content if the most salient marks

draw the reader's attention to the most important part of the display. The
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principle of stimulus salience, then: exhorts one to vary¥ the marks such that
the right information is likely to be encoded. #hat constitutes the "right
informati;n" is, of course., up to the chart or graph maker to decide. But what
properties of marks dictate the priority of encoding? This. unfortunately.
cannot be answered éefinitively in the general case., HNo s gle dimension:s such
as color, necessarily takes precedence over other dimensions., such as shape.
For example, consider two shapes that are colored differently. If the shapes
are 4 circle and a very circular elipse, the diffé}ﬂnce in colors will probably
be more noticeabie. But if the two shapes zre a circle and a trliangle and the

colors are barely different shades of orange, then the shape will be the more

salient dimension. Thus, the chart or graph maker must use his or her own

intuitions about what the salient dimensions are in a given display--which is

N

not particularly difficult, once one is alerted to the role that such

perceptual "saliency" plays in emphasizing particular aspects of a display over

others. 1In fact, in general one can expect large differences between values

(e.g. size, brightness,.golor) of objects, and extreme values of a single

dimension, to bhe perceptually salient. The human perceptual system is often
characterized as a "difference-detector” or "variation-detector” rather than as
4 a detector of steady states or constant stimulation (Lindsay & Normam, 1972
Helson, 1964), so we can expect that discrepaﬁﬁies and differences, esp;cially
extreme differences, among stimglus values will capture the reader's attenticn
® and find their vary into his or her encoding of the visual aspects of the
graph.
INSERT FIGURE 3.41 HERE
¢ For example. considear the graph in Figure 3.41a, which displays a pair of
parallel lines. Under normal circumstances the lines will be interpreted. to
indicate that A is greater than B, with A and B being in a simple relation to
o each other. Suppose; however, that we want to emphasize that B is less than A
{e.g., that the level of US military readiness is less than that of the USSR).
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In this case, we want A to be the baseline and‘B to be defined in relation to
it., If we assume that the line noticed fifst will serve as the "assertion”
(and this should really be tested empirically), then simply by varying the /
weight of the line we can vary which serves as the baseline, Consider Figure
3.41b; now the fact that B is less than A seems to Jjump out, . notic.
first and then its relation to A.:
‘ INSERT FIGURE 3.42 HERE

As an example of how the Principle of Stimulus Saliency can lead Eo im=-
paired interpretation, consider the graphic display of Figure 3.42a. This dis-
play illustrates the monthly total £low 1; ého drainage basins. The background
is more wvaried and Fomplex than the information—bearing components of the dis-
play, and seems to d}aw ohe's attention from those components. Simply by mak-
ing the lines delineating the background finer, and those comprising the dis-
play proper boelder, we greatly improved the legibility of the graph—--as 1is

evident in Figure 3,42b,

B. Principle of Finite CapacitY

This principle has two parts, one pertaining to the limitations of short-
term memory and one pertaining to the limitations of re-organizational process-
es used during encoding.

1. Short-term Memory Capacity

As a generél principle, Less is Best: Human beings can only hoid in mind
a total Of‘about four units at once: and hence should not be required to do
more than this in order to comprehend a graphic display. Theze is a long his-
tory of study of the limitations of short-term memory, which has led to a vari-
4 ety of conclusions. Everyone agrees that memory is severely limited, but the
question has been one of how much so. The problem in measuring memory limita-—
tions is that the correct unit is not necessary determined by any’ simple -

neasure of the number of stimulus elements. For example, if one gave someonhe A

"
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list of digits to remember, the person could reorganize the list into pairs of
digits {(e.g., "twenty-one* rather than "two® and "one";. 1In this case, there
‘would be bhalf as many “psychologi-al units” in the mind of this subject as in
the initial set {(as conceived of by an experimenter, who considered each digit
as a unit), And there is nothing from Stopping the subject from organizing the
digits into groups of three or mo;e. Thus, it is c¢ritical to determine how
elementary units are organized into each "chunk" {(the technical name of a set
of information that is held in memory as a unit). ‘The ¢lassic paper on the
subject, by Gaorge Miller, lays out one hgpqthesis in the title: "The magical
number seven, plus or minus tWo: some limits on our capacity for processing
information." However, we fear that this number is more magical than accurate.
This number 1s suspect because Subjects may have organized stimulus elements
into fewer psychologicai units. In the course of studying the process of or-
ganizing elements into units, Ericsson, Chase and Faloon (198Q) provide support
for a different estimate.
® g o

Ericsson et. al. asked one subject to return to the laboratory five times
a week over the course of qine months. At each session the subject was given a
set of digits to recall. Amazingly, the subject gradually built up to the
poiﬁ£ where he could remember 79 digits! The pigits had to be presented rather
slowly, however {(one every 5=seconds) to allow the subject time to organize
them into.units. The nature of these units changed over time. The critical
observation~Ericsson et, al. made concerned sudden jumps in performance, which
occurred when the subject discovered a new, more efficient way of grou .ing.
- Critically, at each jump, the number of digits retained was some multiple of 4,
At first, the subject rememberad pairs of digits, producing a span of roughly
8. At the end, he was ahle to form groups of 20, and was abhle to describhe the
grouping strategies he developed, which perfectly predicted digit span of 4

unirts were in fact retained., This estimate turns & sow's ear into a silk
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o
o purse: the grouping strategy yhich previously had obscurred the number of
. units beiné stored now was used to implicate that very factor.- And the answer
was almost precisely 4,

4 ] A number of studies of charts and graphs E;er se have documented the
effect. . requiring the reader to keep too much informat. in memory at once,
washburn (1927} and Vernon (1952) found decreased accuracy in answering ques-

4 tions about a graph as the amount of information that had to be rememb_ered
increased. Perhaps more interestingly, Schutz (1961) found that it was better
to plot several lines within a single framework than to plot them on multiple

4 frameworks if one was asked to compare uaiue.s or trends. In contrast, if one
was asked merely to retri.e\fe single values, the way the functions were plotted
made no differences. This is not surprising, given that only when comparisons

® are required need one remember where along a function one must make comparison,
In this case, having the lines one above the other saves gne the effort of
remembering éile location and the result of making the comparison for each fun-

L] e ction: now one need only move one's_eye up the page, holding a minimal amount
of information in mind at once, .

The use of keys and legends often will vi._olate the principle of finite

® capacity. A key is equivalent to a "pa;.red associates" task, where a person is
asked ta\memorize an association between two S_ti.muli. In this case, one must
memorize the pictorial information that indexes the different functions {dotted

® lines, different colored lines, etc.) and the label, and then @must match the
line segment in the key with the proper specifier element in the graph. In
contrast, if one labels the Functions directly, there is no need to perform

® thi.—s memory task--which is a boon even if the amount of material in the key
does not tax memory. Compa::e Figurgs 3.43a aqg b to see what we mean. Thus,
it is not surprising that Culbertson and Powers (1959} found that labels and

* pictorial symbols that are directly associated with a function are easier to
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qead than k~vs. Not only does this sSystem save memory effort, but the close

proxim{gy of the label and function serves to group them into a single unit
{via the Gestalt Law of Proximity discussed earlier), eliminating extra
processing regmired to look up which function is referred to by a label in a
key. Similar 2sults have been ob:tained by Parkin (1981).
INSER'i‘ FIGURE 3.43 HERE

Onepglast study of capacity limits in graph comprehension must be noted.
Price, Martuza, and Crouse {(1974) investigated whéther subjects encode point
and/or slope informati;n when they are instructed to learn the information
presented in a line grapn. The authors conclude from their results that sub-
jects encode datapoint information and not slope information, and ;hat in order

‘ to answer questions about slope, subjects recalled point information and then

inferred the slope. This conclusion was supported by the findiné that as the
number of data points needed to respond correctly increased, perf;rmance de-~
creased. Thi; last result is Just as expected from the principle of finite
capacity under the assumption thét subjects do }h fact encode point informa-
tion. Why they would do this instead of encoding slope per se, which involves

fewer chunks or units and hence less demands on memory, cannot be stated with

certainty. Both the specific instructions the subjects were given initially

L .
s

and the specific Questions pﬁey were asged could possibly have Siased the en-
coding stfategy, but we cannot know for certain because neither are desFribed
 in detail in the paper. If, in fact, subjects can be "set" to encodé}g;aphic
displays in different ways, it will be very important to study th; tex%ual
context in which a graph is élaced. This clearly is an area begging for sys-
tematic study.

A stralghtforward consequence of t;e principle of finite capacity and the

principle of stimulus saliency can be stated as follows: A churt or graph‘

should not conveY more or less salient information than is necessary for the

N\
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purposes for which it was constructed. In the ideal case only the information
necessary to extract the intended message should be incl dzd as salient marks
in the display. This pertains to two considerations: how much information is
included in a graph i?self, and how much non-information bearing visual
material f{e.g., p- rial backdrops) is drawn togethe :h the graph. BAs for
the former, Tufte (1977) and Wainer {1977, 1978) caution against the temptation
to make a graph serve as an archive for large amounts of data in circumstances
where the communication of some part of the data is intended: 1in such cases
the unnecessary material can overload the reader's capacity to the point where
the intended message is inaccessible. To'take a simple example,
Figure 3.44~, which is intended to illustrate the Yerkes-Dodson Law {which
states that performance will be more accurate with intermediate levels of
arousal than in very high or very low arousal), As a general illustration of’
the Law, the idealization in Figure 3.44a is to be pngfer;ed over Figure 44b,

. R .
which presents too much detail. However, in some cases complexity is unavoid-
able: if one wants to know the additionalldetails, for ~xample, Jdifferences
between men and women, then the ideali;ation in Figure 3.44a is inappropriate
and the nore complex Figure 3,44b is appropriate,

INSFRT FIGURE 3,44 HERE -

The second Practise that can make graphs too complex is the inclusion of
superf lous saliént material in a chart or graph. Tafte (1978) ané Wainer &
Thissen (i1981) criticize the unthinking use of what Tufte calls "chart junhk",
and urge that the “"data/ink r;tid“ {the ratio of ink used to convey information
and Ipk used for decorative purposes" be as close to 1.0 as possible. As a
simple example of the capacity Jemands of superfluous graphic decoration, com-
pare the two graphs presented in Figure 3.45. The leftmost one contains a set

of background elements that vary in size and position, thereby becoming percep-

tually salient and seeming, on first glance, to conveY information. But in

’
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fact these figures are used in ap attempt to maﬁe the display more attractive
or interesting, .and convey no inform'tion in their own right. The middle graph
simply removes these distracting elements, making the relevant information more

~sily seen. On the far ridht is a graph t“at retains the decorative elements
pvresent in the initial ones, but now reduc.. the problem of interpretation by
making the figures lighter than tée information-bearing components (and thus
taking advantage of the encoding priorities of the visu.l system and of group-
ing by similarity), and keeping t¥= size and orieﬁtation of the background
elements constant--and hence reducing the%r.§a1ience, their encoding likeli-
hood, and the impression that they convey information.

INSERT FIGURES 3.45 AND 3,46 HERE
'Bs another example of cases in which presenting irrelevant information

impairs interpreting a chart or graph, consider Figure 3.46a. Here again the
background is patterned merelY to make the chart or graph more interesting. but
the reader cannot know this at first. By’simply removing the background., legi-
bility is improved immensely, as is evident in Figure 3.46b. We should add,
however, that if a graph ma'er insists on decorating a graph, the use of the
other Principles discussed in this book (e.g., as illustrated in Figure 2.45)
will allow him or her to embellish a display Vithout necessarily saddling the

reader with the task of sorting the kernels from the graphic chaff.

A final example of how short-terﬁ memory limits and graph comprehension
concern the duration of transient memories. Peterson & Peterson (i959) showed
that unrehearsed information in short-term memory decays within about 20
seconds (see Klatzky, 1975, for a review of related findings, including the

‘eontroversy over whether it‘is time per se Or the processing of interfering
material in the retention interval that causes information loss). A graph
maker should not force a reader to retain information necessaryY to interpret a

graph for a long time. An obvious place to Keep this in mind is the relative

AN .
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placement of a graph and the portion of the text veferring to it. In fact,
Whalley and Fleming {1975) have found that when a display is separated too far
from the part of the text that discusses the information displayed in it, often
the reader will not even lock at the display.

2. Comparing Units or Parts of Units

James Pomerantz, now at SUNY Buffalo, used Garner's card-sorting technique
to examine DPow marks {not values on dimensions) cohere into units. He. found
that sorting time was affected by how separate marks grouped into uniés. For
exanple, people could sort the two stimuli "{((" and")}" on the basis of the
left parenthesis faster than they could sort ")}{(" .nd "()" in terms of the left
p;}enthesis. The interesting thing here is that the Gestalt Laws of Common
Fate and/or Good Figure operate to bound the two elements in each pair into a
group, and it is difficuit to consider a part independent of the entire unit.
"Breaking up" a perceptual unit and seeing one of its parts in isolation can be
done, but it‘taxes our limited processing capacity. The effort involved in, ‘
seeing a part in jisolation is especiglly extreme when the part ig a “bad part"
as defined in the section on Gestalt Laws. whén a ‘bad part" (such as the
parallelogram in the center of a Star of David) must be attended to, there must
be greater allocation of the mental resources that would otherwise be used in
maintaining’informatioh in short-term memory._ And hence, there will) be poorer

+ .

performance in‘general.

In the case of charts and graphs, it is critical‘that a gmall arbitrary
segment of a continous line is a "bad" part by our earlier definition. fThe Law
of Good Continuation tends to cause any sinygle segment of a line to be absorbed
into the whole. 1In contrast, a single bar in an array of bars would be a very
"good" part because it is differentiated from the other bars by the Laws of

Good Form, Proximity, and Continuity. By the same token, however, it should be

easier to attend to a line as a whole than to groups of bars as a whole. The

/ 1
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"washburn (1927). sShe presented junior high school children with an essay on

line is seen as a single unit-~-~and stored as a single *chunk"--whereas the bars }

are seen as wany units, which would be more difficult to process and store,

Therefore, we are led to a prediction: tasks that require reading information
about a specific value~-and hance attending to a single point--should he easier
for bar graphs than for line  caphs, whereas tasks that requ.. s attending to
the entire information Set should'be easier for line graphs than bar graphs.
For example, reporting single values along a function (e.g., the amount of oil
produced over time) should be easier with bar graéhs: but reporting trends {the
rakte of increase) should be easier with line graphs. The literature on graph

comprehension summarized below bears out this prediction.

One of the classic studies of graph comprehension and use was reported by

the economic history of Florence, and embedded in it a body of data that was
displayed in different forms to different groups of students {the forms includ-
ed a prose péragraph: a'unit pictograph, a bar graph and a line graph). sub-
jects c¢rudied the paragraph and then answered questions about the data, the
questions pertained to the absolute amounts. diéferences between amounts, and
relative increa:+s and decreases, The efficacy of the different formats proved

to depend on the type of dati to be extracted. If the viewer had to report on

the value of one variable given the value of another {in a set of X,y ordered

pairs), a.table leads to faster and more accurate performance than a graph;
this result was also found by Carter (1947a) and Narwrocki {(1972). On the
other hand, when subjects must report on differences between two values of one
variable corresponding to two values on another variable, or when they must
compare sets of differences (i.e., trends), bar graphs and line grarhs are
{respectively) the more effectiwe media.,

The fact thar line graphs are ineffective jf a reader needs to know abso~

lute quantities was demonstrated by Culbertson and Powers {(1959). Subjects
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were required to note and compare specific guantities on various forms of
graphic displays. Both horizontal and vertical bar graphs were found superior
to line graphs {and th.re was no-difference between the effectiveness of the
two types of bar graphs), When either line or bar graphs were ségmented they
were less effective, which.is interesting because the segmentation was ar

trary (segments did not correspond to any meaningful variation along the x
axis)., Thus, if subjects attended to individual segments as parts—-which seems
likely because these segments were perceptually Jﬁood“ parts-~—they were not
attending to the meaningful information-bearing partg. Lastly, when the speci-

-

fier elements were presented over an inner %}amework consisting of grid liges:
the graph was more effective-~— presumably because the ;rid lines helped to
segment the parts of the line or bars that had to be attended to, and linked
these parts via proximity and good continuation to the labels on the X axis.

Schultz (1961) provided evidence consistent with our other prediction,
that line graéhs should be superior when information about trends had to be
extracted. He showed subjects line graphs, vertical Sar graphs and horizontal
bar jraphs. The subjects' task was to compare test graphs with a previously-
1earned set of patterns and rules for naming trends. Subjects were to study
the test graph and choose the matching pattern and rule. Line graphs were
found to be superior. This §tudy is flawed, kowever, in that the task may
simply have been easier with line graphs because the tést patterns had origin-
ally been presented in the form of line graphs. (See MacDonald-Ross, 1977, for
a. more complete survey of the literature on human graph reading), A

Thus, we have reasonable support for our claim:; it 1s easier to extract a
single value from a bar graph or table than ;o read it off a line graph, pre-

sumably because is that in the latter case one must break up a single percep-

tual unit, the line, into "non-good" parts. But if the line does not need to
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be broken into points, it now is more effective-—-as one would expect given that

.

more information is represented in fewer chunks {(assuming a line is one chunk,
) .
as is each bar in a graph or entry in a table). So, reading a trend is easy
with a line graph because the information is jinherent in the single unit that
can be looked up as such. 7Ta contrast, extracting genefg c¢rend information 1s
h;rder with other media, where thé trend must be computed, Keeping a number of
chunks in mind at once. Wote that 1f precise differences are required, how-
ever, how bar graphs are best--here one must extrgct precise value first, which

-

is Qifficult with line graphs. In short, then, as long as one does not neggd. to
decompose a perceptual unit jnto smaller parts that are not "good" parts
according to the Gestalt laws, then it seems safe to say that the fewer units

one uses in displaying information, the better.
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CHAPTER 4: SEMANTIC, FORMAL, AND PRAGMATIC PRINCIPLES

In the previous chapters we have reviewed syntactic principles. which are
concerned with how our visual systems interpret marks .. a p These prin-
ciples are content-free in that tﬂey operate independent.y of what the lines
mean. Even if none of the syntactic principles is violated, and hence one can
detect the marks, read them without distortion, ogganize them correctly and
hold che relevant information i&lhind at once, a chart or graph may still be

defective at a semantic level of analysis. The semantic analysis assigns

meanings to the elements and the relations among them. If the wrong semantic

interpretation is assigned to a given mark, the chart or graph obviously will

not communicate effectively. ~

Similarly, the mapping from mark to mark in a display may be fauf%y, or
the wrong inferences may tend to be drawn. In such cases, a formal or prag-
matic¢ principle has peen violated. In this chapter, then, we will consider
semantic, formal., and pragmatic prindiéles.

Ultimately, all the changes one makes to improve a chart or graph will be
made at the level of syntax. Once a violation of one of the semantic, formal,
or pragmatic principles has been detected, it can be rectified by altering the
Jines themselves. But one should be careful to distinguish violations at the
level of syntax proper, such as those discussed previously, with Semantic,
formal or pragmatic violations. These latter viclations only come to light
when the chaft or graph is considered in its role of a communicator of specific
information in a specific context, as discussed below.

I. Semantic Principles

We have formulated two general semantic principles. The first is concern-

ed with the compatibility between the mark used to convey information and the

intended meaning. Some symbols are better suited for a given role than others.
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These first principles, "The principles og surface compatibility,” have three
distinct aspects, as discussed below. The second principles are concerned with
the kind of knowledge one must have in order to understand a concept. These
“principles of schema availability” have three aspects. ranging from the
availability of single concepts to individunal differences in the availabilicy
of knowledge of specific graph tyégs.

1. The principles of Surface Compatibility

The basic messaje of these principles is str;ightforward. The format of a
dlsplay should be compatible with its spontaneous interpretation. If a mark is
spontaneously described in a way incompag;ble with what it represents, the
graph maker is in trouble. This principle has three major aspects, which are

implicated in the literature summarized below.

a, Typicality

In a series sf very important and ingenious experiments, Eleanor Rosch
reported findings that are relevant to how graphic displays should be labeled
{see Rosch, 1978, for a more detailed summary). Rosch distinguishes between a
"horizontal® and a "wertical" level of classification in a taxonomic hierarchy.
For example, take the famili .r hierarchy of the animal kingdom, where each
beast is a member of a species, a genus, a family, an order and so on. Within
a given level, say species, some instances ar; more typical or "representative”
of the category than others. For example, a collie is a more typical dog than
is a pekinese. fThis kind of variation defines the horizontal, within-category
dimensions. In addition, any given example can of course be assigned a c¢lassi-
fication at numerous levels of hierarchy. The collie is not only a caollie, but
a canine, mammal and animal as well. This kind of variation defines the verti-
cal dimension. Just as there is 5 best example of any given cateqgory. there is

also a "best cateébfy“ for any given example. wWhen we see a dog we spontane-

ously classify it to ourselves as a dog, not a mammal. The level at which we
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spontaneously classily a typical object is called thc basic level. fThe basic

level is that at which the examples are as gimilar as posSible while the cate-
gory itself is as general as possible. So, to take another example, the basic
level catégory frr * MacIntosh apple would be apple, -  fruit or MacIntosh
apple. The reason is that although “fruit" is a more general category, the
examples within the category are rather dissimilar {(watermelons and tomatoes
don't have much in common). "MacTntosh apple,” oh the other hand, is a cate-
gory with very similar members, th not much more similar than the more general
category "apple.” Interestingly, the horizontal and vertical dimensions mutu-
ally effect one another: atypical examples, such as a penguin, are not named
at the hasic lewvel. Rather, they are spontaneously named at the most specific
lavel {Jolicoeur, Gluck, & Kosslyn, submittegd).

The relevance of this work on categorization is c¢lear when depictive sym-
bols are uséd in a chart or gfaph, either as bar elements (e.g., in a picto-
graph), background figures, or as lahels. First, typical members of the cate-
gory always should be used. "Birds" are best symbolized by robins, not pen-
guins. Second, one should avoid a P.cture whose "hasic level® differs from the
level that is the subject of the communicated Message. Rakes should not be
pictured if the picture is to stand for tools, since the basic level for a »
specific rake is "rake", not "tool”, "object", or "(eaf rake", gso "rake" is
what the reader is likely to think when he or she sees the picture. To symbo-
lize "tool”, use some object whose basic level is appropriate for tools--such
as a tool box, which will probably be encoded as such and not as a "box" or

"electrician's teool box"., The rules for determining in advance how a picture

will be.named are complicated and not yet totally worked out. The artist
should merely show a deplction to a couple of people {(wha are representative of

the intended audience) and ask for its name; if the name spontaneously given is

not correct, the drawing must be al.ered.
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Consider some more concrete examples: Figures 4.,1a and b show alternative
preéentations_of the same information. But in Figure 4.1a the reader can be
mislead inté thinking that the graph is about cars--but in fact the graph is
about the rising price of gas, +” "~h 1s clearly evident in Figure 4.1b. In
Figure 4.1a, the basic leval of tne framework is “ecar," not "oil-burning
vehicle®, and this conflicts with its role as a constituen£ in a graph about
gas. Figure 4.2 provides another example of row ;pis principle c¢an be used to
enhance graphic communication or;.if violated, can impede it. The specifier in
Figqure 4,.2a consists of pictures of diffepeﬁ; kinds of trees, the heights of
which represent how much '“at sort of tree grows when s2il is treated with
sewage. The immediate meaning of the "bars" in this graph is the very kind of
tree being represented, which serves to reinforce the message of the graph.

Now consider Figure 4.2b, in which barrels (presumably of sewage) are used in-

stead of trees. Now one is set to wondering about different‘ahounts of sewage,

which is not the point (or even indicated) ir the graph. Even though the basic
®

level of each tree is "tree", not "tamarack" or-"pine", as one ywould wish in

this case, "tree" is closer to “tamarack" than "barrel" is in a person's mentalxu

dictionary, and hence the various trees would come to the reader's mind sooner
in the first case than the second. .
INSERT FIGURES 4.1 AND 4.2 HERE

b. Congruence

¢
This aspect of the principle of surface compatibility has four parts. all
of which deal with setting up a "patural" correspondence between stimulus prop-
Py érties and the information they convey.

Cognitive compatibility. Perhaps the most basic form of cognitive com-

patibility occurs when one makes sure that the physical characteristics of a
J .
mark, particularly its size and color, are appropriate for the information one

e .

wants to convey. The description of the marks themselves should not rontradict
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their meaning. As an extreme case of mis-alignment, consider the Stroop ﬁhenOu

menon: If I present you @ith the word “"red" printed in blue ink, and ask you
to name the color of the ink, you will experience interference. The meaning of
the marks conflicts with the color itself. A la"qg marF will be described as
large, ;nd hence should not be used to represen. somethi.g small. Similarly,
one should not use small font to ;pell out the word "elephant" and large font
for the word "fly" or complex lettering for the word "simpli;:ity".

INSERT FIGURE 4.3 HERE'

Figufé 4.3a provides a somewhat subt%e,lbut nevertheless troublesome,’
violation of the principle of surface compatibpility. In ;gis figure we see
three groups of three bar elements. Each group refers to a particular nutput
measure in a medical experiment and each bar within a group indicates the ocut-
put level achieved by one of these types of treatments. According to the ver-
tical axes, the unit being measured is the percent deviation from a base value
achieved by an untreated group of animals. However, the phy¥sical base of the
bars is clearly the horizontal axis of -the graph--which represents minus infin-
ity! In order to interpret the information béing represented the reader must
pay attention to the empty space oetween the bars when they are less than the
baseline, and a relatively small part of the bars when they extend above the
b;géline. This format clear£§ conflicts ;ith the concepts of "a little hetter,
a little worse" which 9re being represented (relative to the untreated con-
trols). Consider how much more obvious are the results when they are graphed
as in Figure 4.3b. In this figure, "better" and "worse" correspond in a siﬁple
way to a simple relation relative to the baseline.

Many of the violations of this principlelinvolve color, Figure 4.4
presents a common use of color in charts. GDifferent colors are used to stand

for diZferent rroportions of households with pet fish. Most people have

trouble in reading these graphs, however, because different colors do not align




~@

themselves into a single dimension to the eye. These kinds of dimensions--in

which the values differ qualitatively-—caﬁ be con'.rasted with others, such as

loudness, where the valueé differ quantitatively. Red is not "less blue",
whereas 100db is less ioud than 200db. Owalitative stimulus dimenc. ns, such
43 color: should not be used to rgpresent.quantitative conceptual dimensions.
Figure 4.db presents the same data usiig degree of shading as the differentia-
tion-=-note how much easier it is to compare the different regions in terms of
" * '
relative numbers of pet fish {see also Wainer & Francolini, 1980, who show that
maps using transitions f£rom one hue to anether to illustrate a continuous
variable are difficult to understand),
INSERT FIGURE 4.4 HERE

An exception to this rule sometimes occurs for isolated parts of gualita-
tive dimensions-~Guinor and Stevens [(1967), for example, found that green: blue
and violet ordered quite naturally into a continua, as did red, orange and
yellowf—although the two sub-contigua themselves do not naturally align in
terms of a progression from "less" to "more". . |

Gther psychological prineci- that bear on cognitive coﬁpatibility can be
gleaned from the literature on synesthesia and cross-modality matching (Marks,
1982). Synesthesia occurs w@en perception in.one sensory modality is accom~
panied by sensory experience ;n anqther. For example, many people report
"seeing" colors appropriate to the music they are hearing. The pairing of.
colors and tones is noét arbitrary {(e.g.. low tones go with blue, high with

yellow), and the pairing found in syaesthesia js also found in cross-modal

matching. Cross modal matching involves a person sgelecting values along one

Faret

éimension, such as color. to be paired with values along another: such as
pitch. People can pair eross-modal experiences very reliably, including some-
what bizarre combinations guych as beer taste with pitch! In addition, people
are near unanimous in judging that the vowel "a" {as in "bake") sounds or feels

more yellowish than the vowel "o" (as in "not"”), which feels more brownish or P
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blackish. One would therefore expect that visual dimensions that connote other

sensorY dimensions would make better symbols in graphs for those dimensions
than ‘other visual continua would. The only empiric§1 test of this prediction.
Cuff's (1973) experiments on temperature maps, was taken to di . firm the
prediction; he found that blué was as effective as red in conveying ﬁean
temperature of regiens on a map, and that a blue-red continuuwm was less effec-

tive than blue alone or red alone (see also Wainer & Francolini, 1980). How-
. .
™, .

ever, this may have nothing to do with the relative effectiveness of red and
blue to symbolize temperature--it may simply.reflect the ease of perceivind'red

and blue as lying along a-continuum, as noted above (recall that colors vary

qualitatively, not quantitatively}. Similar effects probably occur with yhat- *

ever this color scheme is used to symbolize. . )

¥
In addition, although most synesthesia and cross-modality matching
research examines the compatibility of one sensory dimension with another sen-

sory dimension, it seems likelY that certain abstract dimensions may "look

better" when visually represented one way rather than another. For example.,’

our intuition js that the military strengths of nations are represented well by
- - i - - + L) *

different sizes on a map or different thicknesses of borders if defensive

strength js emphasized, whereas it would be less natural to represent average

life expdctances of the nations in those ways.

4
Naming space. There is considerable evidence that there are some general

prianciples of how we conceptualize visual spacer, and these general principles

can be of use to the graph maker. oOur preference for conceptualizing visual °

.

scenes purportedly arise from fundamental constraints op how we conceptualize

.

actual visual space in the real world (see Clark. 1973 Clark. Carpenter &
Just, 1973), Specifically, the important dimensions of physical space are
those relative to the observer, namely position relative to gruu;d level and
relative to the séope of vi;ion. Even though "up" and "down" are equivalent in
Qgrﬁs of the information they convey (“up" can signify “not down", and vice-

%
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° versa}, and the sarl;e.i.s true for "front" and "back", psychologically there is

: a preference for codiné the locations of objects in a visual scenme as positive )
if theyY are up and in front, and as negative otherwise. This makes sense con-
sidering chat things'that are down or behind can become invisible (underground

or behind t¥ *ad) in the real wyorld., There is also a preference to make
comparisons in terms of the "unmarked" member of a pair of polar adjectives,

which is the member that Serves as the name of the dimension. That .is, to ask
"how high {or tall) is X" does not imply that eit@er is high--whereas asking

"how low (or short) ig X" implys that both are léw. The use or a term which -

d~2s not label a dimensioﬂ proper, then,'yill lead the reader to infer that the -
variations along the dimension fall on one (usuvally the "low") end. The brief
implication for gr-ph design conterns the labelliag of x's and other graphic
elements and how they will be interpreted by the reader. If a dimension is

labelled as shortness", “smallness", "farness", etc., the reader will) draw

conclusions that would not bhe 2vawn if the labels read "tallness", "nearness",

and so on, Ffurthermore, comparisons of quantities usiug words like “shorter
than", "smaller than", "farther than",- and so on, will be harder to understand
that the equivalent comparisons using “taller than", "larger than", “nearer

than”, and so on (Clark & Clark, i968; Clark & Card, 1969},

Conceptual alignment. gnce one has chosgn a visual dimension to represent
a conceptual variable, how d;es one decide which way to "align" the two scales?
For example, if the oil production of nakions L5 to he represented by the
light-dark dimension, should the nations with more i) be ¢olored lighter or
darker than the nations with less 0il? Cocper and Ross (1975, see also Pinker
and Birdsong, 1980) have proposed a rationale for deciding, based on the lin-
guisti¢ phenomenon known as "freezing", Most languages permit conjoined words
1. idioms to be spoken only in one order, for example, "here and there", but
not "there and here"; "kit anl caboodle,” but .ot "caboodle and kit". Cooper

and Rocs outline a3 Set of quasi-universal phonological a=d semantic principles,
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experimentally validated by Pinker & Birdsong (4979) that govern these "frozen
orderings". Of concern here is their suggestion that the first terms of frozen

conjoined phrases are all more "psychologically central” than the second terms,
L] N (
and vice wversa. This provides a large set of simple predictions of the "best"

way to fix the- endpoint of a ment s -ariable with . endpoint of a visual one.

Since we say "more or less" and we also say "light and dark', "thick and thin",
. )

and "up and down" (but not vice versa in either case), one can link up the

first terns of each phrase.and the second terms of each phrase. This leads one

.

to assume that more oil should be represenced by lighter shades, thicker

boundaries, or taller bars; and less oil by darker shades, thinner boundaries.

[

and shorter bars according to Cooper and Ross. )
At first glance, this appears contradictory to one's intuitions, which
would lead cne to make an area darker to rgpresent more oil (or generally more

of anything}. It also seems contrary to the results of Cuff (1973). Recall
that Cuff investigated the differe;EEE‘bétween quéiitative and duantitative
methods of shading of colors to conﬁey,to readers the Jesired impression o%
distribution with the least amount of effort. léhildren in grades 6 throughr12
were shown maps that symbolized the temperature of a given region using 3 color
schemes: shades of red, shades of blue:hand sﬁades of red and blue. The
children were told to consider these maps .o be temperature maps. and to mark
the areas theY-conSLdered to be of highest, ﬁedium, aﬂd'lowest temperature. No
legends were used, to see whether an effectiv; color scheme conveys the desired
information to the reader in a natural way without refegggge to a lagend.
corest results were obtained with the two color map. It appeared that the
qualitative asscuiations of strong red with warm and strong blue with cool (see
the forthcoming section on synesthesia and cross model matching) were not
anough to override a tendency to associate light shades with low temperatures

and vice versa. Deeper shades of blue (as well as deeper shades of red)

suc~:sefully symbolized warmer temperatures, despite the inappropriateness of

149




L4

the blue as a symbol of .armth, and degpite the freezes "light and dark" and
"hot and cold", which would make "light" the natural symbol for "hot", one
would think.

How <an we interpret these anomalous findings? Reeall that graphs and
maps are almost always shown on white backgrounds, se. .g as the ¢ontaxt
against which the marks are defined. Given this, it is natural to interpret
the darkest shades as those with the more ink on the page, or the most filled-
in, or the most marked. Higher temperatures {“high and low" or "hot and cold”)
are represented by more ink ("more or less", "filled ard unfilled”, "shaded and

blank"}. In support of this conjecture, we have ;ften noticed that lecturers
will refer to shaded regions on a hlackhoard as "dark" or "hlack" and empty
regions as "light" or "white"--even though the opposite is literally the case!
Evidently, the "filled-~unfilled" dimension is more salient than "light-dark",
Qnd this is reflected in people's preferences for dimensionai pairing according -
to the freezing principle. Thus, filled regions should be used to represent

the first term in a frozen ordering, and unfilled regions the second term.

€. Consistency with Cultural Convention

-

A graphic display should not violate ¢ommon c¢ultural conventions. Much of
the way symbols are used is determined by simple convention. But opce such
convenéions are established, it becomes defeating to try to ignore them or,
wo;se yet, fly in the fac; of them. An effective graphic display, then, will
not violate cultural ¢onventions. One such convention is that we normally

h
associate the change with a movement from left to right presumably because that
is the way we read, Thus, we are used to interpreting a line that goes'up as
it progresses from left to right as indicating that some quantity is increasing
{in fact, thi; is even reflected in the way we described the line--note that we

did nct say that the line went down as it progressed from right to 1eft)1$, 1f

vt

‘Note that this particular case may not be an isolated ¢onvention in our cul-
ture, and may not be a convention at all. The freezing principles predict
Just thege pairings, since we say "higher and lower", "more and less", "up and
down", and "right and left",
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the same display were rotated 90 degrees, the line would seem to go down,
directly violating the interpretation that would follow from the usual conven~
tion,

Other types of conventions for rep» <enting information in charts and
graphs are rampant. Fob example, "red” _.ndicates "stop," not "go" {and vice
versa for green}, the direction of movement EEQEEd a cirele is clockwise, and
so on. Not cnly are there general conventions in the culture, but each disci-
pline and subculture has its own special conventi;ns. The greek symbol Sigma
represents surmation to statisticians and‘quineers, and probably should not be

used to represeat something else to these readers.

2. Schema Availability .

Understanding a chart or graph invelves translating a visual pattern into
a set of conceptual or quantitative relationships. To do that, the reader must
have some general grasp of the conceptual/quantitative relations that the Jgruph
is trying to convey, and he or she must know the translation scheme by which
the visual marks stand for quantitative information (which will differ from
graph type to graph type). We have called this translation scheme a graph
schema (see Chéﬁter 6}, and whether or not a reader has a graph schema and the

concepts it presupposes will affect his or her ease in reading the graph. A

good Char? or graph, then, should not incorporate concepts the intended reader-
ship will have difficulty understanding and should not use formats that are
unfamiliar to the intended readership. Iﬁquis section we considgf the data'
that bear on these principles, and attempt té discover whether there are any
data about which kinds of concepts should not be used for given types of
people.,

a. Concept Avarlanvility

No one can understand a graph if he or she dues not grasp the concepts
themselve that the graph is trying to communicate. One example of a violation

of this principle ocecurs when the graph maker overestimates the sophistication
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of the readership. For example: consider a graph lllustrating the percent
change in prices for wheat for each month of the year, The height of each bar
represents this change, and hence the entire graph constitutes a plot of the
rate of change over the per}od. If this graph had appeared in an elementary
sch. 41 text, most of the readers probably would not understand it. If the
readership does not understand a concept, the information can still be presen-
ted. But now the graph maker must use the more elementary concepts upon which
the more complex one was built. In this case, ”cﬁ;nge over time" for different
months seems clear enough. But if one were to plot 12 functions on a graph,
with the Y axis representing price and thé X axis time: the principle of pro-
cessing limitations would be violated. So, if the point is simply to show that
the rate is changing over the year, four plots--oné per quarter--would do. The
reader need only note the fanning pattern of the functions to get the message.
Of course, if the readership is more sophisticated it may be better to use the
more sophisticated concept, and save the additional ink.

There is either an embarrassment gf riches or a depressing dearth of sys-
tematic research on this aspect of the principlé of schema availahility.,
depending on how you look at it. On one hand, virtwally all the work on chil-
dren's concepts can be taken to bear on the principle, but on the other hand
there has been virtually no work systematicaliy examining what percentage of
different.segments of the population are comfortable with concepts that con-
ceivably could be used in a graphic display. Some of the work on children's
concepts does in fact bear directly on the kinds of concepts necessary to
understand charts and graphs. In particular, Piaget {see Flavell, 1963) has
provided us with much information about children's mathematical, logical and
conceptual competences, Among tue relevant research is Piaget's investigation
of how ard when a child comes to realize that various ohjects differing along
somse gquantitative dimension can be interrelated by the concept of a scale or a

series {see Piaget, 1967). For example, very young children cannot arrange a
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set of sticks in order of increasi;g length. If this really reflects a lack of
compe tence for reasoning about scales, then it seems likely that until that
awareness develops (around 5-7 years for most domains, according to Piéget) the
child will have trouble relating the curve on & gra~ or an arr', ~f bars to
the concept it depicts. The conceptual abilities of the child are beyond the
scope of this book; here we simply wish to point out the obvious‘relevance of
this research to the problem of what children can pe expected to extract from
graphs at all, and refer the interested reader to Piaget's books on space,
number and merging {(Piaget, 1954, 1955; Péaget and Inhelder, 1971; see also
Gelman and Gallistel, 1979, for further developments and some cogent'critiques
of some of Plaget's work in these areas).

Mote that there will also be cases in which a reader possesses the con-
cepts involved in a graéh's message, but does not realize that the graph is
communicating those concepts because the words used for labels are not in that
reader's vocabulary. Symbols should be used that will be easily understood by
the presumed readership. Most academics, and some people in the business conm-
manity, seem afflicted with a desire to use unusual words or symbols in pl#ce
of more familiar ones, often resulting in a violation of the p?inciple oﬁ
schema availabilityY. If a chart or graph is to be presented in a publication
that is directed to a sPecific, well-defined readership, some jargon may he
appropriate tq prevent the use of lengthy locutions; however, as a general
rule--and especially if the readership is not precisely deffned—-jargon in
labels or special synglé should be avoided.

b, Graph Schema Availability

A person must understand the conventions and notations used in a graphic
display in order to comprehend it. If a person has never seen a given graph
type, it p.esents a problem to be solved, at best (if the person is highly
mo .ivated}, or a road block, at worst. In fact, it has been shown that a very

common response to the task of analyzing an unfamiliar type of display is to
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ignore the display altogether (Wright & Threlfall, 1980). fThus it seems advis-
able to stick to conventional formats for graphs unless the pattern of informa-
tion to be communicated is So subtle, unusual, or complex that no such conven-
tional graph can ¢c "»v the pattern simply (e.o the novel graphs for the

N
presentation of stét;stical properties, discusseu at length in Tukey (1977) and
Wainer & Thissen (1981). Furthermore, it is important to know what sorts of
graph types are most effective for what -~orts of people. But as we have seen
in the previous sections, even this goal must be qualified: the effectiveness
of a chart or'graph also depends on the uges, to which it will be put. ‘Thus, we
must take care to evaluate graph effectiveness for different populations per-
forming specific tasks. Researchers in the field have recognized this, and
many of the studies in the literature address this topic. Unfortunately, the
research generally is so flawed that not mich can be inferred from the results.
Improvements in methodology and theory have rendered most of the previous worf/f
uninterpretable. In this section, we will briefly review the most widely-ci;ﬁd
studies in this genre, and will briefly critique them, referring the reader to
MacDonald-ross (1977) for discussion of additional studies. If nothing else.
this exercise should be useful to readers vwho plan to do original research
themselves or who plan to read the primary literature in detail.

-~

A. Developmental Research and its Pitfalls

A number of studies have examined how well children of different ages and
grades comprehend charts and graphs. Mathews (1924) gave children a represen-
tative sampling of graphic¢ materials that pertained to one particular course of
study, social science, Various forms of baﬁin}ine and circle graphs, time
lines, and pictograms were included in the stuéyo The measure of difficulty
was the percent of objective questions correctly answered by the members of
each group. The results are difficult to interpret, however {as the author
himsalf acknowledged), because there is no way of telling which specific com-

ponents of the materials were responsible for ease or difficulty of comprehen-
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sion. The type of graphic components that the author varied included the orien-
‘tation of bars (horizontal or perpendicular), number of shades on bars (i.e., if
each bar represented more than one variable, if they were segmented), number of
lines {on line graphs) or divisions (on circle graphs) and the presence or
absence of scales. Thus, although Mathews found that the circle graphs wer.
easiest, with bar and line graphs being progressively more difficult, these
results are suspicious. Critically, different questions were used with differ-
ént displays. Thus, the observed differences may have nothing to do with dif-
ferences in the graph types per se, but only with differences in the difficulty
of the various questions. There was no atteﬁpt t@ investigate systematically
which types of graphic displays are better suited for deriving which type of
information;

Another study that focused on the development of the comprehension of
graphs is reported in Strickland's thesis {1938), in which children in grades
1-4 were taught aspects of the history of technology using various sorts of
graphs. The question of interest was:- which forms of graphs are suitable fer
each of these four grade levels? A graph was considered "suitable" if children
at a given level answered questions at a level of accuracy exceeding chance
performance by 30%. She concluded that f;rsﬁ_graders were "ready" to learn,
from unit pictographs and fr;m developmental picture charts (a series of pic-
tures depicting some characteristic of successful epochs, such as means of
trangportation). She alse found that second graders are "ready" to learn from
cirele graphs as well, and s¢ on up the academic ladder. However, given the
arbitrariness of her criterion, it is hard to take such conclusions seriously,
especially since all grade levels responded above chance accuracy for all types
of graphs.

Of more pétential interest is Strickland s ranking ol different graphs in
terms of accuracy of understanding by different grade levels. She found that

the ranking of graph types did differ from one grade level to another, which at
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first glance seems to suggest that there are interesting differences in the
development of different cognitive components (as opposed to a Simple monotonic
increase in attention or other skills, which would have left the ranking intact
over grade levels). Unfortunately, different grades were pr -ented with dif-
ferent examples of each type_of'graph, roughly adjusted to t.e children's level
of skill, thus making direct comparisons of graph types across grades impos-
sible. In fact, the number of correct answers qverall did not increase with
increasing age-~confirming that the corresponding graphs for different grades
differed in intrinsic difficulty. No;egheless, there were some consistent
differences among graph types for all ages: line graphs were consistently
harder, wheceas "developmental picture charts" (series of pictures exemplifying
a historical trend) were consistently easier. However, the different formats
shown to chlldre; depicted different sets of data, preventing us from knowing
whether it was the line graphs per se or the particular information Set that
Strickland chose to depict by line graphs that led to poor performance.
Finally, Strickland ranked the kinds-of information depicted in graphs in terms
of how early children could consistently answer questions about them. She
found that as children aged, they became better at answering questions that
compared several units of information as opgosed te single units, at reporting
absolute quantities and précise rates as opposed to relative amounts (i.e.,
"gqreater than"” and "less than"), at deducing the purpose of the graph., and at
reasoning about the information in the graph. Again, the value of these ohser-
vations is dubious--they could indicate developmental change in attention.
interest, memory. rea;;ninq power, perceptual acuity, or a combination of these
factors.

-Other developmental studies of graph comprehension yielded scattered find-
ings, Vernon (1950% reported only that performance was poor overall; vezin

(1974) found improvements in performance with age, and overall advantages for

concrete over abstract material:; Malter (1948) found that younger childran are
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poor in recognizing conventional symbols (such as arrows symbolizing movement)

in diagrams:; wWashburn (1927) reported no effzcts of age among junior high
school students; and Zwaga and Boersma (1973) reported a slight advantage of
young adults over older adults in r  anizing stylized symbols for railroad
facilities. Both Vernon (1950} and strickland (1938) failed to find correla-
tions between children's performance for a type of graph and theii accuracy in
reporting information from it. Unfortunately, as this heterogeneous collection
of studies attests, nothing even-fesembling a systematic approach examining
developmental changes for each cognitive component involved in the comprehen-
sion process has been attempted.

B. Individual pifferences Research and its Pitfalls

vernon (1946, 1952) has investigated, in a gualitative way, the retention
of material from graphs, testing the hypothesis ghat graphs will succeed where
other methods fail in educating the "man in the street". She presented sub-
jects of varying levels of education with sets of demographic data graphed in
various ways and asked them to answer questions or write paragraphs about the
graphs. She was impressed by the generally sketchy and inaccurate recall of
data, and by the subjects' failure to draw logical, coherent conclusions from
the déta depicted. She also found that recall increased with the educational
level of subjects. -

Aside from dispelling the naive potion that graphs are a panacea for ig-
norance, Vernon's studies are of little interest, since again, they measure the
effects of a large num»ver of cognitive proce  ses acting jin concert. For one
thing, it appears that many of the subjects simply did not understand the ques-
tions as the experimenter intendes them to be understood. For example, they
frequently described the superficial visual appearance of the graph instead of
the data contained in it, or they answered questions on public policy accoriing
to their own opinions instead of according te tne narrow implications strictiy

suggested by the data in the graph. In addition, subjects nad to answer ques~
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tions from memory instead of responding in the prese;ce of the graphs. Thus.
they could have perceived the data from the graph perfectly well, but could
have forgotten it rather quickly--a plausible interpretation, given the proba-
ble lack of interest ‘n the data on the part of the subjects. In fact, the
memory requirement ca,. distort not only the absolute amount of information
gathered from a graph, but also tﬁe differential effectiveness of different
types of graphs. or of graphs as compared to other media. These possible dis-
tortions could be due to the fact that different s;rts of displays may be en-
coded in different formats in memory (sucq as images or words, which may decay
at different rates). Alsor because of the responses required of the subjects.,
graph comprehension was confounded with general verbal ability. Finally, the
effects Vernon observed of education and intelligence on retention are also of
negligible value; the differences that were observed consisted simply of lower
retention by the less educated/intelligent subjects. This could betray differ-
ences in interest, attention, memory. comprehension of instructions, comprehen-
sion of graphs, knowledge, ability to reason about the information conveyed by
the graphs (e.g., ﬁow to derive the rate of increase in a population knowing
the birth and death rates), or some combination of these factors., Further,

socio~ economic status is confounded with intelligence and education level in

!

this study. Thus, the Vernon experiments are a good demonstration of the
pitfalls that can be encountered in testing comprehension of graphslwhen the
different cognitive components are not considered separately. Later in this
book we will provide an analysis of these components and make suggestions about
how this analysis could guide further research.

There is also a dearth of reseavch on other indiv. ual difference varia-
bles. sStrickland (1938) found no sex differences amony subjects, though Vernon
(1950) found boys were more accurate than girl., in accord with the large lit-

erature suggesting that boys ave better than girls at Spatial and quantitative
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reasoning (see Maccoby. 1966). Given the problems with this research, however,
even this result must be taken with a grain of sale.

Like the developmental studies, the individual difference studies would be
nearly uselesg even if they had Yielded reliable res:"ts. "Main effects" of an
individual difference variable (i.e., across the boa.. advantages or disadvan-
tages} are basically uninterpretable, since they could reflect différences in
a host.of variables, such as knowledge, memcry, attention, or interest. Once
more it must be stressed that the target of such research must be a characteri-
zation »f diffe;ences in operating characteristics of different cognitive com-

ponents in different populations: for example, boys might be less prone than

girls to organizing fiqures according to the Gestalt Law of Common Fate.
. IX. Formal Principles

There are many places for potential slips 'twixt cup and lip' in reading a
graphic display, and a major one lies in the link between the a;tual marks and
the literal meaning drawn from them. fhe reader will be attempting to trans-—
late each visual element on the page into some conceptual entity or relation-
ship, and this will be difficult or impossiblg if there is not proper mappings
between mQrks and concepts iﬁ the graph itself. We have formulated two formal
principles that seem to capture the critical ingredients of a correct mapping

and which, if violated, result in an ambiguous or misinterpreted display.

A, The external mapping principle

Every mark should map into one and only one semantic category, and every
piece of information necessary to read the intended information should be indi-
cated unambiquously. The first part of this principle corresponds to Goodman's
criterion o” disjointedness, and the second to his criieriop of differentia-
tion (see Chapter 2), This principle will be violated if a mark is ambigquous

{such as a specifier bar that could be interprated as containing two abutting
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segments or one longer part with a smaller one laying over part of it) or a
necessary set of marks is mirqing (such as numbers demarkating a scalel). The
important distinction between this source of ambiguity and ambiguity that can
arise ﬁue to ope- “on of the syntactic principles (ec acially those pertaining
to discriminability and grouping) is that there is né Jeometric or pictorial
transformation of the existing gr;ph that could correct this sort of formal
ambiquity. For example, if ambiquity aris;s becagse a label is equidistant
from two axis, and hence is grodééd egqually welllw;th each one, this could be
corrected simply by moving the mapk. But if the mark is inherently ambiguous
or missing, no amount of reafranging fhe existing display will correct

4
matters.

The importance of vioclations of this principle is context-bound to© an
unusual degree, as virtually any continuous function or axis in theory violates
it (see Chapéer 2). 1In these cases, it is impossible o identify any given
location with absolute preFision--no m;tter how one alters the graph (blows it
uﬁk.eté.). But in‘virtually all cases;'absolute precision is not necessary for
the reader to0 get the intended message. In fact, excess precision will get in
the way. For example, marking off 1/109th of a gallgn of o0il production on a
scale is superfluous if the reader is supposed to see.hOQ production changes
per year--and wiii tax reade;]s limited capacity to process information.

Similarly, whenever a picture is used as a label, this principle is tech-
nically violated. BAny picture can be assigned an infinite number of interpre-
taéions, in theory. A picture of a sitting man, for example, could be a pic-
ture of a man's head, bent knees, John, a sitting Caucasian, etc. But if the

graph maker obeys e elementary principles of symbclization we outlined when

discussing the principle of surface compatibility, this should not in fact be a

preblem: th: correct prcture will be given only a single label by virtually

all readers.
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Consider tue graph shown in Figqure 4.5, which shows weight gain for lahoo-
atory animals over time for two different kinds of food., ‘The variables repte-
sented in this graph are weight, time and experimental conditions. HNote that
the value of the treatment variable is represen;ed by the level of the dashed
line. After‘week number six, howevér, the value of the .reatment variable
changes from "Test" to "Control". This differen:; in the value of the variable
is not represented by a difference in the specifier mark (the line representing
the function). Thus, the vertical mapping principie is violated; a meaningful
difference in what is represented is not indicated by a difference in the
mark.

INSERT FIGURES 4.5 AND 4.6 HERE

This principle is especially important when a reader is supposed to be
able to .assign values to discrete categories of some kind. If the categories
themselves are not represented by discrete marks, this will be difficult, if
not impossible. Figqure 4.6 illustrates ﬁwo ways of présenting the same infor-
mgtion, the graph on the left violating the present principle. If the reader

]

is supposed to be able to discern which color will hbe associated with which

]
temperature, the chart on the left is clearly inadequate.
INSERT PIGURE 4.7 . HERE
Consider Figure 4.,7. This kind of display is common when one wants to

display additive components of a set of numbers. Fiqures 4.7a and b show two

ways in which the physical mark /-" can be interpreted. One interpretation is

_that the mark is a compggite‘gf two contiguous marks, labeled in the graph "x"
")} .

and "¥". Another interpréiétion is that the mark is a composite of tw& over-
lapping marks, with "x" included in "y". Note, then, that depending on how the
physical.mark is interpreted different sorts of information will be inferred.
By using the format of 4.7a, it is cleas thét stopping distances is being
assessed only after braking has begun, whereas by using the format of 4.7b, it

is clear that the total stopping distance includes the time to begin braking.

1861
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Thus, a formal ambigulty requires not just re-arranging or re-scaling parts of

a display to correct, but more fundamental changes in how information is
presented.

In principle, the most severe violations of the external ~ing principle
occur when a basic graphic constituent is missing. Fiqu;e 4,8 presents some
common examples one often sees gn blackboards. Without the framework, a perscn
not privy to the coversational context of the graph cannot know the baseline or
variation along the relevant scales. But recall that one of the basic ideas of
our approach teo graphic design is the notion of purpose-specificity: depending
on the purpose of a chart or grapﬁ, certain information will be required and
oéher information will be superfluous. So even here, if only a trend were
requ§red, and a verbal context provided the relevant background, even tﬁe
quasi~graphs of Fiqure 4.8 could be adeguate.

' INSERT FIGURE 4.8 HERE

Having w.uid this much, it is necessary to "point out how the external map-
ping principle is related to the principle of surface compatibility. Some
aspec:s Qf the principle of .surface compatibility, the reader will recall,
hinge on marks being interpreted both aé a depiction and as a symbol. For

example, marks could serve té delineate a frameyork of a graph on rising gold

Qrices while at the same time depicting a bar of gold. OQr, a mark can serve as

1

a specifier {a bar in a bar graph} whils also depicting a tree, The vertical

" mapping principle applies separately to the role of a mark as a symbol and the

4 O
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role of a mark as a depiction. In both cases the interpretation should be
unambiquous, and the clear inteﬁpretation of the meaning of the symbol doas not

quarantee the clearfinterpretation of the depiction and vice versa (e.g.s the

marks may serve well as a framework but be confusing as a depiction or vice

Fl

versal.

B. The internal mapping Principle

.

The correspondence between portions of a display should be unambiguous.
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The foregoing principle was concerned with the direct’interprgtation of the
reanings of marks in isolation. This principle is concerned with th; interpre-
tation of the relations among marks--between specifier elements and 1ab?;§h
between axes or amework c¢onstitu and specifier elements, between sub- )
graphs and the nain graph. and so on. It (S postible to have perfectly inter-
pretable marks for which the interrelations are'noa clear. Given that all
charts and graphs communicate information by displaying some kind of mapping
between entities~-either between different guantities or different qualities--
the necessity for easily-read associations is opvxous. and yet, it is very
common to discover cases in which the relations amoné different parts of the
display are not c¢lear. For example, consider the graph of fiqure 4.9a,.showing
levels of Dow Jones Industrials from 1927 through 1937, The insert represents
a'magnification o§ a portion of the display, which is indicated bylthe bracket.
Note that the portion indicatedq by the bracket does not exceed the 350 level,
put the correspondiing insert represents a portion extending'beyoﬁd the 350
level., The puzzlement caused here is clearly eliminated in figure 4.9b.a
INSERT FIGURES 4.9 AND 4,10 HERE \
Consider now figure 4.10a, which presents a graph used in a textbook on
physiology. Here we see six groups of bar elements répresentipg siX different
physiclogical and pathologicai states. Each group is composed of three ele-
ments and eacu of these elemernts répresents a particular property or component
;f blood. Hote, however, that two vertical axes are present at the left of the
graph. Each axis is associated with a numerical scale and a label indicating
the relevant units. But :he association between each axis and the relevant
bars is ﬁlsslng: we don't kitow biw to read the meaning of the individual bars.
Jongider how much easier it 1s to interpqgt the chart when the principle is
followed and rt 15 correctly lakeled, as 1s illustrated in Figure 4.10b.

The foreqoiny examples were intended to provide clear 1llustrations of

viclations of the internal mapping nrinciple. However, for other types of
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graphs these vioclatlons may be less obvicus at first glance. Consider the mul-
tiple frumework display shown in Figure 4.11, which illustrates receipts for
particular services from the yvears 1976 to 1279. Were the receipts for pusi-
ness Servlées in 1979 greater than °~ =~ receipts for the Hotel/iotel group? 1If
you answ=r by locking at the specifi.r, the answer would be "no¢", Howcver, the
two vertical axes do not use the same Scale values. Thus, in fact the answer
should have been "yes“. In this case there is a faulty correspondence between
two elements of the frameworks of sub-graphs. Note, however, that this problem
is very much bound to the potential use of the graph. If the display were
intended only to allow one to compare relative trends over tim , then there is
no impediment (although, technically speaking, a violation exists). Figure
4,12a and 4.12b present alternative ways of illustrating this same data which
do not fall p »v to the violation of this principle. Note, however, that in
normalizing the scales other things are 1os£ (such as an ability te read easily
the variations among the less profitable businesses), '

- INSERT FIGURES 4.11 AND 4.12 HERE

2o, the message again is clear. Once one is aware of the sources of peo-
tential problems with respect to a glven purpose, it is usually easy to gee how
to circumvent thém-~though the graph still cannot be all things to all readers.

111. Pragmatic Principles
’ -

The principles revicwed thus far have been concerned with how charts and

graphs odnvey wnformation as complex symbols. As such, we have ¢onsidered how

-,

the marks on a pade are analyzed and-grouped by the perceptual system and how
the literal meaning of the~e marks is assigned. But comprehending a chart or
graph 1avo’ves more than merely assigning a literal interpfetacién to synbols,
Jjust as un&erwtnndxng language ifnvolvas more than interpreting each word and

the relations among them literally. As is the case with linguistic utterances,
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graphic displays occur in a communicative context. The reader is expected to

draw inferences and to be sensitive to connotations that are not explicitly

+J

present. These indirect statements can either bhe accurate or misleading, and

the graph maker may sometimes intenticnally make a “political statement” with a .

misleading connotation., We will not comment further o .2 principle at
deception is unethical, but will only point out the dynamics of how cﬁarts and
graphs come to convey information indirectly. Given an understanding of these
dynamics the chart or 9raph maker can be aware’of'the potentials for inadvert-
ent deceptipn—-and the chart or graph reader can he alerted to detecting cases
in which he or she may be cystematically ;isiea.

We shall consider two general classes of pragmatic principles. The first
pertain to the inferences we are invited to make when viewing a display. and
the second pertain to the effects of context on how we see and comprehend a

display.

1. Invited Inference .-

If one is asked, "Can you open th? door?,"” one does not say "“yes" and
leave it at that {(pesky thirteen-year olds excebted); rather, one opens the
door But strictly speaking, literal interpretation of the utterance is that a
question is being asked. What is happening here is an example of pragmatic
factors at work in the comprehénsion of language. One draws an inference above
and beyond the literal mecaning. We can outline a number of ways in which
charts and graphs can be constructed to ind;ce readers to draw particular
inferonces. Hany of these devices are discussed at length in Huff's excellent

book, How to Lie with Statistics. The basic idea of all of these manipulations

is the same: use physical properties of the display in such a way that the
description of the disrnlay itself will exaggerate or downplay specific informa-

tion.

INSERT FIGURE 4.13 IIERE
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The words and phrases uced a&s labels c¢an dramatize a point. In the Ffirst
panel of Figure 4.13, the title makes an unemphatic statement ahout the content
of th2 graph. In the sgecond, the word "incre. is replaced 59 the word
"soars", bringing to mind & set of comnotations not implied in the first place.
Now Lt 1S taking off. In the third version the word "inflation" is replaced by
the words "runaway inflation". How it is not only_taking of £+ but dragging
everything with it as it careens gway! Thus, although the same information is
présented in the display, the way it is labeled affects the way it is inter-
preted. Though these differences may seem trivial, their effects are not.
Elizabeth Loftus (1979) has found that when people witness an event, subtle
changes 1n the wording of questions asked afterward have considerable effects
in people’s recollection of the events. Thus, when asked a guestion 1i;é "How
fast was the Ford going when it smashed into the VW?", people give higher esti-
mates of the Ford's speed than people asked the more neutral "How fast was the
Ford going when it collided with the Vﬁ?“. Furthermore, the first group, but ‘
not the second, mistakenly "remembered" having seen broken ¢lass in the
original avent., Little words matter.

Ancther waY labels can be used to give the “wrong"” impression jis through
their absence. As Huff (1954} points out, if one has a small effect and has
expanded the vertical scale to amplify it one c¢an conceal this fact through the
simple device of failing to label the units and the scale., (Of course, this
violates the axternal mapprLng principle, but even Lf the graph were unambig-
uwous, the reader might draw the wrong inferences if the axis labelling was not
salient, or 1f the reader did not have mastery of the conceptual distinction

hetwaen absolute difference and proportional difference.

Framework Varraitions

Scale Unirts., The use of different scale units is another way in which a

reader can be led to draw inferences, and Was one of the chief ways to lie with
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statistics that Huff Jocumented. Because cur cognitive systems encode not only
the magnitudes of physical continua, but also sort them into a small number of
discrete categories in memory (Miller, 1956; Kosslyn, Murphy, Bemesderfer &
Feinstein, 1978), once a visual mark is expanded to a certainlsize, it will b
"bumped" into a new perceptual category: and may be represented internally as
"tall" rather than "medium" or "4 inches high". &and, if Pinker's con)ectures
in Chapter 6 are correct, people familiar with a given type of graph will tran-
slate perceptual categories such as “very dark" directly into conceptual cate-
gories like “very large". Thus, a gradual change in a2 physical continuum, such
as would ba acconplished by stretching an axis, may be encoded in short-term
memory as if it were a quantum change, which would then be translated into a
quantum change in the gquantitative message that the reader carries away. Con-
sider the difference in the apparent increases in fiqures 4.14a and 4.14b,
which vary only in the amount of compression along the vertical axis. In gen-
eral, when one selects a large scale unit, one is implying that the amount of
increase is small: conversely, one amplifies an. effect by selecting a larger
vertical axis, spreading out theTScale units. The use of logarithms instead of
linear units can have similar effects.
INSERT FIGURES 4.14 AND 4,15 HERE

Truncation. The way a a;fference appears can also be manipulated in a
graph by truncating the vertical axis and expanding the portion of the scale
that remains. The two graphs in Figure 4.15 represent the same information,
about numbers of US and USSR missiles. But the one on the left was drawn by a
SALT II proponent and the one on %he right was drawn by a SALT II opponent. By
deciding to begin the gcale at 100,000 {(a number we just made up, by the wayl,
we could spread out‘ the remainder of the scale--amplifying the apparent differ-~
ence. ‘

Aspect. Cne of the most powerful ways of slanting a given graph {(if you

will forgive the pun), 1s by altering the aspect of the axes, or ratio of their
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scales., Figures 4.t6a and b show alternative presentations of the same set of
data. In Figure 4.1§. the ratio of the vertical axis length to the horizontal
axis length 1s 2:1, whereas in Figure 4,16b the ratio is 1:2. Note that the
increasing trend i~ the data is much more strik”™ - in the first graph.
INSERT FIGURES 4.16 AND 4.17 HERE

3-D. 1f a frameworg is made to project at an angle in space {(e.g., it is
“painted" on A wall that one examines from an extreme angle), the foreshorten-
ing that cesults can emphasize or de-emphasize a t}end. This is because we do
not perceive line drawings of extreme perspective projections accurately
(Kubovy, in press; Hagen, 1981). For example, in Figure 4.15, widely dissemin-
ated by the Reagan administration in 1982, consumer Prices are seen to take a
noticeable drop. However, the decline appears far less impressive when we
consider that the drop is only 0.3% of he CPI, an amount yhose tininess is
obscured by the fact that it is expanded in perspective in the extreme perspec— '
tive view of the graph depicted.

INSERT FIGURE 4.17 HERE

Specifier
Depictions.
Numerous inferences can be invited by different depictions serving as the
specifier in a chart or grapﬁ. In a graph that presents the pnumber of annual
traffic fatalities over a decade, ordinary bars would suffice to present the
data, as is shown in Figure 4.18a. But the implications of those data are
really brought home when the bars are replaced with stacks of human skulls, as
is evident in Figure 4.18b.

INSERT FIGURE 4.18 HERE

Correlated variations ©f Intedral Dimensions.

7
o,

. . . . *, . .
I. is possible to create an impression that a trend is increasing more
than it 1n fact is, by taking advantage of the fact that vertical extent,

horizontal axtent, and extent in depth ars integral dimensions. Thus, the
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value on one dimension cannot help but affect the value on the other. In using
a bar graph, then, expandin he width of the bhars as their height increases

will leave the impression that the increase is more pronouncad than it actually

o is. Simrlarly, if pictograms are used {in which a picture serves the role of a
var}, the size of the entire pictur’ can be varied as well as Just the extent
along the relevant dimension. In haddition, using heavier lines as bars

. increase in size will underline the increase, as will shading them darker as

3 they become longer. These variations can be comhi'ned in any order to calibrate
how much distortion there will be in the impression conveyed.

Py -,

Selective Reporting
Many charts and géphs are idealizations, omitting details that are con-
sidered unnecessary for the intended purposes. This principle can be carried
¢ to extremes, however, as is illustrated in Figure 4,19. 1In the left panel is
graphed the complete set of data, revealing an inverted U shaped function over
time; in the right panel is graphed only part of that function, revealing an

s increasing trend. If the rightmost graph is correctly labeled as presenting
data up to only a specified time, it is literally correct. But as an “id ili~
zed" representation of the trend, it is misleading, since the reader will most

d iikely interpret the abscissa of the graph as denoting a representative inter-
val taken from _the scale of interest, and hen_ce will falsely conclude that one
variable i..ncreases with the other in the general case.

®

INSERT FIGURE 4.19 HERE
2. Contextual Compatibility
Most graphic displays occur iIn some context, either in text or as part of

. a discussion. Depending on how the material being graphed is conceptualized
prior to seeing the graph, a given display may be more or less appropriate.
The message here is simple: a spontaneous description of a chart or graph

[
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should not conflict with the description generated on the basis of contextual
factors.

a. Compatible Inferences

The connotations of the written or spoker . .7kc wnd should be compatible
with those of the display. For example, if the text states that "The price of
gold soared to $1040 an ounce”, the zxes of the graph should be constructed
such that the:function seems to soar. Compare the.two graphs in Figure 4.20;
which is most compatible with the foregoing statement?

INSERT FIGURE-4.20 HERE

h. Compatible Terminology

The labels in a graphic display should not use different terminolegy than
is used in the text.

€. Compatible Discourse

A graph should not present more or less information than is required for
its specific purpose. More information will distract or confuse, and less
information will defeat the purpose of-the display.

Thus, we n.w have considerad all of the principles gleaned from the
psychological literature and generated via our analytic scheme. In the next
chapter we will unse the scheme to discover thg most common kinds of problems

with graphic displays.
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CHAPTER 5: USING THE ANALYTIC SCHEME: A SHORT FORM AND SCME RESULTS

Our diagnostic scheme as presented ip Chapter 2 performed as promised: it
reveals problems with charts and graphs in a systematiz and well-motivated way.
furthermore, because of its exhaustiveness and atitention to detail it helped
to induce many of the operating principles discussed thus far. Howeve;,
although its tharoughness was necessary in the beginning, this characzteristic
becomes a serious impediment to using the analyti¢I5cheme on a routine basis.
Clearly a shorter and more directed form of diagnostic instrument is requiced.
This chapter presents a new versior. whicir takes the form of a questionnaire.

oo
In the following pages we discuss the developuent of this new version: we high-
light its advantages ip terms of usefulness to the general graphic practi-
tioner, demonstrate its application to the two graphs which were used to intro-
duce Chapter 1, and finally discuss the results of applying the questionnaire
to a substanﬁial and representative sample of charts and grqphs.

Development of the Questionnaire

The original scheme i$ exasperatingly long and mist be applied by someone
who 1is thoroqghly familiar with the theory developed in the foregoing chapters.
In addition, it can only be applied to a graph which is already in existence
and only through repeated use on many graphs can one become familiar with the
more likely kigds of violations of operating principles. Thus:, the original
scheme is neither a practical way of analyzing charts and graphs nor is it a
very useful tool for teaching one to become a better graph designer.

The motivation for developing a‘questlonnaire format was threefold.

First, this foraat reduces the amount of work, in general, and is easier Lo
use--especrally for unpracticed people. One peed only attend to the particular
areas addressed rather than to construct a c;mplcte description of the graph.

as was neasured by the old scheme. Second: the questionnaire offers a4 conven-
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® ient means of summorizing our experience in cri:tiqueinq graphs for the reader.
The questions it contains were formulated after carefully reviewing many charts
and graphs and identifying the most likely ways that particular graphic

® constituents {1.e., frame, spacifier, etc.) will violate each operating princi-
ple. The questionn. is therefore a convenient . of passing along the
benefits of our experience to the reader and, as we shall soon demonstrate,

L also provides an effective tool for troubleshooting existing charts and graphs.
Third, since the questions comprising the questionnaire summarize the more
common ways that a graph maker can go astray, this instrument itself can serve

@ as a learning aid. i

Because‘ the sample of charts and graphs that were ysed as test cas:s
played such a central role in the development of the guestionnaire, the sam-~

® pling plan by which graphs werc selected merits some discussion. The sample
had to serve two purposes, First it served as the basis Ffor developing a
questionnaire that was applicable to a wide variety of charts and graphs.

L Second, application of the final version of the questionnaire to & subset of
this sample was to vield information on the incidence of operating‘ principle
violations of various types in different broad categories of displays. 1In

@ order to accorplish these goals the sampling scheme first had to be completely
independent of our operating principles to ingure that further development of
these principlec was not biased by the sample per se. Second, the sample had

@ adequately to reflect the diversity of charts and graph “ith which & reader
may come 1n contact.

INSERT FIGURE 5.% HERE
® The sampling plan is shown in Figure 5,1, Note that this plan considers

four basic aspects of charts and graphs. fThe first of these is tle grneral

field or content area of .he publication that contained the graph. We included

L $LX broad categories of content area: math, physical science, life science,
¢ o 172
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® social sciences, business and "General Interest”, which is a cacch-all category [
containing such items as magazines, newspapers and "How to" books. The second I

® aspect considered by the sampling plan is the age level of the intended reader-
ship. This includes three mitually exclusive cateqories: pre-secondary,
sacondary, and adult. The third aspect considers “ne general format of the

° publication in which the graph app;ears. For adults we include journals, text
books and general reading, whereas for younger readers, the source format is
rastricted to text books and general reading. ‘I‘he' fourth and final aspect
considered by the plan is the visual format of the display. The four cate-

° gories of \.;i.sual format are bar graphs, line graphs, pie graphs, and other
graphs. Charts of any type were classified in the other graph category.

° This sanpling plan yielded 152 cells. ©Our initial intent was to find
several graphs for each of these cells, however, after collecting over 300
graphs we were left with 77 empty cells. Most of these occur in the non-text
book source format and in the nonadult age categories. After a heroic effort

* to fill the empty cells we concluded that charts and graphs were very infre-

s
quently used in these situations,
In using the sample for questionnaire development we first perused the

e entire éample and selected about twenty of the: seemingly most problematical
graphs. We thefl proceeded tc;.v' isolate the particular operating principle viola~

\ tions in each graph, noting the graphic constitutents involved and the manner

¢ in which the violation occurred. These twenty "bad" graphs provided the

\ .
foundation on which the original set orf questions were framed. We continuved
to analyze more graphs selected from other cells of our sampling scheme to

® ensure wide applicability of the final questionnaire. In all, over ninety
graphs were analyzed during the development of the questionnaire. As we dis-
covered pew ways in which operating principles were violated we adggd n'ew,

¢ questions or rephrased existing questions so that they would draw attention to
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violations if they exist. The questionnaire development was thus an iterative
process of continually fine-tuning questions, making some more general, others
more specific, until there was some assurance that most violatiohs would be
caught. There obviously is still room for improvement, however, 15 we demon-
Strate 1n the next section of this chapter, the current version .. ap exce'..nt
compromise in terms of problem areas detected for the amount of time and effort
expended by the analyst. ;

. - /'
/

Quastionnaire Structure

-

The qguestionnaire is gresented in the following section. It cbnsists of
two modules. The first and larger of these isS concerned with single Eramework
graphs or the individual subgraphs of a multiple framework display. The s;cond
module gontains questions on the relationships between the various subgraphs of
a multiple framework display. Each module is organized into three parts. fThe
first contains questions pertaining to operating principles at the syntactic
level. The second contains questions at the formal and semantic levels., and the
third is concerned with pragmatic operating principles. Table 5.1 shows the
aunber of questions in the questionnaire which pertain to each operating
principle.

"INSERT TABLE 5.1 HERE

Each of these divisions into levels of analysis is further organized by
graphic constituent and combinations thereof. At the syntactic level eacl con-
stitutent may be treated in isolation since syntar iz concerned only with the
processing of marks on the page. At the formal, semantic and pragmatic levels,
however, the meanings and implications of constituents are determined by rela-
tion: between them {(i.e., how does‘the specifier operate in conjunction with the

framework) as well as b, the consrituents themselves. Table 5.2 shows the

number of questions in module 1 dealing with each constituents or combinations
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of constituents. Module 2 contains ten questions, all of which deal with the

rel:tisnship between subgraphs in multiple framework disPla;Q:
INSERT TABLE 5.2 HERE \\

For the most r rt the structure described above is maintained throughout
the questionnaire, .owever., there are one or twe instances where a gquestion
concerning a principle at one 1evél is placed among guestions at a different
level of analysis. BAn example of this is guestion 49 wadch concerns the syntac-

tic principle of perceptual distortion. This question is included in the seman-—

tics section of the questionnaire because the reader is not likely to realize

- .

that this principle has been violated until he or she tries to assign meaning to
the specifier. Percéptual distortion is truly a syntactic issue, however, since
it is concerned with how the perceptual system processes a visual form. ’ ‘
In module 1 there are three spaces provided aftsr each question. These are )
to be used to record independent responses for as many as three subgraphs in a
multiple framework display. Of course only one space is needed for a single
framework graph. .
Each question in the questionnaire offe: s several alternative responses
each of which falls into one of these categories. Some responses imply that the
graph has no problem,with regard to the issue addressed by the question. Other
responses imply that the gpéféting principle inwvolved has been violated to a
minor degres. These violations may be purely technical, causing‘qo real impedi--
ment to the chart or graph, or they may result in a minor initi®l confusion on

the part of the graph reader. Responses in this category are referred to as

violations and are indicated by a single asterisk (*}. ¥inally, the third cate-
gory of responses corresponds to severe *° lations of an operating principle
which either cauze a great deal of confusion before being resolved or render
some facet of the graph completely uninterpretable. Responses of this type are
referred to as fau.ts and ere indicated on the questionnaire by a double

asterisk (**),
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A Tool for the Analysis of Charts and Graphs

The following istionnaire can be used with either charts or graphs. How-
ever, many °f the questions are inappropriate for charts; these Questions are
. preceded by the symbol, (@), In addition, hecause graphs are so much more fr--
quently used, we have used some terminolcgy that is specific ko graphs, in pa_ti-
‘ cular we have referred to frameworkg as heing compused of axes. In a graph, the
framework defines the domain and range that are related together by a specifier.

This usually is an independent variablé’(things beiﬁg varied, such as timel) and

.

o a deperdent variable {such as tons cf wheat), with a line or bars Serving as a

' func*ion relating the two. In a chart, the fr;mework is usually broken down into
a set of hoxes (as in a flowchart) or nodes (as in a family treel}, and the sPe;i-
Fier is composed of a sec of lines that relate these framework elements together
in some way (in a linear sequence, hierarchically, etc.)}. Thus, when analyzing a
chart, simply substitute "hoXx" or "node", as appropriate, when reading "axis".
The same principles apply in the sam. way to hoth charts and graphs.

The reader should approach this questionnairg with a major caveat in amind:
wWe can reveal violations of princiéles, but we cannot tell You whether these
viclation. are important. fThat depends on the purposes to which the chart 61
graph is being put. Thus, after tallying up the sum of the uiolatiqns, oneg muUst
car2fally consider the purpose of the display. Is it to express an idealization
of some structura or relationship? If so, then great precision in internal map-
Ping may not be reqguired. Is it to display actual data precisely? If so, then
virtually all violations will ke important. IS it tc: laad the reader toward
particular point of view? If so, ther one may decide to violate the principle of
_inuited inference. And so on.

The yuesiions ,n each of the two mudules (single display, multiple display)
are numbered, and sach bears a thres letiar ccde which associates .he question

with a specific level of analysiS and oporatin, principle. A list of the prinei-

Ples and codes 1s given oa the noxt page.

? 4

\

- Q

]

i ERIC 176

| e ) . ]_72J

I .




e O
“ERIC

Aruitoxt provided by Eic:

S=-ap
s=iL
5-G0
5-0S
S-PP
S-PL

F-IY
F=EX

CY
P=-11
P=CX

Operatina Principles and
Associated Codes

Syntactic Principles

adequate disc¢riminai-‘ -
perceptual distortio.
gestalt organization
dimensional structure
processinjy priorities
processing limitations

Semantic Principlgi

Surface Compatibility
Schema Availability

Formal Principles

“internal mappingw~[
external mapping

Pragmatic¢ Principles

invited inference
context
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Module 1: Analysis of a single display

Syntax

15

[ -

Syntax
¢
QUES- PRIN-
TION#  CIPLE sl1] sf2] s(3)
f
/f
Quter Frameworx .
¢
1 S-AD Are the marks defrning or implying the outer frame-
work sufficiently discriminable such that the function
of this constituent is recognizable?
® 1 yes ’
2 a brief search i4 required for recognition {(*)
3 the function of the framework is very difficult to
apprehend (**) ¥
® 2 §-GO Are Gestalt factors applied to the marks which define
or mply the outer frameworX such that the correct
organization is easily perceived?
1 yes )
2 & brief search is required for recognition (*)
o 3 framework is very difficult to perceive {**)
Q 3 S~pPL If hash marks ave nsed to subdivide intervals between
. scale value labels along the axes, is the number of
marks small enough so that it can be apprehended at
Q a glance? .
0 not applicable
i vyes
2 pno, some thought iz required (*)
3 no, a great deal of thought is required {(**)
® .
. r
L] //,/;
\
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Syntax

¢ QUES-  PRIN-
TIOMS CIPLZ s{1) sl2] si3l)

Inner Framework

If there 1s a» i1nner framework, go to question 7.

@ 4 S-AL Are the marks defining or implying the inner frame-
work sufficiently discrim.nahle such that this
.‘ constituent is recognizable?

not applicable
yes

a brief search is required for recognition (*)
framework is very difficult to perceive (**)

W bt =0

@ 5 5-G0  Is the organization of marks defining or implying
implying the inner framework sufficiently clear
° such that the constitutent is recognizab) ?
0 not applicible :
1 yes
2 a brief search is required for recognition (*)
3 framework is very difficult to perceive (**}

@ 6 S~GO Is the relation between the inner and outer frame-
work clear?

I yes > -
@ 2 yes, but some thought is required (*)
3 no (**)

7 5-pp Are the more visuvallycsalient features of erther the
'@ rnner or outer framework more irmortant than the
less salient featurs.?

1 Yes

2 no {*}




Syntax

® QUES- PRIN-
TION$ CIPLE s{t] sl2] srz]

- Background

8 5-PP If there is a background, are the backdround figures
or designs too dominant such that they obscure the
presentation of information? (If there is no back-
ground, go to question 10,)

¢ 1 no

2 yes, background figures hinder tlte presentation
somewhat (*)

3 vyes, background figures severely hinder the
presentation (**)

®
9 S-PL Does the number or complexity of background figures
tax processing, leadind to confusion?
1 no . -
® 2 yes (*x)
®
|
|
@

f O ‘
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o Syntax
P QUES~ PRIN-
TION# CIPLE s(1] s[2] sf3]
Specifiers
® . . .

10 $-AD Please apply the following categqories to describe
the case of discriminability of those visual
continua, listed below, which are applicable to

.--_.this chart or graph.
® 0 not applicable - .
1 levels or variations are easily discriminable
2 some difficulty in discriminating (%)
3 much difficulty in discriminating (**)
A shape
B length
o C size
D position
E orientation . .
F contipuity ‘
G lightness (achromatic)
® H 1lightness (chromatic)
I hue
J saturation’
K numerousness.
L other
e 1 $-G0 Do the Gestalt principles (similarity, good form, »
symmetry, proximity and gcod continuation) imply
conflicting organization of specifiers? (i.e.,/
are any Gestalt factors displayed such that the
correxzt organization is de-emphasized?)
® 1 no
ves, a slight conflict exists which can easily
be cesolved (*)
3 vyes, a severe cenflict exists which cannot easzily
be resolved {**)
L J
o
1 "Q .
€ 0. 181
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QUES-
TIONY

PRI~
CIPLE

Syntax

sfi) sl2) s(3)

12

S-D3

Specifie.s (Cont'd)

Is information concerning two distinct Semantic

variables being conveyed by two integral visual

dimensions (e.g. oil production and population

of a country conveyed respectively by the height

and width of a rectangle)?

1 neo -

2 yes, but only a minor difficulty results (*)

3 yes, and it is very difficult to extract infor-
mation (**). )

If parts of specifiers are separately identified
{2.9. each bar has several distinct and abutting
segments), is the reader required to compare parts
in order to extract information from the graph?

0 not applicable

I no -

2 yes, however the information conveyed by these
parts is of secondary importance (*)

3 yes, and the information encoded in these parts
is of major importance {(**)

If a specifier is used as a depiction, such that
variations in size, orientation, etc. are important,
are these variations emphasized so that they are
encoded?

0 not applicable

¥ vyes, differences are very discriminable

2 no, differences are unly moderately dis-
criminable (*}

3 no, differénces are not discriminable {(**)
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Syntax

QUES-  PRIN-
TIONY CIPLE sh1l sl2) sial)
Specifiers (Cont'd)

15 S-AD Is any local region of the graph area so densely
packed that it is difficult to identify and
interpret individual specifiers?

kY
1 no )
2 vyes, gope difficulty results from local
crowding {*)
3 ves, a great deal of difficulty results from
local crowding (**)

i6 S=-PL Is the wheole graph zrea 0 densely packed with in-
formation that one cannnt understand the information
presented?

1 no
2 yes, some difficulty results from global
crowding {(*) )
3 yes, a great deal of difficulty results from
global crowding (**) .
(4

17 $-PP Do all viswvally salient features of the specifiers
bear information that js pertinent to the intended
message of the graph?

1 Yyes

2 no, however this results in only a minor
processing difficulty (*)

3 no, and this results in a severe processing
difficulty (**)

18 S=pP Is the visual dominance of the clements consistent

with the points to be made? (e.g., are the more
salient features more important?)

1 no inconsistency .
2 mlnor i1nconsistency (%)
3 sevare incontistency (*%)
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Syntax
o QUES- PRIN-
TION# CIPLE s(1} sl2} s3]
Labels
’ »
19 F-EX Is there a title?
1 yes
2 no (%)
® -
If there is no title, go to question 22,
20 S-PP Is the title easily recognizable by virtue of
L) its size and position?
1 yes
2 no, some search is required (*)
no, very difficult to recogaize (**)
@
21 §-AD Is the title legible? ’ -
1T yes
2 no, some effort is required (*)
@ 3 no, a great deal of effort is raguired (**) .
22 §-p? 1Is the subtitle easily recognizable by
virtue of their size and position? (If
[ there is no subtitle, go to question 24,)
1 ves
2 no, some search is required (*)
3 no, very difficult to recognize { )
@
23 $-iD 1s the subtitle legible?
1 vyes
2 no, some effort is required (*)
@ 3 no, a great deal of effort is reaguired (**)

— — e
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Syntax

¢ QUES-~ PRI!N-
TIONS CIPLE sf1) s{2} s{.]

Labels {(Cont’d)

24 S-PP Is the caption or legend easily recognizable?
{If there is no caption or legend, go to
question 26,)

1 vyes _
¢ 2 no, sone search is required (*)
3 n¢, a great deal of effort is required (**)

25 S-AD Is the caption or legend legible?

¢
. i vyes

2 no, some effort is required (*)
3 no, a great deal of effort is required {**)

© 26 S$-G0 Do Gestalt principles Seem to associlate variable
names with the appropriate axis? {If there is no
variable name on axes, go to question 28.)
0 not applicable
1 vyes

L 2 no, some attention iS required (*)
3 no, a great deal of attention is required (**)

27 S-AD Are variable names legible?

¢
0 not applicable
1 vyes
2 no, some effort is required (*)
3 no, a great deal of effort is required (**)

@

®

¢ O
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QUES-
TION#

30

[v-5]

Labels (Cont’d)

Are scale values easily associated vith corres-
ponding tick marks along the appronriate axis?
{If there are no scale values, go on to

guestion 30,)

1 yes ]

2 no, some attention is reguired (*)

3 no, a great deal of attention is required (**%)

Are scale values legible?

1 vyes
2 no, some effort is required (*)
3 no, a great deal of effort is reguired {(**)

Are the units easily associated with the appro-
priate gcale values? (If unit of scale values are
not marked, go to guestion 32.)

1 ves

2 'no, some effort is required {(*)
3 no, a great deal of effort is regquired (**)

If units are marked, are the marks legible?

—

yes
2 no, some effort is required (¥*)
3 nJs, a great deal of =ffort is required (*%)

186 . ;lé;hl
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Syntax
® . Ques- pRrIn-
TION% CIPLE sl1] s(2] si3)
Labels {Cont'd)
¢
32 $=-GO Are variable or level names readily associated
wlth the appropriate specifiers?
0 not applicable i
1 vyes )
L 2 no, some attention is required (*)
3 no, a great deal of attention is required (**)
33 S-AD pre these variable or level names associated with
@ . specifiers legible?
0 not applicable
1 yes
2 no, some effort is required (*)
3 1no, a great deai of effort is required (**)
@

If no legend 1s used to label specifiers, go to question 35,

@ 34 S-PL Are %00 many pairs of items present in the legend
such that it is difficult to remember associations?

T no
2 yes (*)
35 5-PP Is the visual dominance and form of label elements
consistent with points to be made?
1 yes
@ 2 no, minor inconsistency (*)

3 no, severe inconsistency (**)

oo




Semantics
@ QUES- PRIN-
TICNY CIPLE s(1) st2] s(3}
Framewerk
¢ :
a 38 F-EX Do the syntactic cues regarding denseness or differ-
entiation for any frame elements contradict the
semantic implications regarding these qualit}es?
1 there is agreement
® 2 there is a contradiction (*)
/
£
. 37 F-EX Is there only one apparent way of interpreting each
: frame element?
®
1 yes
2 no, but after deliberation only one way is
plausible (*)
3 no, and there is no way of resolving which
interpretation is correct (**)
®
!
} 38 F-EX Is every necessary part of the framework clearly
implied or present?
© . 1 yes
2 not clear (*)
' 3 no (**) )
@ .39 M-3C If the framework depicts, is it clearly representative
of the class for which it stands?
: 0 not applicable
1 yes
2 no, the depiction is somewhat misleading (*)
® 3 no, the depiction is very misleading {**)
!
®
/
€ Q /
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Semantics

0 not applicable

T no

2 yes, in an obvious way

3  yes, but pot in an obvious Way [(*)

189

QUES- PRIN-
TION# CIPLE ¢ s(1) s(2) s(2}
Framewor¥ {Cont'd.}
40 M-3SA Is the form of the framework likely to be understood
by the intended reader? .
1. yes
2 no, probably not (*)
3 no, certainly not (**) -
a1 F-EX Do all parts of the framework play a role in its
function?
1 yes
2 no, but this does not distract or confuse (*)
3 no, and this is confusing (**) i
42 M~-SA Are the variables associateéed with each frame element
likely to be understood by the incended reader (e.g.,
deravatives, integrals, or other higher math concepts
or techniczl terms)?
1 yes
2 no, probably not (*)
3 no, certainly not (**)
a 43 F-EX MAre any axes discontinuous or non-uniform?




e QUES~ BRIN-
TION# CIPLC

Semantics

s{1) sf2) si3°

Background
L
44 P-EX If background figures are present, are they easily
interprated as such, or are they confused with
specifier elements?
0 not applicable .
<] 1 yes
2 no, seme confusion occurs (*)
3 no, a great deal of confusion occurs {(**%)
[
¢
[
[
[
[
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Semantics

o QUES- PRIN- \
TION4 CIPLT s(1] si{2) si3}
Specifirers
® . .

45 M-3C If specifiers depirct, is depiction representative of

class for which it stands? .
0 not applicable
1 vyes

@ 2 no, the depiction is somewhat misleading (*)
3 no, the depiction is very misleading (**)

46 M~SC If specifiers represent symbolically, are represen-

® tations easily connected to their refferen’.s?
Q0 not applicable )
1 3jes
2 no, the association is somewhat counter inptuitive (*)
3 no, *he association is very counter intuitive (**)

®

N .

47 F-EX 1Is there only © apparent way of interpreting each
specifier? (For instance, is it clear wheiter
specifiers are contiguous or overlapping?)

L J
1 yes
2 no, but after deliberation only one way is

[v-9] plausible (*)

3 no, and there is no way of resolving which
interpretation is correct (**}
L J

48 F-It 1Is three dimensional perspective used in & way such
that some specifiers (or parts thereof) are altered
in shape or size?

©
i no
2 yes, relative compirisons of specifiers are
somewhat non veridical (*}
3 yes, relative comparison of specifrers is very
non veridical and/or mappings are obscured (**}
L J
‘ O
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Semantics

QUES~ PRIN-
TION# CIPLE s{t1} s{>' s{3]
Specifiers (Cont'd)

49 S-PD Are the specifiers presented in a way that allows
the reader to nmake subjective guantitative compar-
isons of elements based on visual inspection which
are in accord with the actual quantitative
relationships?

1 vyes -
2 no, subjective estimates are systematically off

by a small amount {*) -
3 ner subjective estimates are systematically off

by a large amount (**)

50 F-£X Are symbols representing different items differen-

tiable?

0 not applicable

1 vyes

2 no, some attention is required (*)

3 no, it is very difficult to apprehend
differences (**)

31 F-EX 1Is every mcaningful difference indicated clearly by
a difference in parks? '

1 vyes
2 no {*r)
52 M=-5C Awe the visual continua aleong which specifiers vary

compatible with information displayed?

1 yes
2 neo, slightly incompatible (*)
3 no, completely incompatible (*x)
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“amantics

slv] sl2] s3]

Specifiers {(Cont'd)

Is the spontaneous interpretation of the Specifler
conpatible with the coynitive construct being
represented?

1 vyes
2 no, slightly incompatible (*)
3 no, completely incompatible (**)

193
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L Semantics
e QUES- PRIN-
TION# CIPLE sf1) s(z2] si3]
Labels
g If any of the following types of labels are absent or incomplete,
assess the i1mpact on the interpretanility of the graph. (In each
~ase, please use one of the following responses,)
0 not applicable
Py 1 easily interpretable -
2 eventually interpretable {(*)
3 uninterpretable (*%)
54 F-EX Var:able label on axes.
® @4 55 F-8X Scale values on axes.
g8 56 F-EX Units of scale values,
57 F-EX Labels on specifiers.
® 58 M-$C If depictiuns serve as labels, are they clearly repre-
sentative of the class of objects for which they stand?
0 not applicable
1 vyes
® 2 no, the depiction is somewhat misleading (*)
3 no, the depiction is very risleading {**)
59 M=-34 Are the worde used in labels clear and compre-
P hensible to the intended reader?
1 VYaS
2 no, probably not (*)
3 no, certainly not (**)}
© 60 M-5A Are symbols used in labels familiar to the intended
reador?
Q@ not applicable
1 vyes
2 no, prchably not (*)
o 3 no, certainly not (**)
“ Q 194
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o Semantics

QUES~ PRIN-
@ TIONY CIPLE sl1} sl2) s{3]

Labels (Cont". )

@ 61 F-IN If specifiers are labelled in & legend or caption,
is the correspondence between items on the graph
and those in the legend clear?

0 not applicable

1 yes

® 2 ninor inconsistency (*)
3 severe inconsistency (**)

4 o 195
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L
Semantics
L J QUES- PRIN-
TION# CIPLE s{1] s(2) s(3)
Framework X Specifiers
L
62 F~-I1 Is it clear which points of which axes are being
related by each specifier? '
0 not applicable
1 yes
® 2 no, it is not obvious immeédiately put can even-
tually ke resolved (*)
3 no, and the correct correspondence cannot be
de ternminaed {**}
L]
L

e 63 F-IN If any specifiers extend outside *the region bounded
by the frame elements, is there a consequent loss
of precision in assigning quantitative values?

0 not applicable
@ i no
2 yes, but the loss oL precision is not important
for most purposes (*)
3 yes, and the loss of precision severly hampers the
use of the graph for its intended purpose (**)

L
Q 64 F-1t Is the level of precision of the sScale markings and
hash marks along the frame compatible yith the mapping
precision afforded by the specifiers?
® 1 yes
2 no (%)
L
L
* o
B ) 196
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® QUES-

Tiond CIPLE

PRI~

" Semantics

s(1) si2) s(3]

65

e o
ERIC

Aruitoxt provided by Eic:

F~EX

Framework x Specifiers % Labeis

Is there an apparent and logically consistent literal
interpretation for each visually salient feature in
the graph? :

1 yes
2 no, minor confusion regults (*)
3 ne, a great deal of contusion results (**)

Are the variocus graphic elements and visual proper-
ties used in a way that is consistent with cultural
conventions? {e.g., red implies danger, green implies
safe. If symbols have an accepted meaning is their
use consistent with this meaning? [{/) implies okay,
(x) implies incorrectl])

not applicable

1 vyes

2 no, cultural conventions have besn ignored but not
viclated (*)

3 no, the use of graphic elements and visual proper-

ties is blatantly inconsistent with cultural con-
ventions (**)
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Pragmatics
- ¢
v Pragmatics
QUES-  PRIN-
@ TION% CIPLE s(1] s(2) s(3)
Framework
® & 67 P-II Are scale units, aspect, or use of truncation of
axes proper for the impression the illustrator
wishes to convey? ‘
i vyes
2 no {**) .
L J .
68 P-Ir 1If the framework depicts, does it convey a nessage
consistent with the point of the graph?
® 0 not applicable
1 yes
2 no, a slight contradiction is implied (*)
3 no, a severe contradiction is implied (**)
L J
L J
L J
L J
L J
r Q ‘ 198
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Pragmatics

® QUES- PRIN-
TIOMY CIPLE si1]1 si2}) si3)
.Background
L
69 P-IXI Do background f£igures, if present, convey a message
censistent with the point of the graph?
0 not applicable
1 vyes
9 ? no, a slight contradictiof is implied (*}
3 no, a severe contradiction is implied (**)
®
L
@
L
L
L
- Q
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L J
Pragmatics
@ QUES= PRIN-
TION& CIPLE s01) s{2Y <={3)
Specifiers
L J
.70 P-1I Do the specifiers make or imply inferences that

are contradictory to messages conveyed elsewhere

in the chart or graph?

1 no
\.L 2 yes, slight contradiction™ (¥}

) 3 yes, glaring contradaction (**)
L J
@
Q
L J
L

L J
L J
|




TIOME CIPL:Z

Pragmatics ‘

s{1) sl2} sl3)

e L opo =

Labels

the graph suvitably introduced by:

title or subtitles

comments

caption

no, it is not suitably introduced (**)

more than one answer 1s possible)

P-II Do connotations of labels agree with the wvisual
impact of the display?

yes
no (*)

P-CX Are labels consistent with the terminology used
in the text? i .

not applicable
ves
no (%)
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QUES-

TIONY CIPLE

PRIN-

Pragmatics

sli] sl2) si(3)

74

75

P-CX

P-CX

Framework x Spe.ifiers x Labels

Is the information presented in the chart or graph
compatible with the adjacent text?

not applicabie

yes

no, the two are slightly inconsistent (*)
no, the two are very inconsistent (**)

o —o

Are the invited inferences compatible with the
information presented in the adjacent text?

0 not applicable
1 yes
2 no (*)

202
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QUES-

PRIN-.

TION# CIPLE

Syntax

Module 2: Organization of Subgraphs

Syntax

-1 s(3}

76

78

sS-ppP

S-PL

boes the physical arrangement of subgraphs lead the
reader to examine them in a leogical seguence?

1 ves
2 no, the arrangement is suboptimal (*)
3 ne¢, the arrangement 1S very confusing {(**}

Does relative visual saliency of subgraphs corres-
pond to the relative importance of the information
presented in each display?

1 vyes
2 no, but only a moderace problem (*)
3 no, leading to confusion {(**)

Are there too many subgraphs to coftprehend at once?

1 ne
2 yes (*}

Do the Gestalt factors lead one t¢ make the
appropriate associat ons between items in a
legend and their referrents in the wvarious

subgraphs?

0 not applicable

1 yes

2 nor sone confusion exists (*)

3 no, a great deal of confusion exists (**}
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Semantics
Semantics
L QUES- PRIN-
TION4 CIPLE sl1] st2] 5131
20 P-IN If there are instances where the same variable is
¢ discussed in sewveral subgraphs, is the physical
arrangement conducive to comparisons at equal
values for all shared variables?
0 not applicable
1 Yyes .
® 2 no, however, in the context of the presentation
such comparisons are not relevant
3 no, and the usefulness of the graph is slightly
impaired (*)
4 no, and the usefulness of the graph is severely
inpaired (**)
®
e 8i P-IN If there are instances where the game variable is
discussed in several subgraphs, are the aXis scales
for the shared variables marked in the same units
L per inch?

not azpplicable

1 Yes

2 no, however, this is in the best interest of
communicating the information

¢ 3 no, and the usefulness of the graph is slightly

impaired (*)

4 no, and the usefulness of the graph is severely
impaired (**)

®
82 P-IN If one subgraph presents a second view of the

information in another subgraph, is the correspon-
dence between the two subgraphs clear?
0 not applicable

¢ 1 yes
2 no, some inspection is required (*)
3 no correspondence is evident (**)

®

Ll
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A QUES- PRIN-
TION4 CIPLE

83 F-EX Are the title, comments, and other labels, in con-
o : { . . X .

junction with the graphic material, sufficient to
' explain the relationship between the various
subgraphs? '

1 yes
2 no, some aspects remain unclear {*)
® 3 no, the overall relationship between subgraphs
remains uoclear {*x)

84 F-EX 1If lines or other marks are used to relate subgraphs,
¢ is it clear how each of them functions?
0 not applicablie
1 yes
2 some doubt exists (*)
' 3 probably not (**)
| @
85 F-IN If the different subgraphs employ constituents of
different forms serving the same purpose, does this
: e increase the workload on the reader?
0 not applicable
1 no "
2 moderately {*)
3 yes {*¥*)
L J
®
L J
|‘ \‘1
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fuestionnaire Peliability

The success of our questionnaire as an evaluative aid hinges on its
reliability. Reliability, as the term is used here, concerns the degree co
which different analysts usiug the questionnaire to analyze a given chart or
gt . agree in their analysis. Obviously the questionnaire would be worthless
tf each independent person using 1t to evaluate the same Jrapn produced a
dif ferent set of violationms.

The way in which we assessed the reliability of the questionnaire is hest
illustrated by considering the possible outcomzs of an aaalysis of a chartor
graph by two different analysts. The possibie outcomes are preserted in Table
5.3,

INSERT TABLE 5.3 HERE
One outcome has analyst 1 scoring a problem with respect to & particular
operating principle while analyst 2 scores no such problem. A second outcome
ﬁés hoth analysts agreeing that no problem occurred. A third outcome has
analyst 1 scoring no problem while analyst 2 scores a problem. Finally, the
fourth outcome has both analysts aqreeing that ; problem has occurred. If we
divide the total number of agreements {a+d) by the total number of questions on
which agreements were possible (a+h+c+d), we get an agreement rate, r,

. a+d -

rg = ———— X 100 {1)
a+b+erd

Mote that this rate can vary from 0% (pérfect disagreement) to 100% (perfect
agreement).

The overall agreement rate for our questionnaire was determined by aggre-
gating the possible outcomes of two analysts who independently evaluated ten
separate graphs (four of which were multiple framework) randonly selected from

the sample. PRoth violations (*) and faults (*%) wers classed as equivalent and

formed a single category called problems. This category was then contrasted

206
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® with the category called no preoblems. One analyst was very experienced with
the scheme and the other analyst was naive at the cutset. Because there ave 75
questions in module 1 (dealing with sin'gle framework graphs) and 10 additional

@ questions in module 2 {dealing with multiple framework graphs) there is a total
of 790 questions .m which agreement and disagreement is based. The _unal
values are presented in Table 5.4, From tbis table, the rate is 36.58 percent

® rndicating a fairly strong agreement between the t\;o analysts on what consti-
tuted & problem in this group of graphs.

INSERT TABLE 5.4 HERE

o A closer examination of the data reve’:al‘s a greater than 97 percent agree-
ment rate between the analysts on seven of the ten graphs. Of the remaining
graphs, only one fell below the 90 percent rate, a low of 83 percent. An

e examination of the data assocrated with this worst case reveals more than half
the disagreements between the analysts concerned the formal principle of exter-
nal mapping. This iS not surprising since overall, ignoring the particular

® violation cited, and simply noting whethdr there is agreement about a syntac-
tic, semantic, fermal or pragmatic vi.oi.ati.on, the formal anpalysis yields the
lowest agreement rate, a 94.39 percent rate. This is to be contrasted with the

@ 95.45 percent rate for the zlosely aligned semantic principle, apnd 97.00 per-
cent and 98.09 percent agreement rates for the pragmati¢ and syntactic princi-
ples respectively. Similarly, if we simply rate whether the a_nalyst spotted a

o problem with the framework, specifier, labels or background there was high
agreement on localizing problems to these basic constitutents with rates rang-
ing from a low of 95.78 percent for the specifier to a high of 97.65 percent

L] for the framework.

The upshot of these analyses is straightforward; even a naive analyst is

dble to use the questicnnaire to reveal basic problems winr_h a graphrc display

o and the instrument is quite reliable. It is worth notirg in addition that the
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® analysts almost always saw the samre problems in a display, but differed in the
way th- conceptualized {and hence categorized) the problems. The bases for

’ such differences will be developed in the following chapter.

®
Application of the Questionnai “3 a Re, .entative Sample of Charts and
Graphs

o In the previcus sections we have shown the Questionnaire to be reliablea in
that two analysts independently discovered essentially the same violations in a
set of ten graphs. 1In this section we report the results of applying the

® questionnaire to a substantial subset of t-:he charts and graphs which were
collected éccording to our sampling scheme. The purpose of this e®fort was
two~fold: First it served as a final test of the questionnaire on a diverse

® set of graphs taken from commonly encountered reading material, and second, it
provides a description of patterns of operating principle violations in various
categories of charts and graphs.

® The sampling scheme was described in detail in a previous section. We
randomly selected one graph from each of the 75‘ non-empty¥ cells of the sampling
scheme (see Figure 5,1) and divided these between two analysts who then applied

® the questionnaire to each graph.

The reader can get a detailed view of how the non-empty cells of the

sanpling scheme are distributed with respect to chart and graph categories in

o Figure 5.1, however, Table 5.5 summarizes tie gross features of the distribu-
tion. Hote from the table that the numbers of graphs analyzed were fairly
evenly distributed amongst the content areas. Most of these graphs: though,

® were found itn adult Jjourpals and texthooks indicating a dearth of this material
in publications for children. Similarly, the distribution of formats corres-
pond to the predominance of bar charts and line graphs found in the i1itera-

9 ture,
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INSERT TABLE 5.5 HERE

The distribution of the number of faults or serious violations per graph
for each of these categories is summarized in Table 5.6. From this table, the
distribution of faults within a category follow. the independe.ce model for all
categories with the exception of content a1 -.. For this category. graphs found
in ¢he business area result in a ﬁuch higher number of faults than graphs found
in other areas. 'This oﬁéervation is confirmed by a reliable chi-square, xz(S)
= 13.56, p<.02. A closer examination of the dataufor this case reveals that
these graphs are not as well executed as graphs found in the other content
areas. That is 41.1 percent of all iault; c;ncerning principles pertinent to
organization {e.g.,, similarity, proximity, etc.) and 38.9 percent of all faults
concerning prineiples pertinent to seeing the lines (e.g., discriminability)
occuired in this content area. Additionally the graphs sampled from this con-
tent area employ symbolic representations that are not as compatible with their
reference no? as consistent with the conventions of gur culture as graphs found
in other areas. This is EVidenced.by Phe fact that of all the faults concern-
ing the pr aciple of surface compatibility. 62.5 percent were found in graphs
taken from the business area.

INSERT TABLE 5.6 HERE

The distribution of faults per question éet as a function of the differeat
levels of descraiption and the distribution of faults per question set for eact
of the different operating principles are shown in Tahles 5.7a and 5.7b recpec-
tively. While neither table is consistent with the independence hypothesis,
Some comments are in order. HNote that faults pertaining to formal principles.
specifically the principle of external mapping occur most frequently. Recall

that this principle pertains to the meaning given the marks and is violated if

a mark 15 ambiquous or a necessary set of marks is missing.
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¢ The discussion in Chapter 4 lists some of the pitfalls to be avoided. Addi-
tionally, the use of a title as a descriptive aid will help orient the reader
and thus reduce potential ambiguity.
[
INSERT TABLE 5.7 HERE
Also note from Takle 5.7b that another area in nee¢ of improv ment .n-
volves the organization of the ﬁarks. Most often carelessness is the culprit
¢ in this case. A careful analysis of the graph upon completion should help
reduce violations of this principle. ‘
Table 5.8 shows the distribution ot.j faults per question set as a function
¢ of the different graphic constitutents and their combinations. The table shows
the gre-.;*rast proportion of faults pertains to the specifier alone and its
interaction with the framework. The incidence of faults for th s basic level
¢ constituent is roughly two times greater than the other basic levels and this
increased incidence is reliable, x2(6)=21.19, p<.01,
INSERT TABLE 5.8 HERE
®
The breakdown of the proportion-of faults, in terms of specific operating
principles violated, for these two constituents is shown in Table 5.9. From
this table, the proportion of faults pertaining to the inkteraction between
¢ framework and specifier is entirely due to \.:iolations of the internal marping
principle, WViolations, in ‘this case, usually result when the graph maker tries
to repr-;sent two or more range scales on a single framework graph, having
¢ multiple specifiers. If such a condition is envisaged it may be preferable to
represent the information using multiple frameworks. With regard to the speci-
fier, we note, as before, that most of the proportion of faults is accounted
¢ for by violations of the external mapping and discriminability princples.
INSERT TABLE 5.9 HERE
In summary, the pat'.ern.of results reported in tiiis chapter suggest two
¢ Araas of improvement in graph design., First, we must ensure that the interpre-
A \)‘
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tation of the yraph is not contaminated by either the addition of too much
information (such as the careless placement of a second range scale on a single
framework graph) or the deletion of relevant information (such as a title).
Second, we should exercise cgre in the ev cution of the graph by ensuring that
adequatre discrimipability and organizatic. regult over a wide range of condi-

tions and graph readers.

Two Graphs Seen 1n a New Light

At the beginning of Chapter 1 we saw two graghs (Figures 1.1 anpd 1.2} that
were obviously flawed. However, most people could not say exactly how these
displays were amiss, but had only haphazard intuitioﬁs and sketchy diragnoses.
Let us return to those dgraphs now, armed with the diagnostic rool just
presented.

Figure 1.1: Falling interest rates.

In using the gquestionnaire the following violations of Figure 1.1 were
revealed:

Syntax: .

The specifier violated two syntactic principles. The principle of ade-
guate discrininability was violated because the colors of the limes were too
similar, making 1t almost impossible to tell them apart when they crossed. The
principle of processing priorities was also violated because the specifier
lines differed dramatically in their saliency, but this difference did not
reflect any difference in the importance of the information being presented.

The labels violated one syntactic principle in three different places.
First, the principle of gestalt organization was violated because scale values
ware pot associated with the tick marks: second, it was violated because units
were not assocliated with the scale values: and third, it was violated because
variable or level pames were not associated well with the specifiers (at the

far right).
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Semantics:

The framework violated one semantic principier that of representativeness.
The framework did not clearly depict a bank, and this depication was. there-
fore, slightly distracting.

Formal:

The-framework violated the external mapping principle because jts markings
were not consistent with the concept being represented: élthough this is a
minor point in the present caser the graph would ;ave been useful more genae-
rélly if the axes had been maéked into discrete units.

The specifier violated the internal mapping principle because the fore-
shortening of the framework resulted in difficulty in comparing the fora of the
functions at different places in the graph. That is, the slopes must be
mentally adjusted to compensate for the distorted framework in order to compare
slopes at different points along the specifiers.

The graph asl a whole violates the external mapping érinciple because there
is no logically-consistent interpretation for all of the markss for example,
why are some labels along the axes inside the framework whereas otheré are
outside the framework?

Pragnatics:

Finally, the pragmatic.érinciple of invited inference was violated because
of the foreshortening of the framework: although this does succeed in making
the fall seem steeper, it also makes the rise seem steeper--which is ap acci-

dental byproduct of the attempt at distortion.
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Figqure 1.2: Ecolodical niches

ERIC

1

This graph was baffling to many people; our system explains why.

Syrntax:

The SPQC}Exers violated four of our syntactic principles: First, the
ErlnciL of dimensional Structure was violated because peopl .ee rectangles--
E
and the specifier is in fact two distinct extents {one -horizontal and one
verticall; because the dimensions of sides of rectangles are integral, the
value along one extent cannot help but influence how we see the value along the
other. Second, the principle of adequate discriminability .s violated because
some of the Specifiers are hard to see. }hird, the principle of processing
priorities is violated because the most visually striking specifiers are not
necessarily the most important. Fourth, the principle of gestalt orGanization
is violated because when two of the‘specifiers overlap, new rectangles are
formed by the patch of common color. But these rectangles do not represent
addiflonal séecifiers, and hence are very misleading.

The lables violated two syntactic principles. fqhe title is difficult to
see, violating the principle of adequate discriminability. The keys are
divided into two segments, and g;oup via pProximity to distinct panels--even
thpugh all six key elements are relevant to each panel. Thus, the key violates
the principle of gestalt organization.

Formal:

Finally, this graph violates a formal principle. fThe external mapping
principle i1s wiolated because there is more than one way of interpreting the
specirfier elements.

Thus, it 1s clear that our analytic system not only provides insight into

what previously was pretty murky territory, but generalizes to displays quite
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L J
unlike those that originally shaped it {at the end of Chapter 2), The analytic
scheme has now Jone about as far as possible given the level of sophistication
° of the psychological theorizing engéqed in up until now. fThus, in the next
chapter we will consids further developments in the context of developing a
detailed theory of gra, . reading per se.
®
. -
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CHAPTER 6: A THEORY OF GRAPH COMPREHENSION

So far we have concentrated or analyzing existing displays. But it is far
better to draw & good graph to begin with than to correct one after the lact.
In order to know how to generate an effective graph, however, we mus. .ave a
theory of how a reader will actuélly process the display while reading it.

This theory can then be used to guide the graph maker to construct an unambigu-
ous, effective display. The simplified treatment of visual Lnformation proces-
sing presented in Chapter 2 :s5 too sketchy to serve these ends.v Thus, in this

chapter we will consider in detail how p;opie come to understand charts and

graphs.

I. Introduction

Unlike seeing in depth, uttering a sentence, or reaching for a target,
comprehending a graph is not something that anyone could argue is accomplished
gy a sPecial;purpose mental faculty. Graphs are a recent invention in the
® ‘ t’illistory of our species, and if they are an especially effective method of com-
p%nication, it must be because they exploit g;neral cognitive aud perceptual
méhhanisms in an optimal way. A theory that hopes to explain the process of

4 grépﬁ comprehension will have to identify the psychological pechanisms used in
intéfpreting a graph, and a ‘theory that hopes to lead the way to more compre-
hensiflefgraphs and more efficient graph readers will have to specify which

® opera}:i.ng principles of each mechanism contribute to the overall ease or Jdiffi-
culty ¢f a graph. Thus, & theory of graph comprehension will draw heavily on
generél%cognitive and perceptual theory, and where our knowledge of cognitive

L4 and peréeptual mechanisms is sketchy, we can expect corresponding gaps in our

3

1
abilicy to explai.a the understanding of graphs. The worth of a theory will

probably ‘lie not go much in its current successes in accounting for data and

® quiding the graph maker as in jts promise of offering deeper and deeper explan-
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ations of graph comprehension ag it absorbs the future discoveries of coynitlive
science.

As was revealed in Jr survey, there is a bewildaring variety of graphs in
current :se, ranging from the line and bar graphs common in scientific Jour-
nals, te drawings in popular magazines : «shich the thicknesses of two boxer's
arms might represent the missile strength of the US and USSR, or in which the

L

lengths of the rays of light emanating from a yellow disc might represent the
price of gold in different mcaths. Nonetheless, uall graphs can be given a

common characterization. Each graph tries te communicate to the reader a set
o of pairings of values on two or more matl;em;ltical scales, using cobjects whose

visual dimensions (i.e., length, position, lightness, shape, etc.} correspond

to the respective mathematical scales, arld whose values on each dimension

A {i.e., an object's particular length., position, and so on) correlate with the
values on the corresponding scales. The pairing is ascomplished by virtue of
the fact that any seen object can be described simultaneocusly by its values

o along a number of visual 2imensions. For example, Pigure 6.1 represents a pair-
ing of values on a nominal scale {countries) wi;th values on a ratic scale (GNP)
using objects (bars) whose horizontal position {a visual dimension) corresponds

® to a value on the first scale, and vhose height (another visual dimension)
corresponds to a value on the second scale. )

INSERT FIGURES 6.1 AND 6.2 HERE

o Figure 6.2 represents a pairing of values on an ordinal scale {months)

with values on an interval scale {temperature} using objects (wedges) whese
) radial position represents the month, and whose darkness represents the teaper-

o ature. This characterization, which c¢an be applied to every graph we have
seen; was first pointed out by Bertin (1967} in his seminal treatment of
charts, graphs, and maps.

®
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As Bertin points out, this characterization implies that a graph reader
must do three things: a) identify, via alphanumeric labels, the conceptual or

real-world referents that the graph is conveying information ahout (Bertin

@
calls *his “external identification™), b) identify the relevant dimens’ -~ of
variav on in the graph's pictorial content, and determine which visual aimen-

® sions corresponds to yhich concep:tual variable or scale (Bertin's "internal
identification”), and ¢) use the particular levels of each visual dimension to
draw conclusions about the paréicular levels of e;ach conceptual scale (Bertin's
"perception of correspondence”),

Q - -

v Even a characterization as simple as this one raises a host of psycho~
logical questions, and until these questions are answered, we will not be able

° to predict what will make a particular graph easy or difficult to comprehend.
These questions subdivide into two classes. First, note that a graph reader
must mentally represent the objects in the graph in only a certain way. 1In the

° case of Figure 6.1, he or she must think of the bars in terms of their posi-
tions on the page, the jagged contour formed by the tops of the bars, their
lef t-to~rignt order, and so on. This raises questions about how & visual

° stimulus is encoded internally: or, in the terms of the theory we will ontline
here, how the reader’s visual description of_the graph is built up. Second,
the graph reader must remember or deduce which aspects of the visual consti-
tuents of the graph stand for which of the mathematical scales that the graph

¢ is trying to communicate, This raises qQuestions about how knowledge in memory
interfaces with visual i'nput, or, in the terms of the present theory, how the

- reader's graph schema will spell out the ways in which the physical dimensions

¢ of the graph may be mapped onto the appropriate mathematical ceales. In using
the "visual description” and the "graph schema” to interpret a graph, a reader
may obtain different sorts of information about it. Bertin points out that a

¢ reader can extract the exact value of Some Scale paired with a given value on

~ o
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another scale, the rate of change of values on one gscale within a range of
values on another, a difference between the scale values of two entities, and
$0 on. We will use the term conceptual question to refer to the particular

-
sort of information that 1 reader wishes *» extract from a graph, and
conceptual nessage to re. .r to the inform..ion that the reader, in fact, takes
away from it (cf., Bertin, 1967).

o .

In the rest of the chapter, we go beyond Bertin's work by defining and
characterizing each of the mental representations involved in graph comprehen—
sion, proposing ways in which they are constructed and transformed in the

@ T _
course of reading a graph, and attempting to outline principles that dictate
which aspects of these processes and representations affect the ease of
extracting a nessage from a graph. fThese principles will provide the theore-
. + + +
tical basis for the operating principles discussed in the preceuing chapters,
replacing the simplified theory of visual information processing presented in
Chapter 2., We will try to justify these proposals by appealing to existing
. - - -
knowledge of perceptual and c.gnitive.functioning, and by showing cancrete
instances of graphs and other visual displayYs whose degree of intuitive Qiffi-
culty is explained by the proposals. Of course, the ultimate empirical test of
. + - - - - +
the theory will be its ability to explain the relative ease with which various
sorts of people extract various sorts of information from various sorts of
graphs, over as wide a range of people, messages, and graphs as possible.
@
I1. The Visual Array
The 1nformation in a graph arrives at the nervous system as a two-dimen-
. - - - + + + ~ +
sional pattern of intensities on the retinas. We will use the texm visual
3
array to refer loosely to those early visual representations that depict the
input in a relatively unprocessed, pictorial format (cf. the "2-1/2 dimensional
L
sket.h” of Marr & Nishihara, 1977, and the "surface array" of Kesslyn, Pinker,
r Q
[SRJ!:‘ 2i8 o
i o A~ 4,




Aruitoxt provided by Eic:

Smith, & Shwartz, 1979). Information in this form is, of course, far too raw
to serve as a basis for comprenending the meaning of the graph. For that., we
need a representational format that can interface easily with the memory repre-
sentatiors embodying knowledge of what the visual marks of the graph signify.
Such memory representations cannot be . .ted in terms of specific distribution;‘
of light and dark as would be represented in the visual array. because vastly
different intensity distributions (Jiffering in size, orirentation, color,
shape, lightness, etc¢.) c¢ould all be equivalent éiemplars of a given type of
gr-ph. Thus, the representation that makes contact with stored knowledge of

graphs must be more abstract than & wvisual array.

IXYX. The Visual Description

A fundanental insight into visuval cognition is that the output of the
mechanisms of visual perception is a symbolic representation or Ystructural
description" of the scene, specifying the identity of its parts and the rela-
tions among then {see Winston, 1975; Marr & Nishihara, 1977; Palmer, 1975;

Pylyshyn, 1973}, This mental description is not in English, of course, but in

* some symbolic "languade of thought" which represents visual information in a

manner appropriate to its use by other cognitive processes such as language,
reasgning, motor control, and so on. In this description, the various aspects
of the scene, such as its constituent elements, and their size, shape, loca-
tion, color, texture, etec., together with the spatial relations among them,
will be factored apart into separate symhols. BAs a result, each higher-level
cbgnitive process need Enly refer to the symbols representing the aspect of the
scene that is relevent to its own computations. For example, processes govern-
ing limb movement will access symbols explicitly represanting an object's posi-
tion in the three-dimensional world, whereas processes that formulate the
sequence of words that will be uttered in response to the question "What color

is that shirt?” will access symbols explicitly representing an object's hue.
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This allows us to describe the mind economically as a set of more-or-less auto-
nowous nodules (see Simon, 1969}: there is a visual system which need "know"
nothing about either English syntax or skeletal musculature and, a linguistic
system, which need "know" nothing about the 1~ « of perspe~tive, and a motor
control system which need "know" nothing abou. the laws oS -olor mixture--all

the systemns can communicate via a common symbolic description of a scene. We

will use the term vispal description to refer to the structural description

representing a graph. and visual encoding processes to refer to the mechanisms

1

that create a visual description from a visual array pattern.

Many "languages" for visual descriptio;s have been proposed in the litera-
ture on vision in psychology and artificial intelligence (e,g., Palmer, 1975;
Marr & Nishihara, 1977 Hinton, 1979; Winston, 1975; Miller & Johnson-Laird,
1976). Most of them describe a scene using propositions, whose variables stand
for perceived entities or objects, and in which predicates specify attributes
of and relations among the entities. It is assumed that the vispal encoding
mechanisms can detect the presence of.each of Fhese predicates in the visual
array. [or exarmple, one-place predicates specify a simple property of an
object, such as Circle (x} (i.e. "x is a circle"), Convex (x}, curve (x}, Flat
(x), Horrzontal (x)}, Linear (x), Small (x), and 50 on. Two-place predicates
specify the relations between two objects, such as Above (x,y) (i.e. "x is
above y"}, Adjacent (x,y), Below (x,y), Higher (x,y), Included-in (x.,y).
Points-towa~ds (x,y}, Parallel (x.y)}, Part (x,vy), Near (x,v¥}, Similar (x.y).
Top (Xx,v¥), and so on., Three and higher-place predicates indicate relations

among qgroups of objects, such as Between (x.vyrz) (i.e., " x is between y and

ljote that our use of structural descriptions to represent the information in a
graph does not bear on the devate over whether mental images involve
information in an array or a structural description {(e.q.,, Kosslyn, Pinker.
Smith and Schwartz: 1979). fThat debate is not over whether arrays and
structural descriptions exist in general, but whether the array can be filled
with information from lony term memory as well as from the eyes.
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2"}, In-line (x.¥.2), and so on. Parameterized predicates take a number of

variables and a number of quantitative constants, such as Area {x,u) (i.e., "x

has area ="), wWidth (x,x), Location (x,a,3), Lightness (x,u), Orientation
(x,a), and so on. fThese predicates may also be appropriate for specifying
continuous multidimensional actributes of objects: which otherwise would be
difficult to specify by a predicate chosen from a finite list, For example,
any member of a class of shapes ranging from a flattened horizontal ellipse
through a circle to a flattened vertical ellipse.éan be specified by two paran-
eters, representing the lengths of the major and minor axes of the ellipse.
thus: Ellipse (x,a,3).

As is fitting for a paper on graphs, we will use a graphic notation for
visual descriptions. EFach variable in a description wil) be represented by a
small circle or node in which the variable name is inscribed (for simplicity's
sake, we will usually omit the variable name in the diagrams to be used in the
chapter); each one-place predicate will simply be printed next to the nodes
representing the variables that they are true of: ahd each two-place predicate
will be printed alongside an arrow linking the two nodes representing the pre-
dicate's two arguments. fhus, a particular scene represented as the visual
array in Figure 6.3a will be represented as the visual description in Figure
6.3b, or its graphic countefbart in 6.3¢, *

INSERT FIGURE 6.3 HERE

constraining the Visual Description

ERIC

If, as we argued, a visual array representation is unsuitable for the com-
putations involved in extracting information from & graph, an unconstrained
visual description is not much better. Since any visuval array can be described
in an infinite number of ways, a theory that allowed any visual description to
be built from a visual array would be unable to predict what would happen when

a given individual faced a given graph. For cxample, the array in Pigura 6.3a
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¢an give rise not only to the visual description in Fiqure 6.3c, but to the
descriptions in PFigure 6.4 as well.
INSERT FIGURE 6.4 HERE

Clearly, if it igs not to be utterly vacuous, t*2 theory must specify which
visual descriptiion is likely to be constructed in a Jiven situation, based on
our knowledge of how the human visual system works. In the following section,
we sunmarize four broad principles: each grounded in basic psychological
research, which constrain the form of visual desé;iptions. These Principles
will bear a large explanatory burden in the theory to be outlined here, since
later we will ¢laim that a prime determinant ©f the difficulty of a graph will
be whether the visual description specifies explicitly the‘visual dimensions
and groupings that the graph maker recruited to symbolize the mathematical
scales involved in the message of the graph.

A. The Indispensibility of Space

It has long been known that an object's spatial location has a different
perceptual status than its color, lightness. texture, or shape. Bertin (1967}
tries to formulate this generalization by distinguishing between the two
spatial dimensions of the surface of the paper (his "dimensions du plan”,
loosely, "framework dimensions") and other dimensions such as lightness and
color (which he calls "retiégl dimensions™). Michael Kubovy (1981} has

addressed this issue systematically, and c¢alls the two spatial dimensions of

vision (plus the time dimension)} indispensible attributes, analogous to the

dimensions of pitch and time in audition. He defines the term "indispensible
attribute" as an attribute with the following pProperties:

1) Perceptual Numerousity. The first ¢onstraint on a visual description

rust be on what is to count as a variable or node. Variables should stand for
perceptua’ units of some 80rt, and not for any arbitrary subset of the light

reflected from a scene {e.g., the set of all light patches whose dominant wavo-
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length 15 divisible by 100}.2 Kubovy Points out that our perceptual-systems

pick out a "unit" or an “object" in a viswal scene as any set of light patches
that share the same spatial positlon,'but‘ﬂgg as a set of light patches that
share some other attribute such as wavelength, intensity, or texture. Thus,
Figure 6.%5a will give rise to the visual description in Figure 6.5b, which
partitions the array into th;ee ;ariables accordlng to Spati;i location, ratherx
than that in Figure 6.5c, which partitions the array into two variables accord-
ing to surface markings.

INSERT FIGURE 6.5 HERE

2) Configural Properties. The second constraint on a visuval scene is the

choice of predicates available in assembling a visual description. Naturally,
there will be predicates corresponding to all perceptible physical dimensions
{e.g., bright (x), red (x), shiny (x), lightness {x, a}, length {x,qa); in addi-
tion, there will be "configqural"” or "pattern” predicates corrasponding to
higher-order functions defined over the physical dimensions. Kubovy points out

-
that most configural properties in a Sensory modality are defined over the

indispensible attributes, wyhich in the case of static objects vision are the
vertical and horizontal spatial dimensions. As a consequence, there exist many
predicates for spatial shapes (each of which can be defined by certain well-
developed changes in relati#é horizontal and relative vertical positions in a
pattern), but few for nonspatial "shapés" defined by analogous well-defined

changes in other dimensions. Fcr example, the array in Figure 6.6a contains

elements whose heights increase with their horizontal position {lightness vary-

Zfhis question, incidentally, is begged by Bertin's proposal that the diffi-
culty of a graph may be predicted by hcw many "perceptual glances" a reader
must make in reading a graph. Until we tnow what forms a perceptwal unit that
a "glance" centers upon, we will not know how many glances must be made.
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ing randomly}: the array in Rigure 6.6b contains elements whose lightnesses
increase with their orientations {position varying randomly).
INSERT FIGURE 6.6 HERE
However, the increase is immediately noticeable only in Figure 6,6a, where the
increase 1s of one  atial dimension with respec to another, not in 6.6h.
Correspondingly, there exists a predicate diagonmal (x) that can be used to
describe the scene in 6.6a, but nothing analogous for describing the scene in
6.6b, whose elements would probably be SPECiEied'individually. Note that as
long as one menber of a pair of related dimensions is spatial, there may be
confiqural predicates available; when n;ither member 1S spatial, configural
predicates are unlikely. Thus, the elements in Figure 6.7 get darker with
height, a change that, ualike that in 6.6c, is guickly noticeable, and may be
captured by a single predicate {e.q., darkens (x)].

{(Insert Pigure 6.7 Here)

3) Discriminability and Linearity. As we review in Chapter 3 of this

volume, physical variables are not in general preceived linearly, nor are small
differences between values of a physical vari;hle always noticed. In the vis-
val description, this corresponds to numerical variables (e.g., height (x,17) ]
being distorted with respect te the real world entities they represent, or to
distinct numerical variables sharing the samé value when the represented enti-
ties in fact differ (e.g., lightness {(x,17); lightness (y,17) for two boxes
differing slightly in lightness). Kubovy remarks that indispensible attributes
afford finer discriminations and more linear mappings than dispensible attri-
butes, and indeed, our summaries in Chapter 3 show that the Weber fraction for
spatial extent is 0.04, and the Stevens exponent is 1.0, both indicating

greater accuracy for the represantation of spatial extent than For the repre-

sentation of other physical variables.
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4) Selecrive Artention. As a consequence of (1), each variable may have
associated with it a unique pair of coordinates representing its location.
this peaﬁs that location could serve as an index or accessing system for visual
infornation. This is a gorm of selective attention, and Kubovy summarizes
evidence supporting the hypothesis L . attention is more sele;tive for the
indispensible attributes (horizontal and vertical location) than for other
visual attributes {e.g., one cannot easily atrzend to all visible objects with
the same lightness or shape, regardless of locatéﬁn. see Posner and Snyder,
1980, for example). In the theory outlined in this chapter, selective atten-
tion according to location will consist of a mechanism that activates various
encoding mechanisms to process a‘given spatial region of the visual array. in
order o encode more predicares into the visual description or to verify
vhether a given predicate is true of the entity at that location.? As we shall
see, these mechanisms will play an important role in the "question-driven" or

"top-down" processing of graphs.

B, Gestalt Laws of Grouping

The principles associated with the indispensibility of space in vision
place constraints on the portions of an array that variables may stand for, on
how numerical variables represent physical continua, and on how predicates are
encoded or uerified with respect to the visu;l arraY. What is npeeded in addi-
tion is a set of principles governing how variables representing visual enti-

ties will ne related to one another in visual descriptions. that is, how the

atomic perceptual units will be integrated into a coherent percept. A notable

$Thas propesal is similar to Rertin's conjective that a focal percept (his
"image", the content of a "perceprual glance") may consist of a spatial loca-
tion plus the value of one "retinal dimension” at that location. If is not
clear, however, why one should suppose that only one nonspatial dimension can
be encoded at a given location. Indeed, in the discussion of coordinate sys-
tems for nonspatial dimensions, we discuss evidence that in fact several
physical dimensions may be encoded simulzanecusly by the human visual system.
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set of such principles is the Gestalt Laws of Perceptual Organization (see
Wertheimer, 1934; Chapter 3, this wolume), These laws dictate that distinct
static berceptual elements will be seen as belonging to a single conf.guration
if they are near one another ("proximity"), simila> in terms.of one Or RMOre
visual dinensions {"similarity"), smooth continua. _ons of ¢ + another ("good
continuation") or parallel ("common fate") in the 2D plane. 1In terms of the
visual description, these principles will determine how variables are linked
via the "part" relation in structures like those in Figures 6.8a {whers the law
of similarity links asterisks to asterisks and circles to circles), 6.8b (where
common faté links the asterisks to the line; and similarity links the asterisks
to one a‘nother), and 6.8c {where good continuation keeps the straight and
curved lines distinct, proximity links the asterisks and crosses to their
respective lines, and ;imilarity links asterisks to asterisks and crosses to
crosses), Figure 6.8d shows how 6.8c would be represented in a visual descrip-
tion,
INSERT FIGURE 6,8 HERE

There 1S another way of indicating the effects of grouping within visual
descriptions. That iS to link each member of a group to every other member
using either the relation that gave rise to the grouping, or simply the rela-
tion "associated with". Thus, the visual arfay in Figure 6.8a, above, could
also be represented as in Figure 6.9:

INSERT FIGURE 6.9 HERE

This notation can be used to indicate that the variables are grouped together
perceptually, but not so strongly as to be a distinct perceptual unit. In the
rest of this chapter, we will use both notations for grouping, though no theo-

retical distinction will be implied by the choice.
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C. Representation of Magnitude

*

Implicit in ur earlier discussion of the psychophysics of visual dimen-
sions was the assumption that these dimensions are represented by continuous
interval scales in visual descriptions. Though the fine discriminations and
smooth magnitude estimation functions found in psychophysical experiments
strongly warrant this assumption, we have reason‘ to believe that quantity can
be mentally represented in other ways as well. First, there is evidence from
experiments on the absolute identification of vaihes on perceptual continua

that people cannot remember verbal lahels for more than about seven distinct

-

levels of a perceptual continuum (Miller, 1-956}, and that in making rapid com-
parisons hetween remembered chjects, subjects' reaction times are insensitihvc
to the precise values of objects helonging to distinct, well-learned categories
(Xosslyn, Murphy, Bemesderfer, and Feinstein, 1977). Findings like these sug-
gests that guantity can also be represented (indeed, in memory must be repre-
sented, in c;rtain circumstances) by one of a set of seven or go discrete sym-
bols each specifying a portion of the range of quantitie;. These symbols could

be signified by the Roman numerals I through VIIL.

Second, it is useful to distinguish hetween ratio values, where guantity

is represented continuously but the units are arhitrary, and absolute yalues,
r

where the units are well-defined. The perception of pitch is a notorious
example where a precise mental representation of a dimension is possible, but
® where for a majority of people, no absolute units can he assigned to the stim-

f/._.
uli. Lenqth, on the other hand, .s an example of a continuum which people can -
judge either in ratio terms (e.g., one object bheing 1.7 times as long as

¢ another), or in terms of the well-known inches~feat-yards scale (e.9., Gibson
and Purdy. 1956). Indeed, whether subjects in magnitude estimation experiments

are asked to usc a well-learned versus their own arbitrarilyv-selected modulus

® for estimated maynitude apparently affects the resulting judgenents
TRiC m
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{stevens, 1957). Thus, internal descriptions must discriminate between these
two form; of magnitude, which we will refer to as "interval-value" and
"absolute~value”, though ordinarily, visual descriptions will only contain
"interval-value" propositions.

Finally, as every commercial Sign-maker c. . attest, values on a continuum

that are extrene in comparison to values of that continuum for other ohjects in
.

a scene are very likely to be perceptually encoded (as opposed to less extrene
values, which are apt to be encoded only if atteééed te). To account for this
salience principle, relatively extreme values will he represented redundantly
in visual descriptions: in ordinary propositions such as “height {x, a)", as
before, and also by special one-place predicates indicating the extremeness of
the value along the particular dimension, such as "tall {(x)", "bright {x}",
"short (x)", etc. When capacity limitations of visual descriptions are dis-

cussed later in the paper, it will be assumed that these special predicates

have a very high probability of being encoded in the visual description.

D. Coordinate Systems

" To express a unidimensional quality like lightness, one need specify in
advance only the origin and the units of the scale to be used., However, for

objects that vary along a number of continua, like the position of an object on

a two-dirensional piece of paper, or rectangles in a set varying in height and
width, one has to specify how the variation will be partitioned into dimensions
and how each dimension will be represented. This is the jsue of which

coordinate system is appropriate to represent an object in a set varying along

several dimensions. In the case of dimensions that refer to spatial location,
Bertin invents the term "construction schema” to tefer to the way that the
spatial dimensions of a graph are partitioned. This involves questions about

whether a polar or a rectangular zzordinate systeir is used, whelner there is a

single or multiple oriyins, and o on. In the case of nonspatial dimensions
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like color or shape, Baertin does not use the ;ocabulary of coordinate systems,
but it is equally appropriate. We will briefly discuss some of the considera-
tions relevant to the choice of c¢oordinate systems for multidimensional stimu-
lus, separately for nonspatial and spatial (more exactly, nonpositional and,

positional) dimensions.

1) Nonspatial dimensions. Many visual objects can logically be paraméter—
'

ized in more than on¢ way. For example, rectawgles can be classified by their
herghts and w;déhs, or by their sizes and Shapeg'(where "shape” could be a
dimension ranging from "very tall and narrow" tﬁfough "square" to "very short
and wide"). Sipilarly, eolors <an be réérésenteé by their hues, saturations,
and brightness (e.g., blood is saturated with a dominant wavelengtﬂ of 700 nm,
and boiled shrimp are desaturated with a dominant wavelength of 700 nm), or by
their closeness to various "focal colors" (Rosch, 1975; here blood might be
highly crimson and not very pink, whereas boilel shrimp would be highly pink
and not verf crimson),

One might expect there to be perceptual consequences of which get of

dimensions a stimulus is encoded along, and indeed there are. Garner (1974,

see also Chapter 3) distinguishes betwe.r Separable and integral perceptual

dimensions. According to Garner, each of a pair of "separable" dimensions may
be attended to independentiy of the other, #ﬁereas one cannot attend to one
member of a pair of integral dimensions without attending to the other as wel)
{see Chapter 3 for a discussion of the experimenpél'prdcedures used to
ascertain whether a given pair of dimensions is separable or integral). One
way of translating Garner's terminolggy into ;ur own is to consider separable
dimensions to be those physically defined dimensions that are also psycho-

logical dimensions. That is, if color and size are found to he separable

dimensions in attention tasks, we may infer that humans in fact encode objects
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into their color and into their size, recording both iimension values as

S . . .
. Separate parts of their mental representations of the objects. Selective
\

-

attention is possible because the dimensions are separately represented
internallv:; one can be processed while the other vemains in storage. Thus, the
separabr .y of two physical dimensions is prima acie evidence that those
dimensions are the ones used in the mental representation,

Integral dimensions, on the other hand, may very well be psuedo-dimen-
‘sions, psychologically speaking: the reason thaé'humans apparently cannot
ignore the height of a rectangle while attenidng to its width is that height
and width are not the dimensions that human;, laft to their own devices, would
encode into their mental representations of a rectangel, Rather: the

psychologically-relevant dimensions might be size and shape, in terms of, say,

a fatness - skinniness dimension. When asked to attend to the height of a

rectangle, there would be no parameter or symbol in the mental encoding of the
rectangle that represents height alone and thus that -an be processed while
other parameters are left alone. Rather, both the size and the fatness-

skinniness parameter implicitly contain information about height, and both

would have to be processed so that their values may be transformed into the

height value thgt performance on task demands. This traasformation process
could account for the increase in time requi;ed to sort stimuli along integral
versus separable dimensions., Similarly, the reason that humans apparently
cannot ignore the saturaiton of a color while attending to its hue may be that
the color is not naturally encodel into separate hge and saturation parameters,
but into parameters represevnting its proximity to various focal colors such as
pink, red, brown, and so on,

In sum, we may determine exXactly which dimensions humans use in their

mental representations of multidimensional stimuli by examining the results of
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Gafner~type experiments. If a pair of physicélly-specified dimensions is
separable, we may conclude that there is a mental parameter corresponding to
each of those “imensions. On the other hand, if a pair of dimernsions turns out
to be integral, we may conclude that the mental parameters representing those
stimuli correspond to a ierent dimensionalization of the stimuli from the
one the experimenter had in mind. Intermediate cases {(e.g., where no possihle
dimensionalization of a stimulus get Yields perfect separability) may reflect
multiple parameterized encodings of a stimulus. the various encodings differihg
in strength of amtivation {see the section on Processing Constraints below),

2) Spatial Dimensions. 1IN their influential paper on shape recognition,

Marr and Wishihara (1927}”prqposed that memory representations of shape are
specif .ed with respect to object-~centered cylindrical coordinate systems.
Furthermore, the coordinate systems are distributed: instead of there being a
global coordinate system with a single origin and set of axes, there is a
cylindrical coordinate system centered on the principle axis of the object
(e.g., 1n the case of an animal, its Forso}, in which is specifieu the origins
and axe. of secondary coordinate systems cente}ed on the various parts of éhe
object attached to the principle axis {e.qg., the animal’s Head and liwbs).
These secondary coordinate systems are, in turn, used to specify the origins
and axes of smaller coordinate systems centeéed on the constituent or attached
parts of the secondary part {e.g., the thigh, shin, and foot 4f the leg), and
so on., We will adopt here the following aspects of #Marr and Nishihara's
throry: 1)} shapes and positlons are mentally represented principally in polar
or rectangular coordinates {the Sormer is just a slice of a cylindrical coordi-
nate system orthogonal to its axis; the latter is just a slice of a cylindrical
coordinate system including its axis). 2) The locations of the different
elements of a4 scene are represented in separate, local coordinate systems
centered upon, other parts of the scene, not in a single, global coordinate

system. This means that in the visual description, the specification of
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locations {and also of directions and of parameterized shapes) of objects will
be broken down into two propositions, one specifying the object upon which the
coordinate system will be centered, the cother specifying the extent or value of
the object withig the coordinate system, 1s in F' ~ire 6.10.
INSERT FIGUK. 6.10 H:iE
In fact, it is generally more perspicuous to indicate the extent along
each dimension, and the location of the axis of the coordindte system corres-
ponding to thc™ dimension, separately, as in Figu;e 6.11
INSERT FIGURE 6.11 HERE
The important guestion of which objects may serve as the coordinate system
for which othar objects has received little attention in the vision literature,
but the following condition seems to be a plausible first approximation: the
location {or direction, or shape parameters} of object a will be mentally
specified in a coordinate system contered 6n object b when: 1} b is larger
than a, and 2) a and b are perceptually grouped according to one or more of the
Gestalt laws. .

Processing Constraints on Visual Descriptions

Since, with deliberate effort, people can probably encode an unlimited
number of properties (e.g., the-angle formed by imaginary lines connecting a
standing person's right thumbnail, navel, and right kneecap), visuwal descrip-
tions can in principle be arbitrarily large. In practice, however, two factors
will lLimit the size of visuwal descriptions:

1} Processing Capacity. Most models of cognitive processing have re-

strictions on the capacity to maintain the activation of ncdes in a short-term
visual description (Anderson & Bower, 1973; Newell & Simon, 1973). Specifi-
cally, 1t is claimed that between 4 and 9 nodes may be kept active at ona time
(see Chapter 2). fewer if processing resources are being devoted to some con-
current task. Thais limitation reflects the well-known finiteness on human

inmediate memory and processing capacity.
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2) Default Encoding Liklihood and Automaticity. As mentioned, any predi-

cate in a person's visual repertoire can be added to a visual description in
response to higher-level processes testing for the presence of a particular
predicate applied to a particular variable (e.g., "is x a square?"), However,
hefore these top-down processes come into play, a number of predic .es will be
assembled into a visual descript;gn, because they are "just noticed". Differ-

ant predicates have different probabilities of being encoded under these
"default” circumstances. Presumably, some predicates innately have a high

default encoding likelihood [e.g., enormous {x), dazzling (x)] whereas the

default encoding likelihood of others is Getermined by familiarity and learned
importance. Shiffrin and Schneider (1971) and Schneider and Shiffrin (1977)
propose that when a person frequently assigns a visual pattern into a single
category, he or she will come to make that classification "automatically”, that
is, without the conscious application of attentional or processing capacity.
Translated into our wvocabulary, this means that freguently-encoded predicates

will have a high defdult encoding likelihood. A number of experiments applying

Shiffrin and schneider's proposals to Lhe learning of visual patterns confirm
that the recognit.on of patterns becomes rapid, error—free, and relatively
ingensitive to other attentional demands as tne patterns become in¢reasingly
well-practised, ' -

Therefore, it is important to distinguish among several sizes of wvisual
descriptions. A description that is assembled automatically by purely data-
driven (as opposed to top-down or conceptually-driven) encoding processes will
be called’lhe "default visual description". Its composition will be determined
by’the relative "default encoding likelihoods" of the various predicates satis-
fied by the visual array. In contrast, a description that is shaped by concep-
tial processes testing ferr the presence of visual predicates at particular

locations 1n the array will be called an "elaborated visual description".

Visual descriptions can also be classified in terms of whether short-term mem-
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ory limitations are assumed to he in effect. A small visual description such

as can be activatel 3t a given instant will be called the "reduced visual
description®; a visual description that includes all the predicates whose
default encoding likelihoods are ahove a certain minimum, * s, all the predi-
cates that are successfully tested for by top-down processes, will be called
the “complete visual de5criptionJ. The complete visual description will
correspond to the description encoéed by a hypothetical graph reader with un-
limited short-term memory, or to the description integrating the successive
reduced descriptions encoded by a normal graph reader over a long viewing
period. One way to think quantitatively of’the size of the default visual
description that a person will encode is to suppose that the probability of a
given true predicate's entering into a visual description is a function of its
default encoding likelihood multiplied by a constant between zero and one
corresponding to the amount of capacity available {(i.e., not devoted to other
concurreﬁt tasks}). When the constant is one, the resulting description will be
a "complete” visual description; as the constant decreases-with decreasing
available processing capacity, the size of the description will be reduced
accordingly. We adopt the £final assumption that the level of activation of a
node begins to decrease steadily as soon as {; is activated, but that the read-
er can repeatedly re-encode.ihe description by reattending to the graph (sge
the volumrinous literature on decay and rehearsal in short-term memory summar-
ized, for example, in Crowder, 1975)}. Since encoding is probabilistic, the
description wirll differ in composition somewhat from one encoding to the next.

V. An Exanple

Now that we have some constraints on the size and composition of wvisual
descriptions, we can examine how a particular graph might be described mental-
ly. This will be the first step in working through an example of how a graph

1s understood according to the current theory. The example, shown in Figure
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6.12, is a bar graph plotting the price per ounce of a precious metal we will
call "graphium”" over & gix month perieod.
INSERT FIGURE 6.12 HERE
A "complete” default wiswal description is shown in Figure 6.13, (Dotted lines
represent propositions, om;* .d for the sake of clarity, that may be deduced
from nearby propositons for similar parts.)
INSERT FYIGURE 6.12 HERE

Most aspects of this visual description are motivated by the con;traints
outlined in the previous secton. The scene is parsed into subscenes, each
occupying a distinct location in the visual array {though for readability's
sake, the locations for the subscene nodes will not always be printed in the
future). This parse is done according to the Gestalt principles, yielding
separate nodes for the "L"~-shaped framework and for the group of bars. By
those same principles, ;he framework 1s connected by the “part" predicate to
nodes representing its vertical and horizontal segments, and each ©f these is
linked by "near" predicates to nodes representing the conceptual meaning of
that text. Of course, the meaning of expressiéns like "pr£ce of graphium" is,
in all likelihood, mentally represented by an assembly of nodes linked in com-
plex ways to the nodes representing the visual appearance of the text, but
since the process of reading, text is not our concern here, this simplified
notation will suffice (the predicate associated with these "meaning” nodes will
be replaced within quotation marks to indicate that they are not in fact uni-
tary predicates). Ppredicates for the "bar" shape are attached to each bar
node; the "tall" predicate is attached to the salient tallest bar; a pair of
particularly discrepant bars is connected by the predicate "taller-than"; and
the set of four progressively shorter bars is grouped together under its own

rode with its own shape predicate "descending-staircase." Finally, the height
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and horizontal position of each bar is specified with respect to a coordinate
system centerad on the appropriate framework Segment, due to the framework's
being larger than the bars and associated with them by gproximity and common
fate.

vIi. Conceptual Messages, Conceptual Questions

We now have an example of the immediate input te the graph comprehension
process. Before specifying that process, it would be helpful to know what its
output ig as well. One can get a good idea of gﬁét that output pust be simply
by looking at a graph and observing what one remembers from it in the first few
moments of seeing it or after it has Jjust b;en removed from view, In the case
of the graph in Figure 6.12, one might notice things like the following: a)
the price of graphiup was very high in March; b) the price was higher in March
than in the preceediné month; ¢) the price steadily declined from March to
Junes . d) the price was 3$20/ounce in January: e) the price in June was X
(where % is a mental quantity about half of that for January, about a fifth of
that for May, etc.). Basically, we have a set‘of paired observations here,
where the first member can be a particular value of the indepenlent variable
{e.g., "Harch"), a pair of values {e.g., "March vs. February"), or a range of
values fe.g.. “the last four months"). The second number of each pair can be a
ratio value {e.q., a value é:along some mental ratio scale), an absolute value
(e.q.: "$20/ounce"}, a differance {e.g., "larger"), a trend (e.g.. "decreas-
ing"), or a level {(e.g., "high"™}. Bertin first Printed out these options,
using the'term "elementary questions" for those referring to single values,
“intermediate guestions" for differences, and "superior questions" for trends.
This information can be expressed in a representation consisting of a list of
numbered entries, each specifying a pair (or, for more comp):2x graphs, an n-

N
tuple) of variables, the extent or type of =ach indapendent variable (e.q.,

ratio~value, pair, range), and the value {or difference or trend) of the cor-

responding dependent variable. Thus, the conceptual message representing the
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information which we are assuming has been extracted from the graph in Figure
6.12 will look like this (the intuitive meaning of each entry c¢an be made

clearer by assuming the entry is a sentence beginning with the word when):

1: ¥, absolute-value = March, V, level = hlgh
2: pair = farch & February, V2 difference = &r
3 -y range = March - June, Vs, trend = decrea.ing

4: V; absolute-value = January. V; absolute-value = $20/0z.
S: Vl absolate-value = June, V2 ratio-value = x.

In general, conceptual messages will be of the following fornm:

iz Va ratio~value = u, . Vb ratio-value, F Braee
or ' or
absolute-value absolute-value
or .. or
pair pair
or or
range range

i designates the ith of an arbitrary number of entries (in principle}, j%

-—

designates the ath of an arbitrary number of variables, and o designates a
specific value in'a form appropriate to the entry {(e.g., a "higher" or "lower"
primitive syﬁbol if the entry specifies a difference between values of the
second variable corresponding to a palr of values of the first)“, Note that
the variables are differentiated by subscripts instead of being named by their
real-worid referents {e.g., “ﬁonth"); this was done in recognition of people's
ability to extract a great deal of quantitative and qualitative information
“(indeed, virtually the same information) whe; a graph has no labels at all,
leaving the referents of the variables unknown. W#When the referents are known,

the conceptual message can indicate this with entries like the following:

6: V; = months, V, = price-of-graphium.

“1t is possible to have several equations in an antry refer to the same varia-
ble, eg.:

17: V) absolute-value = 14, V| ratio-value = 132, V| level = high,
VZ level = low. :
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Presumably, when the reader has integrated all the information he or she wishes
to extract from the graph, he or she can make che message representation more

economical by replacing each v, by its associated referent symbol.

From nere, it is a s° ~'e matter to devise a notation for conceptual ques-
tions., {Recall that a con.e.tual question is a piece of int_rmation that the
reader desires to extract from a‘graph.) One can simply replace the & or B in
the generalized entry presented above by the "?" symbol, indicating that that
is the unknown but desired information., Thus, ik'a person wishes to learn the
price of graphiunm during the month of Apfil: we posit that he or she has acti-
vated the representation

7: V| absolute-value = Aprils V, absolute value = 7.
If the reader wishes to learn the trend of graphium prices during the first two
months, he or she sets up the representation
8: Vi range = January-February. V; trend = ?.
If the feéder wishes to learn the month in which graphium prices were low, he
or she activates
9: Vv, absolute-value = ?, V, level = low,

and so on.

YII. The Graph Schema
So far. our theory has.}mplicated an informaticon flow diagram like the one
in Figure 6.14. z
INSERT FIGURE 6.14 HERE
How, We must specify the unknown component labelled with a "?". From the
Elow chart, we can see what this component musc do: 1) it must specify how to
translate the information found in the visual descriptien into the conc0ptuqi

message, and 2) it must specify how to translate the regquest found in a eon
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ceptial guestion into a process that accesses the relevant parts of the wisual
description {(culminating as before in one or more entries in the conceptual
message}, Furthermore, since (1) and (2) will involve different sorts of tran-
slations for different types of graphs (e.g., for line graphs versus bhar
grapns}, the unknown component will also have * . 3} recognize which type of
graph is currently being viewed. The structure that accomplishes these three
tasks will be called a graph schema, and it, together with the processes that
work over it, will be discussed in this SQCtion.u
A. Schemas i

A schema is a mémory représentation, eﬁbodying knowledge in some domain,
consisting of a description containing “"slots" or parameters for as Yet unknown
information. .Thus, a schema c¢an specify both the information that must be true
of some represented object of a given class, and the sorts of information that
will vary from one exemplar of the class to another {(For detailed presentations
of wvarious schema theories, see ansky, 1975; Winston, 1975; MWormpan & Rumel-
hart, 1975; Bregman, 1977 Schank & Ableson, 1?77). To take a simple examblé

unrelated to graphs, Figure 6.15 could be a schema for telephone numbers,

spacifying the number and grouping of the digits for any number but not the -

-

’

identity of the digits for any particular number, these being represented by

the parameterslézg.s -
INSERT FIGURE 6.15 HERE
This schema can be instantiated for a given person; becoﬁing a repregenta-
tion of his or her particglar telephone nuwbder, by replacing the parameters

labeling the lowermost nodes by actual numerical predicates. 1In doing so, one

is using the schem1 to recognize a candidate character string as a telephone

“These upper case parameters, which stand for unknown predicates, should not be
confused with lower case variables. which stand for perceptual entities and
corcespont to nodes in the visual description {(although usually, the var;abln
itgelf 15 omitted and only the node is dapicted).
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number, by matching the schema against a visual description of the candidate

string. The visual description of an as yet unrecognized number will be iden-
tical to the schema, except that it lacks the conceptuai nodes like "area code"
and "exchange" and that it contains constants in r” 'we of parameters. Once the

schema is instantiated by the visual description, cune can use it to retrieve

»

5
desired information about the telephone number using a node-by-node net search-

ing pfocedure (i.e., one can gquickly find "the first digit of the exchange"
without searching the entire séring. by starting ;t the top node and following
the appropriate arrows down until\the bottom node labeled by the desired number
is reached). The double labeling of nodes is what allows schemas to be uscd
both‘for recognition and for searching: a visual description of a to-be-
recognized pattern will contain labels like "digit", but not "area code”, so
the "digit" labels in the schema a;e necessary for recognizing the obj;ct.
However, the search proceddres will be accessing conceptual labels like ™area
code”, so these are necessary, too. i

B. Graph scﬁémas: A Fragment -

It seems, then, that a schema of this ;ort for graphs might fulfill two of
our three requirements for graph knowledge structures: recognizing specific
t¥pes of graphs: and directing the search for desired pileces of information in
a graph. What we now need i% éome device to translate visual information into
the quantitative information of the t¥pe found in the conceptual mgssage.

These devices, which we will call message flags, consist of conceptual message

equations, usually containing a schema parameter, which are appended to predi-
cates {nodes or arrows) in the graph schema. when such a node Or arrow is
instant:a?ed by a particular visual description for a graph, the parameters in
tha message flag are replaced by the corresponding value in the lnstantiated

schema, ~nd the equation is added to the conceptual message. Figure 6.16(a)

@ -
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illustrates equation f£lags for a fragment of a bar graph schema {(the flags are
enclosed in rectangles, and are attached to the nodes they flag by dotted
lines}. -
INSERT FIGURE 6.16 HERE

&N a reader encounters ‘the graph represented by the fragment of a wvisual
description in Figure 6.1éb (the numbers representing values along a mental
ratio scale with arbitrary units}, he or she can instantiate the schema (i.e.,
replace the parameters A and B by the values 4 aHd 37), an; add an entry td the
conceptual message. All®equations sharing a given 1 prefix are merged into a
éingle entry, and each i is replaced by ; unique integer wheﬁ\the entry is
added to the, conceptual message. Thus, the following entry is created:

1: V), ratio-valre = 4, V; ratio-value = 3}

Th;s informal sketch shoulé give the reader a general idea of how the graph
schema is used in conjunction with the visual description to produce a concep-
tual message. In the sections following, we present a comprehensive bar graph

schema, and define more explicitly the processes that use it.

C. A Bar Graph Schema

Figure 6.17 presents a substantial chunk of a schema for interpreting bar
graphs. It 15, intentionally, quite similar to the visual description for a
bar graph in Pigure 6.13. The graph is diviéed into its L-shaped framework and
its specifier material, in this case, the bars. The framework is divided into
the abscissa and the ordinate, and each of these is subdivided into the actmal
line and the text printed alongside it. In addition, the "pips" cross-hatching

the ordinate, togetber with the numbers associated with them, are listed expli-

ci1tly. The height and horizontal position of each bar are specified with
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respect to coordinate systems centered on the fespective axes of the framework,

and each bar is linked to a node representing its nearby text. An asterisk

followed Sy a letter inside a node indlcates that the node, together with its
conqections to other nodes, can be duplicated any number of +°mes in the visual
description. The letter itself indicates that each duplicat. .n of the node is
to be assigned a distinct number; which will appear within the message flags
attached to that instance of the node.
INSERT PIGURE 6.17 Héﬁg

The message flags specify the coliceptual information that is to be "read
off" the instantiated graph schema. They specify that each bar will contribute
an entry to the conceptual message. Each entry will eQuate the ratio value of
the first variable (referred to in the description as "IV", for Independent

Variable) with the harizontal position of-the bar with respect to the abscissa.

and will equate the second variable (the "DV", or Dependent Variable) with the

bar's height-whth respect to the ordinate. In addition, the absolute value of
the independent varigble for an entry .will be equated with the meaning of what-
ever lahel is printed bele 1t along the abscissa. Fipally, the referents of
each variable will be equated with the meaning of the text printed alongside

[ " . .
its respective axis.

In devising these formélisms, we were aélone point distressed that there
was no straightforward way to derive absolute values for the dependent vari-

i able., The ratio value of each bar, corresponding to its height, could easizly
be specified, but since the absolute values are specified in equal increments
along the ordinate, far from most of the bars, and specific to none of them, no
simple substitution process will do. However, a simple glance at a bar éraph
should convince the reader, as it convinced us. that this is not a liability

but an asset. fThe absolute value of the dependent variable at a given level of

the independent variable is indeed not immediately available from a bar grapgh.

Q 242

15
Do
5




{« ©

ERIC

Aruitoxt provided by Eic:

Instead, one seems to assess the height of a bar in terms of some arbitrary
perceptual or cognitive scale, and then s€arch for the pip along the ordinate
whose vertical position is closest to that height. The number printed next to
that pip, o~ » number interpolated between the numbers printed next to the two
nearest pips 1is deduced to be its abhsolute value. 1In contrast, the ahsolute
value of a given level of the inéependent variahle (i.e., which month it is),
or the relative values of the dependent variable {e.g., its maximum and minimum

values, its trends, or differences between adjacent values) seem available with

far less mental effort., The most natural mechanism for representing ahsoluta

-
-

values of the dependent variahle within the bar graph schema, and the one thét
happens to be in accord with the actual difficulty of perceiving these values,
is to add to the conceptual message special entries asserting én equivalence
hetween a certain level of the referent's ahsolute value and a certain level of
the reﬁerent's ratio wvalue, each entr§ derived from a laheled pip on the ordin-
ate. The leftmost message flag in Figufe 6.17 sets up these entries; the
symbol "=" indicates that the two equations are equivalent. Presumably,
higher-level inferential processas, unspecified here, can use these eguivalence
entries to convert ratio values to absolute values within other entries in the
conceptual message, calculating interpolated values when necessary.6

Earlier, we menticned that the visuwal system can encode predicates that

stand for well-defined groups of objects, and also that conceptual messages can

contain entries specifying a trend of one variaole over the range of another.

» |
An implication of the theory, then, is that grapb readers (or at least eﬁgeri-

®The schema presented here perhaps unfairly anticipates that the bar graph
example will have individual labels for each bar along the abscissa, and a
graduated scale along the ordinate. In fact, graduated scales often appear
along the abscissas of bar graphs as well. 1In'a more realistic har graph
schema, the subschema for the pips of a graduvated scale would be appended to
the abscissa as well as to the ordinate.
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ented graph readers) should be able to translate direc” Ly a higher~order per-
ceptual pattern, such as a group of bars comprising a staircase, into the
cuantitative trend that it symbolizes, without having to compute the tread by
successively examining each elcment. Furthermore, the difference ir ‘=ight
betveen a parr of adjacen* ba. might be encodable into a sihgle preaicate,
which should bhe directly translagable into an entry expressing a difference in
the symbolized values. Also, a salient perceptual entity wight be encoded as
extreme (independently of the encoding of its pre;ise extent on a ratio scale),
and this should-be directly translatable_inFO Fn entrx‘expressing the extreme-
ness of ifs corresponding variable value, again without the mediation of ratio
scale values. These direct translations, whicﬁl as we shall see, play an iEh
portant role in predictégg the difficulty of a graph or the effecti enesgs of a
graph reader, are accomplishad by the messagé Elags in Pigure 6.18 (which
shouid‘actually be part of Figure &.17, but is depicted scparately for th: sake
of clarity). Plgure 6.18 shows that bars in a graph can be Qescribed not only
'in terns of their heights and horizontal positions, but also in terms of being
extremely tall or short, in terms of differences between the heights of_adja-
cent pairg, or in terms of groups that constitute a perceptual whole., 1In each
. ' INSERT FIGURE 6.18 HERE
case the apprOpriate'equatioh is attached t» the predicate which encodes the
attribute. Two additional notational conventions are introduced in the faigure:
the location of a éatéern.that occupies an extended region of thé array is
specified bf its endpoints along a ratio scale (L.es, "H-I"), both in the visu~
al description and in the conceptual message. In addition,. one-of the eqﬁation

flags for a palr of bhars makes refererce to nodes standing for the bars them-

selves, pj and 93, rather than for an attribute like horizontal position. It

is assumed thal when a pair of bars is encoded as a [.ir, some information
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¢ ahout each bar 1is encoded as well. ‘This information, be it :ratio value,
absolute value, or level, can then be iLinked with or substituted for
appropriate symbols for the bars {(p. or g.} within the entry for the pair.
" J )
VIII. Processes
In the account so far, we ha-ve relied upon the intelligence and coopera-
®. tiveness of the reader to deduce how the various Structures are manipulated and
read during graph comprehensiqn. In order to usg. the theory to make predic-
tions, it will be necessary to‘;-_tefj_ne explicitly the Procedures that access the
® structures representing graphic information. Four Procedures will he defined:
a MATCL process that recognizes individual graphs as belonging to a particular
type, a message assembly process that creates a conceptual message out of the
® instantiated graph'schema, ar interrogation process that retrieves or en':.':odes
new information on the basis of conceptual questions, and a set of inferential
processes that apply mathematical and logical inference rules to the entries of
PY the conceptual message. ) ’ T -
A. The MATCH Process )
The term is borrowed from anderson and Bower's (1973) theory of long-term
® memory. This Process compares a visual description in parallel with every
memory schema for a visual scene, computes a _goodness~of-fit measure for each
scheha (perhaps the ratio or difference between the number of matching nodes
® ’ and predicates and the ..**ber of mismatchirg noles and predicates), and selects
the schema with the highestrgoodness-of-£f1lt measure. This schema, or rather,
the subsef of the schema that the limited capacity processes can keep activa-
® ted, is then insvantiated (i.e. the parameters in the schema are replaced by
the abpropriate constants found in the visual description.). fThis is the pro-
®
e o .
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cedure alluded to in vague rterms before, that uses the graph schema to recog-
nize a graph as being of a2 certain type {e.g., bar graph, pic graph).7

B. Message Assembly

This process accomplishes the translation from visual infor -~tion to con-
ceptual wnformation, also alluded to in previous sections. It scarches over
the instantiated graph schema, and when it encounters a message flag, it adds
the message it contains to the conceptuval message, combining into a single
entry all equations sharing a given prefix (i.e.,'all those beginning with the
same "i:"). It is assumed tnat at the time that the MATCH process instantiated
the parameters of the graph schema, the parameters within the message flags
were instantiated as well, |

Hemory and processing limitations imply that not every message f£lag in the
graph schema is converted into an entry in the conceptual message: sone may
not be instantiated because the visual description was reduced, or because the
default encoding likelihood of the predicate was low; some may not be instan-

tiataed because of nolse in the MATCH Process; and some may be skipped over or

lost because of noise in the message assembly process, For these reasons, we

‘This process has been oversimrnlified in several ways, in accordance with cer-
tain oversimplifications in the graph schema itself. For one thing, concep-
tual labels like "abscissa" do not appear in visual descriptions, and so
should not count in the goodness of fit calculations. qhis could be

9 accomplished by distinguishing the conceptual or graph-specific predicates
from the rest, perhaps by listing them, too, as message flags, which are "read
of £* the schema, but not used to instantiate it. The second complication is
that different nodes and predicates should count differently in the recogni-
tion process. Some might be mandatory, some might be mandatorily absent,
some miJht be clharacteristic to various degrees, some might occur in sets from

9 which one member must occur, and so on. There are several ways of
accomplishing this, such as the introduction of logical operators into
schemas, or the use of a Bayesian recognition procedure, but limited space
prevents us from outlining them here {(see Anderson, 1976; andersen & Bower,
1973; Minsky, 1975; Winston, 1975; Smith, Shoben, & Rips, 1973},

C (€) |
B ‘ 246
ERIC 24,

Aruitoxt provided by Eic:




f Q

| ERIC

Aruitoxt provided by Eic:

1.

need a process that adds information to the conceptual message jn response to

higher~level demands.

C. Interrodation

This process is call»? into play when the reader needs some piece of in-
formation that iS not cur: .ntly in the conceptual message (e.g., the difference
petween two values of the dependent variable corresponding to a given pair of
independent variable values). As mentioned, each such reguest can be expressed
as a conceptual message entry with a “2* replaciéé one of the eguation values.
The interrogation process works as follows: the hessage flag within the graph
schema that matches the conceptual guestion (i.e., is identical to it except
for a constant or parameter in the Place of the "?")} is activated., If it
already contains a constant (i.e., if the equation it coﬁtains is instantiated,
and thus, complete), the equation is simply added to the conceptual messaQe.

If it contains a parameter (i.e., is incomplete), the part of the visual des-
cription that corresponds to that branch of the schema 1S checked to see if it
contains the desired constant (é.g., if a certain ratio-value of the dependent
variable is desired, the visual description is checked for the presence of a
constant attached to the node representing the bar's height)., If this cons:ant
is absent from the visual description, the encoding process for the relevant
Fredicate {2.g., the prOCESS‘that encodes height) is commanded to retrieve the
desired information for the relevant part in the visual array. 1t can do SO by
using the retinal coordinates attached to the node for the part which are
assumed to be present in the visual description (though they have been omitted
from the diagrams in this chapter). Often, however, these coordinates will

have decayed, and the coordinates of an assoct ited part together with the

degrze and darecrion of the association will be ysed to direct the encodiny
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process to the correct location in the visual array. In other words, the con-
ceptual question can initiate a top-down search for the desired part or part
parameter in the array. Once the desired information is encoded into the
visual description, it can be instantiated in the schema and its - age flags,
and the instantiated equation within the flag can be added to the conceptual
message, .

D. Inferential Processes

Human intelligence consists of more than the abilit¥ to read graphs. 1In

the category inferential processes, .e include the ability to perform arith-

metic operations on the quantitative information listed in the cogceptual
ressage {e.g., calculating t!: rate of increase.of a variable b? subtracting
one value from anéther value and dividing by a third value), to infer from the
context of the graph {e.g., the paragraph in which it is embedded} what
information should be extracted from the graph, to draw qualitative conclusions
relevant to some domain of knowledge based on the information in the graph, and
$o on. Naturally, we have little to say about these abilities; they are part
of the study of cognition in general and not the study of graph comprehension.
However, we mention them here because many types of information can be obtained
either directly from a conceptual message or indirectly from infereatial pro-
cesses gperating on the coneéptual message. Which method is used, we shall
see, affects the difficulcey of a graph and the efficiency of a graph reader.

The flow of information specified by the current theory is summarized in
Bigure 6.19, where blocks represent information struchures, and arrows
represent processes that transfer information amoand them.

INSERT FIGURE 6.19 HERE

IX. where do Graph Schemas Come From?

The qraph schema discussad so far embodies knowledge of bar craphs {in
fact, a subset of bar graphs). Clearly, the theory must alne aceount for

people's ability to read other common types of graphs {l.ne graphs. pie graphs,
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pictograms, etc.) and to understand completely novel forms of graphs as well
{e.g., one in which the length of a ray of light emitted from a disc represents
the price of gold in a given month). We propose people create schemas for

specific tvpes of graphs using » aeneral graph schema, embodying their know-

ledge of at graphs are for ana now they are interpreted in general. A plaus-
ible general graph schema is shoﬁh in Figure 6.20. There are three key pieces
of information contained in the schema. First, some objects, or parts of
objects {specitrer material) are described :n te;ﬁs of several visual .
attributes. Each visual attribute symbolizes a conceptual variable, and the
set of values of the n visual attributes enéoded for an object or object part
corresponds to a particular n-tuple of associated values of th2 respective
conceptual variables for a given conceptual entity. Second, the ratio mag-
nitudes of attributes Q}e usually to be specified in terms of a coordinate
system centered upon a part of the graph framework. Third, textual material
perceptually grouped with an object spécifies the absclute value of the object;
textual material perceptually grouped.wich the-framework specifies the real-
world referent of the attribute that the cocrdinate system centered on the
framework helps to specify; textuél mqterial associated with specific loczl

regions of the framework specifies pairings of absolute and ratioc values of the

attribute specified by the associated coordinate system. In other words, the
general graph schema encodes knowledge of éraphs in a way that

@ ;

INSERT FIGURE 6.20 HERE

respects the basic assumptions underlying our analytic scheme {(Chapter 2}, in
whrch graphs are parged into specifier material, a framework, and a set of
labels. liote that for maximum generality, text i$ linked to perceptual enti-
ties by the c¢rilicate "associated", which can symbolize proximity, similarity,
watioity, :nd so on. Thirs helps to encompass graphs with parts directly
labelled, o421 graphs exploiting common colors or shapes in keys and legends.,

Sim:larly, the predicate "attribute” is meant to encompass length, wrdth,

4 o ‘
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orientation, lightness. color, etc. However, the indispensibility of visual
space motivates “"geometric shapes" as opposed to arblitrary visual predicates
being specified as typical frameworks. and spatially localizable "parts™ being
specified as the‘units over which attributes are defined.

In encountering a cer .n type of graph for the first time, a ceader will
generate a specific graph schemaﬂfor ‘t using the general graph schema. The
reader will have to replace the predicates "specifier material", “associated",
“attribute", “geometric flgure":'and so on, by th; actual visual predicates
found in the visual description of the novel graph. This will be possible when
the visual description has a structure similar to that of the general graph
schema, with objects described in terrs of attributes defined with respect to a
framework, and textual labels associated with each. In #ddition, an astute
graph reader will add to the new specific graph schema higher-order predicates
{e.g., "descending-staircase") that can be taken to symbolize global trends
{e.g9., a decrease in the dependent variable). However, the availability of
these higher nrder predicates, and how transparently they symbolize their
trends, will differ arbitrarily from graph type to graph type, and so these
predicates cannot be included in any simple way within the general graph schema
but must be creatasd case-by-case. This process will be discussed in more
detail in the section descrihing what makes a graph reader efficient.

Pushing the question back a step. we may ask, "Where does the general
graph schena come from?" fThis question is more profound, and the-answer to it
is correspondingly murkier. In one sense, one could ahswer that people are
explicitly taught how to read certain types of graphs. But, this still leads
one to wonder how people can generalize from the small set of graph types that
they are exposed to in school {basically, bar graphs, line Yraphs, pie graphs,

and prctograms) to the my.iad erotic forms that are createad and easily under-

250

o]
(Vg
C.




f Q

Aruitoxt provided by Eic:

ERIC

1

2

stood in, say, TIME magazine. This is especially problematic given that formal
instrUCt}oq in graph‘reading does not teach the abstract concepts such as
“attribuéé“; "extent”, "ratio value", and so forth, that in fact define what
all gfgphs have in common. A deepgr answer to thls questlon, then, would seenm
to in a basie humaﬁ abilicy té associate a s 1te of wvalues (i.e., an attri-~
bute with an "extent" predgfate);in one domain with a scale of walues in virtu-
ally any other domain, so long as the "positive" end of one scalef &8 mentally
represented, coincides with the "positive" end of the other. Thus, there are
lawful relations governing such diverse phenomena as the order of words with
different sounds in conjoined phrases, the éhoice of which member of a pair of
associated symbols or metaphors will represent specific ideas, and wﬁich way of
installiég a switch or gauvge will vield the most efficient man-machine inter-
action. See Cooper and Ross (1975}, and Pinker and Birdsong (1979} for dis-

cussions of some of these principles and their significance.

X. fThe pifficulty of Comprehending a Graph

In this section, we consider what makes different types of graphs easy or
difficult yhen particular types of information have to be extracted (by "type
of information", we are referring to different conceptnal questions, such as
ones referring to ratio values vs. differences vs. trends.).

Aside from the limitations of the peripﬁéral encoding mechanisms {i.e.,
limits on detectability, discriminability, and the accuracy of encoding magni-
tudes), the structures and processes described here pormit ggz_quantitative
informaticn whatsoever to be extractible in princiéle from a graph. This is
because no information is necessarily lost from the visual description "up-
ward”, and because there are no constraints on what the inferential processes
can do ?ith the information in the conceptual message.

In practice, though, limits on short-term memoryY and on processinhg resour-

ces will make differant sorts of information =sasier or more difficult to ex-

‘n *
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o tract., We have assumed that the visuwal description that is encoded is, in
fact, is a small subset of the complete visual description, and that noise in
the MATCH and message assembly processes causes only a subset of that reduced

o ' visual descriprion to be translated into conceptual message information. The
remaining conceptual message entries will contain the infor. .on that .
“"easily extracted” from a graph, since a simple lookup procedure suffices to

® retrieve the informaticen. ©On the other hand, if the desired information is not
already in the conceptual message: it will have t‘.;a be generated either by the
top~down interrogation process, which adds entries to the conceptual message.

@ or by the inferential processes. which pe—rform computations on existing en-
tries, Each of these processes can involve a chain of (presumably} capacity-
limited computations, and each process properly includes the lookup of informa-

® tion from the conceptual message. Therefore, they are necessarily more time-
consuming and memory-consuming {since the results of intermediate computations

must be tenporarily stored) than the lockup of existing information in the con-

® . ceptual message. And, in a limited-capacity., noisy systewm like the human mind,
greater time and memory requirements imply increased chances of errors or
breakdowns, hence, increased difficulty. We can call this conclusion the Graph

o Difficulty Principle: A particular type of information will be harder to ex-

tract from a given graph to the extent that inferential precesses and top-down
encoding processes, ag opposed to conceptual message lookup, must be used.
® This kind of principle is to be distjiaguished from the “operating “inci-
ples” introduced ecarlier: those principles specified properties of the display
itself which nust bes respected if a graph is t0 communicate effectively. fThis
® kind of principle explains why those particular stimulus properties have the
effects they do; namely because of the structure and limitations of the human

-

visual information processing system. In particular, the effects of violations

® of the earlier principles of discriminability, distortion, gestalt organiza-
‘Eric =
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tion, integral/separable dimensionality and limited capacity {unit binding),

all can be understood by reference to unfortunate effects on visual descrip- .

tions, and the effects of the remaining operating pfinci.ples {(with the exclu-

9
sion of ths two formal ‘neciples, which are not grounded in the properties of
informetion processing per se) can be understoed by reference to problems ip
® matching description and stored s-chemata an./or deficiencies ’in the schema
themselves. ]
There will, in turn, be twé' factors influencing whether a desired type of
® information (i.e., the answer to a given conceptual quesi:.ion} will be present
in a conceptual npessage. First, a message entry will be assembled only if
thera are nessage flags specific to that entry appem_']ed to the graph schema.
® That, in turn, will depend on whether the visual systen encodes a single visual
* . predicate that corresponds to that guantitative information. For example, we
fuaue assumed that a bar graph schema ai:»pe"nds }r;essage flags teo predicates for
® "zight, horizontal pousition, extremeness in height, extreme differences in
height between adjacent obJects, and extended increases or decreases in height. —
This respectively makes ratio values of the dependent and independent
° variables, extremeness. in value, extreme differences in values, and global
trends easily exiractible. On the other hand, there is ;10 visual predicate for
a2n object being a given numtl):er of ordinate scale uaits l::i.gh, or for one bar's
® height %o be a precise ratio of the height of another, cr the leftmost ‘and
rightmost bars to be of the same height, and so on; thersfore, there can be no
rmessage f£lags for and ne conceptual message entries for the absolute value of
° the dependent u.:}riable, the ¢xact ratioc of dependent variable values
corresponding to successive values of the independent variable, or the equality
of dependant variable values corresponding to the most extreme indupendent
® variable walues, If a reader wishes the graph to answar these conceptitial
quegtions, he or ghe can expect more diffrculty than for the conceptual ,
quesStrons discussed previously.
¢ Q - .
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The second factor influencing whether a c'onceptual message entry will bhe
assemblee is the encoding likelihoods of the p?edicates attached to the corres-
ponding equation flags in ‘the graph schema. In the example we have been using,
if thé predicate "descending-staircase" has a very low default encoding likeli~
heod, and heﬁce is absent from the visual description on most occasions, the
entry speCLEying a decreasing trend will not find its way into the conceptual
message until interrogated explicitly. Incidentally, apart from innateness and
autonaticity factors, the encoding likelihood of ‘2 predicate may also
be influenced by "priming": when a graph schema is activated (i.e., when the
graph is recogaized as being of a particdiaé typel}, the encoding likelihoods of
the visual predicates are temporarily enhanced or "primed" (see Morton, 1969).
In other words, when a graph is recognized on the ba§is of partial recognitioh,
the:schema makes the rest of the information more likely to be encoded for as
long as the schema is activated.

As simple as the Graph Difficulty Principle is, it helps to explain a wide
variety of phenomena concerning the appropriateness of different types of
graphs for conveying different types of informétion. Consider Cartesian line
graphs, for example. The English language has a variety of words to describe
the shapes of lines: straight, curved; wiggly, V-shaped, bent, steep, flat,
jagqged, scalloped, convex, smooth, and many more., It also has words to des-
cribe pairs of lines: parallel, intersecting, converging, diverging, inter—
twined, touching, X-shaped, and so on. It is saée to assume that the diverse
vocabulary reflects an equally or more diverse mental vocahulary of yisual
predicates for lines, especlially since the indispensibility of wvisual space

implies that predicates for configural spatial properties like shape should be
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readily available. The availability of these predicates affords the possibili-
ty of a line graph schema with a rich set of message flags for trends. For
example, if "x" and "y" are nodes representing lines on a graph, with V; the
abscissa, V. the ordinate, and V3 the parameter, the propositions on the left
side of Table 6.1 can be flagged with the vonce, .l message equations on the

right side of the table:

, . Table 6.1
predicate Equation Flag
Flat {x) . V, trend = unchianging
Steep (x) V2 trend = increasing - rapidly
Inverted U-shape (x} Vy.trend = guadratic
U-shape (x) V2 trend = quadratic
Jagged (x} V, trend = random
Undulating {(x) Vy trend = fluctuating
Straight {x) V, trend = linear
S-shape (x) V, trend = cubic
Rectilinaer (x} V, trend = abruptly changing
Not flat (x) V] affects V;
Parallel (x,y} Vi Vs additively affects V2
Converging (x,¥) . Vi, V3 interactively affects V

This makes line graphs eééecially suited to representing particular tvrends of
one variable over a range of a second; the covariation versus independence of
tw2 variables, and the additive versus interactive effects of two variables on
a third. In contrast, the mental vocabularé for the shapes implicit in the
tops of a set of grouped ba;g is poor, perhaps confined to “aséending-stair-
case", "descending-staircase", apd "rectangular”, as implied in Figuie 6.18.
Correspondingly, there will e fewer possibilities for specifying trends in a
schema for bar graphs, and less likelihood of assembling specific "trend” and
*affects” entriés in the conceptual messags when a bar graph is processed. And
the pradicates for a pair of shapes implicit in the respective tops of two
inteqrated -reups of bhars will be even scarcer, preventing "additively affectsg"
and "interactively affects” entries Eréﬁ\being encoded. Small wonder, then,

that lxne graphs are the preferred method of displaying multidimensional

scirentific data, where canse-and-effect relatlions, quantitative trends, and
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interactions among variables are at stake. To convince yourself sf the appro-
priatenessfof line graphs for these purposes, try to determine the nature of
the trend og v, over the range of V;, and the nature of the interaction of V,
and V; {a variable with two levels, A and B) on V,, from Table §.2, FiguFe

6.21ia and Figure 6.21b.

Table 6.2 _ T
VZ= . .
V]_: 1 . 2 3 - 4 5
1 309 35.0 45.0 60.0 80.0
‘.’3 - =
B | 20,0 32.0 45.0 57.5 70.90

INSERT FIGURE 21 HERE
It should be easy to see from the line graph in Figure 6.21b that at level A of
variable 3, variahle 2 is increasing and positively accelerating, whereas at B,

it is increasing linearly. Similarly, one can see that variables 1 and 3

interact in their effects on varlable'2. This is because the "straight" and

"concave-up" predicates, corresponding to "linear®™ and "positively accelerat-

L]

ing" trends, are readily encodable. In contrast,- tse like~eolored bars in
Figure 6.2ia d0 not form a group where relative heights can be described by a
single predicate, and so inférring the trend necessitates a top-lown bar-by-bar
height comparisen, a difficult chor? because it is hard to keep the heights of
all the bars in mind {(i.e., activated ln the viswval description) at once. It
is even more ¢ifficult to extract the trends from the table, because not only

is a number-by-number comparison necessai&, but the process of encoding a
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multi-digit numeral's magnitude seems to be intuitively slower and more effort-

.ful than the encoding of a bar's height, 8,9

*

However, try ko answer the following question by examining the table, bar-l
~raph, and_ line graph just considered: what is tle exact value Variable 2

- level B of vériable 3 and level 4 of variable 1?7 Most people .ind the ques-

tion easiest to answer with refeéence to 7Table 6.1, a bit harder with reference

to the bar graph, and hardest of all with reference to the line graph. fThis

illustrates the principle of pu?bose—specificity, developed earlier and fre-

quently roted in the graph comprehension literaturs, which i an inescapable
consequence of the present theory: different types of graphs are not easier or -
more difficult across-the-bcard, but are easier or more difficuit depending on
the particular class of information th;t is to be extracted. 1iIn this case, we
have alrea ;7 noted that absolute values of the dependent variable in & bar
graph cannot_be directly entered into the conceptual message, since there are
no visual predicates that correspond to khem, Rather, specific ratio values of
the dependent variable can be encoded, as can palrings between arbitrary abso-
lute values and ratio values {from the numbers printed along the ordinatei;

the absolute value of a particular'entgy must be computed by effortful inferen-

tial processes using these two kinds of information. The line graph is harder

83ertin might motivate a similar prediction by saying that orientation is a
retinal variable, and thus, according to his theory, may be apprehended in a
single glance in a line graph, as opposed to the muliiple glances necessary to
detect the several heights indicating a trend in a bar graph {(recall that his
difficulty metric is the number of glances necessary to extract a piece of
information). However, as we have seen, many predicates other than orientation
may be used to convey trends in a line graph {(e.g., "undulating”), and these
arez not to be found in Bertin's list of the 6 retinal variables.

PIncidentally, though a line graph is better than other forms of data presen-
tation for illustrating trends, typically, only one way of constructing the
line graph will illustrate a given trend optimally. For example, a line graph
that used variable 3 (i.e., A vs. B) as the abscissa, and Variable 1 as the
parameter, would ot illu.strate the linear and accelerating trends as transpar-
ently as the graph in Figure 2i(b), since these trends no longer correspond to
single attributes of a distinct perceptual entity, but must be inferred from
the successive intervals separating the left endpoints of the five lines, and
those separating the right end points of those lines, respectively.
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variable for the conceptual message entry specified Ey that element {(eg, in the
- bar graph schema we examined previously), If the correspondence is specified

instead in an insert or legend (i.e.,’with_a label next to a small patch

sharing *he color, shading, or internal structure of the lines ~- arg), thac
correspo. uenca must be extracted bf'the effortful inferential PLICQSéES; using
L | one entry speéifying the distinguishing feature of the bar or line in the
® : )

graph, and a second entyy linking that distinguishing feature to the

appropriate absolute value, based on the legend or insert. Thetefoza, labeled

) lines should be better (agaxn, -assuning the _nunber of elements is nmt so Jarge
. - t
. . that spurlous groupings arlse), -

3) Grid linass or not? whether a gvanh should include horizontal or ver-

& L 1i'es, alxan d Jlth absolute values on the axes. and runn*ng 4CLoss -

> clute .values are J.mportan t, -t

can be ﬁerceptuallj grouped wlth a horiZOntal grLd llne} and the grxﬁ

ﬁglg_;ancepﬁga; messagg antry when ;hg graph iz zead, Wi hout the gx;d

raph, ir is pcssible that the lines will form spuricus groupings with graah

==

l%msnts. or may overload the capacity of the activaked visual :dezcription, and

*ﬁ%fha; case thay are bast avoided.
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o ertalﬁ grapn, such a person would have to resort ko costly inferential proces- - -

: 525 ogeratlng on a set_of entries for ratic or ahsclute—values. In general.“ s
the-rhaory predicts that theprasence or ubsence of message flags in a 9er50n -4 s
_sthgma will have dramatic effects on how esasily that person can extract the

information spacified by the flaq. Second, the predicates that trigger the

XI. The Efficiency of a Graph Reader ‘

Until now, we have been referring to a single idealized “"graph reader".
datutally, flesh-and-blood graph readers will differ from oné another in sigﬁi; -
ficant ways. For example, some peor” may have swifter ele;entary informaticﬁ
‘processes, or a ;.cgér short-term memory capacity, or ﬁoré powerful infe;ential_

processes. Though these factors may spell extreme differences in how easily

different people comprehend graphs, they arg not specifié to graph ccmpreheh- -

i

‘sion, and we will not discuss ﬁﬁém_further. Instead, we will focus on possible

differences among peopl. In thelr abilities to read graphs per se.

A natural way, of determining what makes a person good at reading graphs is

to examine what makes the graph reading process more or less ¢asy (L.e., the

erac;ons in the pzeceed;ng sectxon) and to pzedict that Lnd;rldual= i

s_1n the nature of xhe structur‘s ad processes 1nvolved WLll spell

tqﬂ, gar:l‘nl llﬂﬁs in a line graph signal the aad1t1v1ty of the effects of-two

varlib1ﬂs an a thlrd. #hen pressed = determlna whether add;tiv;ty holds ln a ___

e R R -

provess whereby message flags are assembled into conceptual messaga entr..s Ray




be more or less likely to appear in the visual descriptions of different
people, The needed-pfedicaﬁes, because of lack of practise at encoding thenm,
may not yet be automatic, and hence may have low default encoding likelihoods.

*rthermore, the quis between t-ose predicates and tha vest of the graph =

=

schema may be weak, dissipgting ae "priming effect" which assists the encoding

of missing predicates-once a graph has_beean rétognized; -
Returning now td the first factor aﬁfectingxthe efficiency o} graph

veaders, we might ask what will determine whethéf“ge;ple have the necessary

equation flags in theirzschemas, and whether the encodiné 1ikelihoods and ligkg - |

among predic;:es in a ;chema will be Sufgiciently strong. _ As to the first

guestion, there are probablf three rouées to'enéiching graph schemas with

e o -

useful Elags-__

?b)_ Induction. An insiéhtiul rea&ar or gragh maker might notice tha&---;-_

| . _‘fis_ga_l_atttlbuyes fe,q, quadratic functions. yield U-shaped lines). He or she

::_could thﬂn aggena the message flag expressxng tha trend to the predicata

SmeOltzlﬁg the visual atetribata in the graPh schema,

) Deducrion.’ Still more insightful readarg could infer that owing to

:_tﬁg narture of the mapping betwesn quantitative scales and visual dimensions in
a given tyre of graph, a c¢ertzin quantitative trend must tranclate to a certain . .

- viszal praperty, TFofb example, a péfsgn could. reallze that the successive doubs

lings of a variabla by an exponsntial funcrion must lead to a curve thak

—hecones increasingly steep from left to right,
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Aruiext providea by enc

'“ghargs and diagrams; Again, a visual descrlptlon of the diaqram would ba.en-._-;-:u- o

_;§§§§H abej;ng the prlnclnles of grouping, the indi$QEnsibility of space, and ;._: o

Taken togather, these principles suggest that improvements in the ability

to read graphs of a given sort will come a) with explicit instruction concern~
ing the equivalences holding between quantitative trends and visual attrihutes
{so as to enrich the graph achema); b) with instruction as how to "see" the

graph (1.e., how to ‘parse 1t peeT -ftually into the right units, vie.-. 3 E?eln_"; o

’ ¥
appropriate visual description), and with practice at doing so {making thef

encoding process automatic and thexeby increasing the encoding likelihoods

and associative strengths of the relevant visual.predicates); and c} with

experience at physically plotting different quantitative relationships'on graph

baper {affording opportunities for the induction and deduction of fur ther cor=~

respondences between visual attributes and quantitative trends, to be added as

message flags to the graph achema).

CKIL. Exééﬁéibn}bf.the'Thegrtho Chérts'aﬁd'Diégfaﬁs'

sa'on, and again, there would be a “cnart schema” for a rtlcu]ar subsper;eg,
q ' pa

Whlch spec1 ied a) tbe constituents of the vigual descrlptLOn that ldentlfy the:
grgpn as bﬂln of the approﬂriate sort {g.g., a flowchart W5. a Venn diagram),

ahd:b} the Cgrfp“?Dﬂd betwean visual Qredicates and conceptual message

entries., Tha conceptual message entries would be of a Form appropriate to the - .

qualitative informaticn represented, and conceptual questions would consist of

1

LT
"]
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conceptual message entries with the "?” symbol replacing one of the constants.

The MATCH, messpge'assembly, interrogation, and inferential processes would

play the sane rolas as before. Charts would be easier or more difficult

degending on vwhether the visual sys* .- encoded them into units 1orrespondihg to .

“importdnt chunks of concéptiU®) infornation, and chart readers . .uld be more

fluent to the extent that their chart schemas specified useful correspondences

"hetween conceptual infarmakion and v15ual attributes, and to the extent that

those visual attributes were encoded rel;ably. A brief exawple follows. .

Venn diagrans, used in set theory, consist of interlocking ¢lrcles, each

N - -

of which represents a mathematical set,. Presumably, thay are effective because

the visual system can easily encoda patterns of overlap (yhich will translate

ncnoverlag ( ranslatlﬁg Lnto dls1aintness) and so on. Slmpllfle_

tlons speclf;c to VEn# dlagrams agpear in ?igu:e 8, 2Ba bhrough d.

'_INSERTT PIGURE _5-23 _Hsa_s-_

here the readar WOuld have to infer the fact that Set.C is a subﬂ--"- -~ _--f

lh
i
1]
Tl
[a] .
oo
]
o
[
w
Y

o % ‘o _- rom the conc&atual message ent:j statlng that Set B 15 a sqperset_ ) -
Q- YRR Y O =
. of Set ©., A more efficient diagram reader might have a richer schema,_contalng R s
lnq thg predicate “included=in® together with a nessage flag stating that oue - E

) :‘_séﬁ"ia_a subset of the other. This would spare that reader-frem having tc;ggly_ - L
e : : T T - . . C ; : : - - -
e - oW inferentiak proceszes.. ) oL T = i

- e - Other sores of diagrams and charts uss other visual predicates ko convey

T | whelr messages effisiently: for example, flowcharts use shape predicates to | T
e - : <

Fignify

it

"e type of gperation (2.g., action vs. test), they use the contiguity

i




of shapes with lines =. indicate the flow of control, and they use the orien=-

tation of arrowheads to indicate the direction of that flow. The linguist's

tree diajrams for the phrase structure of sentences use horizontal positien to

signify precedence relations among constituents, proximity to common line ser -

" ments to 513nify dominance (inclusion} relations, and above/below predicates co
signify the direction of the dominance relations. For each type of diagram, -
" there would be a specific schema spelling out the correspondence between visual

_ ", 2
_predicates and coaceptual messages,

XITY. Cenclusions . z

This chapter began with a waraing that our bnderstanding of graph &ompre-
hension would advance in proportion to our degree of understanding gf general

_perceprual and cognitive faculties. As we_have seen, the theqry outlined.here

borrows shamelessly from percepthal an& cognxtlue thecry, adnpuxng,

T ggibthérs, thé foilowing assﬁmptiansf the necessxty of pronositional Or T-

: -St*uc:ural descrlptxons,_tha iﬁdiSPEnSlbllLtY of space as it relates to vlsaal L .

Ficates, select*7e attention,. creatlen of perceptual unlts, and a_,uracy g¢_4-

ﬂﬁcdlng, the limited capacity of shortpterm visual representations; the LSE

) of dlstrlaute, coordlnaﬁé systems Ecr encoding shape and pogition; the percep-, - G_.:

;_ thll irtﬂjralltf sf certain physical dlmEHSlOns, the use of schemas to ﬂ&ilahﬂ .
- _'j;__.bgfwe&a percaption and memo;y; the affects of physical sallence un endgding_
- 11591 ﬁaoi gonceptually-driven or tog~down enc.ding of vizual attributes; a. i
. | |
’ T ﬂnTCH prozess for recognition: "priming" of visual predicates; and strengthen—
199 of assoriative links wikth pracrice. We trusit that tnis enterpriss is not
) . totally parasitie, though, since in developing the theory, sigaificant gaps in
e . -
- - our- knowledge of visunal cognition came to light. For exampla:’ i
j-i © - @ Fhat are tha exack constraints on the physical attributes that can sarve .
4% visual predicates, and what Astermines tha likelihood of their=béin§- - )
e H ’ . ) =
- . ) anasdsd?
¢ o
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- 9 Whar are the relative strenéths af the gesta}t principles, and in what

format should rthe groupings they impose be represented in structural
descriprions? ’ -

© which constraints determine how message flar _-~an be appended to predi-

-

S 7 cates’ in schemas? "Are there limits on the types ¢f predicates, the
e : _ _ _ - P
nupbar of predicates, the number of parametars, and so on, that a mes- -

3age can refer to? . -
9 How do visual descriptions guide top-down encoding processes?

© How general can the information in a general schema {like the general
graph schema) be? Can such schemas be taught or enriched?

"o whar are;zﬁe decay rates for different soits of information in the visu- -

_al dgscrintion?

inallyjféven in Lts current early stage of aevelopﬁent thg ;heq;y serves.

Ful"rale a5 a guide fov constructing charts and graphs. In the follé

we make use of it in our attnmpt to spec;fy a set of complete guiﬂe— S : ;f

Iires for the ereation of Lnanblguous, naslly—understoaﬂ charts and graphs,“
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CHAPTER 7: GENERATING CHARTS AND GRAPHS -

.f h

*

In this ‘book, we have Focused on how people read and understand gharts and

graprs, We have approachad %hls_problem in two ways. W first considered tha

—<char--and grap - . a complex set of symbols that work togéther to represent -~

specific informarion. In Chapter 2, we developed 1n analytic scheme that o

'gpecified ho¥w these symbols}work, and allcwed us to diagnose the reasons why

they sometimes fail to work. A key component of ‘cur scheme was the ‘Set of

Toperating principles," most of which were rooted in observed facts abouf tha

——

operation of the human visual system, limitations on memory, and the way-we

co%prehend symbols. These facts were pulled together in the theory presented

-’:aﬁaiyiezit, and tﬁeﬁ :epai: the flaws. Obv1ously, it is much bett to kegp

=

U the EC-EH*lal ngplﬁns in mind from the start and simply avoid Euccumblﬂg +g » H—;: s

[ ﬁhemJ One way o ﬂo th;s iz to try to put oneself in-’ the head of “the reader.---;l_;___ é

:-?%rgt, try o specify exactly what lnftrmatign you want the reader to CQME-QW&%&

:_Qitﬁ_ngn he or she reads the display,.and then consider how best to engur?,__.

- that that information gakts there, Thinking aboat things in this general way . -- T




it

wzl} lead ;ou fzrst to speclfy E{s]t} message, then to select the graph hype
(whxcﬁ is equlvalent to selectlng a combination of a type of framework and

SQeclfier} tnat will be the best vehlcle for thac mo assage. (See also Wright, -

in press, who emphasizes that this "psychological approach" *:lps a designer

~

forralate better documents and computer readouts.) Once hav..g selected a type

of_framewark and type of specifier, it iy relatively straightforward to use

them to represent particular information effectively. In so doing, one must

also keep in mind that the‘?rqgﬁaticefactors described in Ctapter 4 can add or

shife, : _ . ]

- In this chap:er, we offer a~step-by:step guide to generating effective

charts and éraphs. This procedure iz based on the analytic schemn_we develaped

and :es;ed earlier. Thns, the nrocedure leads one . to consh:uct dlsplaxs_‘

'ng p:*nc:plss aetallea in “he pravious chayturs. Ou: gulqel;res -are

th 33ispl;f will obdur-r- can ANSWEL. Fur*hermore, often ﬁhe user does no'

al dlsﬂla;..

: BS was &viéent in. the previous chapter, charts and graphe convey infivia-

- ;ikfﬁﬁ at.diffezqnt 15}515 of pﬁeciﬁiﬁn._ A rising line is a kind of graph,

-

o ﬂlfﬁeugq all it conveys is that snﬂehhlﬂg is increasing relative to somothlng

-“'ai%e; In such a display, the il:ipl_ied framework is nothing more than an assign-

T mgmtoof direction, indicating which way the relevant values are increasing.  In




c
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this chapter we give instructions about how to generate the most demanding,

If the purpose at hand does not require such preci-

pregise kind of display.

sion, the superflous added information should be deleted. .It is up to the

tllustrator, however, to dr=ide exactls what information i8 relevant and what

is pot; Lf rhis is decidea .rom the outset, the system can be used as des~

cribed, only now certain parcks of ourLadvice will be superfluocus. For exanmple,

Lf zhe illustrator decides that the actual values of variables are irrelavant,
he or‘she nay simply ignore all advice about labeling axes and ensuring accur-

ate reading of specific points., Thus, before beginning we must have a clean

r :

idea of what we wish to accomplish,

1. The-ipnitial analysis

_Before one can begin to draw a disglay{ one must f£irst answer five ques-_

a- L,

"ticﬁ§: 1) hat infornatzon should be in the display? 2} what is the purpose cf

: rgadefs? and 5) What materials do you_have toe work with?

Let us consider sach

=700 7 - - >

guestion in turn and consider the sorts of factors that will enter into your
5 déci;ians._ : )

I,

What 1n‘orrat10n should ba Ln the display°

-z - ¥

Deciding on what you want the reader-to kpnow. sfter reading a given chart

“'q:-graph is'criti;ai‘ Before doi;% anything slse, you must decide what ihfnr—

- j E?éﬁ;aﬁ-fcu want to cGﬁvef. \

the Jisplay. Por example, “Changg in productivity over_time" would lead to a

R different display than "hmouﬁt of oil produced.” In the formér:case weﬁﬁoyld.
cgrtainly plot value; over time, whereas in the latter we might chgose t§ dis-
panse with time and present output from aiff;rent countries cpllapsed gver

1f time f; fact 1§ irrelsvant to the intended nessags

time, . dispensing with

iz mighr sava the reader effort and possible confusions. Only after.this gues-

tlon 135 reasolved =an one know whi<h data ars relavant,

i%:~ o - 269 | ' .

A useful heuristic hers is o think of a eitls for .

- the d1391ay7 3) what lmpre551on do you want to convey? 4) Who are the 1ntended-




g
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what is the purpose of the display? W

-3
The second question follows naturally from the-first. Given one has

decided on the data to be presented, what level of detallyis necessary? Should

-

the reader usc_ the display to extract specific measurements or just to get.an

" overall impression? If too many data are present, they will have to be boiled

down into a relarively small number of averages {as will be discussed shortly),
and it is up to the graph maker to decide which levels of detail must be sacri-

ficed. I5 it necessary to know data about every Bay of preduction, for exan-

-
-
a

ple, or are monthly data satisfactory? If the reader is to extract arbitrary

lavels of detail, and one has hundreds of numbers, a graphic display may not bhe

—

appropriate at all te this "archival" functioﬁ.

“and/or baskground veinforces The. basic message. For exampler

What impression do you want to convey?

At this point, fou should have a set of numbers that could be displayed .~

v3ing geveral different graph types {as will.be discussed shortly}. Bafore

selecting a graph type (i.e., type of framéwork and specifier), you should

decide two more things: Do you want bto emphasize of de-emphasizZe a given rela-

~tion? If so, what is it? If you wish to emphasize the rate of growth of one -

variable over anoth2r, you should keep this in mind when selecting a frameworX.

Recyll that various pragmatic factors will vary the Lmpression a chart or graph

conveys. If need be, flip back to Chapter 4 and briefly :view these princi-

1

ples. Xeeping thenm in mind, we will scon see.that different firamsworKs ave

more-or less pliable for use in exploiting specific principlegh In addition,
if it is necessary to decorate a page as well as convaey soma” ata, this ghould

be kept in mind when selacting among the range of possible qgameworks and
T

spacifiers. Artists often pse dépiction so thak the f?QESZB%ke spaclfier

i
present

information about unemploymenk, they ars temptcd to use a line of

waiting for
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unemployment wenzfits as bars in a bar graph. Tempting though such éecorgtions
- are, however, we stress that it ig far more important not to violate any of the
opera;inq principles. In the last Section of this chapter we present a step by
step procedure that should prevenélan_artist <rom doing §$0, even when the dis-
. pPlay is ¢ .e unorthodoX. 1In the fifty case. we have tried, this scheme proved
adequate, and we intentionally varied the kind °f depictions and technique-
used in an effort to strain the system, Fu?the:, the systemn ig s¢ explicit

’ that we hava written a computer’ program for the APPLE computer that produces

viclation-free charts and graphs (write the authors for more information about
® T . )
the program). Thus, we are confident in recommending our procedure for use in

1
T -

designing most displays.
. what,is the intended audience?
® \

The nature of the intended audience is important for two reasons: First,

- S
the concepts you explicitly label in the graph cobviously must be familiar to
- the intended readership. For example, plotting first or second derivatives and

1abe¥}ing the axis as such excludes people who ha e not Studied calculug, The
‘ - T

A . - .
sane information could be presented by plotting the si.-le level of a variable, )
i -
and al;owing the first and Second derivative to be read from the graph as Slope

and curvature respectively, which is a simpler and more accessible concept. 1In

addition, no exotic words shbuld be used in labe.s, nor should uncommon symbols
be employad. Second, tha graph type used 15 &0 some extent dependent-cn the
readership. The graph types we will discusS here are all common to most Liter-
ate people, put there are others that are leas cod@gp, with visuwal patterns

s ,
that are not obviously translatabl® into quantitative trends., ForZexample, in
d =

2njineering gtudies there are dlagrams in which information is displayed as

blatches whose shape represants information'gn a polar coordinate spaca. fThese a

drapns are quite tnterpretable to one thorgughly familiar with them, but are
) o -
. L ‘-h;
only a hirdrance to the rest. In many cases even the common graph types we

will 4i50135 may not be universally known, in which c¢ase one has little choice -

. Q
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but to use tak “ir preseatations.. {In fact, for simple and small data sets,

tables are comprehended quite wélls even by children; Wainer, 19XX; wainer & ,

18%X) .

!
What is there ro worlk with?

The final thing to keep in mind is . cher basic: What physical materials
are there ro work with? Can color be ysed? Is the display going to be in a

small area of a page, o7 on a large bulletin board? Will the display be on a

computer graphlcs screen with a coarse grain? Can You vary the weight of

»
lines? fThe gize of letrers?

These five general background factors must be kept in mind before one
begins construction of a display. Only after resolving these gquettions can one
intelligently procead .2 the next step, deciding on the struckture of the dis-

play.

2; Choosing the correct displ.. type : . '
daving decided what data one wants to illustrate, shat use éhe display
will be put to, what overail impres§ion is tolbe conveyed to which rdadars, and
what materials and on hand, one is now in a position to bégin drawing (Grawing

tazen in its bxogdest sensé, to include digplays an a CRT).

Charts vs. Gganhs .
. i - %

The first question that must be asked is, what is being related to what?

That is, ar2 the relationships you ﬁish fo convey essentially qualitative or
guantlta;i?e? kecall that in Chaptér 2 we distinguished hetween these two
kinds of semantics, noting that chqrts usuatly convey information about quali-
tative relationships {such as "is a member of” or "grours after”) wherzas
grap~= al/ays conJey informatlon about quanti;ative information {"x has more

thaua v")., e We pointed out that there are a aumber of Kinds o: yelationshing

possible 1n both cases.

-

To review, when Yiewed as format symboals, both charts and grapns convay

information by relating pacts of a iramework together. Charts-do so by ornnec-




Aruitoxt provided by Eic:

ERIC

ting discinct framework eléments {usually boxes or nodes) with arrows or lines.

The relationships symbolized can be directed or nondirected. 4 directed link

‘is not symnmatrical: for esample, an organizational chart has links labeled

-

"under supervision of" or the like which point ‘ewm. A symmetrical link, such
as "sibling ¢f" in a famils vree; is equally va.id dgoing either way. The rela-
vionships in chacss can alsoc be all of a single xind {as in a flowchart, where
all linwus mean "followed by") or can be of multiple)kinds. If they are of
multiple kinds {such as would occur .- a family tree), the different kinds of
links st be clearly distinguished and %abeled. ®inali', a given part of the
framework can be relarted to one other pavt ;r-to many other parts, depending on
what is being discussed. For exanple, one-many mappings characterize hier-
archical structures, and one-one mappings characterize flow charts.

If the kXind of data you have is of this general type, where distinct
entities are being related gualitatively, thenﬁyou want to draw a chart., In
drawing the cha;t, first decide on the basic structure {hierarchical tree,
sequential steps, ete.?s  Then consider the steps digcusgsed in the third sec-
tion of this chapter. Be surs that the important relationghips to be conveyed

take the form of easily perceived visuwal patterns, as will be discussed

- "
-

Shor‘:.ly.

Graphs represent informatlion by pairing an extent assoziated with one axis
with a posi+«isn or changa of position élong the other. In this case, the
specifier 3erves as a function, wWith each rei;vant point along it pairing a
point or raegion on the horizontal axis witn a point or region oﬂ the vertigal

ax1s. Gr.:’ s relate two different scales together, and.depending on what kind

of scales are beiny related, different graph typ2s are more oOr less appropri-
-1
o

ase,

o raviaw briefly, thers are five scala typase lMNominal ecales are not®
ordered ar all; nushers or other synbols are usad as labels {as with compau,

RANSS, nunuers on athlate's sweaters or the like). Ordinal scales are rank

273 o
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scales, are ratio scales with non-arbitrary units: number of jeliybeans in a

ordered only: the actual magnitudes of differances are not reflected in the

ordering 1tself {the difference between first and second may be twice as grrat
as the differences between second and third, but this will not be evident in
this <ind of scale). Interval scales preserve the actual quantitative differ-
2aces beacween values (such as farenheit degrees), but do pot have a natural
2ero point. Thus, ratios cannot be taken among items on an interval scale; 10
degrees farenhelt is not twice as cold as 20 degrees farenheit. Ratio sealas
are liike interval ones but they do have a natural zers. Thus, not only do
quantitative differances among values havs meaning, but so do ratios. Two

hundred doliars is twiea as much as 100 Qollars. A fifth scale type, absoclute

jar for example, unlike dollars, which could ke changed to different units
(e.g., cents) wita no loss of information.

Thuas, if you are relating variations in some quantity to gomething else,
you wani to use a graph. 1In many cases, one of the things being considsred is
a set-of rames (L.e.; a nominal scsle - company, country, coendition, ete.};
the most freguent exception occurs when changeé over time are considerad, in
which case a ratis sgeale (Eime) may substitute for a nominal seale, 1In spacial
cases the orher gscales may ser e the same purpose. In all these cases, one is
COMPAring a aurker of thingé with resrcaect tq_a single scale of measurement. *
When mor2 than onn geale of measurensnt is involwad {i.e., several non-nominal

8calies are mappaed onto a nominal scale), we recommend that the choice of
- E 3

-\':.Iv

s2parace Iramed>r%s versus a $inglie framework be made according to the £ollow-

LT

ing Tritoriont if the similarizies or differences amony the non-nominal vari-
ables ar2? part of the intended mes3aga, and if the number of such variables is
not %25 larje, chen a single framework shoula be used., This allows overall

stnilarity of 1ifforenzas or trenlds to Le displayed as paralleliam or various

SO of aunparallelism (e.q., fanniwy out), which ecan bs perczived as entirn

Si2fes withsis the need to qlance back and forth between graphs. However, in

1

—_ g
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such cases gne nusé be aware that when one uses a single framework to represent
more than on2 neasurerent sc¢ale, it is difficult to signify how values are
related u5 specific specitiers, 1In Many »f the cases we have seen, trying to
include nore than eon? scals for dependent me sures in a simple graph results in
anbayae .2 and an incompreﬁensible display .e.g., see the second example at
the ert of Thaptiar 2, where the aiddle framework was used as two sScalas}. Thas
it i3 important to use similarity <f colcr or shading, or explicit labels for
each line and scalé. so that the correspondence ié apparent, As a corolliary:

1f the nunber of Jdifferant scalas is large, or {f similarisies or differences

in trends ave irrelevant to the intended nessage, then separate graphs should

be uced.

Choosing th2 correct chart or graph type

Charts. If one :s dealing with a chart, the choice of a graph type %g
JA!.
almost entirely dictated by the nature of the connections between the things

represert2d, If one is dealing with one-many mapr .gs, where each thing is

-

connecteld o twe or nore others, and each of thess In turn is connected Lo two
OF norse other things, a hierarchical scheme iz dictated. The conventlon is to
pit the ele-ants of the framework (box=s, nodes, depictions) such that the
el2rent: at the "dowinating" end of thelr relatiorships with sther elepents
("dominating" neaniny "supefbising“ or “"including" or the like) ave.-higher on
the paje. If you are doxling wilh one-one mappings, the nature of the spcc%-
fiers diz-:u2s “he framewsrk again, with tempsral sequencing requiring a lef:-
to-rijht srjanizatien in this culeyre. The constraints on.chart construction
Eh43 3ri.e not 30 nuch ff%m the general nature of the specifier and franework
as from tha sperating principles, espacially these that prozcribe violating tha
lrmiaed prscessing capaciiieg of haman” readers, Theso princinlesz ars lassen-

orated wn tne apacifls 1nstrnceisng ta £3110W.

Grann . In LR TOALDWALRT 39TRELMS W wWill oonslier whon oash of bhe Cpve

Eal

ISTTON LR TY0Sa 18 apprantiats £or each nype of damy.  The Araga bynes
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we consider all are in cormon use and are relatively general purpose. Let us
first describe these alternative graph types:

A Pre grach conSists of a circular framework which is divided into a set
of wadges. Each wedge represents a percentage of the whole, as indicated %{
its relative area.

A davided bar graph is like a pie grapnh, but the framswork is rectangular.

In addition to having the internal area divided vertically into a set of

- * . - 3 3
smaller rectanyles, each above the other, in such grapns it is common to hawve a
Scale marxed aleong the left side of the framework.

A line araph usually occurs in an "L" shaped framework {(which is sometimes
¢losed into a rectangle), with the scale of the dependent variabls (i.e., thing
measured) associated with the verticil axis and the scale of the independant
variable (chings that measures were taken of) associated with the horizontal

axis. A line (or lines) serves as a specifier, providing specific valuas,

differences, and trends of the dependent variable for specific values, pairs of

-

values, and ranges of the independent variable. The height of the Specifier
line ovar a wvalue of the indapendent variakle corresponds to the value on the
3 ‘\ -

vertical scale at that height; the shape and slope of the line as a whole cor-
r2320n4d3 o the diffarsnce or trend of the dependent variable paired with the
fange of the indapendent variable that the trend being examined sits over.
Lines are continusus, representing each point on the » axis,

In general, a bar graph is like a Jine graph except that bars usually

stand *r the labeled lecations on the & axis. The height of the bar indi—

[yl
]
T
W
Ue

tnat the aluae at that helght on the vertical axis should be assigned %~

X
)
o
(14

ever 43 lap2lad under the bar. Bax graphs can b2 constructed wich tha bars

2105 wareial or torimontal; when bars ares horizontal, the seala of the

o

A
L

epenient v4rianie now 15 on the horizontal axis.
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A surface graph is simply a bar graph in which the bars are so wide that

thay are connected, flowing horizontally into one another, As in a bar graph,
the ar=a within each bar is often shaded. .

We have chosen not to treat one last common graph type as a distinact
classs PictolransS are simply bar grapns in w» ~h the bar is replaced by a
stick of sdentical pictures. Usually each pic.ure represents some fixed nunbr
of the unizs of measurement {e.g., each barrel may stand for 1,000 barrels of
oLl prolucad}. These graphs function Just as do normal bar graphs, with the
height of the pars indicating the value of the particular thing being measurad;
the nunbar »f pictures i1s complectely red?ﬂdant with heignt. The only cases in
whiCh th:is is not true involve the unit picture being assigned a value in a kevy

and no wvercical axis is included. It is conceivatle that there are special

circumstances in whith this is a desirable feature, but it is not appareant

what are the general principles that will identify such situations. Thﬁgf
given rhat depictions can also be used for all of the other graphic constitu-
enfts, we did not ~onsider this'one vase sufficierntly different from standard
bar gragnes to warrant a saparate Cacegory. Rather, plctograms vesgult when
depictions are used pragmatically to reinforce the point of the graph, or to
convey ab3o.ute Aandunts by alléwing the reader to count syapols.

Finally, we hawe not discussed loga*ion grapns, which ugually consist of a

mdp with dufferent symbols over different locatiens {the 3ynmbols rapresent

thinys lines the population or temperarire at the locational. These graphs are
" 1

not jenaeral, but are used only to map valuzs of a depnndent variable to spacie
fic lomasi.nsd. They 4o not fuaction s Jdo the more gensral graph types, with
e1gh gpatt el dumeniion standing for a diffarent nonspatial or congendtusl

. : @ , .
dimension.  Indteal, e24%h gpatial Iocatisn on the graph 2preésents a spatjal
1573230 2a Twe worlt, 1Thus, these grphs are in fact misnaned:  they are
real’s S1e-ly maps, With partienlar information being suppl 1 1n atitticn Lo
L¥%l.n 3t cay e lone Ln road mans 1niicatinegg hatght 5 popalation denerty
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ERIC

oy differcar colurs). In this book, we have cxplicltly excluded discussion of
maps, for the r2asons discussed in Chapter 2.

Tws 3270 deterainants 5f the best grapn type to use are the natura of the
3Caley ol —eisurenant {the "derendent variable"} and the nature of the things

oalag ceapirad {the "lndependent varlable"), But these are not the sole deter-
mrnants.  In adiition, progerties of our perceprtual and memorial systens favor
Some jrapn Tyres svay othars for specifis purposes. Thus, we must consider two

thinis when choosing a grapn typ2: The nature of the data, and the purpose to

whizh thay will be puat,

-

Les ug now consiider 1n meore detarl hos different factors affect the cholce
of a grarh %tyie. Firsc, the five typas of scales can be further divided such

that proportion and pertentage are difisrentiated from other types of amount.

If this 15 iorm, we nave four classes of measures: Ranks, proportions, inter-~

vals, and ratio scales. W2 nust consider the appropriateness of each frameWorx
tyi= and specifier type for each kind of measure when the items arranged alonj;

the ¢ szais are thenselves ordered on.a noninal, rank, interval or ratio scale.

L
-
2]
Le]

os3lble nmeasurement scale types and four pessible indepan-
dent varrinle soale types, resuluing 1n 16 unigue palrings. But this is not
All there w3 b2 1%, sad to say. We must also take into aceount the purpoze of
the 3u3; Ly, which ofien will be the daciiing factor when multiple options ara
tachniol s IRIroUriata. Pecrll thav we xnos That pacple havr a diffisalc tirme
deetnt o osinir part of a percapinal unit and 2engaring Lt to anothear unit or
f1zs snetelr ee lhapter 3}, This, line apd gurf oo jrapos ares to be avoi o

when ;o ifir noint anformation is berng zonvey~i.  n the other hanl, peipie

Rave 1 Yo-1sod oapaTisy for appreheniing 1nforsa*ion and making Compirizon .

Talay T graptes 1re RO beroavoldad 1F parerous {nerne than 1ord pelats oare
pretenme oy 30wl noLateer L (ALTWLGE D7 nowLer DAL L, ruiat B pmivedee, Lagoe
Wt s, thotonte s, g s aally b oentubos as o zocp web of pelatreely fes
Boghor= rr s erertaal npits fy.o,, upwWar: rising lines. " shape:, ate.d,
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Which minlmizes prohloams due to memory capaclty limits, and allows abstract

patterns of 1Lfferences or trends te be depicted as single visual properties.

In addixzion, to considering whizsh fornats are least taxing for a specific le?-

pIse, the raowder LMD have to consider which formats are easiest to modify to

»~mphasize 1 partizular point.

A. Pank -iarcn. -

Ran= Jit. €innct we presented 1n a ple jraph or a divided bar graph {whi:a

1: reilly 3ust 3 rectangular ple with rectangular, stacked slices). Of +tha

rendalniag jraph tyoes, the one chosen will cdepend in part on which scale is

used alon; the x axrs, as noted below:

Hominil scale aloane the x axis: If items aleny the x axis have no speci-

fie ranxk.njy, bar grapns ar=2 1n gensral the most appropriate grap'. types. 1f a
bar grapn 1s cho:es, horizontal bars may be usei 1f there is no inherent order-
.

ing amcng the reasured things (although wertical bars may be preferable becauze
of therr fanrliarity alone); Lf the things, arz ordered i1n some way, a vertisal
forpat 13 preferable, with the bars being orée;ed lef{t~to-rignt along the «

axis. It :3 orten a good r1dea to ord;r entltias fron the greatest to smalloess
2liny one 5f the scalos used. As XXX (19%XX).has poLintad out, usually the éea&er
TaLoan edreeITillan as to the order of entities, so that mere presence of an

L%37 1n an nnegrectand mosition itself aonveys inforration.  Furtharmore dlchp-
Timarese:oan the 3ejuente (e.g., Uf the weal-niest 20 couniries aras far ricnnr

Lioan e pootrer 1dar, will be apparent in a large step at - e point of disgon-

Frasie® e, wWhes Lo drs@ontinui ties exist, and the artlst wighas bv'qa€h451:n

i ~
N .
TLety or .t drarq frlel, A bar graon W1th oo 5pge batwean the bhara) i
Fest,
~

Tt Lt wrsamaTan e, oner mrght o teppted b oeqenes o line el shen
e a7 vy g e mans, setale, peacendog that o a lane grayp o oot e thee
Torrer ot L rre T onr faleely TRAT e a0ntitadi. Sale, Wl rnter: siibh .
shmTTe e L ey by Penresenesd Ly otnn ge=axia. Many standarlzs o oarack

' 22(
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precmmani iy convantron. Howoiver, thers: are T4 glroumitantes 1n whith o
lire Jrat+, surnri.togly, 16 apprepriate,  Firgo, 1f the naaber of x valnes i
snaly, andotner: are sevaral dereondant measiares that behave wn Jiftorent wave

WLID T ettty th o menneers Z, a1 tmiltipls liee graph will branslate the -

ther Arfzsren=a L eprciing thr noenparalioellion lire-uly, withnolt haveog £-

Frapn 13 ovanilatex Ior poeniaal lata 2gears #hem al the graph for-at 15 staniard-
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ry~oe, and b)) varisus
pasterns of valnes 2f niee y-3cale with respece £o the x mast be diffarmtiatad,
In chase Tas 3, 1 lime drach allogs each pattern to bhe represented as a lin
wWitn a t.liwcrat, unawersally recagnizabte contour <= agaln sparing the raaler
from having to uniorssties a cognitivaly cost.y element-by-alement comparisson.
One notoblr exampls 1s the Minnesota Hulélphaa:: Personality Inventory, a
perrownality cpeesiuonnalre yieldunwgy aine values usuilly representel ot oa lipe
graiph gcaiiel a "yrurl}e". In the lora of MMPL 1nterpreration, a line Slaping
up T2 fhe left represants a oneurobtice persopality, a line sloping oo €9 tha
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Lsar 1n a race,

traly rrredasibly ordinal srales, su-h as
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U3, a4 bar or surface Jgrash

to o4 line 3rach, all other things being equal, since the lat® v

o onone¥listent n-contlnlidn agarast whaioh trends in oy

Howeevar, as> JLth noarnal
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irfforenen batusen two ran ordering.
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reqa.dsars wili he astute

anough Lo

srars repraesenting an ordinal scale and net change thelr cohtgepti
33 a4 rosalt ee7., it 19 unlikely that they will thinx that
i race 13 an interval scale just because they hive seen 14
o1 line cgoarnt)
2la33 5l oases, ordinal data are used o sample or exenplify
*
what 1, concen.ually an ianterwval scalae, For exanple, ohe miqght

. in

e ovha

Is not the :rdentity of zne countries per s (as

wirth high infant ror-

countries woull form an orlinil sesls 1f ordersl

2rdar per e (a3 in a race) that is conceptually inror-
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A. drrale Norminal scale o When this scale 1s the 1ad:  dent yariabl

partentele or o LroLortion lata can be grapt

MO3L Taies hetviee 1t s wvery diffienly o

~n3:% o1 prstractor (theough a se

drfferens winls of things (L.e., di1ffarent

. . St hoora 1 any anternal

the amonns 0 liftoren~e 15 1mporcant, a bar foraat s more appropeiate; Lf

2 o wrenl Lnftormaition s umportant, or compa2ruions among slopes, ditfoer-

mdes, Lrotrend,, oy Line rapf 1S mors approsriate.
Ferrolo Ry e oy e oreLon latgy

i1 uting three dyfferant araph vyes,
Tha =237 Mmocan Sormat e a Pre graph, wich the relative area of glizes repre-
iteni] o The progorcions of the represanted guantities.  Thisz format has two

1nZarv it licisationg, hoaever., PFirar, pracise ©oMpiIrLlions cannot be mads in

mearture on the franework ap: ro-

ries of t.o¥ marks arrayed avound the

cirzuiniarenze of o pa~ zan helul.  8aecond, no more thau four or five slioes

»2l1 b2 used. Thus, 1f a nunber =f

swecifrers flor each independent

varrable) are Ci-rarved, a reltiple frarmework dicplay or one of the £ llowing

drvided bar grash. This fornat is a Kind of a pnare

pre ograrn, Witno e lonich of eacl bar represapting the proportion. A scalw is

"

Poboor et oran b musleadiny tf o nabees Wwe associated with rtl Thse

proportian, a3 ont could mistakenly
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STt opers speel S ealieer anl oo

soeranalgl o and ol e G fSeranl mniteys can Lo oreproanlcon iv
T e et e YLy Nifferent Bar sy s Tor., thrs format s abonr 7 1o
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framaws

the rey

final o

1n percs

tians,

ot onry on with these data i3 a bar or surface graph, with percent-
tng ropre.ented along the wartical or horidental axis. In this gase,

; "neorealer will ner see how the wneles 1s divided up, with the guanti-
A2 variosus =niitles necessarily in exact ipversa proportis-n. All that
seinoare ifrarenges amonyg parts.,

S“reonal czale plus another aseale 1long ¥ axise. Matters becomne nore

ST03n DEOPOrs1onis among a set of no~nal valuss are then contrasted at
levaell of an adJditional independent variable. Figure 7,1 showls the
1f8urent ways of graphing the same data when two independent variebles
;1zersd, Norte that in the pis gr;ph yod ¢an sae relative arounts easily
nylx lavel 57 che variable distinguishing the different pies (fimz, in
@), bun it ots deffricult to compare actual amounts across the muleiilple
r<., This Xind «f comparison is easi=r with the divided bar graphs, but
a51ons anou;'the individuel conponents are not as transparent, In the
a5, where we have separate bars for the two kinds of socap, the.trends
*ntage of peolle using then ars? visihle, but their status as propor-
wisn oan insreasing share of one entity necessarily eating into the share

7, has noe direct countarpart in the visual description of the graph,

n% wne qnltipae 1twvy ied bar oraphs seen best when proportions of neminal

PR .
UL Y

srale |

A
FE T 4
[ PRI
Coant el

ursl o

S [ T

Al are contraatel over a second noatnal scale, or a trnly ordinal
o abuun).
~laer o mo Ldeeal rase for proporfions varying over some interval or ratio
s oWt owe an sall or "hine /v del bar graph®. Here the relative W iths
Shan partitions the araa of a pectangle heridontally can ¢hanj»
cisay Trom right o we lefd [5es Pigare ). In this ¢asn, chanigr in pro-

el L hranslates tnto tapering et tapering right, bul pang, o

e segmenhs, anl o the recyiroTicy of the prosesrtion: of Gty ool

Tt fuven fipe 1, oavident F oo whe faect o nnat g 11 fhee ooes vt mnst b

PO ox rectangle ol unenan i heljat. One potentyal probliea with
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tn1s format 15 that the slope of segment., thongh percoptually avatlable, is
conceptnilly ernlu&ipt, and may even intertfere because the slope 1s percep-
tually rarearal wieh the conceptually yelevant dimension of segnont width (see
Chagsers 3 ol 7Y, Oner way to counteract this problem is to stach the seygment:
L a Son-to=Lotosn onder that reduoses overall slopes and emphastioes widths ==

“hus Fraaree ¥fa) L5 1 sup2rior ko *he same wnformation graphed in a differens

4. Selocting tha axes

T othid parnt, the razdier shoul? Le able to select a graph typo £or a sat
of Jdata. The que,tiza naw becoows which of a number of independents variables

shoull be placad aa the » amis. That is, in many graphs thers are multiple
spacrfier..  Eich specifier 1s labeled, and in fact the entire set of these

4

labels coull st s easnly have been plazel on the x axis, with the labels
originally layed out along the X axis now ;glnq paired with individual speci-
frera. Fisire 700 1llustrates such a case. Once again, the choize of layout
derends on the pureose of the display. There are four rules of thurb hare:
INSERT FIGURD 7.2 HURE

Firsn, the desiner should decide wireh ilndependent wvariable {tines, con-
dirwong, ywear:, ote,.) 15 composed of eptities ar? to be contrasted snith one
anotaer Lot as eyll this the "foreground varianle™) and which ariable or
entLtle, are b Gerve g oA hackdrop for thee coiparison of interest, "baokdrop”
1 mhe det s o jerving as v set of ocrcasiens for the contrast within the first
tniepane 1t o vartabie to b oaade pepeatedly. For example, in Pigqure 7.2a, the !
vhsermatio o 1torat ally suprmiriaed as "in 19490 the .50 was much anore pro lue-
SEMe Chan S ork, Wherdas o in 1) toe oS wes otly gseomewhat more prodactive.t

a

Haps rhe forsejroand oontrast L4 borueen couti*ries, and it i9 ma. twln‘/f/
Vit tne P s of Irftorent years. Heoower. T00bL, contaning mhe e

Ltoarmiat o,

celmarreel oas ce DFocTTRT R dee B d botwena 17400 anld

140, ameer

coirpanT s oaneyaased”™, aunn o gear o as the foregjromnd aontroast, and

to
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countries as the backdrop. The rule of thumb seems tb be that the foreyrounid
vartable should be drawn as the parameter (with specif . ars labeled by the
wndrvidual values), and the background variable as th: abseissa,

¢ ' Second, the Jdesijyner shonld consider which <¢ontrast in trends 15 to be

»=nnast. , whish nmay not be the Lame thing as deciding which variable rore-

ground and which variable 18 backaronnd. If a c¢lear contrast is i1ntended, the
L d

@ varltab'eg should be assigned to specilfiers so that the relevant contrast
appears as 1 recoynizable shaps. For exanpls:, 7.2a seens far easirer to real
than 7.2h, perhaps because the narrowing of the productivity difference, the

® grapn's 1ntended message harae, comes t;hrm;ugh as a c¢onverging pair of lines,

wherzas 1n 7.2 it cones through as a difference 1n slopes, which 4does not
’

connste a "narrowlng” of differences as saliently,

L Our thig! rule of thumb, is straiqitforward: --an interval scale is highly

surced o a contiiuous axis, whareas countries, a nominaei scale, ks more suited

r

to a set of discrete specifiers,
¢ (‘" Thus, all other things being egual,.rf finally, when one independent vari-

, ;
abls nis a smaller number of levels than the nther, the smaller shounld conprise

-

the parimetor {labeling individual specifiers) and the larger the abscissa, so

¢ a5 to redyze the numboer of visual units in the graph, and to allow' the <Complan
- |
conparisons within the aulti-valuael variable te translate into the shape 3f a

lirr rather than the difterences among a set of endpoints (compare Figures 7.3%a

T
] [ e

® an4d o, '(‘_ﬁ\ °
INSERT FIGURE 7.3 HORE

’_.Z‘.:l’.- s Eour henrilstrces can of ten voaflict 1f applied outside any partionlar

‘5/ \(y.-cf.. ‘l:...w'urar, thea M confl ohs can us-.:.'xl.ly ber regolved 1f one consyder the

Fohnt o L}Lm:r‘lj_, £ r:o;wa:'/ and the . e to which the itnformition wil) be put.

]

D otre e s annot pesaldse g oconflicn, 1t rs likely that any arbitrary
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5. One framework or many?

The final general question that must he settled before a display is gener-
ated is straightforward: Should the information be presented in a single
framework or in multiple frameworks? ™™e main factor governing this decision
is complexitv: There shou ' not be to. many perceptual units within a single
framework. Thus, if there are more than four functions bein~ plotted in a line
graph, or one bar per point in a bar graph, or five slices in a pie chart, or
one surface i1 a surface graph, then a multiple é}amewbrk may be appropriate.
One exception to this rule occurs when the Gestalt laws group sets of lines
into higher-order units: when all or almos; all the functions are similar and
the point of the display is to emphasize this fact, all the lines should he
plotted in a single framework. Similarly, when the functions fall into two
groups, with the functions within each group being similar to one another, a
single framework may he used.

when multiple frameworks ars used, the designer must decide what will go
in each framework. The selection of which indgpendent variables to put in
which fr: wewarks should be governed by their similarity and their relevance for
each other, That is, similar categories should be put in the same framework
(if only to make it easier to comprehend what is there) and variables that will
be compared together should'be placed in close physical proximity so as to
constitute higher-order shape patterns which gan be perceived as units, this
signifying a trend or pattern of trends directly.

Finally, multiple frameworks often seem appropriate whén several different
dependent variables, measured in different kinds of units, are related to the
same independent variable and are meant to be compared_with each other. The
reason chat multiple frameworks are genevally appropriate is that the different
sets of scale units along the y-axis are not ¢asily linked with the appropriate
specifiers within the graph. There is one have obvious exception to this rule:

when the number of specifiers is two, and they can be clearly related to two
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vertical axes in a U-shaped framework by arrows or perceptual similariey (e.q.,
when the lines are the same color and boldness as their respective axes), then
placing them on the same graph vields the advantages mentioned earlier: dif-~
ferences in the respective trends can be seen #asily, as the nonparallel shape
formed by the two Llines.

Wwhen two or more frameworks.are used to display dependent variables

measured in different scale units, the measurements are in fact scaled arbi-

trarily with respect to each other, and thus the different frameworks need not
be the same i2ze. PFor example, one may want to compare numb . of suicides per

© . .. o .
Year with the rising cost of food. Making hoth frameworks the same size allows
for easy comparisons, but making one bigger emphasizes the point that suicides
have bheen risin?, as is illustrated in Pigure 7.4,

INSERT FIGURE 7.4 HERE

3. Guidelines to drawing .

The following guidelines should be used when drawing a chart or a graph.
However, many of the specific pointers are only relevant t© graphs, which can
simplY be ignored when one is drawing a chart. In addition, we often use ter~
minology specific to graphs per se, as was done in Chapter 5; the reader should
realize that “axes" refer to a part of the framework, and usually correspond to

"box" or "node" if one is drawing a chart instead.

Drawing é multiple framework display

when laying out the separate subgraphs in a multiple framework display,
the following guidelines should be obeyed. If you don't npeed a multiple frame-~
work display, skip this section.

1. The physical arrangement should lead the reader to examine the displays
in a logiral sequence, Readers in our culture will examine displays left to
right and top to bottom. If & particular order is critically important, sub-

displays can literally be connected by arrows indicating order-of-inspection.
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. 2. 'The relative visual salience (reflected by differences in line weight,
coler, and size) should reflect the relative importance of the information
presenteé in each display. Make the mores important sub~display bigger or in

. some other way visually striking: if no display is more important, make them
all equal size and equally salient.

3. The individual subgraphs ;hould be clearly labeled. The labels should
®

be closazst to the appropriate subgraph, such that they are c¢learly associated

with the correct display. *-

4, If the same specifier elements are used in more than two sSubgraphs, use
® R
a legend to supplement direct labelling. Make sure that labels in the legend

are clearly associated with the appropriate specifier elements. In this case,
pair each label with & small segment of the relevant specifier element, Make
sure the specifier elements are highly discriminable. Do not have more than 4
labels in a single legend. .(If you need moée, be sure to label some of the
specifiers directly, even though there may be redundancy.)

5. If the same variable is discyssed in two or more subgraphs, make sure
the subgraphs have the same general form, with the variables being presented in
corresponding locations on the framework (for example, two pie charts of the
same data at different times should havg data presented in corresponding
"slices"). )

6. If the same variable is discussed in two or more subgraphs, the same
units ought to be used along the framework. Unless there are extreme range
differences (e.g., orders of magnitude), the units ought to be laid out using
the same number of ticks per centimeter, starting at the same baseline.

7. If one subgraph presents a second version of the same irformation
presented in another Subgraph, this should be c¢learly specified 11 the titles
or by arrows showing the correspondence. If arrows or other visuwal means are

used to estcblish the correspondence {e.g., a drawing of a magnifying glass),

¥ou must be sure that it is clear how one subgraph relaces to another, even if
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additional labels are newled to specify the relationship {(e.g., "When the years
1980 and 1781 are examined in detail"). .

8. The relationships between the subgraphs should be unambiguinsly speci-
fied by titles and/or by other visupal means associated with the subgraphs by
the :stalt L. s, +

9. To the extent that subgfaphs erform different functions, they should
look sufficiently different $o the reader will not assume they are showing the
same thing (e.g., the scales should be labeled uélng diffecscant types of font).

After deciding on the graph type for each of the subgraphs in a multiple
display and deciding how they will pe o;ganized on the page, each individual
display should be drawn according to the following guidelines. In this case,
however, one should also keep in mind the general guidelines just provided,
varying font or keeping it constant as is desired to emphasice differences and
similarities in the information conveyed in the different subdisplays.

Drawing the Framework

The outer framework is the first thing to dcaw. When doing so, keep the
following rules in mind:

1. The marks that define the outer framework must be grouped together by
.- Gestalt principles so that the framework is clearly defined. Every neces-
sary part must be present or obviously impli;d.

2. If tick marks are used between scale values, there should be no more
than five before a heavier tick mark or a new scale value.

3. Tne marks must be congruent with the idea being conveyed. Thus, an
ordinal or nominal scale must be clearly demarcated.

4. If the framework depicts, the depiction must pe representatvive of the
class of things it stands for. Further, the depictionr must be chosen and drawn

80 as to be unambiguous.
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5. 1Ideally, all parts of the framework should play a role in comtwnicat-
ing quantitative information. If for some reason {(e.g., you use a particular
depiction) they do not, make the superfluous parts lighter than cthe rest of the
framework or clearly set aside.

6. The axes should be unifor « il continuouss if they are nc * sure
You are distorting things to make a particular point, in a way that the reader
can detect and understand.

If readers are expected to extract precise information, ar inner framework
is useful. The inner framework should be chosen after Lhe specifier elements
are in place. This is because yYou do not want the placement of jnner framework
elements to group with the specifier elementss choosing the inner framework
after the specifier is in place allows one to avoid this pitfall, We will thus
discuss construction of the inner framework after discussing construction of

the specifier,

Labeling the Framework

Before you can put in the specifier, you need to label the framework.

This is critical in a graph wheze yﬁu'need to know what each axis represents
and how the scale is constructed on each axis.

1. Put on a title., The title should state clearly what is being graphed
or represented. The title should be recogrizable as such because it is clearly
set off from the rest of the graph; it should not be close enough to any line
to be grouped perceptually with it. A larger font size will also prevent the
title from being perceptually grouped with other labels or parts.

2, Label each axis. The labels should be placed closer to the axis they
label than to anything else, ensuring that they will pe grouped perceptually

with the right axis. [Labels parallel to their axes are a good choice in com~

plex displays because the Gestalt law of common fate will group label and axis

together,
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3. Put scale values on hoth Scales; make sure they are closer to the

correct tick mark than to anything else.

4. Make sure all labels are legible and will remain legible if the figure
is reduced. (Chapter 3 presents a way of computing this beforehand.) Use
arabic numbers, not roman numerals, anc .veid italics (Wright, in press).

5. If you use depi~tions as labels: make sure the Pictures clearly stand
for what you want to label. A quick way to test this is to ask severgl people
to provide the first name that comes to mind wheﬁ'they ses the pilcture; this
name shouid he the label yYou have in mind.

6. Use words that are consistent w;th.the text in which the display will
be embedded and with common usage ahout the topic.

7. Keep the graph as close to the text as possible.

Drawing the Specifier

1. Make sure that the specifier elements are easily seen. Relevant dif-
ferences in values must be discriminable even after photoreduction has taken
place. .

2. Make sure different specifiers are cléarly discriminable., Different
shading should be used with different bars, pie-wedges, and surfaces {but see
below}, and different widths and patte;ns should be used with lines (bhut see
below}. If more than one line is present, mé#e sure all the segments of each
line clearly are grouped together:; this requirss having different lines drawn
in different widths, patterns and/or colors, such that the segments of any
given line are more similar to each other than to anything else in the dis-
play.

3. In order not to mislead the viewer, do pnot vary irrelevant integral
dimensions (e.g., height and width of a bar).

4, 1If shading is used, pake sure differences in shading line up with the

values being represented. The lightest {"unfilled") regions represent "less,"

and darkest ("most filled") regions represent "more"”. Similarly, in a divided
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bar gr;ph, shading of bars should proceed from lightest {unfilled) to darkest
{filled} going from top to bottom.

5. 'Avoid unnecessary depictions incorporating the specifier. If such
decoration is irresistable to Yyou, make sure it is representative of the |-int
of the iisplay. Also, make sure that the role of the lines as a specifier is
not lost in their role as a pict&re.

6, If specifier elements abut, male sure it doesn’t look like they over-
lapping: have a sharp line betwéen them. If thef overlap, make some of the
lower one protrude from under to top one.

7+ Make sure there is a visible change in the specifier element every
fime it represents something different. If a single line is used over a period
of trials until a treatment is added, for example, make Sure this point is
mirked somehow. Every meaningful difference should he clearly indicated by a
perceptible difference in the marks, and vice-versa.

8, If ;olor is used, he aure that the most important specifier element
stands out the most; if no one element is more important, avoid using hues of
different intensities or saturations for the different elements,

9, If color is used, do not use values from the entire color scale to
represent quantitative values (colors don't fall perceptually along a single
continuum}. I? colors are ;%ed as a scale, use variations of saturation, or if
necessary, variations within the red-orange-yellow (in that order for low to
high) fawily or the green-blue-violet family {as ordered); thege variations do
somewhat fall into a continuum perceptually.

10, If color is used, make sure that values of color do not contradict
cultural conventions {red is hot, green for safe, etec.).

11, 1If 3-D perspective is used, remember that volumes and areas are not
accurately read; avoid perspective effects if you yant to convey praecise

values. Also avoid sharply oblirye viewing perspectives, which distort quanti-
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ties, or extra lines that turn 2-D surfaces into 3-D so0lid volumes if thz extra
/
lines have the potential to distract or droup with other specifiers.
Ly

The specifier in relation to the framework

when absolute values are to be communicated:

1. . specifier lines must be no thyr - :r cthan the level of precision of
the tick marks on the axes. In addition, include an inner framework, consist-
ing ¢f a grid pattern, as is discussed bhelow.

2, ¥Xeep apacifier elements within the framework. If you must have them
extend beyond (perhaps to emphasize a point}, remember that actual quantitative
information will be difficult to extract:

3. If the x axis is more than twice as long as the y axis, include a

second ¥ axis on the right of the framework.

(]

Labeling the specifiers

T, Try to avord using a key or legend., It is better to have the labels
directly as%ociated with the specifier elements. Ideally, the label should be
closer to the appropriate specifierue}ement than to anything else, allowing the
Gestalt principle of proximity to provide grodping. If this is not possible,
try having the label at the end of the line, in the wedge, in a bar or in a
surface. If this cannot be done, connéct the label with the relevant specifier
element with an arrow. A key sinould be used-only when a) there are too many
specifier elem;nts in too cramped a space or b} the same elements occur in more
® than two subgraphs in a multiple framework display. Even then, redundant

direct labelling is helpful. If a key is used, put it at the top right, within
the outer framework, of only a single framework is used, or prominantly above
® and in the middle of the display if multiple frameworks are used.
2, All labels must be legible, even at reduced sizes; as before, we urde

avoiding italics and roman numerals.
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3. fThere should be no more than four labels in a key. If there are, use
multiple frameworks (subject to the caveats mentioned above).

4. 'Use the same font size and style for each member of a set of speci-
fiers comprising a second independent variable {i.e., the parameter) as wac
used to label the axes(this indicates that the parameter h. . che same logi. .l
status as the axes), )

$. If labels are used in a key, make sure the connection between the

label and the appropriate specifier element is cléar and unambiguous. Associ-

ate the 1abel with a segment of the specifier by putting the label closest to
the appropriate segment of a superior patte;n: and be sure to yse a segment
long enough so that the pattern is easily identified.

6. Use words that are consistent with those used in the text or commonly
used to discuss the topic.

Drawing the Innexr Framework

After the outer framework, specifier, and labels have been placed, you are
now in a position to draw an inner framework. An inner framework is useful
when absolute values are to be read from a graph, given that they allow one to
link portions of the specifier to the appropriate labelled pips on the axes.

1. fThe inner framework should not group with the specifier elements or
the labels. This can be ensured by always d;awing the inner framework with
thinner, light;r lines tha.a those used to draw the other graphic constituents.

2. Make the grain of the inner framework appropriate for the level of
precision necessary. A coarse grid will not be of much help if detailed
measurements are needed, and a fine grid will only get in the way if only
general measurements are needed.

3. Every fifth line of the inner framework (if a grid is used) should be

slightly heavier, which will help the reader to track alond any single line,
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4. The ends of the lines of the inner framewcrk should intersect the
outer framework at one and only one Place, and this place should be easily
seen. This will ensure that the inner framework hooks up <learly to the outer
framework, so that it maps specific labeli~d points on one part of the outer
framework to specific points (preferably . ints that are perceptually isclable)

on the specifier elements.

Drawing the Background

First, we recommend avoiding backgrounds ii'fhere is the slightest chance
that they will impair comprehension. If you insist on drawing one, draw it
last, because you want to make sure that it'does not interfere with the
information-conveying parts of the display. If the background is sufficiently
dim or sketchy, it can be drawn f£irst, but you then run some risk of having to
re-draw parts of it,

1. Make gsure that che background is not too visually dominant. It should
be visibly lest salient than any other part of the display.

2., Make sure that the background does not draw attention f£rom the display
because of its complexlty or becaus” parts of it seem to© group with parts of
the display. 1If che background is sufficiently dim relative to the display,
or of a different degree of fineness of getail; this problem can be avoided.
Every element in the background should obvio;sly belong to the background and
not to the disélay.

3. 1f background figures are used, they shouid convey a message consis-

tent with the point of the display.
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CHAPTER 8: EXTENSIONS AND GENERALIZATIONS

We have so far concentrated on how one analyzes and constructs charts and
graphs. But at the beginning of this book we claimed that this focus yas
laryely for - wodological reasons, and that the results of our enterprise
would in <he end have considerably more applicability. That is, we claimed
that charts and graphs had the virtue of being highly constrained, and yet of
having a wide variety of different possible typeé; Thus, we expected that we
would be led to develop a set of principles and techniques that could be
® generalized to other kinds of visual disl;la;s simply by modifying some of the

requirements for charts and graphs proper. Let us first consider how we would

extend our approach to the other display types noted in Chapter 2, and then

considesr a much broader extension of the current project.

Generalizing to other types of displays

The key to generalizing to other types oi visual displays is to realize
that the system we have developed does not hinée on the precise pnature of the
graphic constituents. We hoped to illustrate this by using both charts and
graphs, in which the frameworks and spécifiers have very different forms. The
entire system requires only that there be a h;ay of dividing a display into
parts that sPeéify different kinds of entities. Once this is done, c¢ne can
proceed to describe these entities and the relations among them at the level of
syntax, semantics, and pragmatics. BAll of the syntactic principles are appli-
cable to any visual display. That is, the designer of any kind of display must
ensure that the marks will be discriminable, must take into account possible
distortions introduced by the visual system, must be aware of how marks are

grouped together by the visual system, and must take into account the effects

of processing priorities and limitations. The same is true for the formal
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mapping principles. In -~ny display. one must ensure that every mark has only
one interpretation and that all necessary marks are present, and one must
ensure that the inter-relations among the marks themselves are clear,

® ) X -

In contrast, the semantic and pradmatic principles developed thus far are
not directly applicable to all kinds -7 disple, .. This does not present severe
problems for the semantic princiéles. however: if a semantic principle dis-

L

cussed thus far is relevant at all, it is applicable as it stands, If a

principle is not relevant, it simplyY should be iéhored. Some principles will

not be relevant when displays do not involve symbolic representation (i.e.,
* where lines represent via a convention, r:ot via depiction). For example, in

many diagrams the display represents solely by depicting an object or part. 1In

this case, the only relevant principles ar:® those that pertain to depictions

® proper (i,e., representativeness, concept availability). The same is true for
the Pragmatic principle of "contextual compatibility”, If a display is em-
bedded in a éontext. it must use terminology consistent with that used in the

g conteXt and it should neither "tell more or less™ than is required in that
context. However, the situation is not so simple with the other pragmatic
principle, "invited inference"., The general idea, that stimulus properties

® may invite an inference, is applicable for all kinds of visual displays. But
precisely how one accomplishes this will uar{ndepending on the kind of display.
Not only are s;me of the principles we describe in Chapter 4 not relevant for

® many displays (e.g., those not containing axes), but other principles which we
have not developed will be relevant. For example, with maps,; use of different
numbers of elevation rings can convey the impression that a hill is in fact

® steeper or shallower than it is. We have not begun to work out the principles
of invited inference that are relevant for each type of display. but arc con-
fident that this can be done.

. {
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Let us now consider in more detail how Lo extend the analytic and genera-
tive scueme developed for charts and graphs to other types of displays. 1In so
doing we must delineate the basic-level graphic constituents for each type, and
w: must note which principles are apt to be irrelevant, and we pust propose new
principles that amight be relevant to specific special cases.

Maps; Let us first consider simple "pure® maps, which contain a depiction
of a territory with associated -labels. fThese maé% can be composed of a single
unit {e.¢g., a map of a state) or can be composed of a number of sub-maps {(e.d..,
a map of the U.S. showing state boundarfgs); If the map is divided into sub-
units, these units are the "basic level constituents” of the analysis. If line
widths vary such that relatively small units are nested within areas demarcated
by heavier lines, then the largest uvnit with heavy lines {(which is not the
entire area) are to be treated as the basic-level unit., (Recall that the
basic-level.is that which is as general as possible while still having consti-
tuent members that are as similar as Eossible). The relations among the con-
stituents are simple contiguity: vregions that.abut are organized as represen-
ting territories that abut in just that way.

Pure maps of the sort considered ébowe are a rarity, occuring only in
special contexts {(e.g., globes of tie w;;ld): Most maps are designed with the
intent oé conveying specific information about a territory. Road maps tell one
about highways, rainfall maps about rainfall, census maps about population, and
so on. These maps use conventional symbols as specifiers, relating regions in
gperific ways. A line is taken to be a road (with a wide yellow one as a
superhighway, a narrow red one as a backroad, ete¢.), a region of dark blue to
be one in which rain falls over 300 in, a year, a region of white to be one in
which less than 4 in. of rain falls per year, etc. These maps use the depic-

tive component--the territory--as a framework and the lines, regions and so on
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as specifiers conveying information about spe;ific relations among features of
parts of the territory. b )

Now let us consider slightly more complex maps, in which a visual table is
superimposed over the map. In thisg cas2, there might be a spike over each
location, with taller splkes represent. .g greater populations. Or a circle
might be drawn, with its area representing the average yearly rainfall at that
location. In this case, the map is éerving to label the elements of Fhe visual
table {(by providing the location which is relevaﬁ% for that information), and
the magnitude of the spike, circle or yhatever is interpreted visually as
¢ indicating the relative amount of whatever ;.rariable is represented.

In the rare cases in which a map represents solely by depiction, the

semantic principles concerned with proper pairing of a symbol and a concept are
frrelevant. wWhen color, texture, or some other visual property is added to the
map to convey information symbolically, either as a specifier or a label, then
all of the semantic principles developed previously are relevant. Similarly,
when a visual table is imposed over a _map, now all of the semantic principles
are relevant. In this case, the formal principles are relevant not only to the
map, but to its relation to the table,.

The pragmatic principles one midght want to develop for maps would depend
on the specific kind of map'being considered: A topological map can be modi-
fied to émphas;ze or de~emphasize height differences (e.g., by spacing of
rings): a road map could emphasize or de-emphasize congestion (by varing the
size of the marks used to represent rcads); a map of population density could

emphasize or de-emphasize the unevenness of distribution (by varing the size of

the region in which population was averaged over), and so on. It is impossible

-

to work out all such principles beforehand, but the over-riding idea is the
same as for charts and graphs: be aware of the distorting effects of the way
we describe appearances {as big, little, ete.), and strive to avoid them when

they have the potential to mislead.
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@ Diagrams: Dlagrams are schematic picture.s of objects or entities., A
diagram of a machine, fcr example, represénts purely py depiction. A diagram
of wind patterns, in contrast, represents symbolically. Many diagrams include

® both a depictive and symbolic component, as occurs in "exploded view” diagrams
in which parts of an object are separated and connected by arrows (the pict -
of parts are depictions, the arrows are symbols}. The components of diagrams

o are determined in two ways: first, the actual components of the represented

object in part determine how one should analyze the diagram. A portion of the

diagram corresponding to a distinct component of the machine will be analyzed

o as a constituent unit., Second, heavy li.'ﬁes“or other perceptual factors {e.g.,

color differences) may also serve to define a part as a separate ur'.t; even in

this case, however, the unit so defined often will correspond to an actual part

® of the object itself., The relations among constituents will again bz ones of
spatial contiguity and of functional contingency (how one part can affect
anothe<), In many cases, the diagram will not have a distinct specifier; it
® will merely depict the entitiegs of interest. 1In others, however, one part may
be of particular interest vis~a-vis how it fun.cti.onally relq‘tes {"pairs", to
use the term introduced in Chapter 2) two other parts (serving as parts of the
® framework). For example, a diagram maj} be i.n.tended to show how a given kind of
crankshaft £its in an engine. Now, the”cranlishaft serves as a specifier, and
what is import:ant is how it relates to the other components of the engine. Or,
® in the case of the exploded diagram, the parts are related together by arrows,
which serve as specifiers.
Diagrams behave almost exactly like maps in how they represent informa-
® tion, except that they depict some object or entity rather than a territory.
Thus, parts can be labeled by words or visual properties, and a visual table

can be superimposed over a diagram {e.g., using different colors to show the

] temperature at each point of an engine). Thus, the comments offered about the
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applicability of the semantic and pragmatic principles are equally appropriate

here.

Visual *ables: A wvisual table is like a numerical table. except that

values are 1 ysresented by visual .operties of symbols or depictions. For
example, increased amounts of oii could be represented by larger pictures of
oil barrels, by biggar blotches, or by'darker swatches of gray. fThe consti-
tuents here are the specifiers and labels: if the;é is a framework. it serves
merely as a way of labeling the specifiers. In contrast to graphs. the meaning
of the specifiers does not derive from map;ing parts of the framework to other
parts of the framework. Thus, an analysis of a visual table involves isolating
the individuwal specifiers, and ensuring that they are properly identified
(either via recognizing a depiction or associating a label) and that they are
properly interpreted (e.q.:. with bigger shapes representing more of some
guantity), 1In these cases, the horizontal formal mapping principl? may not be
applicable if labels are directly associated with each specifier; if labels
must be extracted via & key or via a framework;.tnen this pr;pciple is appli~
cable, Other than this, all of the syntactic, formal and semantic principles
described in this book are applicable t; these displays. Again, however, the
pragmatic prin?iples are jess clearly re;ated: To the extent that simple size
represenés guantity, however, then all of the principles of invited inference
developed in Chapter 4 that affect apparent size (e.g., varying irrelevant
integral dimeﬁsions) will be applicable here.

hs should be clear from even this brief treatment, the core of the system
we have developed in this book is easily generalizable to other forms of visual
displays. All of the display types considered above are less constrained than
a high~precision graph, in which points along a specifier must relate'together

a specific pair of points, one lying on each axis. fThe principles we needed to

am
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consider when constructing such displays encompass thuse we need to construct
good maps, dizgrams and visual tables, The principles that dictate how to
emphasize a particular point, however, depend in large part on the point itself

and the way a given display works. -

I1. Speéies of Visual Displays

The project described in this b;;k is an example of how a body of facts,
concepts, and theories developed  in "pure” reseaééh can be brought to bear in
the service of dealing with an "applied" pgpblem. One of the reasons it is
interesting to engage in this kind of exerc;se, in developi;g a technology from
a science, is that .n the course of devaloping the technology one often ends up
inspiring new "pure" science. fThis is true in the physical sciences, and it
should not be surprising that it is true here. Thus, in this last section of
the hook we would like to show how this project on charts and graphs feeds into
2 more gener%l domain, the study of visual representation as a whole.

Let us begin by considering different‘typ?s of visuwal displays, using a

more general taxonomy than the one just considered. In this taxonomy, we will

consider three broad types of uses to which displays can be put. Purther, we

will use a more general taxonomy than one dividing displays inte charts,
graphs, maps, diagrams and Gisual tables; as should have been clear from the
foregoiné discussion, some of these display types are almost variants on a
common form. Consider the taxonomy presented in Table 8.1. The columns of the
table correspond to different types of displays. The first type are "intrinsic
configurations”, where the lines do not refer to anything else. A diagram used
in geometry is of this type, ag is a purely decorative pattern. fThe second
type are "models", where the lines refer to scmething else, serving to portray
that which is referred to. A'drawing of an object, scene, lz2yout, or a map is

of this type. The thicd type are “symbolic" representations, whers the lines
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® refer to something else, but that something else is not actually showr (usually
because it is an abstract idea or state).. Charts, graphs, and abstract "nota-
tions” (e.g., Venn diagrams) are of this type. Intermediate cases are of

® course Possible, but these are formed when elements of a display fall into
different categories. oOne example of this is an "~.pleded diagram", in which
pieces of a device are drawn separately with arrows indicating how the pieces

®

fit together; the pieces ars models.-the arrows are symbols.
INSERT TABLE 8.1 HERE

Now, let the rows of the table correspond to different uses of displays.
® The top row contains displays that are ;;ed.'merely te illustrate or present
information. A drawing used to illustrate a rhombus, to show the layout of a
house, or to indicate rising prices by a rising line in a bracket (i.e., a
graph) fall into the three columns, being examples of intrinsic configurations,
models, and symbolizations, respectively. The next row corresponds to displays
that are used to help one solve 2 problem. In this case one doas more than
simply extract information from a display: one uses the display to help one
reason through tc a solution to the preoblem reﬁresented in the display. A
diagram used to prove a theorem in geémetry, a picture of pulleys used to
anticipate what will happen when one p;lls the rope a certain distance, and
Venn diagrams used to solve 'logic problems f;11 into the three columns along
this row. Fin;lly. the last row contains displays that are generated when one
is trying to discover the best way to formulate a problem in the first place.
In this case one often may gencérate pumerous different displays, considering
the implications of each, before making 0.2 that seems to provide insight into
4 how to look at a problem. Presumably some of the diagrams Euclid drew belong
in the first column, gome of the images Einstein reported definitely belong in
the second column (e.g., of himself riding on a beam of light, when he first

® began to ponder relativity), and seribblings created by untold numbers of

mathematicians belong in the third column in ‘this row.
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¢ The foregoing taxonomy is "'interesi.inq in part because it defines a hier-
archy of principles for visual display des.i.qn. In the first row we have the
syntactic principles that Jdictate how marks will be organized, encoded, and

¢ retained ‘' active memory. For example, marks near each other wili tend to be
grouped t.Jgether, marks that are drawn with heavier lines will tend to be
noticed sooner, and too many perceptual units will be difficult to apprehend

¢ (see Chapter 3). These sorts of prir;ciples apply to all of the cells_ in this
row., In addition, in the second two cells we ha\;:e semantic principles that
dictate how patterns of marks will be interpreted as conveying meaning {intrin-

ot sic configurations do not refer to anythinq.else, and thus are not interpreted
semantically). The semantic principles that are apcropriate for models are
straightforward; they deal with the way pictures are seen as resembling

it objects. The external and internal mapping principles are applicable here, as
are the principles of representativeness and concept availability. The right-
most cell in the first row inherits not only the syntactic principles that are

d relevant to .ne first cell, and the semantic pFincples that are relevant to the
second, but also adds yet another layer of semantic principles to these pfinci-
ples. The semantic principles that ap}::aly only to symbolic displays are more

o complex, focusing on how variations in marks te.q., size, color, texture} map
into conceptual dimensions ('see Chapter 4). For example, bigger marks will be
interpreted as' representing "more” of some thing.

d INSERT FIGURES 8.1 AND 8.2 HERE

The principles assigned to each cell in the first row are inherited by the

corresponding cells in both rows beneath them. That is, these principles are

® equally valid for diagrams used merely to convey information, used to solve a
problem, or used to help formulate a problem. In addition, in the second row
we add another set of principles. These displays are not simply read, but are

o actively processed in the course of using them to solve problems. Thus, we
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can add a second set of principles here, whic# specify how the various displays
can be processed and the best ways of processing them. Imagery would appear to
be a key means by which these sorts of displays are used., Moving across the
columns: Imagery is often reported when subjects try to solve geometry

¢+ +lems, such as proving that two regions of a diagram have the same area. In
this case, parts may be imaged and rotated, shifted across the page, expanded
or reduced in size, and compared to ;the; parts, For example, consid?r Figure
8.1, Does the inner square havé half the area oé'the outer one? One way to
solve this problem is to £old the corners of the guter sguare so that the tips
meet in the center, and to “see" in the imaée that in so doing, one neatly Just
covers the inner sguare. Kosslyn (1980) specifies the principles that

constrain how such images operations can proceed. The principles of imagery

processing that are relevant here generalize to the other two cells., Moving to
the middle cell, imagery is often used when une anticipates how a model would
look when in motion. In this case, imaééry 15 used to conduct a kind of
"simulation" on the diagram, with the-aim of m}micking the corresponding actual
event (such as by imaging how gears will interact when the first one in a
series is twisted clockwise). Jor exa@ple, consider Fiqure 8,2, If the left-
most gear is twisted clockwise, which way will the rightmost gear move?
Finally, in the last cell iﬁ‘this row, imagery is used to manipulate symbols.
For example, v;nn diagrams are sometimes reported to be "seen" to slip in and
out of one another and swinging about in various ways when one is trying to
discover if a certain conclusion follows from a get of premises. In all three
cells of this row, then, We not only have the principles innerited from the
first row, but we have additional principles that dictate how displays should
best ke processed to achieve certain ends. It seems safe to say that we have

-

just bequn to make progress in discovering and formulating these principles.
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One of the consequences of considering togethber the two seks of princi-
ples, those derived from studying charts and graphs and those derived from the
study of mental imagery, is that they will interact. fhat i%, in designing a
diagram to be ysed as an aid to sclving problerm one must consider not only
factors tli.t pertain *o the diagram itself, byt also factors pertaining to how
2asily imagery can be used in conjunction with the diagram. FPor example, by
varying the line weights some parts ;f a diagram could be emphasized over
others, or some organizations of the figure made.hore salient than others.
Depending on what the illustrator wants the viewer to do with a diagram when
using it as an aid to solving problems, difkerent stimulus factors can be
varied to encourage different imagery manipulations. For example, in Fiqure
8.1, if the small triangles that are to be imaged folding are emphasized with
heavier lines, this might encourage people to attempt to image those parts
being manipulated in different ways. This conjecture could be studied
directly, and in fact the entire realm of diagram design fo- problem solving is
ripe for study. B

Finally, the bottom row of the table inherits all of the principles that
pertain to the previous two uses of d;sPlays. But now we must add another set
of principles that are specific to these kinds of displays, namely those that
pertain to how displays shoﬁld be created to help formulate a problem. These
principles will be intimately tied up with principles of creative thinking in
general, and remain a mystery at the present writing.

Thus it is clear that the attempt to use the available data, concepts and
theories in an applied setting has not been of mere technological interest.

The principles and theories we have developed can easily be used as building
blocks in more general projects addressing broader issuyes of representation and

of uge of visuwal information.-
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III. Conclusions

In this book we have attempted to accomplish three things: First, speci-
fically we have tried to discover what makes a good (or bad) chart or graph.
This goal has resulted in an analytic scheme which one ca.i use to diagnose the
problems with a given chart »r graph and a set of guidelines to help one ¢ ..-
struct good charts and graphs in the first place. Second, we have tried to
develop a general conception of what is going on in the head of a reader when
he or she is extracting information from charts ahd graphs. fThis theory was
useful in part in its role of providing hguristic gquidelines for the construc—
tion of good charts and graphs. Finally, w; have tried to shcw how this parti-
cular project is just the tip of an iceberg: not only can our specific guide-
lines be generalized to other kinds of visuwal displays, but the theoretical
framework we have developed can serve as the foundation for scientific work in
more general problems of visual representation. We are painfully aware of the
deficiencies of our accomplishments on all three counts, but are encouraged by
how easily our accomp%}shments were achieved and how clearly the issues and
questions have presented themselves. We hope that this hook provides botﬁ
practical tools for illustrators., and.%nsPiration to other researchers to con-

tinue to demonstrate that scientific app:oachés to psychology have much to

of fer society at large.
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TABLE .II-~1:¢- -
Dcmain Scale Range Scale Example Examples of Information Available
Nominal Nominal States w/ and w/out Frequencies in cells; named things sorted
Capital Punishment into classes on all/none basis.
Nominal Ordinal States by rank in Allow N({N-1}/2 inequalities statement to
coal production be made.
Nominal Interval Students by score Map ¥ things inte an infinite amount of
on acheivement tesgt classes. Comparispn of (.iferences.
o Nominal Ratio States by coal Nonarbitrary zero peint. Ratio comparison
¢ production ) of items possible. I
~ .
Ordinal Ordinal Ran¥Xed oil production by Relative ranks. Comparison of disparties
ranked coal production. in ranks. .
' " ! . . . .
Ordinal Interval Rank in classes by acheive- Numerical assignment of the re” -ive posi-
ment test score tion of some characteristic of 1 item.
Ordinal Ratio Ranked coal production Relative difference or ratios of oil for
by oil production different ranks.
Interval Interval Math acheivement score by Differences on both dimensions. Difference
english acheivement score in one dimension as a function of difference
in other.
Interval Ratio Acheivement scores by Mapping into nonarbitrary zero point scale
hours/week of TV watching specified relationships.
Ratio Ratio . Coal production by oil Absolute amounts:differences in amounts,
production ratios, for both dimensionz: ve*ue of one
dimension as a function of o* rr
P
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Table 1

*»

Summary of Cited Recommendation for

size of Displayed Ietters

Condition

Visual Anglef
In -
Minutes of Arc

Normal Acuity -]
(Snellen E Chart) -
Reasonable Size (of numerals) . 10
(Murrell, 1965, Fletcher, 1972} '
Preferred Size {of numerals 23
{Duacan and Konz, 1976)
MIL-STD~1472B (1974) .
General labels, good viewing 16+
Noncritical data 6-24
Critical data, fixed position
High Luminance 12-25
Low Luminance 19-37
3}
— e
’/
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Table 2
CONVERSION FACTORS FOR LUMINANCE UNITS
it L.
. Foot = Ml Candles Candles Candles
Unita Iamsberts Lawb Jamberts per aquare per square per square
inch foot centimeter
ft=L.eeenn e 1.076 X 10~ 1.07% . 2,21 %10 2.18 X 10 3.43 X 10
Loioemnenn 920X 10 .. 1.6%X100 208 2.06 X 100 3.18 X 107
1) P, '9..’.‘9 X 10 LOX WY o emaenea 2.054 X 10 2,957 X 10 3.as3a X 1ot
efint e 4.52 X 108 487 X100 45TXI0 e 1.44% 100 1.55 X 107
[ | £ L. - 3.314 3.38 X 10 3.38 B4 X100 e 1.076 ¥ 16—
7725 - 292X 10 3.4 X1 e.45 .29 X100 L. —amn

Kote: Value in unita in left-band column times convenion factor equals vajue in units shown at top of eclumn,

2.
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Table 3,2
ROD AND CONE VISION OF THE HUMAN EYE
Py -
— -
. il - )
Cone Rod :

Distribucion . (ca. 7 million} {ca. 120 million)

Retinal location Contentrated al tenter, fewtr in periphery  General in periphery, none in lovea

Neurat grocesung Discriminalive Summative

¥ Peak wavelength 585 nm 505 nen

@ Luminante tevel Daylight (1 10 107 ml) Night (10°* to 1 ml)

Calor vivon Narmaily trichromatic Achromatic

Dauk adaptanion Rapid {ca. 7 wmin) Slow {ca. 40 tnin}

Spatial resolunon High dcuity Llow acuity

Tempotal tesolution  Fast feacting Slower reatting
@
@
@ 2
@
@

."--—F-'-'-_-“-‘ ‘v o
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Table 4 })- "‘ .
Differential Sensitivities for Retinal Variables
Hetinal Dimenzion pl fferential Methed Stimulus Sstandard Viewing o, of nufcmnce
variable Sensicivity (s} Range Conditions Subjocts .
?
line length 2.1 limics 3.4~6.5 em S em, Qo
) 6
8.4-11.6 10 nonsimulcaneous 60 11967}
13.4~16€.6 15 ]
Size Arsa 6.0 - - - - - Balrd
. {1969}
Numerosi ty 20.4 constant’  9-15 dots 15 dots
Stimull 1325 28 .
26~50 50 nonsimultaneous H Taves
70+100 100 (1941
120-180 180
- -
' Hoe * Constant 410500 myp L1 sicacl and Dimmj :%
Seimuli gimultaneous 3 11962}
510-630 my siegel (1964}
Color saturation 2.0 Constant -
Stimuli - 25% purity
35 Paneck and Stevens
30 simultanaous 8 (1906}
65 Indow and Stevens
- {19606}
3? o - 80 e
Elk\l‘c drightness 1.4 Adjustment - 0,620724,.00 M1 simultancous Lovry ' “ FARK
{1941}

61

{cont.)




@ [ [ [ @ [ [ ® @
24
Table 4 {eont.)
fetinal Dimension Differential Method Stimulus Standard Viewing
variavle Sensitivity () Range Conditions Reference
¥
t ‘
Distortion Single 25 x 20 em Veniar .
of 1,37 Stimuli to 25 x 25 em nonsirul taneous {1948
Square 25 x 30 em .
Shape .
Distortion Absolute®® +925-1,075 height/width i
of 4.8 Judgqments (height/width ratic of nonsimultaneous Kelly and Bliss
Diamonds fatie) 1.00 (v

+ JND caleculation differed from nomrmal convention

+ For the Paneck and Stevens experiment
* Se¢ Figure 31

t For a dcscription of this method:s see Woodwerth (1938}

4 siqilar L2 gonstant stimuli

O

ERIC

I
Aruitoxt provided by Eic:

Standard varied in 10 mi steps along total stimulus range
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Table 5
NINE EQUALLY-DISCRIMINABLE SURFACE COLORS
® -
t—r .
° - -
Munsell )
Code  book  Excitstion Dominant
. Bues number mumber  purity  wavelength

® ¥ 1 1.5 3R 37.2 629

2 3 IR 85.8 568

3 5.5 YR 81.8 682

4 8.5 1GY 76.0 571

5 1.5 3G 27.8 £38

8 15 7BG 35.0 401

1 18 $B 56.8 481

g 20.5 9PB 52.% 480

9 aRrRp 38.8 510
o
o
o :
o
o
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TABLE &

PONER LAW EXPOMENTS FOR LIHE LENGTH

————

Ho. Exponent Variability* Method Stimulus Range Standard Location of Modulus Ho, of Reference
Measure {em) {cm) Std in Mange Subjects
1. 1,07 - magnltude estimation 2.1-15.9 - - - - Bjorkmans Stranger
{1960}
r N .78 - magnitude estimation +3=17.7 - - - Lo Bjorkman: Stranger
(1960)
3. 1. 11 - ratio est!.mat:!.onT 1.3%2.75 Noko®** H.h. |1 Y. 1¢ Ekman. Junge
{1961)
e 1.00 - magnitude production 1.3-254.0 13.5 Low 10 10 Steveng, Guirao
" {1963}
w

bl 5. .98 Oxy = .05 magnitude estimation 1.3-83.8 8.9 Low 10 y 10 Taghtaooni:
{based on apparent length) . . {1965)

6. 1.02 Oxy » .03 magnitude estimation 1.3-83.8 ; 8.9 Low 10 10 Teghteoonian
{based an physical length) . , [ {1965)

’ Te 1.07 0= .10 magnitude estlmation’ 2.4-9.3 R PY | High (10 16 Rule (1966}
B .98 . ox?y = ,00010 magnitude. estimation 2.0-10.2 10.2 High . "not 40 Stanley
. lof circle dismeters) . . assigned {1967}

9, 97 . Oxzy - 00008 maqnitude eatimatlion 2.0=-10.2 10.2 High not 40 Stanley
{of vertlcal linea) assidned ° (1967)

T A modification of the method of constant gumg
The Alfferent measures of variahility useqd by investigators are: oxy - sample of std dev from regression (log-log plot)s ¢ = gtq dev for distri-

bution of indlvidual suhject exponenta, oxzy - regidual variance about redression (lod-log plot}):, R - range of indlvidual subject exponents: Rw -
width of range of individunl subject exponents

** }.A. = parameter is Mot Appllicable

’]’]f‘.\?,u; - 2%

R .
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TABLE & °*
(Continued}

POWER LAW EXPONENTS FOR LINE LENGTH

No. Exponent Varianiiity* Hethod Stimulus Rangs Standard Lacation of Hodulus No. of ' feferency
Moasure {em} {emd Std in Nange Subiects
10. 1.1a% Rw @ .07 magnitude estimation 20.3~185.4 0.4 Low 12 18 willer, Shel,
("‘\‘"
1. t.00° Rw = .24 magnitude gatimation 20,3-185.4 91.4 Middle 16 18 siller, sheldon
{1969)
12, 1.04° Rw = ,35 magnituds astimation 20,7-185.4 152.4 High 60 18 Hiller, Sheldon
{1969}
13, +94 Rw= .73, 1.39 magnitude estimation.’ 1.27-20.32 none Hoh,*" none 24 Ouda (1975}
' .
_l'l_

Each stimulus was a group of six parallel horizontal lines: lengths within a stimulus 9group were uniformly alatributad with a range of 30 om,
Subject’s estimated average length for group. i

* the dlfferent measures of variabllity used by Investigators are: oxy = sample std dev from ragression (log-log plot}, o - std dev for distribution
of individual subject exponents; ox“y - resldual varlance about reyrension {(log-loy ploti. R - range of i.nd‘vidual subject exponents, Tw - width of
range of individual subject exponents ' H

*% N.A» = parameter 1= Mot Applicable

o
G2
L

o . 337
ERIC

Aruitoxt provided by Eic:
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TABLE ‘

POWER LAW EXPONENTS FOR KREA OF '(ARIOUS FIGURES

Methed Stimulus Ratio / Scandard Locat bon of Hodulus No. of

Ho. Exponent Variabilicy* Refureptu
Heasura ¢+ ' Max Avca/Min Area Std Arca/ Std in Range Sahpcts
Min Area
]
circloe
1. .86 - ratio setting®® 2.0 . Wohe H.A. H.A. $§ ' Exman (1058)
2. «96 - ratio estimation®® ° 7.0 WA H.A. Hele - Bjorkman, Strange
’ ( 1960)
3. T+20 - ratio estimation®® * ' 26.6 . Hehe Hehe Hehe - Bjork 'in. Struangu
. . ' 60)
4. «76 - ratio estimation®t 49.0 WA ek Hahe - Bjorkman, Strango
(1960 )
5, .aot - magnitude eseimation 2.30 - Hiddle 100 1 Ekman, Llndwan,
- Hrl im0t on
[ARINR]
6. .98 - magnitude estimation 2.1 , 10 Low 1 10 Fkman, Junye
. {196ty
7. 1.08 - magnitude estimation 4.5 1.0 Low 1 10 EXman, Junyge
: { 1961)
B, <99 - magnitud2 estimation 9,5 y t.0 Louw 1 16 Ekman, Junge
{1161}
Sares and clrcles as stimall {data was pooled)
t. .
% fatlo setting i5 a modificatlon of fractlonation. Ratio estimatlon s a mwdification of tiw misthod of consktant awms
* The Atfferent measures of variabilicvy ust..d by investligators are: Oxy = sample std dev fvem regresston {log-log plot}s = ubd Awv for di-tivho-

Aruitoxt provided by Eic:
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thon of individual :bject oxponents, ox? ¥ — residual variance about regrussion log-lmj plot), Nt = range of indivulual sol ooy sxponente, S -
Qu'-ll.h of range of i{ndividual subject exponents

E lCn = paraneter IS tn, Lppileable




TABLE 7
{Continded}
POWER LAY EXPONENTS FOR AREA OF VARTOUS PIGURES
Ho. Exponent Variabilticy* Methcd Stimulus Ratlo Standard Location of  Modulus Ho. of Reference
Heagure Max Area/Min Area Std Area/ Std in Range Subjects
Min Area B
Cireles " ,
9, 1,03 Jyx =» .06 magnitude estimacion : 81 25 Hiddle o 10 grad Teghtsoonian
fphysleal areca) ¥ students ( 1965)
10. . «76 Oyx = 05 magnitude estimation a1 25 Hiddle ) .10 10 grad Teght soonian
(apparent sizel ( 1965)
11, 1.03 a= ,2] magnitude estimation 210 3] Middle 10 Lt 36 Rule (1966)
undergrads
12, 70 - magnicuds escimation 121 - - - - Manhour, Hosman
{10968)
L]
3. «69 - magnitude estimacion 1000 none Hehe Hehe - M. & R, Telght-
. soonian (1971)
., «81 - magnitude eatimation 4.7 none H.he Hebie - Vogel, Telght-
soonian {(1972)
15, «58 8> .9 magnieude eatimation 179 11.0, 17.4 Low 10,100 ]
fapparent size) always present acMillan,
‘o osk et al.
16. «55 p> 99 magnituda estimation 075 48.0, 75.% Low 10,100 4 1974
(apparent size) experiment 1
et

Ratlo setelng 1s a madification of fractionation.

¢ the different measures af variability ux

ratlo estimation is a mdification of the method of constant Rums

ad by investigators ave: oxy ~ sample std dev from rvegression (log-log plot)s 0 ~ gtd dev for dlsecibu-

U _on nf individual subject exponentS,d x*y - residual variance about regression (log=log plot), R - range of individual subject exponents, Rw -
E lCa!uh of rany? of indlvidual cubject expomentss p - correlabion betwnen log b & logy

_3;4*':,

*

Q4"




TABLE 7
{Continued)

POWER LAW EXPONENTS FOR AREA OF VARIOUS FIGURES

Location of

Ho. Exponent varrahilltys Method .~ Stimulus Ratlo standard Modulus  Ho. of rReference
Measnury Max hrea/Min prea Std Area/ std in Range Subjects
Min Area’ t .
¥
Circles :
I} ] 1
17. «02 T - magnita ke eaniac .lon B i 1.0 or 17.4 Low 10 or 100 -] HacHillan:
{physical area) always present ] Moschetto et al.
. . {(1974) cont.
. . ' experiment 1
1B, " ] Py 9 magnitude productlon ' 3075 48,0 or 75.5 Low 10 or 100 ~
{physical area) always present
19, 59 » > .99 magnitude estimation 179 11.0 or 17.4 Low 10 or 100 "
{apparent size) presented once
20. .l o 99 magnitud: presuction 075 48.0 or 75.5 Lov 10 or 100 "
{apparent size} presented once
2. .65 2 .99 maynitude estimation 179’ 1.0 or 17.4 Low 10 or 100 ~
{physical size) ' presented once
22. 66 P> .99 magnitude production 3075 48.0 or 75.5 Low 10 or 100 *
{physical size} presoented once
* 23, 84 ° ) «99 magnitude estimation as 1 Low 1or t0 Kac#ll lan,

{physical zrea)

always pregent

Moschetto ot al.

{1974) cont.
experiment 2

tt .
Ratio setting is a sodification of fractionation. patio estimation 13 & modification of the method of gonstant Sums

.
i

E lc‘i.dth of range of individual Subject exponents: p = correlation botween log 4 and logy,

Aruitoxt provided by Eic:

- 342

*

'l‘l.w different measures of vartability usgd by invedtigate.. arer Xy - sample std dev from regression (log-log plot}, 0 = gtd dov foc ddstribu-
Q 'on of Individual subject axponents, ox“y ~ residual variance about regression (log~log plot), R = range of indjvidual subject axponents, Bw =

345
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TASLE 7
{Continued)
POWER LAW EXPORENTS FOR AREA OF VARIOUS FIGURES
Ho. Exponent. variability* method o Stimulus Ratlo Standard Location of Modulus Ho. of Reference
Neasure Max Area/Min area 5td Area/ std i{n Range §ubjects-
Min Arga n
1
Clreles )
24, +97 Dy .99 magnitude estimation: 85 . 1.8 Middle 16 or 100 ] MacMillan,
{physical area) always present ! Moschetto et al.
{1974} cont.
i experiment 2
25, +80 p? .93 magnitude egtimation ;13 85 High 100 or 1000 8 "
{physical area) slways presaent
26, o0 o> .93 magnitude estimation 85 1 Low {or 10 8 b
» {physical area) presented once
27. +70 p?¥ .99 magnitude estimation e85 1.8 Middle 10 opr 10O 8 "
tphysical area) presanted once
F1: - oY .99 magnitude estimation 85 85 High 100 or 1000 8 "
{physical area) ' presented once
BE patlo setting 1s a modification of fractionation.

* The different measures of varlability ur

Ratlo estimation 12 a podification of the method of constant sums

cid by investigators are: Oxy - Sample std dev from regression {log-loy plot), O~ std dov for distribu~

tlon of individual nubject exponentss 0x°y - restdual variance about regression (log-leg plot)s R - range of individual Bubject exponentse T -
wldth of range of individuai subject exponents, p = correlation butween log & & log U,

O

ERIC

Aruitoxt provided by Eic:
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TABLE §
POWER LAW EXPONENTS FOR VOLUME OF VARIOUS SOLIDS
N, Lxponent varladnlyity* Hethod ., *Stimulus Range Standard Location of HModulus Ho. of Refarence
Measure {Max vol/Min vol) (5td vol/ Std in Range Subjacts
Hin vol) 1
!
Cubcs H
]
L1 .01 ratio estimation 9,5 He A Hehs Hehe 10 Ekman, Jung«
| { 1961)
2. .07 Gxy .02 magnitude estimation 1000 78 wid 10" 10 Teightsounian
. r {196%)
3. 72 Oxy » ,02 magnitude estimation 145 11.4 miad {4 1, "
Octahedronas
4. hHS ony » ,04 magnitude estimation 1060 16 mid 10 0 e
5. 74 Oxy = .04 magnitude estimation 70 g mid 10 111 "

H

The dlflcrent measures of varlabllity used by investigators are: Oxy ~ sample std dev (ram regression {log~log plot), ¥~ gtd dev for distribu-

tion of indlvidual subject exponents, Oxzy - residual variance about reqression {log-lcg plot), R ~ range of individual subject exponentas, Rw =~
width of range of individual subject exponents,

*+ H:p» - parameter io Hot Applicable

O

ERIC

Aruitoxt provided by Eic:
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TABLE 10~
POWER LAY EXPONENTS FOR APPARENT S12E OF PERSPECTIVE DRMILINGS
¥o. ©  valume Fxpontut Variabiljiey* Hethod , "Stimulus Range Standard Location of Hodulus H. of Reference
{perapoctive MeaSure (Max vol/tin vol) (Sed Yol/ Std 1n Range Suhjects
drawingq) Hin vol) \
: N
1. cube 70 - ratio estimation 9.5 H.As Hahe Heh. L] Ekman, Junge
. ; ‘ {1961}
. ! experiment 1
' . 1
2. cuhbe +75 - magrjtude estlmation 3500 106 mid 100‘ 12 Ekman, Junye
’ T (1961}
LI expaerimane 3
3. sphere 74 - magnitude estimatlon 3500 100 mid 100 12 "
4. wvarious cubes .69 S.E. = ,05 magnitude escimation 3500 60,600 1ow: mid 100, 1000 186 Ekman, Lindman,
and spheres william-0lason
{1961}
experiments 1 & 2
5.  cubes and «59 - magnitede estimation 3500 60 1ow 100 99 Exman, *int» n,
gpheres with william, ¢ .son
garface texkure {1961}

experiment 3

* The diftferent measurcs of varlabiiity us

** N,A, = parameter

.

O

ERIC

Aruitoxt provided by Eic:

ia Not Appllcable

5:] by investigators ares Oxy - sample ged dev from regression (log-log plot}, 0 - std dev for distribu-
tion of individual seubject exponents, gx“y - realdual variance about regression (log-log plot}: R - range of individwl subject exponents, Re -
width of range of individgal subject exponents,

'34:)) rdf
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TABLE 31

FOWER LAW EXPONENTS FOR PROPARTION AND NUMERGUSHESS

HO. Lxponent varisbilaty* Method , " Stimulus Ratio Standard Location of Modulus o, of Reference
Measure . Std in Range Subjacts
§
Proportion
1. 97 g= .38 magnitude estimation 80 elements » 40,80 mid 10 30 ' Rule (1968)

{dots & lines)
' 5/806 -~ 75/00

Humerousnesns
. . ' .
2, 1.0 - fractionation 2=180 dotd : HeRo H.A. H.A, 5 Stevens, 5.8,
. {1957) based on
) data by Taves
{1941)

3. 1.03 0= ,23 magnitude estimation 9- 82 gota 27 mid 10 36 Ruze ' 136)
4. .72 - magnitude estimation 25-200 dots none usaed L PY. W Hehs 30 Krueger {1972)
axperiment 1

S. ;] - magnituda pgtimation 25+200 dots none used Hah, ok 12 Krueger (1972)
. axperiment 2

[ +77 - magnitude estimation 25-400 X's none used HeAs WA, 32 Krueger {1072)

experiment 3

7. +93 - magnitude production 25-200 X'e none used H.A. te ke 32 Krueger (1972)
: experiment 4

tt Ratio eotting is & pod:ification of fractionation. Ratio estimation is a modification of the method of congtant Sums.

The difforant measures of variability ussd by investigators are; Oxy - sample std dev from raqgression {log~log plot}s U = gtd dov for distribu~

tion of individual subject exponents. ox“y - residval variance about ragression {log-log pist), R - ranga of individual subjact exponents, Rw -
Q of rarge of indivimual subject exponants,

EMC- paramcter is Hot Applicabls i r '}/ ‘D7

o , 35§
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Exponents Por Saturation of Surface

’j?.A)
CAPable A

Colors

Hue Wave Length Luminance PFactor Artificial baylight
{nm) {% reflectance) Light
{69.7 db)

- 40 0.7¢ 4 0.7¢
Bluish purple 425’ 18.6 1.77
Purplish blue 462 =16.0 1.44
Blue 473 19.8 1.50 1.97 .11 1.94
Greenish blue 481 17.8 1.97
Blue green 49 18.6 2.00
Green 521 20.5 1.97
Yellowish green 556 -27.8 2.84 3,09 2.46 2.86
Greenish yellow 573 47.9 4.06
Yellow 577 83.4 3.58 2.85 4.01 2.84
Orance 588 17.6 2.60 2.96 2.74 3.01
Orange pink ‘604 13.% 2.17
Pink G114 15.1 2.26
Pinkish red 630 21.5 2.24 1.73 - 1.69 1.84
Purplish pink 499 18.3 2.39
Reddish purple 562 19.7 1.96-

From Guirao & de Mattiello (19766

2%
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Tablg,?’

Exponents For Lightness of Surface Colors

Hue Colormetric Range .- EXponent
Purity Luminance Daylight Artificial
Factor (%) Light
® .
Gray - +4-80 1.07 «92
Blue «03 5-59 «B4 +67
{470 nm)
. 005 - 4""40 073 077
007 3”25 1003 1. 19
009 7"30 ¢86 030
) .16 7-19 .78 + 65
Green «23 9-63 +90 80
{553 nm)
026 9“'61 1004 1.03
. ( 034 16-41 092 076
039 13-47 025 069
.43 16-33 «73 .70
. Yellow 036 9"’68 1.99 048
(574 nm)
+47 B-38 1.02 .72
«57 19-70 1.04 +76
® .69 20-72 . 1.90 .52
076 23"’75 094 050
Red 007 17""43 1012 092
{622 nm) .
o .11 6-55 .88 .86
- 16 6"41 090 090
.23 7-28 1.04 .96
® .51 3-17 . +68 +62

From de Mattiello &

68

A
N
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Guirao (1974)
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Figure 3

LUMINANCE LEVELS FOR A NUMBER OF
EXPERIENCED CONDITIONS
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Figure 4 i
& )
VISUAL ACUITY AS A FUNCTION OF BACKGROUND LUMINANCE
(from Moon and Spen.er, 1944)
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CONTRAST SENSIT
SINE WAVE GRATINGS (o)
WaAs 500 c/m2 aND 0.05 c/m2

Contrast senetivity

%4

Figqure 7

IVITY FOR SQUARE Wp GRATINGS {n) AND
THE LUMINANCE OF G.#1:JGS FOR UPPER PATT
FOR LOWER PAIR OF CURVES.
Campbell "and Robson, 1968}
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’ Figure A -

THE EFFECTS OF CONTRAST ON ACUITY ‘{ 6'{"‘“ . i ,J
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Figure '8 -

GRAPH SHOWING THEORETICAI {solid lines) PND EMPIRICAL
{dashed line) FOFM OF WEBER's LAW

A

‘ V Increasing
1‘{ Sensitivity
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Figure 10a )

SINMPLE NEAREST-NEIGHBOR SINGLE-LINE AGGLOMERATIVE
CLUSTERING (from Marriott, 1974}




Figure 10b

SINGLE LTNK CLUSTERING WITH AC LINK
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Figure I2
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Figure I3

MEAN JND's AND STANDARD DEVIATIONS FROM 410-63.
(from Siegel, 1964)

e----¢ JHUD's
. ¢ Standard Deviations

T

. i1
| }; g e y ' : -~
‘{-h);;: el i FIE S

F

)




FIGURE 272 FIGURE 578

o
-
L]
[ o . )
- . *
-
0 .. % :. .
. - . .
..:. -r "0... .'o. .
‘e ~ . R B .
-t -
. ‘.-“.’.'. * * .“ O..' ..o ... *e *
L -3 AN . . * .e -—
) . -i? vl et - . I R
e n} R S AP
. g 4‘:'. ;-.': . ® 8y . L) w*e ¥
. ...“:"--' . 'o:..-'. .'
CIREF P v-o R avg ey " 0T,
*r 'f’\"’:". * * 0.." f.:. *
.... 4:‘:" o~ ..’....-... .o .
-
_. . . o .‘. L -
- - -
. .. ... ... .
o -1, .
-
L[] ..
-
o L Xz i A1 o I L L L
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Object

Munsell
Chip

bot

Ellipse

Réctangle

Obtuse
Triangle

Table 3.14

Integral bPimensions

bimensions

Brightness

Saturation

Horizontal position
Vertical position

—g

Eccentricity size

Length "
Width

Height
Length of right side

~ -

W

Experimental Task.

Free classification

+

Speeded classification

Speeééd classification

Absoclute ‘judgement

Relative coding
pbsolute judgement

Free classification

Reference

-

Handle & Imai (1932)
Hyman & well {1963)
Garner & Felfoldy (1970)

Garner & Felfoldy (1970}

Egeth & Pachella {(1989)

c.

Dykes & CooPer {1978)
Felfoldy (1974)

Somers & Pachella {1978)
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Table 5.1

Distribution of Questions for Fach of the pifferent Operating Principles

Syntax
. Adequate Dimensional Gestalt Perceptual Processing Processing
Discrimin- Structure Organiza- Distortion Limitations Priorities
ability tion
NO. Of ~ . 4
ques tions thl o 9 1 6 1B

Formal and Semantic

-

t
Horizontal Vertical Schema Surface .
Mapping Mapping Availability Compatibility
No. of .
questions . 9 17 4 7.
¥ b
Pragmaéics
' Contextual - Invited
Compatibility Inference

Mo. of ) oo N
questions ) 4 . | 5

e




®
e " 'I‘able 5.2
o . Distribution of Questions for Each of the Graphic Constituents
and Their Combinations
Constituents
@ -
Framework Specifier . Labels ‘Background
-~ No. of .
questions . 17 19 . 28 4.
® _—
Combinatitns of Constituents
. .
* Frame - Specifiers Frame ~ Specifiers - Labels
° ® Nou of ‘
Questions 3 . 4
N r
@
'. -
0 L}
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: { Table 5.2
‘ )
p
@ i ) Possible Outcomes of ag/ﬁnalysis of a Graph by Two Analysts
Analyst 2
) ~ Problem No Problem
® - ‘ ‘ .
Problem a b
Analyst ) o
No Problem c a
L
@
®
I
k_‘
® . . y
@
@
@

- | 42,




Y

Analyst 1

-

wr

Table 5.4

L)

Results From analysis of Ten Graphs by Two Analysts

Analyst 2
Problem No Problem
Problem 58 g
No Problem .18 705

-




-3
® _
E - .
* Table 5.5
¢ Distribution of Graphs as a Function of the Sampling Scheme Categories
Ccontent Area
® ‘ ) ,
Physical ~ Life Social General
Math Science - Science Science  Business  Interest

No. of

Graphs

Analyzed 10 -1 .16 | 15 13 10
®

Audience

® Adult Secondary E"r:i.mary General

No. of

Graphs

Analyzed | 40 . 18 7 10
® Publication Format

General
Journal Textbook Reading Newspaper Magazine

5 No. of

Graphs - -

Analyzed 15 " 37 16 3 4

Visual Format
@
Bar Line Pie Other

Mo. of

Graphs -
® Analyzed . 22 24 10 19




Faults/
Graph

Faults/
Graph

Faults/
Graph

Faults/
Graph

Table 5.6

Content Area

Physical - Life Social
Math Science Science Science Business
1.2 1.9 1.2 1.7 2.8
{10)* (1) (16} (15) (13}
: A *apce
Adult Secondary Primary
1.9 1.4 1.4
( 40) {(18) {7}
Publication Format
General Journal Magazine Newspaper
2.1 1.4 ' 1.25 ‘ 0.33
{16) {15) T (4) {3)
Visual Format
Bar Line Pie
1.7 1.5 1.2
(22) (24) (10)

*Number of graphs in parentheses

s
R il

Proportion of Faults for the bifferent Sampling Scheme Categories

General
. Interest

1.4
(10}

General

1.5
{10)

Textbook

1.81
(37}

Other .

2.1
(19)




@ %
Table 5.7 | | =
@ Distribution of Faults Per fuestion Set as a Function of the Different Levels ;
of Analysis and Operating Principles
{a) .
Levels of Analysis "
® ”
e Syntax Semantics Pragmatics . Pormal
Proportion 1.5 1.2 1.0 E 1.8
of Faults {39)* {11) {9) {28)
. AY
. \. LT

-

*HNumber of questions in a set are shown in the parentheses. . \

® s {b)
. Operating Principles

Szntax.

® . Adequate s Gestalt Perceptual Processing Processing »
Discrimin- bDimensional - frganiza- Distortion Limitations Priorities
ability Structure tion
Proportion \(1/.6 0 1.9 2.0 T 1.3 1.3
of Faults 1) (1) . (9) {1) {6) {(11)
® ) .
) Formal and Semantic
. Internal External Schema . Surface
® Mapping Mapping Availability Compatibility
Proportion 1.0 . 242 1.2 )
of Faults’ (9) (17 (4) (7) [
®
, : Pragmatics
&
Context:al Invited .
Compatibi ity Infer:-ehce
] Proportiaon 0.9 . 0.6
of Faults . {4) {5)




@
+- Table 5.8
o
¢ Distribution of Fault Proportions as a Function of
the D¥ *ferent Grapiic Constituents
=y .
Constituent
. . - - 4
> Background  Label Frame Specifier Fra-~Spec LA-FR-Spec Mult-Fra
Proportion 1.0 1.7 1.0 2.3 2,0 Y 0.3
of Faults (4)* (28) (17) (19). (3) + o (4) (10}
® -
Al
*umber of gquestions in a set is shown in parentheses.
@
1 "
-
@ '
@ . .
@
@
[




Table 5.9

E
Breakdown of Fault Proportion for Specifier and Frame-~Specifier Combination
in Terms of the Different Operating Principles

Operatihg Princ{ple

/ adequate Gestalt Processing Processing
Internal External Surface Discrimin-  Organiz-  Perceptual Limita- Priorities
Mapping Mapping Compatibility ability ation Distortion tions
Proportion 1.00 0 o . 0 0 0 0 0
of Faults . 0.02 0.37 0009 0.23 0002 0.05 0.14 0.07

| - | 43u
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T U

/
- s Ff€ '; L C- :Al J
® ) . . )
Distribution of Total Sample of Charts and Graphs  Visual Format
Field Audience Format L Bar Line Pie Othar
— ——— h—— —
e 1 2 3 4
3
L Journal (MAT) | 1 4 2
Adult Textbook U ) 2 1
General Reading (MaG)
nati ’ ' ' 4 4 2, 2
Mathematics Secondary - Textbook_ (MST) .
@ _ General Reading (MsG)
" + ’ ' ‘1
Pre-Secondary Textbook - (MPT)
General Reading (MPG)
. "~ Journal -{PAT) 2 4
4 i ) Adult .- Textbook . {PAT) 14
General Reading (PAG) 2 1 l '
Physical Sciences Secondary Textbook (PST) 3 4 1 4
y General Reading (PSG)
® ’ . ' 1
Pre-Secondary Textbook (PPT) ' 1
General Reading (PPG)
¢ Journal Li.mi- 13 15 4
_ Adult Textbook (zam) | 2 6 1 3
e General Reading (taG) | 5 8 12415
. . e ’ 2 1 1
Life Sciences Secondary f Textbook (LST)
General Reading (LSG)
Textbook (LeT) 1 I
Pre~S5econdary
e General Reading (LPG)
) Journal (sag) | 5 7 1
. Adult Taxtbook {SAT) 2 3 2
General Reading (SAG) 2 2 1
. . - 3 3 3
. . 2
Social Sciences . Secondary Textbook (ssm) } S
General Reading ($SG)
2
Pre-Secondary Textbook ({SPT) : 1
General Reading (SPG)
® Journal (BAJ) |8 11 1 5
Adult Textbook (BAT) 3 2
| > a [
General Reading (BAG) 6 3 2 3
Busines ' ' '
o ness Secondary rextbook {BST) 1 5 2
General Reading (BSG)
Pre-secondary Textbook {BPT)
General Reading (BPG)
Newpaper (GIN) 6 10 4
ik - T
E TC fGeneral Interect General - 43 -} Magazine (cry) [ 13 21 2
" K Genaral Reading {GIC) 6 11 1
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Table 4. Spucies of visual displays. Examples are in parentheses.

iy

TYPLE
T Intrinsic  Modal Symbol
Confizuration
EST. .
Illustration (diagram of rhoubus)_ {{ioorplan’ {graphs)
ix
. Problem Solvinz  {diagram used to prove {pulley diagram (Venn diagram)
' thaorem) ) used ro anci-
cipate movemoents)
Problen Deiining (Buclidean experi- (Finsteinian {sketch of lilbert
. mental sketch) “"thought experi- . space)

ment" image)
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