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An Assessment of the Relationship Between the Assumption of
Unidimensionality and the Quality of IRT True-Score Equating

Lindéft.iéook
Neil J. Dorans
Daniel R. Eignor
~ Nancy S. Petersen
Educational Testing Service
INTRODUCTION
In recent years there has been considerable research and interest
devoted to the use of item response theory (IRT) in the solutions to a
variety of measurement problems (sce Lord, 1980; Hambleton, 1983).

Because of the special properties of test data characterized by IRT
models; users are often able to solve problems not amenable to solution
through the use of traditional ﬁsydioﬁéttié methods. However, in order
for IRT to be useful in the solution of measurement probléms, certain
fairly strong assumptions about the data must be meét. One of the most
important of these assumptions is the éééumption of unidimensionality.
Most IRT models that are CUrréntiy used with binary scored item responsc
data assume that the probability of a correct response to an item can be
modeled by a mathematical function that assumes a single ability
diménsion is common to all items. For reasons to be developcd later in
this paper, researchers working with binary scored item response data
typically assume that the items which appear to test a skill or content

dread are unidimensional (Pivgi, 1981ib): This assumption is almost
surely inappropriate for many types of test data (Drasgow and Parsons,
in press). The issue then becomes one of the consideration that even

when an IRT model is not strictly appropriate for the data, it may still
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be robust to violations of the assumption of unidimensionality for
certain applications. The demonstration of the robustness of an IRT
model to Yiélatién of the unidiménsionality assumption for specific
applications is clearly an emp-rical issue, though seldom are empirical
studies of this sort seen in the literature. This lack of éﬁﬁificél
verification ié not caused by prcblems in the use of IRT methods in the
particular application area as much as it is caused by the great
difficulties involved in the assessment of the dimensionality of binary
scored item response data.

A variety of methods have been advanced to date for assessing the
unidimensionality assumption for binary scored item response data. If
the one-parameter logistic model and conditional maximum likelihood
estimaticn techniques are used, a number of étatiétigai tests of the
unidimensionality assumption f61low directly from the estimation of item
parameters over different groups of people or subsets of items (sec
Gustafsson; 1980; van den Wollenbérg, 1982a, 1982b): If the one- or
Eﬁé—ﬁéféﬁéééf normal ogive modél and marginal maximam likelihood
estimation procedures are usaéd (Bock and Lieberman; 1970), a data-based
test of the unidimensionality assumption can be developed. McDonald

(1981, 1982), while presenting IRT models that utilize marginai maximum

likelihood éstimation procedures as special cases of the random

régréssors factor analytic model, has suggested that the set of residual

item covariances after fitting a one factor model be studied for

indications of departures from unidimensionality. Hattie (1981); in a
large scale simulation study, studied McDonald's suggested procedure

with a number of other proposed measurés of unidimensionality and found
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McDonald's suggestion provided the best results. Because the
one-parameter or Rasch model is for the most part inappropriate for the

analysis model (McDonald; 1982); many researchers at present work with
the three-parameter logistic model and unconditional maximum Iikelihood
estimation procedures, as used, for instance, in the computer program
LOGIST ¢Wingersky, Barton, and Lord, 1982). (See Bock and Aitken; 1981;
however, for an approach that does not depend on the assumption of
normally distributed abilities.) For this model and estimation
procedure, direct statistical or data-based tests of the
unidimensionality assumption do not (at present) follow directly from
the parameter estimation process. Bejar (1980) has developed a
prqcéaUré for assessing dimensionality that works well in this context,
but the proCedUre rEquires apriori knowiedge about the test items so
that a subset of the total set of items can be formed that is clearly
unidimensional. Because this information is usually unavailable,

use (linear) factor analysis with individual item data to assess
unidimensionality,; usually working with phi; or when poSsibié;
tetrachoric correlation coefficients. The theoretical pfOBiémé involved
with using such a procedure with phi of tetrachoric corrélations have
been cléatiy poiﬁted out by McDohald (i98i) and the précticéi prbbiems

(1983), and Lord and Novick (1968; p.349). Basicaiiy, the problem can
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be summarized as follows. Lf a linear factor analysis of itém data is
undertaken, using either phi or tetrachoric correlation coefficients,

then artifactual factors may appear in the factor solution due to the

non=linear rélationship between the observed response data and the

underlying trait (McDonald and Ahlawat, 1974). Further, as mentioned
earlier, McDonald (1982) has pointed out that item response theory
models are special cases of non-linear factor analytic models. If, in
effect; a non-linear factor analytic modei is necessary to characterize
the relationship between the response to an individual item and the
underlying trait or factor that the item measures, then any attempt to
use a more simplistic linear factor analytic model, or indices based on
that model, to assess unidimensionality is bound to be problematic.
Mebonald (1981) makes the following point concerning the use of indices
based upon linear factor analysis of binary scored item data:

Commonly the proportion of variance due to the first
principal component is recommended as a decision
criterion for unidimensionality, presumably because

it is a crude indicator, in general an ovétrestimate,
of the proportion of variance due to the first common
factor. However; it is important to récognize that
there is no direct relationship between the proportion
of variance due to the first common factor and the

presence or absence of additional commen factors.

GCiven the issues involved in the useé of linear factor analysis with
binary scored item response data, théere appears to be two possible
approaches to the problem of assessing unid.mensionality for those
models (and estimation procédures) where a clearly developed procedure
is not at present available. llambleton and Rovinelli (1983) have
offered one bdssibié approach to the problem, which is based on

McDonald's (1981) suggested procedure for studying dimensionality with
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the random regressors factor analysis model. This involves looking at
the residual covariances between items after fitting a (ﬁéﬁ—linéarj
single factor model. An alternative procedure involves the use of item
patCéié, or mini-tests, made up of small collections of non over- lappin
items thought to measure the underlying dimension or dimensions. Data
on individual items are no longer used: some justificatiOn for
aggregating the daté into mini-tests comes from the summary section of
McDonald's 1981 article:

(1) In principle; a set of n tests or n binary

items is unldlmen51onal if and only if the set

fits a (generally non-linear) common factor
model with just one common factor.

(2) ln checking the un1d1men51onallty of a set of

assumption 1is that the regressions of the
tests on the factors are linear.

If item parcel data is to bé used in a factor analytic study, of
serious concern is the method chosen for defining the subsets from the
total set of items and then placing items into parcels within a subset.
Cattell and Burdsal (1975) recommend doing two factor analyses, one on
the items to define the item diﬁéﬁéiéﬂé for forming subséts within whic
the parcels will be formed and then one on the pargéié to assess
dimensionality. Because the fifs; factor anals 3is suggested involves
4ll the problems inherent in the factor analysis of item data, it would
appear that a non-factor analytic brOCéduré for the formation of item
is necessary. Another concern when using item parcel data in factor
analytic studies is the unwanted propagation of difficulty factors (see

Swinton and Powers, 1980). While the use of item parcel data insteéad o



individual item data in a factor analytic study way tend to "linearize"
tﬁé Bééic non-linear reiétionsﬁip between observed response and
underlying trait, and hence minimize the incidence of artifactual
factors due to non-linearity (McDonald and Ahlawat, 1974),; if the
parcels are of differing difficulty, artifactoal difficulcy fééféf§ may
result. These factors will inhibit a reasonable assessment of the

dimensionality of the data.

PROBLEM AND PURPOSE

One application area in which a number of researchers have récéntly
taken increased interest is the use of item response theory for score
equating purposes (seé CboR and Eignor, 1983). This increased interest
is reflected in the number of iétgé scdle téSting programs that are
either using IRT équating or conéidéring its use for operational score
réporting purposes. For example, Educational Testing Service now uses
IRT to équate the Scholastic Aptitude Test (SAT) (Petersen, Cook, and
Marco, 1982), the Preliminary Scholastic Aptitude Test/Nationmal Merit
Scholarship Qualifying Test (PSAT/NMSQT), and the Test of English as a
Foreign tanguégé (TOEFL):. As with many other applications of IRT, it
has been sssumed that either the test data being used in the equating
process is unidimensional or that the IRT model, when used in the
equating process, is sufficiently robust with respect to violations of
unidimensionality. The latter aéSumptibh i§ one commonly shared,
without empirical verification, By a number of researchers. Divgi
(1981b) points out:

Similarly, the effect of a given departure from model

assumptions is likely to depend on whether the model
i8 used to make predictiornis about single items as in

tailored testing or bias analysis; or to deal with

eitire tests as in equating. Applications of the
latter kind are muore likely to b& robust.

8
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Clearly, empirical research on the robustness of IRT models to

fhe purpose of this study was to empirically éxamirne the
relationship betwsen violations of the assumption of unidimensionality;
as assessed bv the factor analysis of item parcel data, and the quality

of IRT true-score equating, as measured by score scale stability.

OVERVIEW OF STUDY

Two éxaminations were selected for use in this study. These
éxafindtions are the verbal section of the Scholastic Aptitude Test
(SAT) and the Mathematics Level II examination, both administered by
Educational Testing Service for the College Board Admissions Testing
Program. Bcth examinations have recently been used in studies of the
assessment of scale stability resulting from the use of IRT trué-score
equating procedures; the results for SAT-verbal are preserted in
Petersen, Cook, and Stocking (in press) and the results for Mathematics
Level II in Cook and Eignor (1983).

The two examinations used in this study were chosen for several
reasons. First, they represent different content areas as well as
different types of tests. The verbal section of the SAT is generally
considered to be an aptitude test, i.e., it is designed to measure
overall verbal ability. On the other hand; the Mathematics Level II
tést is an achievement test that is designed to measure sbeéifié content
areas such as algebra and geometry. Secondly, the résults of Petérsem,

et al, (in press) indicated that application of IRT equating methods
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resulted in considerably less scale stability for the verbal section of
the SAT than for the mathematical section. In contrast, the results of
the Cook and Eignor (1983) study indicated that application of IRT
equating methods to the Mathematics Level II test resulted in a high

As mentionad previously, both the Petersen, et al, (in press) study
and the Cook and Eignor (1983) study used scale stability as a criterion
for evaluating the equating results. Scale stability refers to the
assessed by equating a test form to itself through an intervening chain
of test forms. The equating results used for the present study are
based on a chain of six SAT-verbal forms and seven Mathematics Level II
forms. For the factor aﬁathic portion of the study, an attempt was
made to isolate, within each equating chain, that pair of adjacent forms
that appeared to bé the least parallel. These two forms; as well as a
uéing factor énalytic techniques;

Factor analyses were performed on each of the six selected test
forms (three SAT-verbal forms and three Mathematics Level II forms).

A correlation matrix of item parcel scores was used as input to the
factor analyses. For the SAT-verbal forms; items were grouped into
parcels based on four item types: sentence completions; antonyms;
anatogies; and items based on reaaihg passages. Item parcels for the
Mathematics Level II forms were constructed using five content
subclassifications containeéd in the Specifications for the test:

algebra; geometry, trigonometry, mathematical functions, and a somewhat

10



more general subclassification related to number theory; logic and
proof; and probébiiityr

For each test form, a series of confirmatory factor analyses using
the LISREL V compiiter program (Jbréskcé and Sorbom, 1981) were
pérformed. Several factsr analytic models were used; 1ncluding a second
order factor model; which is a special case of hierarchical factor

analytic models (Schmid and Leiman, 1957). Drasgow and Parsons (in

results of the factor analyses to the résults of the equating stundies.
it was hypothesized that the equating chain that rasulted in the least
scale stability (SAT=verbal) would show evidence of greater
multidimensionality or lack of form to form parallelism than the
equating chain (Mathematics Level II) that provided the superior

equating results.

METHODOLOGY

Description of Tests

As mentioned in the ﬁféviéus section, two éxaminations were selected
for this study: These examinations are the verbal section of the
Scholastic Aptitude Test (SAT) and the Mathématics Level II examination.
The verbal section of the SAT is a multiple choice test that has been
described as measuring devéloped verbal reasoning abilities that are

related to successful performance in college. It is intended to

11
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Level If examination is a multiple choice achievement test that is used
in conjunction with measures of high school performance, as well as
in selecting students for admission and/or course placement.

Test specifications for SAT-verbal have not remained constant over
years. Test booklets containing SAT forms administered prior to the
Fall of 1974 consist of two 45-minute sections (one SAT-verbal and one
SAT-mathematical) and three 30-minute sections (one SAT-verbal, one

SAT-mathematical, and one experimental containing an anchor test or

pretest). The two SAT-verbal sections contain a total of 90 five-choice
iteég composed of 43 reading comprehension items (18 sentence
completions and 7 reading passages each of which is followed by 5 items
based on the passage) and 37 vocabulary items (lé antonym items and 19
analogy items). Of the SAT-verbal forms used in this study, only the
form designated V4 was developed to these specifications. Test booklets
containing SAT forms administered since the Fall of 1974, which includes
the other SAT-verbal forms used in this study, consist of six 30-minute
sections: two SAT=verbal éECtibné, two SAT-mathematical sections; one
Test of Stanaard wtittén éhgiisﬁ, and one eXperimental section. The two

total of 85 five-choice items composed of

wE i =
Conicain 4a tdays ©OF o2 I[AVE-CNOICE

(2]

SAT—VcI’bal scet ion
40 reading comprehension items (15 sentence completions and five reading
passages each of which is followed by 5 items based on the passage) and

45 vocabulary items (25 antonym items and 20 analogy items).
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All of the Mathematics Level II forms used in this study were
developed from the same set of content specifications. Each form
ébﬁféiﬁé 50 five—choice items and is administered in a 60-minute time
period. The test is composed of approximately equal parts of algebra;
geometry; trigonometry, mathematical functions, and a more general

subcategory consisting of such topics as number thaory, probability, and

logic and proof. Unlike thé situation with SAT-verbal, however, it is
specifications contain exactly the same number of items measuring each

content category.

reporting purposes, via linear equating methods. Prior to 1982, raw
scores on SAT-verbal were typicatly transformed to another 200 to 800
methods: Since January of 1982, IRT true-score equating has been used
to place SAT-verbal forms on scale. Raw scores on both tests are
obtained scores that have been corrected for guessing: Raw scores are
computed by the formula R=W/k, whére R is the number of correct
responses; W is the number of incorrect responses, and (k+1) equals the
number of answer choices per item.

Data Collection

Two samples were randomly selected for each test form used in the
squating chains and the subsequent factor analyses (see Table 1).
Whenever possible; samples for the experimental equatings were selected

from the same population (test administration) used when the test form

13
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Table 1

Raw Score> Summary Statistics for SAT-verbal and Mathematics Level II Samples

Form Admin . _Total Test _Anchor Test Anchor Test/Total Test
44444477Date Mean SD Mean SD Correlation

SAT-verbal Samples [ ——

V4 12/73 2665 35.04  16.37  14:Cl  8:54 .88
X2 4775 2686 35.24 15.27 13.65 7.95 .86
X2 4/75 2562 34.42  15.31  16:74  8:07 .86
Y3 6/76 2578  34.48  16.34  16.14 8.4l .88
Y3 1778 2549 31.37  15:86  14.36 8.17 .88
B3 5/79 2700 3640 15.80 16.38 8.06 .88
B3 5/79 2665  35.90  15:24  15.04  8.01 .87
¥2 4176 2879 34.16 14.84 15.08 8:19 .87
Y2 4776 2774  33:57  14.50  16.C2  7.44 86
z5 12/77 2853  30.73  15.61  14:43  7.69 87
5 12/77 2814 31.13  15.91  13.76 7.83 87
V4 12/73 2670  34.66  1€:l11  15.04  7.94 .86

 Mathematics Level II Samples

cC 12780 2117 24,49 9.63 8.59 3.73 .90
We i/74 2160  22:84  10:71 7.86  4.07 .92
W 4776 1917 21.47 11.14 7.27 4017 .92
AC 12/78 2209 25.15 1009 8.37 3.74 .91
AC 1/80 2343 24.56 10.42 7.69 3.59 .91
Ve 1/73 2406 23.61 11.09 7.72 3.72 .92
Ve i/73 2406  23.61  11:09 9:96  4.59 .93
XC 1775 2045 33.75 10.57 10.03 467 .93
xe 1776 2025  24.04  10.60 9.70  4.29 .93
zC 12/77 2081 23.82 9.64 9.91  3:88 .91
zC 1/79 2600  22:92  10.27 9.22  4.57 .93
BC 12/79 2278 25.35 9.23 9:83  4.23 .92
BC 12779 2278 25.35 9.23 8.73 3.40 .90
cc  12/80 2117 24.49 9.63 8.63  3.58 .90

a;-- . s P U .z i
Raw scores are obtained scores that have been corrected for guessing.

14
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was originally introduced and placed on scale: Table 1 contains
descriptive information regarding the samples: The table includes

items) as well as dates of the test administrations from which the
samples were selected. It should be noted that the common items iihking
the adjacent SAT-verbal forms are external to thése forms, i.e., the
common items are contained in a éépérétéiy timed section and do not
contribute to the total verbal Score. The commofi items iinking adjaCent
forms of the Mathematics Level II test are internal common items, i.e.
these items are imbedded in the respective test forms and do contribute

to the totai test score.

Study Design and Criterion for Evaluation

A problem related to evalwation of the results of any equating
method concerns the choice of a2 criterion measure: Since it is usually
impossible to determine what the true equating should be, i.e., the true
criterion against which to judge the actual equating, other criterion
measures; varying in degree of compiéxity and assumptions made, have
often been devised. (Seé Cook and ﬁigﬁbr, 1983, for a review uf some of
the more Cbmmohi? uééd critérié for equéting studies;) ThHe criterion
used in the present study to evaluate the quality of the equatings was
scale drift.

Scale drift is said to have occurred if the results of equating test
form D directly to test form A is not the same as that obtained by

equating test form D to test form A through intervening forms B and C.

15
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In order to évaluate scale drift for the verbal section of the SAT and
the Mathematics Level II examination, a closed circular chain of
equatings was performed for each of the tests. Figure 1 contains a
diagram of the two equating chains. Upper case letter and tiumber
combinations indicate particular test forms and the abbreviation CI
indicates common items linking adjacent té&st forms. It is possible to
use the equating chains shown in Figure 1 to equate a test form to
icself through a number of intervening test forms. If no scale drift
has occurred, the initisl (criterion) and final scaled scores for the
forms should be idéhticai. Any discrepancy between initial and final
scores for a test form is attributed to rcale drift resulting from
application of the particiular equating method. The results of the IRT
equatings were évéiﬁétéd both graphically and analytically.

IRT Model and Parameter Estimation

Item response theory (IRT) assumes that there is a mathematical
function WbiCh relates the probability of a correct response on an item
to an examinee's ability. (See Lord, 1930, for a detailed discussion:)
Many different mathematical models of this functional relationship are
possible. The model chosen for this study was the three-parameter
logistic model.

The item parameters and examineée abilities for this study were
estimated (calibrated) using the program LOGIST (Wingersky, et al, 1982;
wingersky, 1983). The estimates are obtained by a (modified) maximum
iikeiihood procedire with Special procedures for the treatment of
omitted items (see Lord, 1974).

16
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Figure 1
SAT-verbal and Mathematics Level IT Equating Cﬁéiﬁéé
SAT-verbat
V43 CI—3> X2—> CI—>Y3 —CI

|

CT =125 €= CT1&—¥2 &—C1 =53

Mathematics Level II
€E—>CI —DWC —DCI —BAC —>CI—>VC

CIé— BC&—CI&—7(C €é—CI&— XCe—Cl

81 etter and letter-number combinations indicate test forms. The abbreviatior
€I is used to indicate common items shared by two test forms.
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LOGIST produces as output estimates of the item difficulty,; item
discrimination,; and pseudo-guessing parameters for each item; and an
ability (8) parameter for each examinée. The metric chosen arbitrarily
cstimates of 6 has mean zero and standard deviation ome. If two
separate LOGIST runs are made for the same items, but different groups
of examinees; the resulting parameter estimates will be on different
scales.

IRT Equating Method

The IRT equating method used in this study is referred to as IRT
concurrent equating. (See Petersen, et al, in press, and Cock and
Eignor, 1983, for detailed discussions of several IRT equating methods.)

pair and allows direct equating of the two forms:

Once item parameter eéstimates on a common scale have been obtained,
a number of different types of scores can be equated using item respomse
theory; only true formula score equating was used for this study (Lord,
1980). The equating procedure was applied éeaﬁentialiy starting with
the items calibrated in the first LOGIST run for each chain. Linear raw
score to &caled score conversion parameters were already available to
convert raw scores on each of the initial test forms in the two equating
chaing (i.e. SAT-verbal Form V4 and Mathematics Level II Form €C) to the
200 to 800 scales for these tests. As an example of the sequential

equating process, consider the SAT=verbal equating chain. Equivalent

18
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Figure 2

 SAT-verbal Mathematics Level II
Calibration Plan Calibration Plan

[varxz e
2/ wo/ac
Y3/B3 AC/vC
53/12 oK
| Y2/25 xe/ze
25714 B
BG/CC

8Boxes indicate separate calibration (LOGIST) runs. Each box represents a

sample of approximately 4000 examinees (2000 examinees who took the mew

form of the test and 2000 examinees who took the old form of the test).

19
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true formula score estimatés were found for V4 and X2; resulting in a
table of transformations of raw scores on X2 to the 200 to 800 scale.
Form Y3 was then equated to X2, resulting in a table of transformations
for raw scores on Y3 to the 200 to 800 scale. This procediire was
repeated sequentially down both the SAT-verbal dnd the Mathematics Level
II chains. Thé end product is a table of transformations of the raw
scores on the initial form in each of the equating chains to the 200 to

800 scale.

Factor Analysis Méthodology

Choice of -Test_Forms for Analysis
Only three test forms from each equating chain depicted in Figure 1
were choéen for the factor analyses performed for this study. The logic
underlying the selection of the three forms was similar for both
equating chains. An attempt was made to tocate adjacent test forms that
could be considered the least parallel and then to select a third form,
adjacent to the pair, that could be considered reasonably parallel to
the respective form, in the pair of forms, that it had been equated to.
For the SAT-verbal chain; the obvious choice for the least parallel form
in the equating chain was V4. As menitioned previcusly, this form
contained five more items than any of the other forms in the chain and
was built to different content specifications. The remaining two
adjacent forms that were chosen were X2 and Y3. Both of those forms
contained the same number of items, were built to the same content
specifications, and were fairly similar both in reliability and ove

difficulty level.

20
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The choice of the three Mathematics Level II forms that were used
for the factor analyses was not so straightforward. All of the forms in
the Mathematics Level II equating chain were built to the same content
specificationé, Contéiﬁéé the same totéi number of items, and were
fairly similar in reliability and difficulty level. The three forms in
the chain that were chosen were CC, WC and AC. The CC/WC pair was
chosen because the equipercentile equating of the test forms that was
carried out in the Cook and Eignor study (1983) indicated that the
relationship between these forms was slightiy curvilinear. Thus, it was
chosen because it was adjacent to WE. It should be emphasized that

there was very little evidence of departures in parallelism for any of
ihe test forms in the Mathematics Level II equating chain.

Formation of Items Parcels

Item parcel data were used in all the of factor analyses performed.
Items from each SAT-vérbal form wére separated into item subsets on a
within form basis UQing the four item types contained in the test:
sentence Compfetibﬂ items; antonym items; aﬁaiogy items,; and items based
on reading passages. Within each of the four item subsets, items were
placed into parcels of three to seven items each in a manner such that
the mean difficulties of the parcels were approximately the same. The
building of parcels of comparable difficulty was accomplished by
assigning items to parcels based upon their equated delta difficulty
indices. (See Hecht and Swineford, 1981, for an explanation of delta

difficulty indices and the process of delta équating.) Within each of
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the four subsets of items for SAT-verbal, the same number of parcels
were formed acrcss each of the three forms. Figure 3 contains the
Aumber of items within each of the four item subsets of SAT-verbal for
each of the three forms and the number of parcels within each of the
subsets.

Exactly the same procedure used for SAT-verbal was employed for
forming the item parcels for Mathematics Level II except that the item
in the specifications for the test: algebra, geometry, trigonometry,
mathematical fuactions,; and the subclassification containing the areas
of number theory, logic and proof; and probability. Figure 4 contains
the number of items within each of the five item subsets of Mathematics
Level II for each of the three forms as well as the number of parcels

Scores for examinees on the item parcels were formed, and then
correlations were computed between parcels both within and across
subtests for each form. The correlations among the parcels were used as
input to the LISREL V program:

LISREL V: First-order. and Second-order Models

The LISREL V computer program fits and tests models for linear
structural relationships among quantitative variables. As mentioned
earlier; the primary reason for developing item parcels was to yield
variance-covariance matrices that were ameénable to a linear factor

analysis are special cases of the powerful LISREL V model. First-order
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Figure 3

Factor Pattern Matrices and Parcel Description for SAT-verbal Forms

Parcels

¥000 1

X000 2

X000 3

0XO00O0 4

0X00 5

0X00 6

0XO00 7

0X00 8

A = 00XO 9

00XO 10

00XO 11

00XO0f 12

000X 13

000X| 14

000Xy 15

000X]| 16

000 x_j 17

) - B — Number of Items
Parcels Item—Type Form V4 Forms X2 and Y3
-3 Sentence 18 15
Completions
4-8 Antonyms 18 25
9-12 Analogies 19 20
13-17  Readine 35 25
Passdge items -

Totals 96 85
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Figure 4

Factor Pattern Matrices and Parcel Description for Mathematics Level II Forms

Parcels
X000 1
X000 2
0X00 3
0X00 4
00XO 6
000X 7
000X 8
XXXX{ 9
X X X
RS X_j 10
) _ ) ___Number of Items
Parcels Content Ared Form WC Form AC Form CC
1-2 Algebra 13 10 10
3-4 Geometry 9 10 9
5-6 Trigonometry 11 11 10
7-8 Functions 10 10 11
9-10 Miscellaneous 7 9 9
Totals 50 50 50
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dimensionality of the item parcels, i.e., the number of factors needed

factor analyses were employed to test meaningful hypothéses about the
structure of the data, hypotheses that were éuspéctéd to be pertinent to
the quality of equating results.

LISREL V's Indices of Fit

LISREL V providés several indicés of fit that are described by
joréékog and Sorbom (1981). When LISREL V prbvidES maximum likelihood
estimates of free parameters, it also provides the likelihood ratio X
statistic with associated degrees of freedom and probability level:
This index is most helpful in assessing competing models for the data
because the difference in x2 values is itself distributed as a Xz with
associated with the two competing models. When one model is a special
case of the other model, this difference in X2 values indicates whether
the parameters that are estimated in the more general model add anything
to the fit of the model for the data.

In addition to the likelihood ratio x2 statistic, LISREL V provides
an adjusted (fbr dégreéé 6f fréédom of the moaéi) goodﬁess of fit
statistic, which for thé maximum likelihood solution is

{traceﬁ(éfléfzfiig
o =1 2
Ltrace (C "¢)

n GFI = 1 - [k(k¥l)/2&f]
where C is the observed covariance matrix, C is the fitted covariance
matrix, k is the number of observed variables; and df is the number of

degrees of freedom. The GFI index, which typically ranges from zero to



5l

one, is a measure of the proportion of covariation in the data accounted
for by the model that produces E.

Another overall goodnéss of fit index provided by LISREL V is the

familiar root mean square residual,
(2) sk = |2 3 I (oo - e o¥kGen| Y2

i=1 j=1 I 1 y
where k is the number of observed variables, and Cy; and Eij are
elements of the observed and fitted covariance matrices. The RMSR index
is useful for comparing the fit of two different models for the data:

In addition to these indices of global fit, LISREL V provides
individual residuals in both raw and normalized forms. The raw residual
is simply cyy Eij; the standardized residuals are taken from standard
asymptotics based on normality, which states that the residuals have an
asymptotic distribution with mean of zero and variance of (Oiiojj
'6ij2/N); where N is the number of observations: Therefore, the

standardized residual

(3) Ni/z (c.: - c..) /] (c.,c,, + é;;2 1/2
1] 1] il 1] 1]

)

is ésymptétiCaiiy a standard normal variable. Joreskog and Sorbom
(1981) suggest that standardized residuals with values greater than two
in absoluté value merit close examination. For an effective summary of
the fit of individual models, LISREL V presents Q-plots of the
normalized residuals against normal qUantiiéé. The slope of the plotted
points are indicative of model fit. It is possible to evaluate model
fit by visual inspection of the Q=plots. One can imagine a straight

line passing through the plotted points and compare the slope of this
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line with a 45 degree line represented on the plots by smail dots:
straight line perpendicular to the abscissa.

First Order Common Factor Model

The traditional first-order common factor model is
4) y = Ax ¥ Du;
where
y is an n—By;i vector of 6Béérvébié Scores on the n item parCeis,
x is a R-By;i vector of non-observable scores on the k common
factors that account for covariation among the n parCEis,
A is an n-by-k matrix of common factor loadings or weights
describing the regressions of the n parcel scores on the k
factor scores,

D is an n-by-n diagonal matrix of uniqueness loadings.
The n-by-n covariance matrix among the item parcels can be expressed

as
. - . 2
€5) C. =AC.-A'" +D7,
vy XX
where
éii is the R-By-k matrix of factor covariances, and
52 i an n—By—h diégbnéi matrix of unique variances.

One goai of a factor ahaiysis is to identify the number of common

factors needed to fit the off-diagonal elements of ny. This is known

27




Z26=

as the number of factors probiEm. First-order factor models; like that

following fashion: For each test form studied, the fit of a single
common factor ﬁ&&éi to the correlation matrix among item parceis
interpretations and reduce the impact of variable léngth parcéls on the
multifactor solutions), was examined. Next, the fit of a very gereral
two common factor model to the same data was examined. The two common
factor models were ééééntiéiiy Unconstrained in that no restrictions
were imposed on the factor weight matrix A. Consequently, the two
factor éoiﬁtidné were not réédiiy interprecabie; They did, however,
pérmit assessment of the number of factors question.

éec ond Ord er 7F3C£Q¥——M9del

To achieve interpretable restlts; a second-order factor model was

used in a more classic confirmatory application of the LISREL approach.
A second-order factor analysis can be thought of as a factor analysis of
tie first—order factors: It is a particularly fruitful approach to
employ when one suspects that correlations among the first order factors
can be expltained by a single general factor. Such a model is
particularly applicable to item data that oné suspects is essentially
unidimensional. Drasgow and Parsons (in press) Suggested a second-order
factor model that was influential in the selection of the approach used
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The second-order factor model fitted to thé first ordér common
féctoré, x is
(6) X = bz + Fv,
where
z represents a score on the second-order general factor,
b is the k-by-1 vector of loadings of the k first order
factors on z;

factors on their corresponding group factors, and
v is a k-by-1 vector containing the k group factor scores.

general factor that influences all first-order factors; and a group
factor which influences performance only on that first-order factor. If
the contribution of the générai factor to every first order factor 1is
large, the correlations among the first order factors will be close to
unity. If the group factor for a particular first-order factor is
reiativeiy iarge; then the correlations of that first-order factuor with
other first-order factors will be among the lowest in the first-order
factors correlation matrix.

As with the first-order factor analyses; the fit of the second-order
factor models to the data was assessed: More importantly; substantive
interpretations were attached to the second-order solutions. The
substantive interpretations followed from the nature of the item
parcels.

For the three SAT=verbal test forms, 17 parcéls were constructed:

three sentence completions parcels; fivs antonyms pérceis; four anaiogy

29



patrcels; and five parcels for items based on reading passages. The
first-order factor weight matrix is highly restricted with simple
structure corresponding to item type: In other words, the three
sentence compietions parcels load on a sentence dbmpietions factor gglz,
the five antonyms parcels load on the antonyms factor QElXL etc. (See
Figure 3 for a more detailed summary of the parcéls and simple
structure.) Thus, the second=order factor model contains a general
verbal factor and four indépéndént group factors cotrésponding to each
of the four verbal item types. To the extent that the first-order
factor variance expiainea By the general factor is large; the data is
unidimensional. On the other hand, a sizeable group factor on a
particular item type, say reading passage items, would indicate that
tliis item type is making the largest contribution to violations of
unidimensionality.

For the threes Mathematics Level II test forms, 10 parceis were

included number theory, logic and proof;, and probability). The factor
weight matrix for these ten parcels is simple structure for the first
eight parcels, i.e.; the two algebra parcels load on an algebra factor
only, the two geometry parcels on a geometry factor only and so forth:
The last two rows of this 10-by-4 weight matrix contain free elements,
which allows the miscellaneous item parcels to load on ail four
first—order faccors. (See Figure 4 for a more detailed aéséfibtion.)
The sécond-order factor model therefore contains a single general
mathematics achievement factor and four independent group factors

related to the four major content areas.
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in sum, both first-order factor analyses and Sécond-order factor
analyses were employed. The first=order énéineé focused on the number
of factors or "effective" diménsionality issue. The second-order
analyses were more confirmatoty and focised on assessing hypoihesized
structures suggested by the item types and content areas measured by the
tests. Fit of the model to the data was the dominant concern in the
first-order analyses. Decomposition of first-order factor variance into
a general and group specific component was the main concern of the
second-order analyses. It was hypothesized that the stability of this

decomposition across test forms is related to quality of equating.

RESULTS

IRT Equating

The final and initial (or critérion) convérsions cf SAT-verbal Form
V4 and Mathematics Level II Form éé raw scores to their respective 200
to 800 scales should be identical. Departures resulting in scale drift
may be due to éampiing error and/or model fit problems.

To illustrate the extent to which the final and criterion

V4 and CC are shown graphicatty in Figure 5. The verbal scaled score
discrepancies shown in Figure 5 indicate that the final conversion
resulting from the IRT concurrent equating method overestimated the
Examination of the Mathematics Level II scaled score discrepancies shown

in Figure 5 indicates that the IRT concurrent method has a tendency to

(Fh)
=i



Figure 5

Summary of ﬁquating Results for SAT-verbal and Mathematics Level II Equating
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overestimate criterion scores for raw scores less than 15. It should be
noted that application of IRT equating to the SAT-verbal chain resulted
in a maximum scaled score discrépancy of close to 25 scaled score
points, whereas the IRT concurréent method appliéd to thé;ﬁéthémétiC§
Level II chain resulted in 4 maximum scaled score diScrepancy of less
than 10 scaled score points;

Observations based on the plots presented in Figure 5 are given more
precise meaning by computing a discrepancy index for each comparison
with the criterion: For each raw score x on the initial forms in the

estimated scaled score t' derived from a specific equating method. The
smaller the difference d between t and ti, the smaller the scale drift
and the more stable the equating method. A weightéd mean square
difference was used to summarize the differences between t and t'. The
weighted mean square difference or total eérror 1§ equal to the variance

of the difference plus the squared bias, that is,

2 : -2 2
- 2 £,.d."/n=2% £.¢d; - d)/n +d ; or
(7) P B 5 33
J ]
(Total Error) = (Variance of Difference) + (Squared Bias)
where d, = (tg - tj), t'. is the estimated scaled score for raw score ij’
tj is the initial or criterion scaled score for ij’ fj is the frequency
S D S T L
of Xj; n = 5 fj; and d = j fjdj/n; Summary statistics and discrepancy

indices for each of the equating chains are also given in Figure 5. The

values in Figure 5 were computed summing over SAT-verbal raw scores 1l to
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80i and Mathematics Level II raw scores =2 to 491; using frequencies for
the total group taking SAT-verbal Form V4 when it was first administered
in December 1973 and Mathematics Level II Form CC when it was first
admlnistered in December 1980.

Examination of the verbal data presented in Figure 5 indicates that
the IRT concurrent equating method overestimated both the mean and
standard deviation of the criterion scaled scores. Bias accounted for
approximately 86 percent of the total error. The information for
Mathematics Level II summarized in Figure 5 indicatés that thé LRI
coricurrent equating method underestimated both the criterion mean and
standard deviation: TFor the Mathematics Level II equating chain, bias
accounted for approximately 58 percent of the total error.

Because of differences in test iéngths ind rdw score frequencies of
the groups used to weight the discrepancy indices, comparisons between
the sizes of thé total srror for the two equating chains may be
misleading. However, the discrepancy between this index for the two
equating chains is so large that it would appear reasonable to conclude
thiat the eouating'results for the Mathematics Level II chain are
definitely superior to those for the SAT-verbal chain. Further evidence
of the superiority of the Mathematics Level Il results is provided by an
examination of the scaled score means and standard daviations resulting
from application of the IRT equating method to the two test chains. For
the verbal chain, the IRT results overéstimaté the criterion mean by
almost tem scaled score points and the criterion standard deviation by

lThe discrepancy 1nd1ces reported in thlS paper were computed as part of

the Petersen; et al, (in press) and Cook and Elgnor (1983) studles. For

these studies; dlscrepancy indices were computed over the range of scores
for which equipéercentile raw to scaled score conversions were avaiiabie:

Had the total raw score range been included, changes in the discrepancy

indices would have been negligible due to the low frequency of occurrence
of scores in the exXtremes of the score scale.
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approximately four scaled score points. On the other hand, for the
Mathematics Level II chaim, the IRT method underéstimated both the
criterion mean and standard deviation by approximately three scaled
score points:

Factor Analyses

The factor analytic resilts are presented in the following fashion.
The SAT=vérbal results precéde the Mathematics Level II results. For
each test form, the number of factors question is assessed by examining
thé fit of first-order factor solutions. Then comparibility of the
hypothesized second-order factor structures is examined across the three
tests forms.
SAT-verbal

Number of factors: Figure 6 contains Q-plots of normalized

residuals (see Methodology Section for detailed description of these
plots) and indices of fit for SAT-verbal Form V4. There are four panels
in this Figure: The top two panéls summarize the fit of a ome factor
first-order solution and a two factor first-order sclution respectively;
while the bottom two panels Summarize the fit of two second-order factor
solutions: a solution with one general Fecond order factor and four

group factors (one each for sentence completions; antonyms, analogies,

iridependent general factors and the same four group factors. The top
fit the V4 item parcel correlation matrix. The residuals plot reveals a
sizeable number of large positive residuals, which is indicative of

underfactoring. In the top right panel it can be séén that adding a
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Figure 6

Normalized Residuals Plots and Indices of Fit for SAT-verbal Form V4

P HpeMBL LIUA VES AL
R e A L WPLES €3 NEP AL IIID B1S bty
L P P PP
: S PP PP
.
. .
. H .
. 1 L
. i 1 .
. - i .
. "o
» . 4
- e T
~ . . x - x1
v . T [ Sx
- . - KR c e
Ll . sAaSee . ixx
A . .le " a
L} . an A .2
.. m v g
P . - ..
y . P o -t
A . .. H S
. . an -
P e ' '
[ < e ' en
[} . Suae 1 . an
. a . ' .o
[ o ¢ L ae
. e s ae
. o i
. o S
. . s
. i a
. i i
. . .
. ' .
. . 1
581 aeteuanteannannatsassnsnassassasrasrennnestestaanteiasnantaentatsassannes .
M O
* 3.0 EY I
MLEMILTZED #tSIOULLS

NCRNAL LD PESIDUILS

One Factor First-Order Solution Two Factor First-Order Solution

i

Chi Square = 604.55; df = 119 Chi Square = 181.96; df = 101
GFIL = :958 GFI = .987
RMSR = .026 RMSR = :013

OPLOT CF NUBMILIZED AESTOYRLS

Je8 s aesancecestenannnssannons anntostsessesstasessssnsstanasonstseseasssssnssy 2 e T TLI T I
= : a :
s o : S :
D i : w :
v o v . .
M ' s e :
: : Caa ¥ s :
v Ny . o :
. . t . :
:‘ .;:'. E ,.':':
. a ¢ :

. N x 1z .

. 1 L .

: : : < .

: : M - .
|.s..-.... e e ieeriee ee e eteeaE e eres i be e eeaeaereh et ennaeneebee s ennenaeiT
-3, - - 3.8 =13 3.8

NCw At [ZE0 ¥E31DUIL S NCPMAL I ZLD PESIDUILS
One General Factor and Four Two General Factors and Four

Group Factors Solution Group Factors Solution

151.66; df = 114

chi Square = 175.98; df = 115 o Chi Square =
GFI = .989 37 _GFI = .990
IMSR = .014 RMSR = .013




-35-

second first order factor vesults in a very noticeable improvement in
fit: The root mean square residual (RMSR) is halved from .026 to .013,
the goodness of fit index (GFI) increases, and the chi square exhibits a

sizeable drop from 604.55 (df=119) to 181.96 (df=101), an unquéstionably
significant improvement in fit.

The information contained in the bottom left panel of Figure 6
reveais that a second—order solution with a restrictive factor pattern
(see Figure 3), one géhérai factor and four group factors, fits the V4
item parcel correlations very well. Adding a second general factor,
crthogonal to the first (the bottom right panel in Figure 6); produces a
chi square from 175.98 (df=115) to 151.66 (df=114).

Figure 7 contains the normalized residuals plots and indices of fit
for SAT-verbal Form X2. As was the case for Form V4, comparison cf the
top two panels reveals that one factor is clearly inadequate and
In fact, three first-order factors are really needed to provide a tight
fit to the data. 1In ordar to verify this, the authors performed a three
factor first order analysis (the results do not appear in Figure 7).
Taking a third first-order factor results in a chi square of 124.29
(df=82); a GFI of .989, and RMSR of .010.

Contrast the fit portrayed in the bottom panels with the fit in the
top panels. Fitting a restrictive confirmatory second-order solution
that is theory-based fits better than the less restrictive first-order
factor solutions. The lower left panel reveals that one general factor

and four group factors fits the X2 item parcels correlation matrix very
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Figure 7

Normalized Residuals Plots and Indices of Fit for SAT-verbal Form X2
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well. From the information displayed in the lower right panel, it can
be seen that adding a second general factor is unnecessary. Thus a
model that requires only one general factor to account for correlations
between parcels composed of different item types fits the data very
well. Recall,; that for V4 the addition of a second genérai factor
improved the fit slightly but significantly.

Figure 8 summarizes the fit results for SAT-verbal Form Y3. As was
the case for Form X2, at least two first order factors are needed to fit
the Y3 items parcels correlations. AS with Form X2, the second-order
solution with one génerai factor and four group factors provides a very
good fit to the data. Adding a second general factor improves the fit
very little.

Second-order structures. For all three SAT-verbal forms, the

hypothesized second-order factor solutions fit the data well. Table 2
contains a numerical summary of the single general factor solutions
(lower left panels in Figures 6-8). Here the relatives contributions of
the general factor and each the four group factors to the first-order
parcel factors are tabled. In addition, Table 2 contains the
correlations among the four first-order factors. One aspect of the data
presented in Table 2 is immediately obvious. For évery verbal form, the

observed in the first-order factor Corrélétioné, all of which are .80 or

higher, and in the variance contributions portion of the table: For

sentence completions factor variance, 85 percent of the antonyms factor
variance, 93 pércent of the analogies factor variance, and 82 percent of
the reading passage items factor variance.
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Figure 8
Normatized Residuals Plots and Indices of Fit for SAT-verbal Form Y3
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Table 2
Relative Contributions of One General and Tour Group Factors to Variance of First

Order Parcel Factors for Three SAT-verbal Forms

Pirst Order Factor

Test Form . First Order Factors—— — _ Correlations
Sentence o ~ Reading
completions Antonyns  Analogies ~ Passage Items ] S
I Il III Iv IS S S 1 A
general factor .98 85 9 8 1L
Vs .92 L0
1 ) | mo% 8 L0
group factors .02 15 07 18 v .90 .8 88 1.0
] moHmW
seneral factor 97 92 82 il 100
: To% L
t i - moo8 81 L0
grodp factors 03t 08 18 19 w89 .86 B L0
SR 1R i B
general factor .96 88 8 84 1T L0
: II g L0
B | » | __ moa 8 L
proup factors 04 12 14 16 w90 86 85 LD

U,

Pom—

42

Not signiticantly different from zero (b<.01)
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Lobking across test forms (aown columns in the tabie); it can be
seen that the general factor accounts for almost all of the sentence

completions factor variance on all three test forms: In contrast, the

analogies factor than the antonyms factor; for Form X2, the opposite is
true: For Form Y3, the general factor is only slightly more related to
the antonyms factor than it is to the anologies factor.

Figures 6-8 include a description of the fit of a second-order
solution that allowed for a second general factor. Table 3 summarizes
these solutions. It can be seen from the information summarized in
Table 3, that for tést Forms X2 and Y3, inclusion of a s&cond general
factor adds nothing to the solution. This fact can be observed in the
miniécuié contributions of this second geﬁErai factor (;bb or ;01) to
first-order factor variance. Note also that for Forms X2 and Y3, the
correlations among first-order factors remained virtwally unchanged when
the second general factor was added (compare correlations in Tables 2
and 3).

In contrast, addition of a second general factor has an impact on
the solution for Form V4. Note that the antonym group factor is reduced
substantially, while the reading passage item factor is reduced
somewhat. This second general factor makes a non-trivial contribution
to the variance of the antonym and réading passage item factors. As the
footnote to the table indicates, this second genérai factor has positive
Weighté for the vocébuiéry item types, antbnyms and anaiogies; and
negative loadings for the reading item types, sentence completions and
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Table 3
Retative Contributions of Two General and Four Group Factors to Variance of

First Order Parcel Factors for Three SAT-verbal Forms

First Order Factor

Test Form First Order Factors Correlations
Sentence Reading
Completions Antonyms  Analogies  Passage Items o
I II III IV I IT 1II v
general factor 1 .96 91 92 8 10
ol ' " ; a2 ne
V4 general factor 2© .00 .Qﬁ .QQ .Qﬁ moo% .9 L0
group factors 04 03 08 10 w9l 8 .87 L0
I I I W
general factor 1 .97 92 .82 81 1 L0
: e . % ne
X2 general factor 2 .91 .90 .Ql .Q} 111 9.8 L0
group factors 02 08 11 18 o8 .86 8 L0
I I 1III IV
_ gerieral factor I .96 89 .86 84 oL
13 T B - . . Imo9 Lo
ok S N S - S B SR
group factors .03 .10 13 15 v .9 .86 .8 LD

lFor all three test forms f1rst order loadlngs on general factor 2 vere posxtIve for anaiogles and antonvns and
negative for sentence completion and reading passage item parCels With the exception of antonyms o' reading
passage items on Form V4, these loadings on the second general factor were trival.
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reading passage items: Consequently; inclusion of the second general

factor increases the correlations between the vocabulary item type

factors:

Dropping reading passage items parcels. The results contained in

Tables 2 and 3 and Figures 6-8 suggest two conclusions. First,
SAT-verbal is not strictly unidimensional and most of the lack of
unidimensionality can be attributed to the reading passage items.
Second, the content structure for Form V4 differs from that for Forms X2
and Y3. Form V4 needs a second general factor to explain the
cortelations among the item parceis; a second generai factor that Forms

X2 and ?3 do not réquire.

These analyscs for the reduced matrices parallel those conducted for the
full item parcels correlation matrices.

Fieures 6-8. Dropping the réaaing passage items does not result in a
drop in the number of first order factors needed to fit the data: The
single factor first—order solutions, however, are somewhat better here
than théy were when the rééding passage items parceis were included:
Hence, the reading passage items parcels,; while a major contributor, are
not the sole reason for lack of unidimensionatity. Table 4 provides

more evidence on this point. From the information presented in this
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Figure 9

(excluding reading passage items parcels)
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Figure 10

Normalized Residuals Plots and Indices of Fit for SAT-verbal Form X2

(excluding reading passage items parcels)
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Figure 11

Normalized Residuals Plots and Indicés of Fit for SAT-verbal Form Y3
(éxcluding réading passage items parcels)
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Table 4

Relative Contributions of One General and Three Group Factors to Variance
of First Order Parcel Factors for Three SAT-verbal Forms
(excluding reading passage items)

First Order Factor

Test Form ... ___First Order Factors _ . . - _ _Correlations
~Sentence ] o
Completion Antonyms Analogies ) 7 )
I It ITT I iT irz
general factor ;93 .90 194 I 1.0
V4 - S 7 ) I% .92 1.0
group factors .07 .16 .06 1% .93 .92 1.0
I IT ITI
general factor .96 .92 .82 I 1.0 ]
%7 i II .94 1.0 o
group factors .04 .08 .18 III .89 .87 1.0
I IT  III
general factor .93 .90 .87 ,i i:@ L
Y3 . ) _ 1T .92 1.0 o
group factors .07 .10 .13 IIT .90 .88 1.0

lNot significantly different from zero (pz.bi)
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table it can be seen that the anaiogies group factors;gre sizeable for
Form X2 and Y3. One also can see that the structure for Form V4 still
gives evidence of being different from that of X2 and Y3: 1In fact, V4
appears to be the most unidimensional of the three test forms. The
structures for X2 and Y3, on the other hand; appear quite parallel.
Thus; removing the reading passage items parcels results in data (the
remaining item types) that are more unidimensional and clarifies the
structural differences between Forms V4 and Forms X2 and Y3:

Mathematics Level II

Number of factors. Figure 12 contalns plots of normalized residuals

and indices of fit for Mathematics Level II Form CC. The top two panéis
reVéai that at least two fitst;order common factors are neaded to fit
the Form CC item parcels correlation matrix. Examination of the upper
right hand panel reveals that, with thé exception of four item parcels
correlations, the two common factors provide a reasonable fit to the
data. Taking a third common first-order factor (the results are not
presented in Figure 12) improves the fit but does not leave many degrees
of ireedom.

The lower panels of Figure 12 summarize the fit of the restrictive

second-order solution of one general factor and four group factors (one
for each content area: algebra, geometry, trigonometry; and functions).
Using up one less degree of freedom, this second-order solution fits the
data very well, indicating that the hypothesized structure for the data
is tenable.

figﬂré 13 contains the summary of indices of fit for Matheématics

ievéi ii Form ﬁé. for this test form, twe first-order factors provide
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Figure 12
als Plots nnd Tndices of Fit for Mathematics Level IT Form CC

Normalized Residual
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adequate fit to the data: The second-order solution fits the data even
better. The same kind of fit results occur for Mathematics Level II

Form AC. These resuits are summarized in Figure 14.

A1l three forms are fit very well by the second-ordér solutions of’
one general factor and four content area group factors. Two common
first-order factors are needed to fit the WC and AC item parczls
correlation matrices. The CC item pércéis correlation matrix, however,
is not adequately described by two common first-order factors.

Second-ordér structurés. Table 5 summarizes the contributions of

the general and group factors to the first-order factors across aill

thrse test forms. AS was the case with SAT-verbal, the general factor

Form& CC and AC. For Form CC the geometry group factor is quite large;
smaliish;

Dropping trigonometry parcels. From the information presented in

Table 5, onme might infer that the trigonometry item parcels are the
primary contributors to lack of unidimensionality. To assesé the
vatidity of this inference, factor analyses were conducted on reduced
correlation matrices obtained by excluding the two trigonometry parcels
for each form. Figures 15-17 summarize the results obtainad by fitting
various models to the réduced correlation matrices for Forms C€C, WC, and

AC, respectively. These figures contain information that parallels that

M

3
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Figure i3
Normaiizéd ﬁééiduaié ?iots and indices of Fit for Mathematics Level II Form WC
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Figure 14
Plots and Indices of Fit for Mathematics Level II Form AC
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Relative Contributions of One General Factor and Four Group Factors to Variance
of First Order Parcel Factors for Three Mathematics Level II Forms

Test Form
general [actor
ee
group factors
seneral Tactor
WC
group factors
general factor
AC

group factors

First Order Factors

Firgt drdér,FaCtof

B _ ——  —— Correlations .
Algebra  Céometry  Trigonometry Functions . .
I 11 111 IV I I I I
97 81 70 90 1 .0
I8 1.0
1 , , ) o .82 755 Lo
.03 19 .30 10 v .93 .86 .79 1.0
I I Wl W
93 .88 82 94 I
B9t L0
i | , - I 87 85 Lo
07 12 18 06 Woo9% .90 .88 1.0
I B Mmoo
8 L0 73 91 I 1.0
I 9% 1,0
-~ . | T ¢ S R
12 .00 27 .09 W .9 .95 .82 10

bt significantly different from zero (p<. 01)
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Figure 15

cc

Normalized Residuals Plots and Indices of Fit for Mathematics Level II Form
(excluding trigonometry parcels)
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Figurc 16
Normalized Residuals Plots and Indices of Fit for Mathematics Level 1I Form WwC

(excluding trigonometry parcels)

OPLOT DF MOMRAL 1ZED SE310UALS

H lll - . - - - - - [ -

: o : Form WC (excluding trigomometry

‘ P : parcels) basically measured only
§ - one general factor. It was

i o : impossible to obtain a reasonable
: o . two factor solution.

L e e e

NORRML 111D BESI0UM S
One Factor First Order Solution Twe Factor First Order Solution
Chi Square = 41.88; df = 20

GFI = .990

RMSR = .013

L R
1

- X

x
] .
:’ L1}
" et
a4 1
v .
t ..
° x
) -
. .
" .
) .
[ L]
L X
[ .
s -x

L]
X
. X
“Jelasererrencteccatostatossersrriarsnnrressraneitesnrrenberenrrrrry
A rreseenede

NORMAL FIED RESIOUALS
One General Factor and Three Group Factors Solution
iéiia; df = 13

.9986

007 60

I}

Chi Square
GFI
RMSR




~55—
Figure 17
Normalized Residuals Plots and Indices of Fit for Mathematics Level II Form AC
(excluding trigonometry parcels)
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Eﬁé most intérééting aspect of these figurés is the fit of the Sihgie
first-order commoni factor solutions, depicted in the upper left panels.
For Forms WC and AC, one common factor provides a very tight fit to the
reduced correlation matrices: (For Form WE; LISREL V would not even
allow a second common factor!) In contrast, Form CC requires a second
common first-order factor to achieve a reasonable fit: For Forms WC and

AC, removing the trigonometry parcels leaves remaining test items that
are very unidimensional. Form CC; however; even after removal of the
trigonometry parcels, remains at least two-dimensional.

The unidimensionality of Forms WC and AC that results from excluding
the trigonometry parcels is évident from the information presénted in
Table 6. Note that for these two forms, the first-order correlations
are all .91 or Higﬁér, and that the contributions of the group factors
to first order factor variance are all .10 or less. In contrast; the
geometry group factor for Form CC is quite sizeable, while the other two
groip factors for this form contribute variance that is ot

significantly (p<:01) different from zero. Even after dropping the
trigonometry parcels, the structure of Form CC is not unidimensional
because of the sizeable geometry group factor.

To summarize; the results of the factor analyses indicate that both
the SAT-verbal and the Mathematics Level II forms can be considered to
be somewhat multidimensional, and to exhibit some departures from
form—to-form parallelism. For SAT-verbal, Form V4 appears to be more
unidimensional than the remaining two forms and, as was hypothesized,
less parallel to Forms X2 and Y3 than the latter two forms are to each
other. Rémoving the item type for which the group factor contributed
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Table 6
Relative Contributions of One General and Threé Group Factors to Variance

of First Order Parcel Factors for Three Mathematics Level II Forms
(excluding trigonometry itéems)

Flrst Order Factor

Test Form " First Ordéer Factors ____ Correlations
Algebra  Geometry  Functions ! —
I 1T II1 I II ITI

gerieral factor .95 .78 .95 r 1.0 .
cC ) 1 N 1 iIr .86 1.0
group factors .05 .22 .05 I1I .95 .86 1.0
I II 111

general factor .91 .91 .95 1 1.0

We o ) 3 I 91 1.0 ,

group factors .09 .09 .05 III .93 93 IL:0
I 11 111

. general factor .90 .97 .93 1 Lo
AC o - 1 11 93 L0 !
group factors 10 .03 07 111 .92 95 1.0

Iyot significantiy different from zero (p<.0l)
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the most to parcel variance (reading passage items), although providing
data of a more unidimensional nature, did not result in what could be
considered a truiy tinidimensional set of items for any of the test
forms. Of the Mathematics Level II forms investigated, Form CC appeared
to be less unidimensional than Forms AC and WC. Form CC also appeared
other. Removal of the content category (trigonometry) that contained
item parcels for which the group factor contributed most to parcel
Form CC. However; removal of item parcels in this content area did
result in virtually onidimensional data for the remaining items in Forms
WC and AC:
DISCUSSION

This research was conducted in an attempt to dévélop & better
understanding of the relationship betwesn violations of the assumption
of unidimensionality and the QUéiity of i<l equating results.
Examination of this téiétiOnéhip is hamp rod by the difficulties

In an attempt to circiimvent some of these -i° Fi.ualtzes, item parcels

were constructed. Construction of these par:els - as gvided by conten

and item type considerations; and a desire ro -r~dice correlations that
could be fit by linear factor models: The resul.unt correlation
employing the LISREL V model.

This series of analyses did provide a better understanding of the
relationship between violations of the assumption of unidimensionality
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and the quality of IRT equatings: For example; the Mathematics Level II
equating results were viewed as superior to the SAT=verbal equating
results, and the dimensionality analyses revealed that the Mathematics
Level II item parcels were more nearly unidimensional than the
SAT-verbal item purcels. In addition, the dimensionality analyses
verifed that SAT=verbal Form V4 and Mathematics Level II Form CC were

chains than thé othor forms (SAT-verbal X2 and Y3 and Mathematics Level
11 AC and ﬁéj were to each other.

while the research presented in this paper has provided a better
understanding of the relationship between the assumption of

.....

unidimensionality and the quality of IRT equating, there is definitely
soom room for enhancement: Refinements of the methodology for assessing
dimensionality that was used in this study are needed. For example,
conducting a series of dimensionality analyses throughout the entire
equating chain (For each of the tests studied) should improve

(equating) items appeurad in adiacent analyses. Use of common item
parcals in adje: 'nt aralyses wouid make analyses of variance-covariance
matrices (instead of ceurrélations) more meaningful,; provided that item
parcel constructior could na refined to produce parcels with

approximately equal variuices As well 2s equal meanc. Given the strict

adherence to iter. .z eon, sition obscrved for the Scholastic Aptitude
Test, the verbal #:d wa:ii~i.t =il sections of this test eem most
dmenablée to a more thcisi .~ &... :stonzliity aunalysis. Th:s more thorough

analysis should uncover wore gews' 1 (and perhaps contrasting) trends in
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dimensionality and form-to-form parallelism that could be related to the
quality of IRT équating. Eventually, this approach might yield
diagnostics that could be used to arrive at more informed equating
decisions.

In the interim, it is reassuring to note that, despite some
variation in form-to-form parallelism and some departures from
unidimensionality; both the SAT-verbal and Mathematics Level II IRT
equating results were quite reasonable. DPerhaps, as Divgi (1981b) might
argue, IRT equating is robust to violations of unidimensionality be¢ .
test scores are involved, not predictions of individual item réspos
Or, as Drasgow and Parsons (in press) might argue, IRT equating . =
variance in the data. (In this study, the geméral factors in the
SAT-verbal and Mathematics Level II analyses were very large:) Further
dimensionality assessment Studiés should provide more answers; generate

more questions; and ultimately lead to improved empirical techniques for

evaiuating IRT eQuatings;
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