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Oral Reading:
Does It Reflet
Decoding or Comprehension?

Josepti H. Danks
Ramona Fears
Kent State University

How 6o most elementary school teachers determine whethera child can read
18 kel that the teacher hands the chid a book at the child’s estimated
reading level and asks the child to read. That the reading is to be aloud is

usually ot staed bt understood implicily by Bt teacher and child, What

reading activity is commonly found in most traditional lower-elementary-
grade classooms?—-children reading aloud individually or in unison, Oral
tading provide the techer witha quick evaloation ofeac child progess
and provides the child with practice on at least some aspects of reading,
Although oral reading is a widely used procedure, we lack well-developed
theories concerning what specific components of the reading process are
assessed and what reading skills are developed by oral reading: -

TWO HYPOTHESES ABOUT ORAL READING

A general model of reading that is commonly assumed propose tc pirt
inpit & first decoded into a phonological code that has most of the
chatacteristics of an oral verbal input, This code isthen comprehended by the
Usual routines of language comprehension that the child has developed for
speech. These two stages o readin are usualy seends discrete stages that can

 be taught independentl. This assumption has led to & dvison of eading

instruction into teaching decoding and comprehiension, Decading depends

only minimally.on comprehension, although some invertigators posit
 “downstream” effects on the basis of top-down Models of comprehension.

For example, a major aspect of Goodman's (1967) informed-guessing model

i



90 DANKS AND FEARS

s that previously comprehended materg faciliates ife déébdiﬁé of prift,

Hovwevet, these downstrearm infliencss of compreheision o decoding are
usually not thought to be essentia) for successful decoing but only helpful

WAEN the contextual informiticti i§ avajzgie. O the other hang;
comprehension is necessrily deperidei o decoding for th represeriaiion
on which to operate, Except for providing the input for comprehension,
however, the decoding procss does not directly affect the comprehension
process (Eds. note: See also Fredertksen, and Goodrmap and Goodman,
Volume I tis sre |

_ Given this rough two-stage moge of teading. whete doic o production
fit? Thie niotor production aspect of org| reading must be "tacked on" g the
model of the reading process, because (heze i no produclion component
explicit i the mode] There are %0 genera] hypotheses s to when oral
production i initiated in the readingp-rocess.Thé'séh'yﬁéihesesaremust'rate'd
in Fig. 4.1; S ,
 The decoding hypothiesis i thay oral production is initated imiiediately
following decoding(poi & in Fi 4. Oral production s initiated o the

; ;“m——*' BECODR: Lot 008 e re—
NPT OECOOIG COnPRERENSION bresenttiont

ity Sewer |
CuLAToN CONSTRUCTION
S [
ARTICULATION
SPEECH

FIG. 41, Tug hypotheses about gra| rcading pérforméncc.

4. ORALREADING 01

The comprehiension hypothesis i that ora production s initiated only after
comprehension procsses have constructed g semantic representation of the

message (point B in Fig, 4.), Oral produciion is iniiated {rom the semantic
representation and not froii Wi phistological code that existed at an earlier
point n the proces. Infactthe verbal code may no longer exist at the e 1t
which oral production is initiated. The oral production process beginning
Witk e Sermantic represenation resembles sentence production in its
eseritl components. A speaker has an idea to express, and he or she

transtates that idea into lingusitic form and then Expresses it inspeech. In oral
reading, the semantic representation of the printed message constitutes the
idea that serves as the input to the production process.

These two hypotheses repreeit classes of hypotheses, with variarions
depending on the speific coficeptions of decoding, comprehension, 4rd

speech production, For example, comprehension is described as if it e a

. it proces itha fedbegming and ening. Hovevr compresion

may be a lose collection of processing stratces raiher than 2 single routine;
The possible Varialions in these two classes of hypoihises will become

evident; For the moment, they serve as convenient touchstones for
conceptualizing the question of how org) production meshes with the eading
process. The two hypothests can be differentiated further by comparing two
types of readers that appear to emboidy each hypothesis,

Word Callers

The decotin Hpotess appears 1o be Supported_by reading disabled
children labeled word callers (it Goodmar, & Meredit, 1976, These
arechilden who can read aloud but eho do not e they have
read. One would assume o the basis of the oral readiig eifGirmance that
they understand. However, wher they are tesed for comprehension of the-
MmesSage, they have at best a i undertanding of what they have just

tead, Word calers'understading i it roved w hen theyare permited to

read silently. Although it is not clear Whilt they are doing when they are silent

reading other than taring at the page, their understanding is not Ineressed,
So the proble i i that ikeir normai comprehiension process s disrupted
by the additiomal task of having t0 ead aloud. Interms of our peneral mode,
then, word callers support the decoding hypothiesis i ihiat their oraj
production must be initiated immediately following decoding but before
Cmprchension occurs, ] o

A ofe time o another, many aduls have had the experience of reading
aloud without comprehending, Wren leatting a foreign language, many
Peaple ass thoiigh a phase when they i eid loud i th secong langiage
but not understand whay they read. Or When reading some particulatly
difficul tex fike 5 Philosophic reatise, one might readit aloud 103l more

TTTHI



92 DANKS AND FEARS

time to think about what is beirg s bit sl might not understind what i
wrilten. 1t sesms possible, e, thiat 4t an early point in reading acquisition,

some begining reades might be able 1o read aloud o the b of i,

decoding skills but not compreherid the message. i
__There is considerable dispute; however, gier bt word callers really
Cxist and over what the criteria should be for so labeling a child, Goodman
(1973) claimed thay “reimedial reading classesare filled with youngsters in late
elementary and secondary schaals who cap sound oiit words but get little

meaning from ther reading [p, 491} although he adduced ric statisics 1o~

support that clain: Other reading specialists claim that the niifber of true
word callrs is exceedingly sl becausé children whs are labeled “word

Callers™ by classroom teachers actually have poor decoding skills or poor
language comprehension skills S 7
What citria should be considered in clasiying a hid 252 word caller?
According to he raditional defnifion: the child must be able to read aloug
reasonably well aid fict irdersiang whai was read. What is meant by
reasonably well? A minitmum, the child must read a1 clse to the typical rate
of comprehending readers with about the same number of errors and with
noreaal intonation. There is some question of whether word callers cai ieet
thes criteria. For example, poor readers teid 1o read with 3 i intoriation
(Clay & Imlach, 1971). Readingwith st toition isaclearcluetoa ack of
comprehension, because decoding punctiation and combining that
inforniation with the meaning of the passage leads 10 intonatjon patterns
more typical of speech, What is meant by not wndersind? The ey test is
whether the child ean ifdersiand the passage if it i presenied airally, If
adults had the foreign lariguage text or ihe philosophy essay read alou,they
would not understand it any better than when they read it themselves, If the
child does not comprefiend when listeing, the problem may be attributable
{02 general language or conceptual deficit rther than ip 2 deficiency in
reading-specific compreRension skils or i the costdinatiop of decoding and
comprehension pracesses, -
Word callers may be related to a class of children labeled “hyperlexics,"

Who are superfiially imilar io word callers in their reading behavior
(Mehegan & Drefuss, 1972 itverber & Silverberg; 1967 1958- 1969), The
common distinguishing featre is that “they manifested an unusial aid
premature talent in reading [aloud) against 2 background of gereralized
failure of development. or marked impairment, of other language functions"
(Mehegan & Dreiuss, 1972, p.1106). Thei eadingisa voracious compulsion
that frequently develops in the preschool years. In addition, they are
frequently retarded, aufisiic. or hyperkinetic: Pethaps thess children
represent an extreme instance of word calling mixed with an intellectual or

4. ORAL READING 9(7

aotional disturbance aiiﬁ&yasy'5&5quama_t_i_'vayd_i{rgr_e_mwp;;qfrgadz
%r:'vom the disagreements about both word callers and hyperlexics, care
investigations and descriptions of both are needed.
Dialect Speakers -
s whose oral reading appears ¢ ort the comprehensio
Readers whose oral reading appears to support the comprenensig
:;;:t;r:sis are those whese oral language dialect l; dl‘ff;rcsm :ror: rtchtct }:;zlrc‘l
he primers. The most salient example in the United States are child
f the primers. The most salient example in the United States are childn
:th:h:pzak a Black dialect and earn o sead from primers _gr_l_n;t_c_d_ in sta’l;doarl
Exalish; Wien askec to read aloud; they produce numerous errors”inor
Eigish: When askec to read aloud; they pro 0 e S it e i
production; that i, ther speech does not match the speech that one wo
E;gggtamed on the print. However, their deviations arcr:iot arblll;a:ryg wtx'
spect 10 the meaning of the text, Many 0 thesa “errors” do not change t
to the meaning of thctcxt.M_an'yoft_ se“ertors”do not
;Zg;f:lﬁofif the fext but are a translation of the !“_5_55_3_35_'9!"__‘_[‘?___‘9;_"!9!
dialect s, ote: See Shuy, Volume | tais eries, and Simons; this volum
Dieeal vt o a gisi v, lgh phorer
miscues are the most frequent i oral reading (TEkc. 19’73) ?;T::fd) i:
Wildien may “mispronounce” a printed word (e.g.; Jro!_for road); i
children may “mispronounce” a printed word (e.g. ool |
hend the meani ' d (Melmed; 1973). Many ot
cormpretiend the meaning of the printed word (Meimea, [57.). Many ot
cB(l):ci English esponses in oralreading are morphologica \{anatlonS.s;xscl:
dropping regular past-tense and third-person Smgul;r ;ndmgsl ;;Z;crw;
‘plural and possessive markers on "_0“"5_!____ AT L
gv%%& 19731;. Lexical sifbsitations also occur, for example; _b_l!_t_k?_ _fgr(_ip
i gy shos o ke (Brke, 197, Howener, e ave found
tuie hat have rported e whee el v ons change it
more than oral readingerrors of standard Enghshs:cakcrs;t;anieir:::
To tramslate the text into their oral dialect without 2 change in mean
T translate the text into their oral dialect without & change in mean
necessitates that Black chidren frst comprehend lhcprmlcd text A ;on:
they must decodc the standard English text conec}ly bcforc compre S[l]
it, It Is incorrect to claim that these children have dcﬁcxcnl q:coftlilngs bls
it inappropriate ol theecidren s havinga reading robh
fhe;y Ko Kiow to reéd. The variation n oral g_c;gt_lmg results from a vaniat
i specch that is diffrent from §tgn§gr;q _§qgl§§l£___ e
At the very least, oral reading is an inappropriat¢ assessment (00 v;
appledto these children unes the errrs” are inerpreted intems of
chil's own dialect. Hunt (1974-1975) scored Black children’s responset
the Gray Oral Reading Test both according to the manial and correcting
dialectal responses. She found an increase of only 0.! gradclevcl bctwcen
wo scoring systems, although that diference was st,ausn!crallyrsrqgn;ﬁq
ﬁow’cvcr. the better readers (as defined by the standard scoring of thetest
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}";’: b s rade e et el more by e e g
o B O Rl rade vl onteserage with ol g
more thafi § while grade ovel Baining
0 i s st e e o g
ot e caser whoundestands et il v o o
7 “L".b.'?.'“i;é‘jmd'-"g correcly (Goodin, 1985a; Goodman & By
1712 Labo; 1967). Othrivie, the teacher gy g dereci e 1 oo
el of eaching achieement g iy o oo A 1 S
) ment and May DU Undue nressurs an tho S 1
CCStan Seoreang o o 210 MY Uk undue pressure on the chlg by
oo f bt ol prodcin,The hid a gy ;
o S notunderstanding Why th teaheriscometing what b r s
reading correctly (Fasold; 1669), rheis
br-g‘gfg Chen who e rl b vatighe sadar g
MO their own dialect provide convincing evidence fao -
e o el Provide convincing evidence for i
R
ing) must have occurred before the chijg initiated oral bib&ﬁétgdn

RESEARCH ON ORAL READING
Given the identification of (hesp 16, 1
Tifee:;?r:;pg? s ;ach Rypothess, what erpirical evidence i available?
g eviaence are reviewed. O SOULCE IS the analocte f o
foadios o o terened. Ve source s the analysis of gra
reading errors: The errors or i Y15 of oral
e T RO Ormiscucs are evaluated with respect to the resdins
ap e ARG with respect to the read
processes that underlie the P ng
- 1nderlie tne performance. A second souice of avidenee :
studies of eye-voice spar; If the evaoioins o fee of evidence i
o ) f. 1 the eve-voice span varies with its oo
st o et o it CYE-YOIOR AN Vaties with the semantic
SYMLctic, or conceptual ifficilt of (ke for hoe b o TANLE,
D O culty of the text; then the teider iy be
s e o S eXh e reader imay b
Soisgzﬁ.cnqgngth?“‘“"'”g before nitiating the ora! production, The [yhi,d
evidence is a task in which the texi mate-iot iy p.

e extmatenial is altered—for example
amisspelled word, 3 Wrome mart afcrak « cp e oo —l0rEXAMpe,
oo et VOrG. 3 WTONY part of speech, a semaniically ———
2 logicalinconsisteriy, Whether he aral o s WO, o
Y- Whether the oral reade is disrupted by 7 narticul;

S e 1STU ted b,
tipe b e oo o GOTUPLEd DY & particular
'spe Of aleration in the text indicates whther he or she is using that type of
information 1o process the tey; §thattype o

PeS Of readers, one of oy

Oral Reading Error
Aot ol s oo s b s
Thigcr‘;esn?;'m ona cl:ssxﬁcanon SYStem Lo analyze the errors (Weber, 196g)
- Cassilication s cmes rtﬂé{:[ [he im’fes't'"' i YIS
UL the matirs < et the insestigators' underlying assumpiigns
about the nature of the rea;  Tric L b dsumplions
Al reading prozess, Thuse who vi
e o5 P, Those who view oral reag
i ral teadin
;’n d‘";af y e performaticeskillscoreaserrors hesitations, pdbiéﬁﬁﬁéiaiiﬁﬂg
- Proprte nttatio and phrasi (Webe, 198, Those wh v

oral reading ; i erlving pro
reading as a reflection of underlying processes have focused on the

¢’

IToxt Provided by ERI

<{They found that although lessskilled comprehendets were weak on decoding

g
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graphic-phoretic similarity and synactic-semantic acceptabilty as two
major determinants of oral reading erros,
 Using secially consruced word lss, Shankwelr and Libermn (1572
found that optical confusability, as exemplified by reversals of letter sequence
and, orientation; was a mich less significant factor in producing oral reading
errors than were orthographic factors; such as position of the soinid Segments
and phoneme-grapheme correspondences. Initial Segrients were better read
than medial of final ones, and consonants were read better than vowels.
Errors on vowels were predicted by the number of possible orthographic
representations. e

Usirig word lists as opposed to prose precludes any evaluation of syntactic
4¢d seiantic determinants; Shankweiler and Eiberman (1972) justified their
use of word lists by the fact that there were significant correlations (averaging
.76) between error scores on oral reading of lists of words anderror scores on
the Gray Oral Reading Test in each of four groups of children. They
concluded that “the problerns of the begifining reader appeat to have more to
do with the synthesis of syllables than with Seanning of larger chiiiks of
connected text [p. 298)." However, since the word list data aceounted for only
about 50% of the variance on the Gray Oral Reading Test, consideraple
variance remains to be explained by syntactic and semantic components of

connected text. Goodman (1965b) reported that many words that were
missed when they appeared on  list of isolated words were read correctit
when they appeared in a story context. In fact, first graders read 4%, second
graders read 75%, and third graders read 829 of the missed words correctly
given the syntactic and semantic constraints of ihe Story. N
The term seimantic consiraints is usually used to refer to the meaning of the
sentence constraining what lexica items might meaningfully complete the
senitence. Semantic constraints also can be used to refer to aceess to thy

 meaning of & word in the lexico or “mental dictionary:" Two experiment

with isolated words are particufarly relevant, Perfetti and Hogaboam (1978
reported that more skilled comprehenders were more rapid at won
recognition (and pronunciation) than were less skilled comprehenders, ever
when all words were known to both groups. The difference betwee thy
grotips was larger for infrequent than for freqtient words, Golinkoff ant
Rosiriski (1976) uised a somewhiat différent task i which autormiatic serr afiti
access would interfere with the Subjects performance on picture naming

P

their semantic access skills were not imparied: The results of these twa studie
are inconsistent with respect to whether more r.id less skilled comprel:snde
differ in semantic access. However; the fact tha! variation in semantic acces
affected naming responses indicates that semantic access occurred before th
. Maming response was initiated,
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Ottt inviestigators have compared the effcis of grapliic aig
SytaClic-Seimaniic COMSIAINS 01 errors g connected text. They have
uniforily fefirted thay oral reading errors g represented more accurately
as allernatives that a7¢ SyntEctically and semaritcally plausible thap 23
alternatives that match Braphic constrainis, Qu of 1674 sibstitution errgs
committed by first grades Clay (1968) eporied thay 26 were syntacticaly
Appropriate but that giiy 416; COuld be attributed 10 grapherme-phonene

primary factor per ¢, ,
That the large majoriy of substitution efrors j org reading tend to be
Syntactically and seaiicaly ApPropriatt i el docimenteq In one case,
oral teading errors of callege studens were 1t just syniactically appropriate
but sere predicted by 5 formal grammar, an augrieieg rgogoy Metwork
(Stevens Riielar, 1975). Studies by Biemiller970), Clay(1968), Coten
(1974-1975),ca"o'dtﬁ:iﬁ'(i%sb);anaweber'(rw'ﬁé,1970_b)rcpqnedzhatﬁrs:
Braders” oral reading errors teng 1 be grammatical ang meaningful for the
CORIEXt up 1o the point of the error Frequently, the error is grammatically
and semantically consisient with the remainder ofthe senence a5yl f o
sel-correction usually e (Clay, 199; Goadman, 19
(1970) reported that ungrammatical errors swere more graphically

Inetease i graphically simifay SUDSILULIONS Whiereas the moomrse o
contestual semantically appropriate) s
Finally, i1 the thirg phase; the ercn _
increased v bereas the percentage of graphic SUBSIIDIOS fetiined sizhje A
comparablesequence has beey Teporteq @-Clay(i%s)farsemcouééﬁaﬁsby
irt-grade childrei 5 jiars ol iy New Zealand). Initily, etrors e el

4. ORALREADING 97

ere 15 some evidence that certain types of oral teading eftors may bea

o o e vt s
pmlllﬁ-m;ma’c%fe:- :r::sby Clay were receiving eading fsteicion in
Blcml‘n“’mihasis bk’bgréihs. Cohen (1974-1975) analyzed the ora reading
cn::;:sl og; frst graders being taught with a_ code}-lcmp:as;(s)an%p:c;al;ha ir{;;
il Wit & bit diffeen from Biemills i that se found only 4 ey
WSZI;SS‘:_:}:: :‘vebr:: fl::?t:;; an ihiii@l phase of 'givmg ?9"—‘,‘,",'?’?‘,!?3P9!‘§,°§j
{::tead, most started out in a brief nonrcsponsephase.lnthenéxt_ dpclxe.
thest children produced a significant number of nonsense words, '”'Yl'é mﬂ{;
the emphasis on sounding out words and alempting topn])nm;;r:)cuﬁwm
induced children to make up words based on ic.gl‘épl]_lc shmuhulsd : b“s
the phase in which ndﬂscqgc rc;rggnpiriefdfqm!rgatgq, F,h‘ chi .eqnedgin
producing meaningful word substitutions as the context gai
Imlpt? ;r:;cts that thie p’ﬁiﬁéiﬁ conclusion to be Héf,i:\ieq_f{qnn}_s_@_lgs_o( _qr;_l
rcadinz errars is that readers proceed ih'r'oughthccomplrehex:'stonstatgi
before initiating oral production. How clsccouldsyntacﬂcanlscmanh
constraints have such a powerful effect on oral reading errors uncssbsutc;t
were the case? Not onlyis this conclusion trué for sille f_d_u!;_r_cﬁq_ers_»._; n‘: |
also holds for beginning readers and for good readers a8 well s por (r!ca"cers
Ths, the comprehension hypothesisis substantialy corect, and Word cal i
exkibit & clear reading disability that is qualitatively different from typica
r?:;{;,%ugﬁ ths i‘ogic is appealing, we arguc thallt ,is_xqg_c_;_r_r_g__ct_;' Fronﬂhe fa_c:
that a child makes 4 gramiatically aid semantically appmpmte.c'rmr,:nd
cannot conclude with certainty that e or she hascomprchended thcmtcrll1 ded
meaning of the text Bcfog_igit_igti_ng_qr;gl production. The chxldmf:%{l ’daY'e'
conslructed an interpretation or meaning for the prior text and filled ::
iiiiEiidW'ri,jﬁié’sihg.- or unsampled words on  the basis Gf lhccanstruc:h
meating, O some occasions, the constructed meaning maybethc Safe ﬁm:
textual meaning, but thi correspondence does not necessarily mdxcal:e i
the child obtained that meaning by proccs;s_s_xilg_ thctcxt _wgrq_qx_r_qg_g__mi ;tg
semanti representation and the substituting a synonym at production. iﬁg
child accurately comprehended the text prior o making a_rll_gr_r_o_rii 1( e
comprehension hypothesis); then not nly wouldthccrrorbc acccplanc ::
lhe sentence up to tha point. it Would be a close paraphrast as we A
Sytactically and semantically acceptable _%f!?rizs;_ﬂ?t_ necessarily a: os:
pezaphitase, Fot exarmle substituting car for cat in “The girlsaw thc aat ruh
Beross the road” does notyield a lose paraphrast of the sentence evcntho:g“
car is syntactically and semantically acctptable, There would be no need to
correct an error that is a close paraphrase, because there wqqlq]p;iqg
in'cdnsinériéy with the remainder of the seatence. However, substitution
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‘ * Decalse they are ungrammatica| o7
inconsistent with the remainder of the se od
19655 Weber, 1970a). Thus, e slisorrecton phenomenon sugyts 1
although the subsiturion errorg are Symtactcally and semamica
acceptable, ey are not close paraphrases. The kg predicts 2 frican’i'n"}
Produces a ot esponse that is appraprit o that mening, reaizs thft
the substitoion i inconsistent with e ater text, and the repeat 1 coyee

the error.

e COMSpOnds i many e Bl 1970) it phage,
Which the {istgraders respond With a contextuzllyappropisia P n

ater read what is actually writen agher drar e o) LS
Levin, 95,5 28),

. The difference betweeq
e edin erors with the chi' own g, [ s

changes. Taking an example rom Weser (197
sub5;|tu§§d dimes for money, it is more likely tha

it ST an be diffreniated b theleve] of e g,
Pronunqauon and morphological erroys would be the result of gral
production differences, but more complex synraeyi and semantic
substitutions would be contextually based responges: Ti

Mence (Cly, 1969, Goodigy,
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“grammatial nthe child' iolec. The filute tofvert the subjctand
predictin embedded relative clauses i characteristicof onestagein children's
acquisition of éﬁbcdd_t_!_d clauses (Menyuk, 1969). Although the failure of
inversion more typically is found in nursery-school children than in first
graders, any oneof several factors—for exarple, slight orallanguage delay n
this particular child—could explain its presence. Akthough no information
was reported about this child’ idiolect, the example does llustrate that we
caniiot identify any particular level of oral reading error s ether an output

eror or a contextual error without a comparison with the child's gral

{anguage.

From the faet that & child produces syntacticaly ang semantically
appropriate errors in oral readifi, the teacer shiiuld notinfer automatically
thatthe child is comprehendingand therefore readivg adequately. The source
of the errors must also be determied. Oy afier a comparison with the
child' idiolect, ather than a comparison with an adult’s rSpoass to the
same graphic stimulus, can one determine whether the efror s 2 ranslatioi
bascd ona veridical semantic representation ora gucss based on the preceding
text. -

Eye-Voice Span

When moderately skilld readers read aloud, the eye s fxated on the line of
print somewhat in advance of the word being vocalzed, This diference
(ypicall messuredinwords) iscalled heye-vocespan,Theeye-voicspan
snfluenced bya number offactors—ageand sill velofthe reader{Levin&

Turne, 196, dfficulyof perceptalprocesing Resick, 1970 syntaic
structure (Levir & Kaplas, 1968, 1970: Rode; 1974-1975; Schlesinger. 1968),

- difficulty of the material Buswell, 1920: Faicbianks, 1937). and task demands

for the reading (Leir & Cohir, 1968). For e current discussion, the most
important conclusions drawn from among the tudies ae tha the eye-voice
SPan S Fesponsive o syntatic truCtufe and teid o feminate i phrase and
clase boundaries. The usual interpretation his beer il raders read i

" Phrast or clause units. The reader may actively constii hypothesis about.

What is being read and then test that hypothesis againstthe prified iext, This,
if reading is an active sampling, constructing; and testing [roicess, ihen orie
would expect hypothesis generation to be defined by syntactic anid Semantic
unis, If so, the reader comprehends the material before initiating oral
production; in fact. it is the semantic representation that permits carrect
continuations after the visual stimulus has beeh removed rom view
.. This interpretation of eye-voice span is subject 1o the same objection that
We faised to the usual imerpretaton of oral reading errors, Even if ghe
‘€§e-voice span s influenced by the preceding context and comprehension of
the preceding meaning, oné does not have certain evidence tha the reader

T
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ccmprchendcd!hcprlnléd mat';ii_éi before i/-t_iCﬁii'zihg i, Oné may object that

(TS an erroneaus word was substiuteg for
these erroirs Were sntaction " more)correczwords She fouind that 626 of
violaed the sty ynrd:,llcall" ndsemaniall appropie, an v ey
yntax of the senterice; In 4 recogpition e foll-
o oo DT VTR I recognition test followins ve_vnie
Span measare s g g0 0 T 10l0wing eve-vojce
s s 6 2P0 199 i el o e
both SlUdiesp . b's_( e '"d'_““"g_'_?'?! readers were ot f)ﬁfélvguesﬁn" |
" + SUDJECtS responded at Jeast partially on the basis of jou
e, ©0asis of the preceding

Text Alteratioris

AlthGiah the Torioete i s _
Providegsz »:helznaly.s's o Spontaneously oeiing ol g e
partcalar i f i ,“,‘he,lhe,r_ _!.hf, readerwasmz _inﬁijcntéd by that
give the et th * Feading or whither (he text we chose for reading did not
be a“éﬁ;i od ;rll.EOp POTtunity to commmit such an error, The un'ccnaintyc' ’
va'rio'u"si;""y;ns'emng consistences of the typewe wishtostugy ie:in
-0 Ypes o striicture in the text (e:p. praghie smpoai e
wsed by one o more i, &g Sdphlc Syntactic, semantic) are

e L using the changed stricgie
S (973-19%)atempes 1 i e
semantic determinants of org] reag;
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gisciptions (2 word that was the correct part of speech but that was
anomalous i the context) and syntactic disruptions {an inversion of one pair
of words): Syntactic disruption produced a larger effect or both dial reading
\ite and oral reading errors than did the semantic one, Both types of
disruption had an effect on oral reading, but it is difficult to draw 2
comparative conclusion because there is o common scale on which to
compare the relative magnitudes of the syntacticand semantic manipulations
(Danks, 1969; Docling & Danks, 1973,

Lazerson (1974-1975) had college students read Caxton's preface to the
Ereydos (1490); which was printed in Late Middle English with variable
spellings and an archaic syntactic-semantic system. In some conditions,
Ezerson corrected only the syntax-semantics 10 conform With Moder
English; in some conditions, both the spelling and the syntax-semantics were
corrected. Archaic syntax-semantics increased oral reading time, and the
addition of variable spelling increased it even more, but there were no
differences in comprehension. The variable spelling and the archaic
§yntax-Semantics probably affected the performance system but not reading
comprehension per se. .

I btk Siler's and Lazerson's experiments; tne disruptions in oral reading
were measured in terms of total time and total ecrors in reading a passage.
These overall measures demonstrate that processing involved Syntactic and
semantic components, but they are oo gross todetermine whether processing
occurred before or after oral production had been initiated. If oral reading
“fiifluencies™ {i.c., disritptions) are ieasired relative to a specific aeration
in the text, then the point of initiation of oral production can be specified

Miote peciely. Where the oral reading disfluency occurs relative to the
change in the text provides a means of deciding between the decoding and
comprehension hypotheses. IF the disfluency occurs before the reader has
uttered the aitered part of the text. then the text must have been processed to
that level prior to initiating production. However, if the disfluency occurs -
after the altered section has been uttered, then the processing at that level
occurred much later, perhaps even i esponise to the oral output itself,
Thiree experiments have used a miore precise pocedure of introducing
specific alterations and measuring oral rea*..ig disfluencies in the
imimediately surrounding text: These three experiments introduced
alterations corresponding to three levels of processing—lexical access,
syntactic and semantic integration; and intersentence integration,
~To determine the effects of disrupting lexical access, Miller {1975)
introduced four types of modifications into paragraphs—infrequent words,
pronounceable nonsense words with and without syntactic markers, and
phonologically impossible sequences, He measured substitution errors in the
otiginial text surrounding the inserted word; hesitations, incorect intonatio,

and other performance variables were not measured, In second graders' oral

1



102 baNKS AND Fesgg

eaing here were inceasederrs o s i

¢tio wdi&§iﬁim&diﬁtd&ﬁr&&ﬂiﬁg: |

and following the inserteq -
b 'gigh'ctfr'l:s:"@ WOrd, but there was noeffec g g, Iypeoltext
Gl of e i he insrtedwords wete avai s g
Ul 1 e 8 1 gt word he rer
unable o locate the worq fefry Yeader vag
access occurred prior to o i
diflerence, because the same Process. lexical aoeess, iz disrupted by

- SOBRS W s o Fourth g g g e o
FOT COmPeSers ot i o1 o
gradedeel e o
o Bsic Kl resetively ol st e g
PCEIENt on the vocabulary supyeyy Ty 5
substitutions was increased o Ceon

if’_"s:hal_f jear o grage
e y effect of the verp
vl eding eror e e s 552
05 Who peformed aa ety igh e g

—rf—fff"r '7 o s -

i:ﬁ,‘;"‘*?m e producton of th afeed wog
"erhaps with “ven more skilled readers, the disrg
MO WOTES P10 tring (e e grg
I ecently complee gy,

0air of sentanees fiabos r— w - tence was replaced in the foltme
o s o o e oo
o e e o s i
aet. Hesad o !Chl _C_Ec_'tallsf;_g_z_r[l__v_as’ possible 5o that we ez baﬁg thgge
Unguestionably be l;r: help.?: Lcymf;em":;“’ “1101d i ther o g
oo o e P Y the soldiers,” which prodicsd <
e e
Thete wee 1) g A YO Wt sl n gy i
_ eApermental paragraphs, ang ihe location of thy .
- ¢ leit

This experiment wa deSignied in
Germang for his assisance in condugti

I3

b i i
! scher” W,  Nfnol
g te experimen ¢ thank Mark

pronouacing it Thus,atempts ;g
Pt The type of ateraion g Mt makeg

4 ORALREADING 103

giteration varied in the paragraphs. Two groups of 10 callege students read
these passages aloud, and the readings were tape-vecorded. Half the passages
for each group were aliered to produce the incorisstency, and falf were let
unchanged. Complerestary ses of chianged and unchanged passages were
presend o the o groups of eaders, The intervais between saying each o,
the § words preceding and following the critical ward in the second sentence:
a5 well as the length of time to say the critical word; were measured by playing
back the tape at one-fourth the recording speed. Because the time
distributions were skewed, the data were transformed logarithmically.

Subtracting the control group means from the experimental group means,
the curve depicting differences in intgrword time intervals across positios in
the sentence showed a significant distuption 2 and 3 words following: the
critical word. The time to say the critical word tself was longer for the
experimental group than for the control group, a difference thay was
significanit across bioth readars and passages. |

T resuhs suggest that the reader had camprehendedthe materialpriorto
initiating oral production of the critical word itself: Detection of the
inconsistency required detailed and integrated comprehension. It depended
10t just on access to the lexical item in semantic memory and not just on
comprehension of the sentence currently being uttered bist on integration
With e semaitc represeataiion of ihe preceding seerice a§ well. This
integiation Wilh prior context requires additional time to accomplish
(Dooling, 1972). Even if one assumes 4 constractive or top-down
comprehension process, the match between the expected meaning of the
second sentence and the actual meaning must have occurred at an abstract
level of representation, because the inconsistency could not have been
detected on a perceptual level or by comparing individual words or phrases,
" Thus; comprehénsion must have occurred well ahead of oral production.

THE TWO HYPOTHESES REVISITED

Our conclusion is that neither the decoding nor the comprehension
hypothesis holds all the time but that the particular processes involved in oral
reading are reader and task specific. A given reader with specific materials
and a definite purpose for reading processes the text to the extent that he or
she is capable and to an extent consistent with the implicit or explicit
purposes, The reader then initiates the oral production process at that point.
Word callrs are wnable to progress begord the decoding stage before
initiating their oral production; but dialectal speakersare ableto comprehend
the text before initiating production: Reader mitations; textual variation;
and purpose affect processing in somewhat different fashions. The reading
level of the reader; whether limited by level of acquisition or by skill is a \

St
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processing
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Readig tovel. The i of rading

Skill sts an upper g g7 15z
processing that a reader can ecomplish fict o the fiation of oral
production. A fimitation reslting from level of acguigiion i most often
indexed by the age or the grade e of the child. Good and poor reger
typically are defined by whether or noy they exceed o el below the grae
level corresponding 1o their Chromiological age

The level of processing is not indepe
memory limitatis, There evidence tha
in the absolute size of thejr memory ¢
memory stores lesseffcieily (Chi, 1976)

adent of rate of processing and
tchildren do not differ fromadulis
pacity but that children use thei
: This impoverished abiy 1o select
and store relevant information i Particularly critical 1y reading wiere
Integtaion of information must oceur over st of i, The reader mys
develop strategies for the effcient iniake-and stor dinformatic

the later comprehension Stages (LaBerge & Samuels, 1973, [Eds. note: Sce
Perfutt ang Lesgold. Volume 1, his Series ] o

With increasing age, reader become better aple 1o control the trateges
necessary for processing effciently 50 that they can be directed towrd tfe
particular task set for them, Jugt 75 they- can betier control the strategies
involved inthe fficient Storage and retrieval of materig| they can controlthe
reading process to particular ends

Pitpoe o7 Task, The reading sk i
accomplished, Kcepﬁingrin mind that the
Upper limit and that the perera) e

Benices the Ieel of processing
level of reading acquisiton ses an
opmental level of the reader may
reading Strategis,  reader can
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The schoolchild who must read for the teacher with the class listening

prebably pays particulzely attention to decod!qghandhoralhplr:ducft;?lr; ;oi::
ot omiakeaistike ypically, the teacher and the ot erchildrenfollow ths
nottomakeamisake. Typially,theteachera rade. efirson (1974) esed
text; 50 they know immediately if a m_x_s_lakc is made. Pehrsson (1974) ested
lt':;t(: ;:ad:rt under such conditions. When the teacher f_qc:scd_gq_:_p}:x_qr_;ig:
cotfech decdiig and ora) prodiiction, fedding Tale and compre euion
correct decoding and oral P“?d"C-‘-’?"r readin o o e
decreased, as one might expect. But _un_e;;p_cct; y. ral reading erors
?:ccrrcc:ss:d Conversely, Pehrsson found that if the chidren wer pemitedt
read aloud without interruption and had o retell whit they had read, then
comprehension increased.

o Dy T iy o
e e il e
may be diffical the syntactic Slﬂjblurg maybccomplcx;?nd ltht:fjd ?}lsc "
canceptual organization may be abstactorobscure. Theseevelsof ldr l)s'
imeract with the level of reading of whichte reader s capable. Ifthe reade

concentrating attention on decoding, either because of ability lmitations or
task orientation, then the complexity of the syntax ad the diffcilty of the

coneptotrcture il ot havean fetomoral produetion. I et fa
iconsitency a 4 highr el thalnthcdrcatc'lcr s capabie o procesing,

erewill b o dislueney i ol production,
mg;r::rlcz:ns?on pi'd'ces?ci i oral eading cannot be Cvaluated by u;smgaf
st of words. Lexical access can be assessed, but accessing meaning o
iolated words is but a small part of the processe involved i the compre-
hension of paragraphs: In prose compreheiion, Words it be amal-
gamated for sentence meaning, and sentences must be integrated for textual
.m:umsr::gr}:maw. i dcfinghypotess of ol radng holds i st
contexts with particular materials andrfgsqcnam types of reade'rr..antt ;
comprehension hypothesis holds iq gthgr,sf A", three factors interact 1
determine the specifclevel of processing of thetex. ththcr_pral_gr_o?u_c_non
i iniiated prior to ot after comptebiension is deteriined by thesé factors.

POSTSCRIPT

In bis comments on cut chapler Trabasso discuses the lck of cear
defions ofdecoding and compreensio. Decoding typically refstote
translation of print inpiit ifto an éhpropnat:cphono!oglcaicodhc.
Comprehension refers to the process of extracing meaning _f;on:: the
phonological code: Neither of these deffions i preci enough to n;;v
. What operations to use lo investigate each. Tra_bas;;a co;;gctly asserts that
procedural defnitions of decoding and comprehension are needed.
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MODELS OF LANGUAGE CON,PREHENSION

_.Models of language comprchension are deseribed in terms of how
procecsing componcms are orgam‘zcd Four groups of processmg cormi-

in phrEiSéé and cléﬁééé. and mlcgrahon of sentences into larger

units — are _based on differcnt types of information in_the linguistic
structure of the text. The_organization of these_components is des-
cribed by the properties of ternporal sequence and direction. of pro-
cc-ssmg. interaction among. procc«ing components, and ﬂéxibi‘tty in

site extremes of these properllc> are the interpretive and the con-

structive modcls. Rescarch resuits tend to support a CQDS).V[‘UCUVE

that Imgumu_ information 1sfugpverted
by a listener or reader into a meaning
that represents what he understands an
utlerance or passage to mean. What are

the cognitive processes by. which the
listener or reader affects this conver-

éion" This. paper discusses lhese pro-

into a coherent system for linguistic

comprehension.!
There are two ¢ ener'-tl ouenlatxous mr

characterizing the comprehension pro-
cess. In_an interpretive appxom.h the
meaning resides in the speech signal (or

This papcr was.writtern while the author
was a visiting professor at thn Uﬁl(’i‘is’lly of
Warsaw-under an exchange program be weea
that university and Kent Siate University.
Requests for roprmls ~hould an sent m the

State University, Kent. Okhio 44242, U.S.A.
LIt is _assumied that listening ond I’C‘iiding
comprehension proces<cs arc the sonie.excent
for _thic obvious differences of input channel.
Although this assumption can be quc:lw..ed
the discuission of - comprehension models here
is not vitiated by ignoring possible diffcrences.

printed word); having been ﬁléééa there
by a speaker (or writer), and is repre-
sented as linguistic regularities, eg.,
phonological, syntactic, and semantic
structure. This information is egtg'ggtgcj
by a listener (or reader) as the meaning
of the utterancé. The listener is an active

searcher for the meaning that has been

encoded by the speaker.
Jn contrast, in a consrt,ruct,we ap-

proach; the listener (or reader) is at-
tempting lo make sense of his expe-

riences. Speech is one source of data on

As hc compxehen’ls ani ,utte,ranclethe

listener consiructs a representation of
the utterance by integrating it with pre-
ceﬂinw utleranccs* sccial and phwsic’al

imn sources are used to construct a
schema reépresenting his @xperiences; in
this case, his linguistic inputs,

Tn both approaghes comprehension
nrocessies aie based in part on linguistic

information that can he. derived from
the text. Components of {he comprehen-
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sion process differ in their_use of these
information souirces. The basic differ-
ences beiween the interpretive and con-
structive approaches lie in how these
component processes are organized,
After describing the processing compo-
nents; the interprelive and constructive
models are cxamined in ternis of four

properties that characterize the organi-
zation of components.

PROCESSING COMPONENTS

~ Withir a segment of discourse oy text;
levels o©f linguistic structure can be
identified and ordered in a hierarchy
based on the size and abstractness_of the
units: At the lowest level, phonologicu:
structure; acouslic; auditory; and arti-
culatory properties of the speech signal,

and visual properties of the letters and
words can be specified. At a higher
level, words can be identified in ternis
of their phonological; orthographic, syn-
tactic, and s<einantic propeirtics. Al a
still higher level, sentences are analyzed
into phrases and clauses, each with an
internal structure that  specifics the
structural relations aniong the words of
the sentence. Finally, the interrelations
amiong the propositions that underlic
the constituent seniences represent va-
viously the paragraph structure of
printed text, the narrative structure of
stories, or the social {urn-taking siruc-
ture of conversation,

Models of comprehension generally
assume that components of the compre-
hension process are related to these
levels of struclure. There is a general
correspondence between {he- linguistic
structure at any given level and ihe
psychological processing that uses that
information: Corresponding to the fiist
level is perceptual processing; either
auditory or visual, in which woid units
are identified from the speech signal
and from print. This level includes all
subprocesses from distinctive feature
analysis through phoneme and letter
identification. The second lével is lexi-
cal access. The identified word is acces-
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sed in the mental dictionary so that the
correspondence between its phonologi-
cal or orithographic form and its syn-
taciic sand semantic representations is
established: The third level is sentence
integration in which the syntactic pro-
perties of words are used o integrate
their semantic_representations into the
meanings of phrases, clauses, and sen-
tences. Subprocesses here are first seg-
menlalion of the phrases, then identifi-
cation of their structure, and finally in-
{egration into a new structuire. The
fourth processing level is tertual inte-
gration of clausal and sentential propo-
sitions into_larger mental structures or
schemata. Text includes both conversa-
tion and discourse (speech) and prose
{written). There is no theoreticai limit
to the scope of these schemata, but there
is a practical limit defined primarily by
mumory limitations.
__ The existence of the various process-
ing components has been established by
many investigators: perceptual (Miller
& TIsard; 1963), lexical access (Fears &
Danks, 1977; Marslen-Wilson, 1975;
Marslen-Wilson & Tyler, 1975), sentence
integration (Danks, 1969; Feais & Danks,
1977, Marks & Miller, 1964; Miller,
1975; Mistler-Lachman, 1972, 1974,
1975; Siler, 1973-74; Tyler & Marslen-
Wilson, 1975), and textual integration
(Rosenberg & Lambert, 1974);

1low are the processing components

organized into a comprehension pro-
cess? Generalizations about organization
are difficult because of conflicting con-
clusions from experimental studies:
Part of the conflicling resulis may be
due to differences in experimonial 1ask.
Different tasks engage différent process-
ing components in vaiying degrees (Per-
fetti, 1976). The question of organization
of processing components is the ques-
tion of what model best describes the
comprehension process. Interpretive and
consiructive models are described in
terms of properties that reflect how the
processing componenis are organized.
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PROPERTIES OF MODELS

_ Models of comprehension differ along
four dimensions: directionality of pro-

cessing, temporul organization of pio-

cessing components; independence
among processing components; and fle-
xibility of organization. These properties
ar¢ not completely independent; espe-
cially as they are organized into a nio-
dcl. Decisions on cach dimension tend
to be corirelated. A

Dircctionality of processing

__ Most miodéls of language comprehen-
sion have assumed a boltom-up (from
surface fratures to abstract representa-
tion) dircction of processing rather than
a top-down direction: In bottom=tip mo-
dels the speech signal is processed in
terms of ity avoustic propertics; perhaps
by relating the extracted features to
articulatory mechanisms. Lexical iden-
tification follows next, and then syi-
tactic and semantic interpreta‘ion and
integration. The process’ énds with inte-
gration of the sentente meaning with
prior text and the listener’s knowledge
of the world. For reading the model is
little different. It begins with decoding
of print itito an atiditoiry code. Then {he
comprehension process proceeds via the
same _sysiem that comprehends speech:
A bottom-up model seems nalural be-
cause it corresponds to a peripheral-to-
central direction of ncural processing.

This model has been challensed re-
cently, however; by theorists who hoid
that comprehension processes proceed
in_a top-down direction (G&ovdman,
1967). To reverse the direction of pro-
cessing to top-down, the listener gene-
rates predictions about the input from
his knowledge and expectations aboui
topic and speaker. These predictions are
tested against the input and, if correct;
represent the meaning of the utteiance.
Thus, information flows from abstiract
meaning represéntations to specific sur-
face strings: Al the level of speech per=
ception, this direction of processing is

2

represented by analysis-by-synthesis
madels (I1alle & Stevens, 1964; Stevens,
1972).

Temporil organization

Temporal organization of piocessing °
components reflers to whether the com-
ponents are ordered serially or whether
they operate in paratlel; If the piocess-
ing components operate in sequence; ei-
ther bottom-up or top-down, thén the
lemporal organization 'is serial; Serial
processing has been the typical assump-
tien for most models of comprehension.
The alternative to secrial organization is
parallel processing. All processing com-
ponents; or at least several of them,
operate at the same time. For example,
a word may be processed simultaneously
in terms of its phonetic, lexical, syn-
tactic, and semantic properties.

Dependency among components
Dupendency relations among process-
ing components refer to whether or not
each component proceeds to analyze the
input without being influenced by any

other component, or whether coinpo-
nents exeri influence on other compo-
nents, say by providing critical infor-
mation. With parallel models it is possi=
ble_to assume complete independence
among processing stages. A final deci-
sion process must integrate the informa-
tion derived from cach component; but .
the component processes themselves

may remain independent. With serial
models there must be a limited form of
dependency. At ' minimpm, each stage
miist receive inpul from the immedia-
tely preceding component.
_ Both serial and. parallel models can
have extensive dependency relations
among the components, however. Pa-
rallel models may be wholly interactive
if information from each component is
immediately available to all other com-
ponents. Serial models can be interac-
tive in that a later processing conipo-
nent can reject the analysis of an earlier
stage and reinitiate processing in the

N
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preceding component. This is the casc
in ‘garden-path’ sentences, such as A
carpenter took a plane to London, but
forgot the rest of his tools”; in which
words and phrases in the first part of
the sentence must be reanalyzed on
encountering an incongistensy in the last
half. A more comnion type of depen-
dency among stages in a serial modcl is
the addition of feedhack loops in which
moi'e abstract processing of a word or
phrase influences the processing of suc-
ceeding words or phrases. In an inde-

pendent system, one would wait until all
words and phrases had been analyzed to
integrate their micanings into a single
sentence meaning. But with the addi-
tion of feedhack loops, processing of
later words in a sentence can be facili-
tated by the completed processing of
earlicr words. If, however, the number
of fecdback loops added o a serial mo-
del resulis in every comiponeni bting
connécted with every other component,
the serial model is functionally cqui-
valent lo a parallel model.

Flexihility ol organization
 Can the sequence of processing coni-
ponents be reorganized, or different
components highlighted, or strategies
invoked in order to respond efficicntly
and effectively lo a speeific task? Nost
compichension models have been con-
structed such that there is rainimal fle-
xibililty in the ordering and structure
of the processing. components. Usually,
there is one [lixed order (for serial mo-
dels) o a single set of processes that
invariably apply. (for parallel models).
With the realization that listeners can
extract and.  cncode informalion at
various levels of absilraciness, some
theorists have included multiple exit
points in their serial models (Mistler-
Lachman, 1972, 1975). 1 a task demand

can be satisfied by specific information,
the lislener can haltl the comprehension

pracess as soon as sufficient information

has been extracted (Perfetii, 1976). Bul
this flexibility is relatively limited be-
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cause the comprehension process itself
does not change.
INTERPRETIVE MCDELS

_ An extreme version of the interpre-
{ive iriodel is botlom-up, serial, nonin-
teractive, and inflexible. The slages of
processing are ordered strictly with the
first stage accepting external inpul; per-
forming its analysis, and passing along
the rcsults to Lthe second stage. This se-
quence of analyzing information con-
tinues until the meaning lhias been ex-
tracted from the input. The model is
‘input-driven’ in_that the reception of
an oxtérnal input provides the impetus
for processing. The stages are ordered
serially in a sequence that is the same
for eacli inputl. The only connection be-
tween the stages is that the resulls of
cach stage serve as input for the next.
The niodel is inflexible since the se-
quence of slages is predetermined and
is nol contingent on the input, on the
conlext or purpose; or on the results of
the ongoing process. ‘Whatever apparent
flexibility a listener or reader has is

pained by supplementary processing of
the senlence meaning after the compre-
hcnsion process per se is completed. An
cxample of an exlréme interpretive mo-
del of veading comprehension is offered
by Gough (1972): o

Therc are many experiments, how-
¢ver, that demonstrate top-down effects
and that require interaclion among
conmponcils ol {he ‘comprehension . pro-
cess. Beginning with. Pillsbury (1897}
through more recent studies of the word
superiority effect (Reicher; 1969; Whee-
ler, 1970), invesiigalors have found the
purceplion of a single letter to be faci-
litated by being .embedded in a word.
At a higher level, perception of words
depends in part on the syntactic and
semantic context in which they appear
(Miller & Isard, 1963; Stevons & Ru-
melhatt, 1975; Wcber, 1870). Finally,
the interpretaiion assigned to larger
units of lext — phrases, clauses; sen-
tences, and paragraphs — dépends on
the conlext; situation, setiuiing; cr theme
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{Dooling & Lachman, 1971; see also
Bransford & Johnson, 1973; Bransford
& McCarrell, 1974)._ _

__These context effects fxcqucntly are
hmdled in interpretive models by the
use of feedback loops. As processing
pio oceeds ‘the iresulls from more abstract
processing levels are returned to earlier
stages where the later information can
be used to facxlxtate lower-level piocess-
ing of later inputs: With_the addition of
these feedkack loops; the interpretive
model becomes interactive. A negative
consequence is that one needs o connect
nemly every slage with cvery other

stage in order to account fori the expe-
iixiiéntal 1é§u'li§. 90 that the mode‘ xs

teractive mod.ls. .
~ Other experiinents have mvcstxgated
the nature of top-down and bottom- -up
effccls usmg the mtxoduchon of lmL,u-
Thc mhonnlc isi to vxolate the lm{.,ux\tic
structure at one or more levels and then
to measure differences in how subjects
process the altered texts: The basic as-
sumption is that when the linguistic
sllucture is v:olated at a given level,
that lcvel of lmpmsm. mfoxmallon will
be disr uplcd which in turn will lead to
dlffclcnu.s in pufoxmancc Top—dOWn
deusxon tasks with violations at higher
linguistic levels. Bottom-up resulls are
tho:c that find increased dll‘flcult/ of
coinprehension and memory with viola-
tions at lower linguistic levels.
The results of these experiments have
been mixed, Marslen-Wilson and Tyler
(1975) found an effect of violations of
senience structure and meaning on mo-
nitoring for indivi-dual woirds {(lexical
access). Marslen-Wilson (1975) demon-
strated that sentence context facilitated
restoration of altered syllables (lexical
access) in a shadowing task. Also using
a shadowing task, Rosenberg and Lam-
bert (1974) found that violating textual
slructure by dcletmg eentences msezt-—

sentcnces dlsrupted the iowex-levcl task

of shadowing. In contrast; Mistler-Lach-

whether sentences with different levels

of syntactic_violations were meamngful

were otdered by Jevel qf syntactxc vio-
lismg an mteuupted <en1.ence recall
task (Jarvella, 1970, 1971), obtained
cffects of intra-senlence syntactic and
semantic violations across clausal bo-
undaries.

Fears and Danks 11977) 1nvest1gated
three processing components with the
xeadmg counterpart of a shadowxng
access was tapped by inserting a pro-
nounceable nonword. The level of synta-
ctic integrution was assessed by inserts
ing a word that was both syntactically
and semantically inappropriate for the
context: The level of semantic integra-
tion was. mapipulated. by inserting a
woxd that was semantically anomalous
but which was the correct part of
speech. Oral production times of the
words surrounding the altered words
indicated that_the peaks of disruption
were ordered from nonword to syntac-
tic to semantic vxoiatlon, suppmtmg a
botlom-up order of processing. Ilow-
ever, there was substantial overlao in
the patlexns of . dmuptnon, indicating
parallel, interactive processing.

The resolution of these varying effects
is not possible within a rigid interpre-
tive model, but is possible with a con-

structive approach as discussed in the

next section.
A second aspect qf the, pure inter-

pretive model that conflicts with expe-
riinental data is its lack of flexlbxllty

Finding differences in pelformance in
diflerent experimental siluations; some
1nvest1gatoxs irterpreted their findings
in terms of depth-of-processing (Craik
& Lockhart; 1972). For example, Misi-
ier I:.achman (197 1974) used three

v meanxngful
a sentence followead
from a mecedmg sentence, and pro-

o
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ducing a following sentence: She found
that these tliree tasks did induce diffe-
rent levels of comprehension (1972) and
memory (1974). - -

The model implicitly assumed by most
studies using a depth-of-processing ra-
tionale is an intérpretivé model witk the
addition of multiple exit points follow-
ing various stages. When sufficient in-
formation has been extracted from ihe
senlence input to satisfy the experi-
mental task, the comprehension process
terminates withoul extracting the most
abstract level of meaning. The experi-
mental tasks are assumed {o be ordered
so_that successive exit points are acti-
vated by cach task, o L

The  primary problem with adding
multiple exit points to handle task de-
mands is that they permit only ‘quanti-
lative’ differences in a fixed sequence
of processing stages. They do not permit
‘qualitative’ differenices resulling from
the strategic reorganization of process-
ing comporneriis. Given {he wide variely
of everyday tasks which listeners and
readers face, a more flexible processing
system is needed. Do we read a play in
the same way that we read a novel?
And do we rcad either in the same way
‘hat we read a poem? It is not jusl a
matler of reading each genre to varying
depths, buit we attack the task of con,-
prehending differently (cf. Gibson &
Levin, 1975, pp. 454-465). Is the diffe-
rence between listening to 1wo conver-
salions simultaneously at. a party and
listening to a lectuie simply a matter of
deplh of processing? Apparently it is
not. We seem to be capable of restruc-
turing. the set of processing compo-
nents by which we comprechend speech
and print. . : i

- There are a number of experimenital
studies thal demonstrate that the kind
of processing and the resulting meaning
representation vary qualitatively with
task demands. One example of these
task related effects is in Danks (1969).
Intra-senience syniactic. and semaritic
violations had differéntial cffecls de-
pending on whether the readers were
to comprehend the sentence, correct its
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grammar, or correct ils meaning. For
another example, Garrod and Trabasso
(1973) and Glucksberg; Trabasso, and
Wald (1973) concluded that it was im-

possible to construct a single verifica-
tion model that would account for all
the picture-sentence verification data
for the ubiquitous active-pasgive com-
parison. Subjects varied their encodings
as well as their Comparison strategies as
a_function of the particular verification
task they were engaged in. Kolers (1974,
1975) obtained extended memory {or the
perceptual operation subjects used in
reading text that had been transformed
in several spatial dimensions: Aarorison
and Scarborough (1976) reported that if
subjects read for later recall, the read-
ing-time patierns followed variation in
syntactic structure, but if the subjects
read for comprehension, the reading-
time patterns reflected semantic jnfor~
mation. Finally, F rederiksen (1975a;
1975h) has found that subjects reading
material only for memory as opposed 1o
subjects studying a text to solve a prob-
lem for which the text provided infar-
mation, did not differ in the tolal a-
mount_ recalled; but did differ in the
types of information and in the amount
of derived and inferred information re-
niembered. Ilow the subject processes
the text iy influenced by task demands.
It is not simply a difference in the a-
mount of processing; nor is it just a dif-
ference in what is included in the re-
presentation. The comprehension pro-
cess itself is modified to accomadate the
specilic demands of the inimediate task.

_Flexibility of processing also is de-
monstrated by the findings that sent-
ence meanings are appropriate for the
particular  situation.  Unambiguouns
words are represented differently de-
pending on the sentence context (An-
derson & Ortony, 1975; Barclay, Brans-
ford, Franks, McCarrell, & Nitsch, 1974).
For example, piano is represented dif-
ferently in “The marn tuned (or lifted)
the piane”. Glucksberg, Hartman, and
Stack (1977) put this idea to a more sev-
cre test. They found that the possibility

of interpreting a literally false sentence,

3y
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such as “Some roads are snakes”, as a
plausible metaphor hindered subjects’
rejection of the sentences as false. Sub-
jects could not avoid constructing the
metaphorical mieaning simultaneously
with_comprchending the literal mean-
ing. In fact, they imay have even comn-

puted the metaphorical meaning first,
Thus; a scnicnce is not given a single
interpretation which then is _modified
to fit the context, but the original com-
prehension process tonstrucls an an-
propriate representation. . .
There is substantial evidence against
interpretive models even when they ave
modified by feedback loops and mul-
tiple exit poinis. Let us turn to a model
that would be suggested by the con-
structive approach. »

CONSTRUCTIVE MODELS

Constructive models are parallel, in-
teractive, and flexible: The contrast
belween boliom-up and top-down is not
meaningful in_the context of a madel
that is both paraliel and _inleractive.
As input_ is perceived by the ecars (ov
eyes), it is stored in a work buffer_(or
message center;. Rumelhart; 1978). This
work buffcr holds the input as well as
the resulls from the components as they
process the input. Memory structures
interconnect the information that the
individual has available al any given
point in time. Episodic information
about pasl cxperiences, semanlic infor-
mation, encyclopedic knowledge about
the world, as well as the current con-
tents of consciousness stored in the work
buffer are all parl of the memory struc-
tures.
~ The comprehension processes, c¢n-
compassing phonetic {(or graphic) iden-

tification, lexical access, syntaclic and

semantic inlegration, and textual in-
tegration, are not ordered temporally
or structurally in terms of importance.
All componenis have direct access to
the information contained in the me-
mory structures. The processing com-
ponents arc¢ constantly alert for infor-

t

malion in the work buffer on which to
operate. Whenever such information is
available; onc or more of the com-
ponents acts on that information and
returns the results to the work buffer.

The information retiirned by a com-

ponent is a transformation of a data
structnre into a different form, either
vecording the information in a different
format or integrating {wo or more in-
formation units into a new one. Thus,
ilie memory structures are changing
constantly. The altered memory struc-
tures are susceptible to action by other
components.

There is no meaning outplit from the
compleled comprehension process other
than the continual updating of memory
structures. The comprehension process

is completely integrated with memory
and thinking. One daes not comprehend

an input and only then do something
with it, such as store it in memory or
use it to solve a problem. Rather the
informalion in the work buffer is con-
tinually available for these other cog-
nitive processes. The only ‘meaning’
that is the output from comprehension
is a new memory structure.
low is flexibility gained in a con-
structive model? When there is suffi-
cient_information in the work buffer to
salisly the demands of the situation; a
response is produced. Without sufficient
information, processing continues until
such is secured, or until a time limit is
crossed. In either casé, one responds on
ihe basis of whatever .information is
available:. 1f a decision is required on
{he meaning of a word, or on the mean-
ingfulness of a sentence; or on whether

a senence integrates with the text, a
response is produced whenever that in-
formation has been produced by the re-

cessing nécessary o produce a response.
Certain types of processing take longer
because lhe lransfoimation, recoding,

and integration of memory. structures
is more complex. A second way that
flexibilily may be gained is by differen-
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ponents. For example, if the task is to
indicate for each sentence whether it is
meaninglul or not, then niore attentjon
may be devoted to the componen! con-
cerned with intra-senténce semantic in-
legration; and less to other components.
- It is possible 1o characterize construe=
live models as a mix of bottom-up and
top-down direciions of processing., A
top-down, or predictive, dircction re-
sults from integraling the input wilh
the current contents of memory. Thoe
mnemory .structures define the range of
possible inlerpretations that may be as-
signed o a new input. In everyday
situations, cne atlempts to fit new in.
formation iito existing meniory stiuc-
tures; so that new inpuls are compre-
hended as congruent with them. 1{ ix
possible to break ihat connection, par-
ticularly in laboratory experimenis. To
the extent that the input is either in-
consistent with existing information,
predictive conslrainls perfoice cannot
operate, and botloin-up, or interpretive,
processing domiinates. The degree to
whicn the comprehender has prior
knowledge that’ is related fo the in-
formation in the inpul deétéermines the
extent to which top-down forces can
operate. -

A second factor that affects the iniy
of interpretive and predictive oricntad-
lions is the nmotivation for the subject
to intedrate the input with his mnemory
structures. Given insuflicient. motiva-

lion, the :ubject may keep the input
isolated (Spiro, 1977). For completc coin-
prehension; the subject raust be mo-
tivated bv the task and the insti-uciions
to integrate the input with his memory
structures. Otherwise, there is incom-
plete comnprehension that deviates from
that typically used. L

___A third factor affecting tlie iriteipie-
tive-predictive niix is the availability
of and fluency with the coinponenis. A
child learning 1o read doey no! have
complete control over some of the com-
ponents; such as visual _processing of
graphic_information. An aduit learning
a second language has to learn new pro-

Cessing strategies (0 meet the demands
of the new language. A child during
first language acquisition can be charae-
terized in similar ierms. As the: indi=

vidual uses and practices the processing

components; they become JInore_ and
more automatic (LaBerge & Samuels,
1974). Until the organization of pro-
cessing componenls becomes autoinatic,

atientional demands nay force a serial,
bottom-up organization. S

The experimental results described
earlier are more consistent with a cor-
structive model. Firstly; both bottom-up
and top-down effects are predicted as
a function of the specific experimental
task because all,jji'écfés;&éing,,compon'e'rjts
are operating in parallel on the informa-
lion in_the work buffer: Sonetinies Jow=
level analysis is vequired (o produce
data structures for more abstracl com-

poncents. Other times the existing ton:
ceptlual structures are sufficiently con-
gruent with the new input yo as lo spe-
cify its megning without low-leve] anal-

ysis; for example; when skimming an
article on a familiar topic. Secondly, a
constructive model is able {o adapt [lex-
ibly to the specific situation. Responses
are based on the current contents of the
work buffer. The decision-making pro- -
cess_monitors the work buffer for the
infermation needed. The criferion _set
for a response; then; cai- ke adapied to
the task. Additionally, those processing
components whose outpul is necessary
for a rosponse can be accentuated. The
variety. of experivienital results in the
rescarch literature -represents this flex=
ibility. It is possible 1o specily nodels
for specific experimental tasks, for ex-
atuple, for picture-sentence verification
tasis (Carpenter & Just; 1975), but not
for comprehension penerally. Thore is
nu single compichension process. Rather
there are many processing components
that are adapted strategically for par-
ticular comprehension situations:
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INTRODUCTION

The main trends in current psycholinguistics began when George Miller
(1962) introduced Noam Chomsky's work to psychologsts. One immediate
effect was a shift to mentalistic concepts and theorizing, That cognitive
approach still prevails, despite occasioral calls for a neobehavioristic revival
(Staats 1976). A second profound effect was to shift attention from words,
and the associations amorg them, to syntax a5 the central objet of inquiry
and a source for organizing principles.

The transition from a word-based associative psychohngunsucs to a sen-
tenco-based cogmitive enterprise was reflected in the contrast betv.een Ru-
benstein & Abom's (1960) review and Iohnson Laird's (1974\ The central
theoreticat coszept in 1960 was the response hierarchy; and the bulk of the
data base concermed the statistical and probabilistic properties of selected
lingiiage corpora. Depite ich a simpliied péyechiolinguistcs, or pethaps
because of it, optimism ran hxgh atid mechariical speech recognition was
thought to be just around the corner: By 1974 the complexites of language
comprehension had been recognized, and attention was focused on the
senfence as the basic unit of analysis. The notion of sentence-as-unit was
0 firm that Johnson-Laird could assert confidently thit “the fundariental
problen if piycioliniguistics is sitple to formiulate: whiat happens when we
understand semtences?” (1974; p: 135):

The trend in recent years has been away from the sentence in isolation.
There are at least two reasons for this shift. First, just as word comprehen-
sion cannot be full uniderstood obtside ofsentenices, Senterice comprehen-
siof caniot b fully understood outside of larger discourse contexts: In
order to bui'd an adequate model of comprehension we need to incorporate
processes beyond the level of the sentence. Second; mechanisms of word and
sentence perception are not fully adeguate for understanding how larger
uits, such as conversations and stories, are processed. For & number of
reasons, many investigators have claimed that we cannot hope to under-
stand language comprehension without incorporating problem-solving
strategies, world knowledge, and rules of social discourse. Syntax and se-
mantics alone are not sufficient (Searle 1975, Shaw & Bransford 1977). One
result of this trend has been far less elfance on theoretical hngmsncs for
insights and working hypotheses (cf Halle et al 1978) and more attention
to cognitive and social psychology, Sociolinguistics, and artificial intelli-
gence (see Winograd 1976, Levelt & Flores d'Arcais 1978). We eventually
may have, as the title of a recent paper suggests, “psycholinguistics without
linguistics" (Johnson- Laird 1977b)

The general commitment to understanding natural language comprehen-
sion raises fundamental questions for an experimental psychology of lan-
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guage What are the useful units of analysxs? Can we leam anylhmg
1mportant from laboratory experimentation with artifically constrained lan-
guage materials, or must we learn to cope with the complexity and richness
of naturally occurring language? Will tachistoscopes and reaction-time
clocks be replaced completely by vtdeotape recorders? The feld is divided
on this issue. At one exizeme are microanalyses of naturally ocsurring
discourse (e.g. Labov & Fanshil 1977). At the other i formal modeling of
highly consrained labioratory tasks (e Carpenter & Just 1975). J. R
Anderson (1976) has gone so far as to argue that the domain of inquiry is
50 complex that te most we can hope for is plausibility in our theories and

some measure of practical application, Wesler (1978) provides a critcal
analysis of this issue.

Units of Analysis and Processing Interactions

The search for the basic unit of language has largely been abandoned and
with god reason. Many different Segments or comiponents of the speech
signal, from distirictive features to clases, sentences, and paragraphs, can
be tréated as  unit given an appropriate context and task (McNeill &
Lindip 1973). Moreinteresting and productive questions can be asked about
the interactions among units; or more precisely, a among the various levels
and sources of informatios, than are available in any given languiage pro-
cessing task, Such interactions typxcally ate tarred to g task o top-down
effects (Rumelhart 19775; Dariks s 1978): A distinction commonly mace in
artifiial mtelhgence between top-down and bottom-up information pro-

\ cessing systems continues fo be applied fruitfully in psycholinguistics
{Marslen-Wilson & Welsh 1978). A top-dowi, or knowle;d_ge_r_l_f_lyen_s_ystem
ises higher-level kniowledge to fecilitate processing of incoming data. A
bottori-up, ot data-driven system relis pnmanly on the information car-
ried by the input signal itelf with ittle or no constraint from prior kiowl-
edge or context, Bottom-u up systems can finction quite adequately, at lemst
at initia] stages of processmg when thi input signals are clear and unambig:
tous. When the input is noisy or ambuguous then information from wider
contexts can be used to connoonsate for poor signal quality. Since normal
speech inputs are frequently noisy and ambiguous, inferactive bo'*om-up
and top-down processing is likely the orm.

This gerieral distinction appears in various forms in te contemporary
lterature. Some of these forms, in addition to bottom-up vs top-down
(Bobrow & Brown 1975), are data-{imited vs resource-fimited (Bobrow &
Norman 1975); interpretive vs constructive {Frederiksen 1973a), literal
meaning vs intended or conveyed meaning (Clark & Luzy 1975), mterpre
tive semantics vs generative semaatics (Maclay 1971), context-free vs con-
text-dependent (Bobrow & Norman 1975}, and code emphasis vs meaning

3
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emphasis (Coben 1974-1975). Surely thereis something in the air that gave
ris to 50 many versionsof the same basic distinction. That something might
well be the idea that word, sentence; and discourse processes interact cop-
tinuosly as we attempt to interpret specch, print, and other perceptial
events. IS0, then a fundamental proble m in pycholinguistics s to pecfy
just what kinds of information are used during the comprehension of con-
tinuous speech and print and precisely how these different information
souzces interact, To clarily this issue, we review relevant reseaich af the
word, sentence, and discourse levels of processing

WORDS: REPRESENTATIONS AND PROCESSING
MECHANISMS

How words are iepresented in memory and how these representations
function in anguage corhprehesion tasks have been the fociof three rel-

tively independent lmes o research word recogition, semanti memory,

and psychological semantics,

Word Recopnition

I one were to judge from the comtents o receit revieis aid ekt shidis
of word recognition processes would seem to be outside the mainstie f
experiniental psychalinguisiics (e, Clark & Clark 1977, Eevelt & Flors
dArcais 1978). Onie e thie emiphass in mostsuch studies on reading
father thancontinuous spech ecogtiion (. . Clthert 1978), Neverthe-
less, word recognition research does address 3 ceiitral issue, namely, the
extent and mechanisms of interactions between prior knowledge and the
i -

_ Twoditinertypes ofmiodels take apposing Views on tis ssue. One type,
exemplified by Morton's logogen model; perriis iricomirig Seiisory informa-
tion to interact continuously with available contextual information and
prior keowledge during word recogniton (Morton 1963, Morton & Long
1976). When suficient information from any one o combintion of these
Sources accumlates, a word is consciotsly recognized. The relative infi-
ence of stimulus and contextual information can vary with circumstances
For example, contextual information has a greater effct when siulus
mput i degraded than when it iS clear and unambiguous (Massaro et al
1978). n contras, a sequentil search model proposed by Forster (1976)
typifes a srictly bottom-up view of word recogaition. Words are accessed
phonologically (or graphemically) via a search through frequency-sorted
classes. Syntactic, semantic; and other contextual information can have no
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infiuence until a word-candidate s found by the search process, Therefore,
such information can act only to confrm or disconfirm a word choice.
Both of these types of models treat words as indivisible units, albeit in
diferent ways. Becase of his, they each have dificultiesin sccounting for
the ways in which people deal with mispronurciations. When people are
asked to detect mispronunciations or to shadow speech, two interesting
phenomena appear. First, the greater the distortion from real words, the
bette people are at detecting and accurately repeating thost distortions
(Cole 1973): The logogen model has no mechanism which would be sensi-
tive to degrees of distortion because logogens consist only of whole, real
words and only an output word is available to consciousness, The second
phenomerion is the other side of the coin. In continuous speech shadowing,
people sometintes fil to deteet mispronunciations. They proncunce waids
correctly even when the stiml are distorted; espectally when the correction
is semantically and syntactically congruent, For example, “compsiny”
might be shadowed a5 “company.” These Huent phonemic restorations
occur at very short siadowing latencies, often before a while Word i been
completely heard (MarslenWilson 1975): A sequential search model that
treats words as whole units to be accessed before contextual information is
consulted s inconsistent with these findings. =~
Miarsler-Wilscr & Welsh (1978) propose an infefdctive model of word
resognition duridp continiigiu Speech whiich can accomodate the avail-
able data. This model posis the sintultaneous and continuous use of two
sources of information—the incoming stimulus and all other available
knowledge, such s syntactic, semantic, and contextual information, As the
seijuence of phorienics is processed in real time, & pool of word candidates
that matches the initial phonemes is activated: Sitmultaneously, ll word
candidates which fil to satisfy the available contextual constraints are
eliminated, Word candidates continue to be eliminated as additional phono-
ogical aid cofitetiial information becaiies available il best alferniative
remains. Thus it s possible for words to be recognized before they have been

completely heard. This in tum can procce () falures to detect mis
pronunciations and (b) fuent restorations of distorted phonemes, especially
when these occur relatively late in a word. This kind of model is somewhat
different from strietly seral processing models, inchiding analysisby-syu-
thesis models,that invoke contestual knowledge only after some prelim
nary analysis of input (e Massaro 1975): Interactive models are of
particular interestfor psycholinguistics because they can be extended quite
natutally tosenfence and dicourseprocesing and becaus tey can proide
a useful framework for incorporating knowledge from variqus levels into a

uniied theory of language comprehension.
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Seriaitic Merory

Although the term semantic memOry is qune general the research on i
topic has been rather narrowly conceived: The primary concert lias beei
with simple category relations among a restricted set of concrete noun
conepts, such as bird, rabin, and chicken. The prevalent assumption is that
we can discover how individual word meanings are represented in memory
independent of how they may be wsed in disconrse contexts. This is an
essentially reductionist, bottom-up approach to semantic m memory, and is
well represeiited by Smith (1978). Kintsch (1979) questions the utilty of
this approach, arpiirg that stmiantic fieriory i oir kiiowledge of the world
and s thus proposmonal rather than word-based. Holding this issue in
abeyance, what have we leamed about the representation of word fiedz-
ings’”

Orie pcrsnstent issue has becn whethcr word meanmgs and the relation-
ships among them are stored explicily in memory, or whether they must
be computed afresh whenever needed: Two classs of semaitc meftiory
models take contrasting positions on this issue. Network modcls (Glass &
Holyoak 1974-1975) assume that class-inclusion relations are explicitly
stored in memory. Peaple decide that statements like “A robin is a bird”
are true by relricving that information from memory (Meyer &
Schvancveldt 1976). Set-theoretic models (Sith et al 1974) assume that
such relations among concepts are not stored exphmtly and 50 are not
avallable for dnrect acccss Instead one decndes that 2 robm IS a blrd by
robin stare criterial featares? S

The formaldisinction between network and settheoretic models may be
vacuous because any set-theoretic model can be reformulated as a network
model and vice versa (Hollan 1975; see also Woods 1975). Nevertheless, at
least two mterestmg issues remain. The choice between retrieval and com-
parison processes in verifying class-inclusion statements is fiot resclved by
such structural reformulations (Rips et al 1975). Secondly, whether the
ordinary categories named by concrete nouns are well defined or fuzzy i
also not resolved. Both set-theoretic and network models posit that com-
mon noun concepts are well defind, aliciah this i i a fecessary &
sumption of either class of models. The former do so in terms of defining
features (Smith et al 1974) the latter in terms of associative links between
exemplars and category nodes (Collins & Loftus 1975, J. R. Anderson
1976).

The data from sermantic memory experiment & WhICh mlght Speak 0 these
two questions consist almost entirely of reaction times to respond “true”
or “false” to simple statements of the form “Some/allS are P." Basically,
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comparisons between two kinds of true and two kinds of fase statements
provide the fundamental indings. True statements about typical category
memmbers, such as “A robin i a bird,” are verified faster than statements
about atypical category members, such a “A chicken i a bird." False
statements which involve related  coffoepts Suck 45 “A bitterdly is a bird,"
take longer to disconfirm than statements with unrelated concepts, stich 2
“A table is a bird." These effects of typlcahty and semantic relatedness are
extremely robust, appearing in a variety of experimental paradigms includ-
ing prodﬂctwn as well as comprehension tasks (see Kintsch 1979 for 2
comprehensive review). -
. Robustness and generality may well be these results’ strongest claims to
fame. With respect to the retrieval vs comparison question; the data do not
discritirate betweeri the altematives. After al, there are only four data
points to be explamed If ofie opts for simplicity and parsimony, then simple
decision models of the sort proposed by Homa & Omohundro (1977) aad
by McCloskey & Glucksberg (1979) are suffcient. They account for the data
With minimal representation and processing assumptions. Ifintuitive plau-
sibility and generality are Weighed heavily, then Collins & Loftus's {1075)
spreadmg activation model, which treats assumptions as if they grow on
trees; can account for v1rtually all findings, However, the pattertis of resilts
provided by semantic memory expénments seem to refiect both general and
task-Specific decision processes more than they do the context-free structure
of semantic  tepresentations (Wickelgren 1977, Corbett & Wickelgren 1978)

The second question, whether natural categories are well-defined or
fuzzy; also is not resolved adequately within the standard semantic tmefmiory
paradigms. The obtained patten of typicality effects can be accounted for
by models which asSire Well-defined categories {Smith et al 1974) and by
thost whlch assume fuzzy category boundaries (McCloskey & Glucksberg
1979). To answer this question we must torm to research in wider contexts.

Piyehalogical Sernantcs

Several developments in the last 6  yers | have ralsed quesnons about the
(1973) among othcrs, argued that word meamngs were mhcrently vague
and context-eperident, much as Wittgenstein (1953 had claimed 20 years
earler. In cognitive psychiology, Rosch and Her colleagues have concluded
that natural categories do not hrave well-defind boundaies. Citegiories are
efined in_terms of family resemblances rather than by criterial features
(Rosch & Mervis 1975, Rosch 1978) Experimentally, demonstrations of the

context sensitivity of wo: meanings have become commonplace {Barclay
et al 1974, Anderson & Ortony 1975, Caramiazza & Grober 1976). The

2
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important theoreical generalization is that vagueness and Bexibily are
inhefent charactritics of Word meanings and are not restrietd to sl
chas of ambiguois words. Polysersy i fot an exception; i i the norm
. How cn we dea withvguenes and polyseny? I inuistics the pro-
lem can be solved by ignoring it. The scope of investigation i§ restricted to
lxical semantics and problems of reference; iscourse and prapmatic e
ignored (eg. Lyons 1977, and see  ritical review by G. Miller & K Miler
1573 In pilosophy,the problem can be partily handled by adopting o
nominal view of naming (Kripke 1972). Put simplistcally, the reason that
entity X is named Vi becauseit has been so named: Wihere linguistics deals
0ty it exical meanings, philosophy seems todeal only with theanbiteary
nature of nate assigments. Neither approach seems particularly helpful
for & peychlogy ofraturllnguage we. Tie cntal quesionsfor poy-
chology remain: (a) How are word meanings represented in the mental
dictinaty, or more broadly, the mental encyclopedia? (3) How does orie
know when to applj, G iSe, a partcilar word?

 The subset of the lxicon that has received the most aitention is the 56
clegorynames and thei svemplars pathered b Butig & Montgue 1969,
¢.8. vegetable: beans, carros, peas, peannts ete: There s genieral agreement
that such niatural categories should not be represented by criteial feires,
but there i e apreement on just how they should be represented (Medin
& Schaffer 1978, Martin & Caamazza 1979). Whatever the fnal solution
to the representation problem, he available data idicae st corcrete
nOUN meanings are more of less vague: Catepory menmbership statemeits of
the form *An oliveis a vegetable” seem to have varying degres of truth
People can relibly 1ate the relaive truthfulnes of such tatements (Oden
1. urther, people bave diffuly deciig wheter or ot ypcl
category members belong in ordinary categories, &g, “A periut i a vegeta-
ble.” People disagree with one another and are inconsistent with themselves
when they make such decisions (McCloskey & Glucksberg 1978 These
ndings in comiderd udgrient tss arllel ihe et of typialy on
reaction tinie in speeded verification tasks.

. Similarity relations among concepts alo seem tobe less igid and definite
than had been supposed (Rosch 1975). It had seemed intuiivly obvious
that he similaity of 4 to B would be udged the same as the similaity of
B to 4. However, there are clear cases where this assumpfion fas. For
example, peaple jodged that North Korea i miore imilar to Red China than
the reverse (Tversky 1977). Tversky argues that geomietric models of simi-
larity relaions, and hence geometric-spatial models of word s (e
Hutchinson & Lockbiead 1977, are seriously undermined by such zym.
metrical similarity relations. One implication is that semantic-feature rep-
resentations are preferable to geometricspatial representations because
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they allow freedom for representing asymmetries. Krumhans! (1978) shows
that one can do 5o in spatial models as well if assumptions are made about
varying densities within Semantic Spaces. A more general implication of
similarity asymametries i that pragmatic and conteatual factors are iner-
ently involved in the comprehension of similarity statements; just as they
seem to be in the comprehension of classinclusion statements.

Perhaps the most interesting programmatic proposal for studying word
meanings in general was offered by Miller & Johnson-Laird in their book,
Language and Perception (1976). Words are assumed to represent pre-
existing concepts. The meaning of a word is neither a set of semantic
feat: s nor a node in a semantic network. Instead; 2 word's meaning
conssts of a set of decision procedures that govem its use and application
and a set o relationships between its meaings and the meanings of other
words: These decision procedares are riot limited to linguistic operatiors.
Perceptual and functional properties of objects; actions; and events are
integral to the decision procedute. For example, part of the meaning of the
verb meet consists of a test which must be satisfied before “X meets Y” can
be asserted, namely, does j touch x? This approach is called procediiral
semantics and is in principle compatible with artificial intelligesice riodels
of language processing in that it consists ofinstructions to perform specified
operations (Johnson-Laird 1977a,b). If these procedures can vary as a
fiiniction of coritext, thien Siich an approach is also compatible with the
rotion of ll-defined word meanings or a fuizzy semantics. Mote gererall,
a procedural semantics rejects the utility of an autonomous semantics and
explicitly incorporates world knowledge into the mental lexicon. The dis-
tinction befween lexical and practical knowledge is ignored (Miller 1978).
Thlskmd of model ls fully compatible with 2 interactive top-down model
of Language comprehiension because it provides for the continuous availabil-
ity of both linguistic and extralinguistiz information:

In an analogous argument; E. V. Clark & H. H. Clark (1979) propose
i ieritoial view of verb comprebension that integrates linguistic ifor-
mation with world knowledge and social context. Although they retain a
linguistic core for word meanings, they nevertheless blur the disinction
between linguistic and nonlinguistic sources of information, Both kinds of
information must be used when people cope with the interprefations of
How do we understiad statements such as “He porched the newspaper” or
“He Houdinid his way out of he box™? Clark & Clark argue that aspeske
uses Such words when there is good reason to befieve that the fistener cai
computc his intended interpretation from both linguistic and nonlinguistic
knowledge. A meaning must be constructed; because it is novel, it caniot
be retrieved from a semantic memory. Verbs in particular seem to require
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hisSort of itegraion between lexical and contextual inormation but o
o other parts of speech, e.5. modals (Johnson-Laird 1978); conjunctions
(Fillenbaum 1974a), and quantifiers (Borges & Sawyers 1974, Hersh &
Caramazza 1976) - ,

- From concrete nouns to verbs to the vaguest of adjectives, the represerita-
tion of word meanings seems vague and fuzzy. Integration of linguistic and
pragmatic-contextual information would seem to be a necessary component
of word comprehensron Precisely how different types and sources of infor-
mation are represented, accessed; and inteprated remains to be specified.

SENTENCES: REPRESENTATIONS AND PROCESSES
How isthe meaning of: asentence represented and how are sach representa-
tions derived? These two related {Gilestions hiave been addressed in two

general ways: (a) by studies of sentence memory, and (5) by studies of
sentence perception and comprehension.

Products of Comp'réhénrr‘on' Seitie Memory

Two contrasting views of sentence comprehensron dominate the lrterature

They are analogous, in important respects, to the bottom- ufr VS interactive
views of word recognition. The bottom-up, interpretivist view of sentence
comprehension claims that sentences are processed in sequentral stages,

First a iteral or canonical represeritation of a clatise or 4 senitefice i§ derived
from the speech signal. Second, this représentatlon is mterpreted 51 func

tion of the social and discourse context, This is analogous toword recogm

tior models which posit that words are first accessed via a search process
and the mterpreted 8 a function of context (e.g, Forster 1976). Sentenice
processing models of this type rely heavily on formal linguistic represeta-

tions, such as those derived from transformational generative grammars
(Fodor et &l 1974, Schlesinger 1977). These linguistic models provide the
format for the initia, literal fepresentations required by an inferpretivist
View.

In contrast, a constructivist view provrdes a sentence: procosamg analog
ofa fully inferactive mode! of word recognition, where social and discourse
coritexts influefice recognition and comprehension decisions at the outset
(Slraw & Bransford | 1977). Instead of involving two discretestages—the irst
contextfre, the second interpretive—a constructive comprehiender s
sentence and context information mteractrvely and fexibly to arrive at an
understanding of a speaker's intended meaning, On this view, linguistic
processing per se has neither temporal nor informational priorty.

These two views of sentence comprehension stress different aspects of
sentence memory. The two-stage interpretivist view seeks evidence for me-

Q
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morial residues ol an rmtral llteral rnterpretatmn The constructrvrst in-

feractive view seeks eviderice fof 2 elabirated representation, with fttle if
iy esidies ofraw, uptocessed verbatin information: The arguments are
that if we remernber verbatim or linguistic information; then sentence pro-

cessing must involve an initial linguistic representation which is later avarl_

able for interpretation. However, if We remiember oy git, togéthé'r with
elaborated constructions such as infereices, then sertence processing need
fiot involve an initial linguistic representatron The basic issue, however, is
not whether senence undestanding reguires extralinguistic information.

Rather, the two opposing views differ on just when, in 2 comprehenswn
sequence, extralinguistic contextiial knowledge is used. When the issue s
posed in this way, then the sentence memory literature seems ireelevant to
the controversy- Either class of models could allow for virtually any form
of final memoriat representation of fully processed sentences, The pr_edrlec

tions for sparse versus rich memorial representations Seem more a reection
of preference than of substance. In any case, the available data are consis-

tent with virtually any class of models for sentence representation, mcludmg
propositioris (Kintsch 1 9%4; Ratliff & McKoon 1978), associative net-

works (Anderson & Bower 1973; Anderson 1976); worc. (Hay_es_R_otll &
Hayes-Roth 1977), and images (Danks & Sorce 1973, Marschark & Paivio
1977, Potter et al |977)

Thie prccessing issué asde; what do people normally remember of sen-
terices? The evidence strongly suggests that people can forget much verba-
tim, specific-item information and still retain gist (e.g. Barclay & Reid 1974,
Pezdek & Royer 1974), just as Sachs had argued in 1967. Memoty for
ferbiatim informatioit Seehi particularly fragrle withi lofig delays (Anderson
& Paulson 1977), anid recogrition memory is poor when distractor and
target items are hrghly confusable (James & Hlllmger 1977). Memory for
verbatim information is robust when that information is important. Memo-
rized prose and verse canbe retained verbatim for years (Rubin 1977). Aller
all, parapghases siichi 4 "y love is likea ted red carmation” Just won't do.
Srmrlarly, jokes and insults often depend wpon specific wording for their
import, and they too should be remembered verbatim. Keenan et al (l?ll)
transcribed seminar discussions and then tested p'a'r'ti'cipants" fecognition
memory one daj lafer. A§ expected, eimory for fieariing was quite good:
Verbatim ieiory was also good, eaprecrallylor statements with personal
significance, such as srcasm, personal critcism, and wity remarks. Lt s,
of course,just these kinds o speech acts which cannot survive paraphrasing,
and §0 it is not Surpriiag that people remember the original Wording: If

" they did fiot, thef they could riot fetaiii the origiial mgaring:

Peaple may also remember specific wordings even when they are not
particularly important. Hayes-Roth & Hayes-Roth (1977) replicated
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Sachss (1967 1974) ﬁndmgs of recognition confusions between verbatim
- nd paraphrased test items. In addition; they obtained higher confdence
" ratings and faster verification latencies for verbatim items than for para-
phrases. It would seem that some specific lexica nforimation is normally
preserved after sentences have been understood: Other normal prodacts of
Sefitefice comprehensron include specrhc instantiations of general terms
(Anderson & Ortony 1975); integrations of simple sentences into complex
wholes (Hupet & LeBouedec 1977), inferred information (Fillenbaum
|974b), and presuppositions and implications (Harns & Monaco 1978). In
stit, people can remerber many kinds of information after listening to or
readmg sentences (cf Cratk 1979). The central issue for psycholinguistics is
not what can be remembered; but how those memorial representations are
generated in the frst place.

Sentence Comprehension Processes

The most fully elaborated form of a two-stage interpretivist sentence pro-
cessing model is the clausal processing hypothesis (Fodor et al 1974, Hurtig
1978). The structural componeit of this hypothesis is tiat seritences are
segmenited perceptiially irito clatises. The processin component is that
integration and interpretation of word and phrase meanings are postponed
until the ends of each clause (Marslen-Wilson et al 1978). Extralinguistic
processing; such as the application of contextual inforrtation, i§ performed
primarily at clause boiiridaties, whien & completed liriguistc represeitation
is available for interpretation.

The primary evidence: for perceptual segmentatron of sentences into
clauses comes from click-location experiments. People judge the location of
nonlinguistic sounds, such as clicks, within spoken sentences. Perceived
displacements of clicks into deep-structure clause boundaries have been
interpreted s evidence for perceptual segmentation of sentences into deep-
stractare finguistic units (Bever & Hurtig 1975). The interpretive problems
of click-location data have been discussed thoroughly elsewhere (Johnson-
Laird 1974, Levelt 1978), The major problem is that clause boundaris are

normally confounded with other variables, such s setial position of words -

(Reber 1973) and intoration patterms (Gcers 1978). Suffice it to say that
sentences may be perceptually segmented into clauses without being com-
prehended and interpreted on a clause-by-clause basis, Certainly, percep-
tual clause segmentation does not necessarily imply that interpretive work
I regtricted to, or concentrated in, claise boundaries (Townsend & Bever
1978)

A more direct implication of the clausal p processmg hypothesrs is that
lexical ambiguities are not resolved until clause endings (Bever et al 1973,
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Olson & MacKay 1974). Jf this is true, then both meanings of an ambiguous
word are always actessed regardless of prior context, with a choice made
only at the end of a clause ‘The alternative hypothesrs s that prior context
can restrict initial lexical access to the contextually appropriate sense of a
word. This question has been extensively investigated with a phoneme-
monildring paradigti, People lstek: to senterices and respond 2 quickly 2s
possible to predesignated target pthEméS Plroneme detection latencies are
taken to reflect the relative processing difficulty of the word immediately
preceding the target phoneme, Lexically ambiguous words appearing just
before a target phoneme usually increase detection latencies {Cairns &
Kaniertian 1975). Prior context apparently did riot eliminate this effect
(Foss & Jenkins 1973), suggesting that ambrgurty resolution did indeed
await clause boundaries. More recent evidence, however, suggests that
initial lexical access is affected by prior context. Mehler et al {1978) and
Newman & Dell {1978) correctly pointed out that many phoneme-monitor-
frequency, and phonermc ct_)mposrtlon of words lmmedlately pnor to target
phonemes 'fhese factors may have adventrtrously mcreased detectron laten
for the artifacts discussed by Mehler il and by Newman & Dell and
found that prior context could faciitate immediate semantic processing of
unambrguous words; These findings, together with those of Swinney &
Hakes (1976), who did find effects of prior contest on amoiguous word
processing, argue against astrong form of the clausal proeessihg hypothesis.

Further evidence against a strong form of the clausal processing hypothe-
sis was reported by Marslen-Wilson et al (1978); using & word-detection
paradigm. A target word could appear either immediately before o after
aclause boundary, Irrespective of whether the target words were monitored
for sound (chyming) or for meaning (category memibership), there were no
effects of word locatior, At lesstinsofat S word recohition arid interpretg-
tion areconcermed, position within clauses seems to be irrelevant (Rips et
al 1978). These results, along with others (¢.g. Rosenberg & Lambert 1974,
Lindig 1976, Danks et al 1978), are inconsistent with interpretive models
that posit lteral representations as a necessary first step in a comprehiension
sequerice before contextual informatio s brought into play:

One critcal assumption of such interpretivst models s that there are
nonarbitrary “literal” interpretations that are relatively context-free. How-
ever, even in impoverished laboratory situations, sentence-cncodings are
highily contextsesitive. For example, ow senterices are coded in & sef-
tence-verification task will vary & 8 fuction of the forrm of lmgurstrc inpat
(Banks et al 1975), the serial position of test sentences (Garrod & Trabasso
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1973), whether pictures precede sentences or vice versa (Glucksberg et al
1973), and individual differences among Subjects (MacLeod et al 1978). A
paﬂcularly Clear demonstration of task-specific processing strategics was
reported by Karonson (1976; Aarorisar & Searbiotoiigh 1976, 1977). Read:
ers were allowed to pace presentation of semtences; one word at 4 time.
Readers who had been instructed to understand the sentences used a differ-
ent_pacing strategy than those who had been instructed 10 recall the
senteices verbatim. Clearly, different laboratory tasks impose different sen-

tence-processing demrands, and people seeiii capable of varying their seri-
tence encoding strategies to suit those demands: .
Perhaps the clearest “est cases for a literal-frst interpretivist model are
those Sentences whose "Ilteral" meanmgs do not comcxde wnh thelr ap
sentences. The statement “Can you pass the salt”” hasat et two mterpre
lations. It can be a question about someone’s ablty to perform an action,
or it can be a request for that action to be performed. An interpretivis
comprehension sequence for stich sentences would be (a) derive a literal
meaning, (b) check that meaning against the context, (c) ifit fit plausibly,
stop; {d) if not; seek an alternative nonlterat meating that does fit; Clark
& Lucy (1975) used such sentences in a sentence verification task and found
that people required more time to verfy indirect requeststhan directones
However, ,they tested each sentence in isolation. Gibbs (1979) found similar
resulls with sentences in isolation: With the same senterices embedded in
appropriate story contexts, appropnate indirect mtcrpretallons Were under
stood more quickly than direct but inappropriate ones. These data are
inconsistent with a literal-first,intended-optional comprehension sequence,
Metaphors provxde another interesting set of test cases. The standard
Interpretivist view of metaphor comprehensmn I5 an exact parallcl of Clark
& Lucy's {1975) indirect request model. A metaphorical interpretation of
a seriferce i optional because it will occur only after a literal interpretation
has failed to make senst. Therefore, metaphors are not only optionally
interpreed, but they mast 2l take more time and effot than ordinary,
itera sentences, There are serious principled problems with such & view (¢f
Pollio et al 1977). For example, what are the nonarbnrary lteral interpreta-
tionS of Siich Statemients & “2 woman without a man is like a fish without
1 blcycle”r[atmbuted to Gloria Steinem, in G. Miller {1979)]? There are also
Severe empirical problcms Some types of ‘metaphors seem to be processed
nonoptlonal'y Glucksberg et al (1977) presented sentences of the form
“some X are Y" in a sentence verification task. Embedded within a Jong list
of sxmple senterices were literally false but metaphorically true sentences
such 25 “Some roads are snakes." People took significantly longer to re-
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spond “fase” to such sentences: The availability of 4 “true” metaphirical
meaning seemed to produce Stroop-Jike interference; presumably because
people could not inhubit their understanding of the metaphor.

Within discourse contexts, metaphors may be understood as quickly as
litegal statemests Ortony et (1978) conipared thie tire required to uider-
stand how a target sentence cither fterally or metaphorically fit with (2)
an impoverished prior context; or ¢b) a fully adequate prior context, With
impoverished contexts, literal and metaphorical usages took 4 and § sec,
tespectively, to understand. With adequate contexts, literal and metaphori-
cal usages were understood equally quickly. It would seerm thiat literal
sentence meanings have neither temporal mor informationai pnonty over
alternative nonliteral meanings, The alternative readings of a sentence may
be equally accessible, just as the alternative readings of word senses may be
equally accessible, provided that there is sufficient contextual information
to guide compreliension. It shioald be noted that comprehiension in the
Ortony ¢t a study of metaphor Was operatxonally defined in tems of
integration with a larger unit of discourse; i.. a prior context. Within such
larger units, it seems unlikely indeed that canonical, literal sentence repre-
sentations would always be generated, only to be discarded when contexts
so dictate The alenative—a constructvi: interactve model~would sem
more efcient and plausible. Ynfortunately; however, this plavsibiity may
have been bought at the price of vagueness.

DISCOURSE COMPREHENSION

Conversations and prose narratives are coberent o us because we use
various cohesive devices to link constituents together, and because conver-
satioas and texts usually display some global organization. The relevance
of these text properties for studies of human meniory hias been described
in Crafk's recent review (1979) We consider representative research on how

cohesion and organizational structure function in discourse comprehension

Comprehension Strategies and Discourse Cohesion

During conversation, lsteners use inferences about a speaker's intentions
to help arrive at coherent understandings. These inferences are based on
Kiioledge o coiersations i Geiefil 2 Well &5 e Spdker S iferaies
Grice (1975) proposed that suceessful interpersonal commilication de-

pends on an implicit cooperatlve prmcxple This principle subsumes four
conversational postulates, or maxims: be informative; truthfiuh relevant,
and perspicuous. These maxims, if obejed by speakers, and if believed to
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be obeyed by hstrners, prowde a bass for makmg 1nfErences about a speak-
er's intended meanmg

One instantiation of the relevancy maxnn is the gi given-new contract. ThlS
presumcs that uttecances provide new information; and the contract 7e-
quires Speakers to signal which parts of an utterance are given (old) infor-
mation, and which aré riew (Clark & Haviland 1977). This signaling can
be accomplished in alternative wags, using linguistic as well as paralinguis-
tic cues. A linguistic cue s llustrared in the sentence :sequence “Horace got
some beer out of the car. The beer was warm,” The use of the definite article
for the second mieftion of beer signals that it is the same beer that Horace
had taken oat ofthe car. The existerice of the beer iS giver that if was warm
is the new information; When such cues are not used appmpnately, then
listeners must engage in additional nferential activity, as in “"Horace got
some picnic supplies out of the car. The beer was warm.” Here, both e
existerice of thie beer aud its temperature are new; and listeners take longer
to comprehend that sentence (Haviland & Clark 1974).

Other finguistic devices that can signal given-niew informatior are elhpsxs
pronominalization; word order; and stress (Halliday & Hasan 1976) Mat-
Vhinney & Bates (1978) examined liow several such devices are used in
English, Hurgarian, arid lalian. As We might have expecied, the three
languages differed markedly ir the relative avaxlabnhty and Strategic use of
these devices. However; all three had ways 1o mark giveni-niew infortiation,
and these were used to implement the given-new contract;

Detaled stiidies of How people establish reference correspondences p pro-
vide further evidence that discourse comprehension involves considerable
inferential and probiem solvmg work. When people converse there is an
implicit understanding that they are talking about the same things (Clark
& Marshall 1978). How are such understandings, or reference correspor:
dences, established? At one extreme, people use word substitutions and
pronours, e.g. “Look at all that white  Buffy stuff. It's pretty, but I wish the
snow would melt;" The words “stuff” “stiow,” and “it" all lave the same
referent, and listeners have no trouble in making this ldentlﬁcanon (Rachies-
ter & Martin 1977), Other referential identiications require more e complex
infeties, 2 i the beer bndge mentioned above,

Coherence emerpes ¢ oty in part from a lstenerS eforts fo infer &
speaker's intended meaning; It also derives partly fromi the  Ofganization of
a conversation (Schenkein 1978). Topic organization, topic shift (Gnode
fiough & Weirier 1978), and the regulation of turn taking (Sacks et al 1974;
Duncan & Fiske 1977) are signaled bya variety of linguistic and nonlinguis-
tic cues, such as Idea comp]eteness facial expressions, gestures, and intona-
tion. These cues can be used to discriminate between 2 Speaker pausing

(a) to think, (4 to breathe; or (c) to allow a hstener a turn to talk.
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Interactive devices ke these are not available to readers of tores and
texts; and 5o readers must rely more heavily on lmgmstrc conventions and
knowledge schemata. Many textual linguistic devices are the same as those
used in conversation, including definite reference, prbnnninnnandn and
anaphora Readetrs also assute, with good feasor, that siccessive sentefices
are related to one another unless otherwise marked (Hiaberland & Bingfram
1978).

When a text does not prowde exphcn bndges between successive sen-
tences, listeners and readers make whatever inferences are required to
provide coierence (Crothers 1978 ]979 Waen et al 1975). Consider these
alternative versions of a sentence SEqUEnce: “The mllllnnalre was murdered
(died). The killer escaped,” If “died" s used; then an inference is required
to bridge between “the killer” and the millionaire’s death. This inference
is not required if the word “murdered" is used. Using an eye-monitoring
tEChnlquE Carpenter & Just (1977) found that readers spend abouit 0.5 sec

longer inspecting the phrase “the killer” when “died” is used instead of
“murdered.” Readers also regress to the preceding sentence to confirm their
inferi-ice, Similarly, distortions of topical and inferred relations cause dis-
ruptiuas of fivent shadowing (Lindig 1976) and of oral reading performance
(Danks et al 1978) S
Do readers draw inferences whether or not an inference is required?
Clark {1977, 1978) suggests that only those that actually contribute o
coherence are drawn, and Hildyard & Olson (1978) report that this ablity
may develnp early. Fourth-grads children not only draw those inferences
that are equird or story coherence, they also discriminate between those
that are useful for story understanding and those that are not;

Most of the cohesion-establishing devices we have discussed are used
within relatively small units of discourse, e.q. referential correspondences
between paits of adjacerit Senterices. More globil organizational aids may

be found in larger text structores:

T ext Coherencef Schemata and Grammars

The potenual xmportance of schemata for lendlng cohcrence to faraties
is nicely illustrated by vague texts. The sentertce “The haystack was impor-
tant because the cloth ripped” is syntactically well formed, contains no
anomalous semantic relations, yet is quite difficult to interpret. If we infer,
or are told, that the sentence i about a parachuting accident, then the
meamng becomes clear (Bransford & McCaurel 1974). Both comprehen-

sion and recall performance are dramaticaly improved when such thematic
information is provided; especially if it is provided either just before or
immiediately after the text. If recall i delayed and the thematic information

given just before recall, it s far less efective (Cofer et al 1976, Dooling &

Crei
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Chritiaansen 1977ab). In general, the effects of altenative themes and
contexts on paragraph and story memoty parallel heic effects on seritenice
memory. For example, Anderson & Pichert (1978) used ambiguous stories

With alterriativc tiematic perspectives. A tour of  house could be described

from the perspective of either a prospective buyer or a burglar, Recal
protocols revealed bias in the expected direcions, whithe the perspective
was established before or jus after the story. This sugaests that themati
information can affect both selective encoding and sclective retrieval
(Hasher & Grifin 197,

The effects of thiematic infoiiriation on Sfory recall have sually been
interpreted n terms of Bartltt's (1932) coriepts of schemata and recon-
structive memory. What kinds ofschemata do people wse o interpretsorie
and to guide their reconstructions? A dominant set of schemata are our
understandings of interpersorial and social inieractions, and of people's
peychological states and mofivations in everyday situatons (Bower 1978).
An explicit formalization of this kind of information has been attempted by
Schank & Abelson (1977) in the form of scripts, A seript ists, in hirar-
chical form, the expected and appropriate Sequences of actions and events
in spesified contents For exampl, a retaurant script would preseibe ar
event sequence which includes emering, being seated; orderip, et
pajing the bill, and leaving. If we read or hear a narrative with one or more
Script-prescribed events omiltted, such as leaving a tip; we tend to insert it
im subsequent recall. Bower et al (1979) foiind that people tended fo agree
on ihat are sensible and plausible seripts and on How to pariton scripts
into scenes. People also tended to remember script events in canonica
order, to flln routine script events if they are left unstated, and especially
to rememmber salen, uniekpected adlition, I other words, people share a
great deal of knowledge bout what haspens in familia socal situations and
use that knowledge when they read and remember stofes

-Scripts and other scenario-like schemata derive from the contents of
naratives They are analogous to the semantics and pragumatics o sn-
tences. In contrast, structural descriptions that are analogous to dealized
syntactic descriptions have been proposed in the fotm of conteitvee story
grammars. Some of these adopt formal rule structures ke those of genera-
Hve rammars, particilarly those that have been applid to relatively stan-
dardized story formats Sich as folk tales and children' stories (Rumelhart
1975, Mandler & fohuson 1977; Thomdyke 1977, Stein'& Gl 1979,
More general structural descriptions that are applicable to any prose texts
laie alS0 been proposed. TheSe affempt to characterize how people impose
hierarchical structure on propositions that may be derived from texts
(Kintsch 1974, Frederiksen 19755, Grimes 1975, Meyer 1975, van Difk
197) '
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Despite principld differences among,these proposts, they share the
assumptions (a) that prose material s encoded in hierarchically organized
format, and () that the basic unit of enccding iS propositional. Four basic
empirical indings provide support for such text grammars in general: (2
Information at higher, more general levels in a hierarchical representatioi
is remembered better than lower-level details (Meyer & MeConkie 1973,
Kisctet l 1975, Getrir 1976) (8) W peopl e asked fo sumimarize
a given tet, theSumimaris esemle delayed-fecal potocols i that only
higher-level information appears consistently; and it does s i srictiied
orde {Kinisch 1577, Rumelbat 1977, Kintch & van Dk 197, Glenn
1378). (c) Prose that is presented in grammatical or canonical order i easier
to uriderstand and to remember than prose that iS presented out of order
(Meyers & Boldrik 1975, Kintsch et al 1977, Manidler 1978, Sein & Nez-
worski 1978). (d) Theoretica prose structares predict the corirehiesi
and recall performance of people who already have the appropriate
Schettiata better ian that of people who do not, sich as children (Pocisen
el 1979), eoplewih alenculura backgrounds (Kintsch & Green 1978),
and people who lack important technical krowledge (Krulee et al 1979)

Unfortunately, thse data are not sufcient to discriminate among the
various Compeling alternatives (cf Rubin 1978), Irdeed; many of these
sesults were originally reported in 1894 by Binet & Henri (cf Thieman &
Brewer 1978). The diffculties asoeiated with forial syitictic analyies of
Sentences have not been resolved by applying analogous formal tructures
to discurse. AS with sertences, people tend to pay attention to and remern-
ber socially and personally televant information, with litte regard for ab-
stract contextindependent stroctuses. Agjoiie who s taught letire
classes knows only too well that students ofen remember the “rong”
inforniation, uch as jokes and extraneous remarks; better than the main
ideas. Thi inuition has been ruefully confrmed by Kintsch & Bates 1977).

Shoutd formal text aialyses b abaidoried? We thiik fict. Forial epre-
sentation of tex structures can be useful when it is coupled with explict
processing models. Kintsch & van Dik (1978) provide am encouraging
example in their attempt to account for the detailed characteristics of

summary and recall protocols. They report Some Sticcess in modeling both

summarization and recall performances by using selected constraints that
are derived from  general nformation processing theory; together with
thei specifc propositional description of the fexts. Ther model has been
extended to permit asesment oftie relaive teadablity oftets with some
suceess s wel(Kintsch & Vipond 1979, Pethas the s uefl itcome
of current approaches t text comprehension will be more practicel than
theoreical. The kinds of questons asked; and the kinds of answers pro-
vided, should find applications in designing and assessing instructional

(e O
Cond.
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texts, and may provide guidelines for designing human-machine interaction
systems.

TRENDS AND FUTURE DIRECTIONS

Qiif review LS been highly selective nd perkiaps idiosjncratic. To the
extent that it accurately reflects the Beld, two general trends can be dis-
cemed. One trend is exemplified by a concern with language processing
within larger psychological contexts, and by an emerging consensus that
conliniuous iiteractions aniong sources of iformation is a ceniral charac-
teristic of such language processing. In effect, this implies rejecnon of the
standard, lmgmsucally based mode of ianguage processing in which cor-
prehension was accomplished in sequenual stags, from lower-level units to
integration with context, From one point of view, this represents a with-
drawal of psycholinguistics from interdisciplinary ccoperation. Formal
lmguxsnc theory no longer prowdes candidates for idealized, literal, coti-
text-free sentence representations,

A sccond trend, which has been lmphclt in our rev:ew, is a movement
toward more interdisciplinry interaction in the larger enterprise of cogni-
live science. Thereare signs, including two new journals—Cogritive Scierice
and Discourse Processes—that the separate disciplines of psychology; lin-
guistics, computer science; anthropology; sociology, and philosophy might
begin to recognize shared interests in and complementary contributions to
the study of human mental life. Whether this promise will become reality
is unclear: Johmson-Eaird strikes an appropriate note of cantion in his
argument for the utilty of artificial intelligence as an approach to the study
of language: “Psychological processes take place in time, and so; too; do the
operations of computers. Perhaps the metaphior can be pushed no further
thian thiat, biit there does ot seem to be any gther equially viable alterdative”
(19772, p. 213).
 Social interactions in everyday situations also take place in time; and
these may provide the models for more detailed and specific analyses of how
linguistic, conceptival, pragmatic, and interpersonal mechanisms intefact in
natural language use: The next 5 years should see progress beyond deron-
strations of context effects and arguments based upon plausibility. In the

meantime, we have learned more about the complexity of normal language -

processes drid aboiit the gerieral chidracteristics of potentially adegiiate lar-
Buage: processing theories, There is an emerging consensus that such theo-
ries will have to prowde mechanisms for intetactions of information from
the most specific and sensory to the most general and conceptual, Such a
theory will not be specific to psycholinguistics, but to human conceptual
i{gcasing in general
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RECENT REVIEWS AND TEXTS
For aspects of psycholinguistics not covered here, see the following; reuro-
linguistics (Whitaker 1976, Mille & Lenneberg 1978, Walker 1978), speech
perception (Darvin 1976, Kavanagh & Strange 1978, Pisoni 1978), speech
production (Garrett 1975, Rosenberg 1977, Degse 1979); referential com-
munication (Asher 1979), language acquisition (Abrahamsen 1977, de Vil-
liers & de Villiers 1978), sign language (Schlesinger & Namir 1978, Klima
& Bellugi 1979).
Seneral introductions to the field are prowded by several recent texs,
mcludlng Glucksberg & Danks (1975); H: S. Caims & C. E. Cairns (1976,

H. H. Clark & E. V. Clark (1977), Foss & Hakes (1978), Palermo (1978),
and a second edition of Slobin {1979).
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 “In order to read with comprehension; all the beginning
reader has to do is pronounce the words correctly at a
teasonable rate. His oral language comprehension processes
will then sufﬁce " Many researchers have tacitly assumed this
proposition in their mterpretatxon cf tesearch results and in
their proposals for reading programs. Others have assumed

the apposite, namely, that reading comprehension requires

cogniitive processes that are different in some major respects
from those of listeminig, The -t that these assutmptions are |
rarely made explicit should not Jull us into overlooking them.

Researchers have presented few data-to support aither

assumption. Intleed; a cursory review of the literature reveals
that data sufficient to resolve the issue are not available;
primarily. because of flaws in the rationales, designs, and

" procedurey of the studies,

This chapter is divided into three sections, First, the two
extreme positions are identified and elaborated; drawing from
published writings of several well-known reading profes-
sionals. Thelmphcatlons for educational programs that follow
from assuming each stance are identified. In particular, how

.. one teaches reading and/or English and/or language atts in

the later elementary school years is determined in large
measure by the assumed relation between oral and printed
communication systems, In the second section, methodologi-
cal problems with empirical studies that bear on the issue are

veviewed and illustrated. Finally, a task analysis is proposed

that would direct research toward a valld comparison of

listening and reading: comprehensmn

The discussion here is limited to- what has been

" commonly called thé comprehension aspect of reading in
) ,cc)ntrast to decoding. Word 1dent1ﬁca tion, which completes the



decoding phase, provides the grist for comprehension, How-
ever, vihen the dichotomy is pressed, it s difficul to maintain;
fg_r__gx_gmplg;_ Ryan and Semmel (1969) deseribe the “own-
stream” influence that comprehension has on decoding. The
decoding phases of listening and reading are necessarily
different by virture of the different modalities of input and the
amount of control the recipient has over the input flow, A
listener has minimal contral ovey the auditory signal which
rapialy fades: A reader; on the other hand, has 'reasén'éb'iy
comalete control over the amount and rate of visual inpit
which 1s continuously available for reprocessing: Ifthereis ot
a sharp break between decoding and comprehension. s there
well migy not b, then the different processing mechanisms at
the decoding end may have a niarked ififliéiice on the later
;Qmprghgngion stages: In general, this chapter focuses o
comprehension and not decoding although this separation
may be a fiction that ultimately cannot be maintained.

The Two Extremes

A Unitary Comprehension Process

~ There has been considerable discussion about the
relation beweena reader' processing fesch and ink, T
conferences, reported in Kavanagh (1963) and Kavanagh and
Mattingly (1972}, were devoted to exploring this relationship,
In the first conference, Alvin Liberman discussed several
differences between listening and reading. However: all of his
ponts focused on decoding speech and print into language, all
of Whlch presumanly occurs prior to processing for 'm'éa'ni'ng.
As conveyed by the title of the report of the second corifererice
Lenguage by Euor and by Eye; the emphasis there was also ot
the more peripheral aspects of the relationship, that is speech
perception and reading implicitly defined as decoding, Few of
the papers in that volume even hirted at the pioblem of
comprehension and the similarities or differences as  funiction

of mode of linguistic input. For the most part, the pasticipanits

'_di'd not questior, st least in the printed record of the cox-
forence, the assumption tha: -ace past word idenfificafion

the processes of coriy rehendin, soeech and print do ot differ, .

- anks.

. The p’b'si'ti'o"ri that 4 unitary comprebiension process i
activated regardless of iode of input has been attributed in
receit ears to-the proclamation of linguists that speech is
primaty and that print s & poor sesond cousin 1o the anguage
farmily. The position was stated :nost decisively by Fries (1983.

Learming to read:..is not a process of learning new ;df_ﬁt_i’@t
|anigiage signals than those the child has already learned. The
language signals ave all the same. The difference lies In the
medium through which the physical stimuli make contact with
" his nervous ystem. In "talk,’ the physical stimulf of the
language signals make their contact by means of sound waves
received by the ear. I éading, the physical stimuli of the same
language signals consist of graphic shapes that riake their
coritact with s nervous system through light waves received
by the eye. The process of learning to read is the process of
transfer from the auditory signs for language signials which
the child has atready learned; to the new visual signs for the
same signals, ' ' '
‘Payictiologists interested in readinig hiave frequently
maintained a similar posture. For example, theresearch group
at Cornel Universty who have been actively studying the
reading process under the leadership of E. Gibson and H.
Levin; have accepted a unitary comprehension process.

Publications of the Gibson group:suggest the mode] of the
reader as “speaker, thien hearer.” The task of the readet is to
transtate graphemes into phonemes. Thisis the task particular
to reading; After decoding to speech has been accomplished,
comprehension processes associated with Speech compiehen-
sion are brought into play [Wanat, 1971: 8-155].

In fairness it should be noted that Gibson {1972)in herkeynote

address to the conference reporfed in Kavanagh and Mattingly

hinted that this position may be wrong. She commented that

veseatchers have assumed that a reader’s knowledge of

* grammar for oral language is transferred automatically and

directly to the reading process but that this assumption may
not be justified: -~ . . . .
The assumption of a single comprehension process

; foiioWing initial decoding of either sound or print also has been

Comprehension in Listening and Reading 3
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readily accepled by éducators_an_d__e_duc'atidnal-_psy'chbldgiSts.
[1 matiy casés the assumption is not even made explicit and,
whe it is, it i noted in passing with the implicatior that 3
point S0 obvious scarcely bears mentioning, Note these
examples from two prominent educational psychologists who
spoke at the institote:

The process of reading comprehension differs from thi process
of language comprehension only in the form of percepiual
nput. The atter works {rorm oral input: te former frem visual

Input [Goodiman, 196 165

_ Performancein reading;atleastafte'rthé Ez}éicﬂééQdihg '

skills are mastered, is primarily an indicator of fie general

levil f the individual's thinking and reasoninig processes

rather than a set of distinet and specialized skills [Thorndike,

197374 139].

s, a frequently held position is that once the reder
or listener has translated the pasticular form of input into an
abstract coding, language i language. The language code is
ether an abstract code that is ndependent of the modality of
nput or & specch code to which print is decoded:

. Whateffect does holding a unitary process view have g
edcational practice? Many school sysiems have accepted this
position; albest implicitly. Witness the fact that in many

- elem’gntary schools, “reading” as a separate subject s taught
only in the first two or three grades. At that poin the teacher
stops tezching reading and teaches language arts or English.
The implicit assumption s that once the child has acnaired

decoding skills, training and practice with one form of

language wil' “nsfer to other forms, This educational
practiceis ot d on some amorphous Hotion of gerialized
transfer. Listening skills place an absolute ceiling on the evel
of reading skill a child may attain. As Bormuth (1672) has

noted; “in thc wradition and folklof of reading instruction: a
sulent abily o compreend spoken language i egarded
as.an estinate of the upper limit of his capacity to learn

reading comprehension skills” (p. 1134, Such an asstmption .

demands that if education is to increase reading skill, ora
language skils must first e increased beyond the desited Jovl

of reading. This strategy has been mogt evident in proposals -

-

Danks

for the remediation of supposed language deficits in speakers
of dialects other than the dialect found im primers: Therefore,
instead of teaching reading of prose, one should attempt to
increase general verbal fluency, vocabularv, and even general
knowledge. The oily Special raririg Hecessary with regard to
print would be t6 emphasize reading speed and to introduce a
variety of literature and other reading materials. -

- The assumption of a single comprehension process has
also led to the language experience approach of teaching
decoding. In the now popular technique, the teacher writes out
a story told orally by a child so that he can read it later, The
implicit reasoning behind thie valie of this exercise s thiat the
child will learn to read easier and faster if he discovers the
similarity between processing speech and print: Since the

. material is already meaningful to him, the comprehension

process used for oral language can be more efficiently and -
smioothly activated while readinig. I addition, the matetial is
more relevant to the child’s here-and-now, which also may

facilitate comprehension. One cannot help but note from the

 vantage of a dual comprehensive process view; however, that

when the teacher writes down what the child says, he or she
implicitly .admits that the language found in the child's

. primers s not the same as what the child himself speaks, and

further that the lar-goage the child speaks is better for ki to
practice reading. If so, then the comprehension processes
might not be the same-for both speech and print. Let us now
conside the dial process view, '
As one might surmse from the previous section, few
researchers in reading have claimed that the comprehension of

* * speech and thecomprehension ofprintinvolve totally diffrent
 progesses, However, some have questioned theassumption of a
. unitary process. Referring to “a student's ability to compte-

hend spoken language;,” Borniuth (1972 1135) claimed that
“although reading and listening abilities share some elements

ca1 no longer use: listening abilities to estimate reading

aptitude in the simple fashion we heretofore thought possible.”

“umprehension in Listening and Reading b”’ A



~ Wasiver dnd Kingston (1971b) discussed the difference
between listening and reading from the child’s perspective of
learning to do each, They mientioned several differences
hetweerrtearnmv oral language and learning to read print,
(ne point in parucular Is germare to the preseit discussion.
“The transfer of ‘meaning’ from spoken to graphlc representa-
tation may not be the direct; simple operation commarnly
aqsumtd ( rlb R 80 Meamng mcludes more than
sentrnces mtm,ra ted wrth the meanings of other sentences,
contest, and the rear‘ers prior experience. Thus, in a word,
“transfer of ‘meaning™ is comprehension: Good orzl lan;uage
shrllx are elearh nec ossm for learnm;,r to read However the

becommn a skrlled roader ifkien combiried with well- practiced
decodmf,r sk s.
~In i “Reflections on the Conference” reported in
Linguagie by Ear and by Eye, Miller (1979) noted a historical
developme that tangentially bears on_ the point that
comprehension is not unitary. Writing did not originate as a
more permanent form of speech. Rather writing, as picto-
graphs, evolved mdependently of speech as an alterriate form
of communication. This development of writing was consider-
ably later in man's evolution than speech Only recently in
mankind's history, say 3000 years ago, was writing associated
more directly with speech when an alphabet wasinvented. It is
invalid to rely whilely o didchionic argumenits 1 explair
ontogenetic and sychromc processes, but the historical
levelopment of writing vis-a-vis speech is -upgestive that the
two language processes may not be identical:

A final argument that there may be at Jeast two
eompuhunbmn pricesses—one for listening and one for
readmrz -tomes from the nolion that speech and print arc
sufficientty different so as to demand drfferent processirig
Strategies, It is often assumed that the way we talk is
mnsrderabry different from the language of whatis read: What
would be a “sufficient” differerice to necessitate difforent
comprehensior: processes? In what respects 1 print different
from speech? Aristotle cluimed that* ‘the style of written prose
15 not that of spoken oratory (1928 pl t'tb) Hasknowledge

[l - o
3 , anks -

on this pomt advanced m the intervening 2300 years? Many
would claim that there are large differences in grammar,
vocabulazy, and style in what we write and in what we say. To
the extent that differences are present, there well may be
concomitant differences in the cognitive processes required for
efficient extraction of meaning. Matetdal produced for one
channel is comprehensible when received in the opposite one,
but processing may be more strained than when compatibility
of production and reception modality is maintained.

~ Now consider.what one would do in the classroom if the
dul process view of comprchension were correct. Most
importantly, once the child is able to decode one would not stop
teaching readmg The teacher would teach reading specific
skills that would lead to more efficient and faster reading.

Among these skills would be previewing; outlining; maximiz:

+ing the amount of material per fixation, and minimizing

regressions. The teacher could also teach those comprehension
skills that are peciliar to pririt. For example, iow to analyze
the structural properties of prose sentences and paragraphs, or
How to fotlow the styles of thesis development and argumenta-
tion would be appropriate, Knowing specifically how speech
and_print differ would- be important in designing these
curricula. Clearly, teachers must not igiii, :peech and oral
langiage skills: they are much too critical to relegate to
haphazard development Based of_any real differences
uncovered betwec.: speech and print, apy-opriate nstructional

programs : could be developed.

A Compromzse

The positions drav.n here are extreme ones; Those whc
claim dual com prehensron PIOCESSES. certamly would not be se

_extreme as to sa; *hat the two-processes are totally unrelated

systems triggered by different modes of input. Likewise, it is

 unlikely that those who hold-a single process view would say

that there are no differerices whatsoever. Somne intetmediate
position is more probabI

The processing that the listener-reader must perform on
the input may be heavily inflvenced by the purpose for which
he/she is attending to the material. Typical listening situa-

“tions are conversing over coffée or cocktails, and listéning to
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thic news on TV. Common reading contexts ave reading the
neswspaper for information and a novel for entertainment. To
what extent_theoretical and experimental considerations
apply to these typical situations must be carefully evaluated.
The issuc is more than the esoal plaint abisit the generaliz-

ability of laboratory findings to the “real world,” however,

becduse there are $o many real world contexts to be accounted
for. 1 it eisonable t assume that 4 single comprehension
process can be defined for the multifarious real worid contexts?
Is li5ter;ing comprebension in a conversation the same process
as hstening comprehersion of a lecture? Or does the latter

process have more in cotamon with reading a test o the sarie
topic? What about eacing a play? Don't we hear the players
speakinis to s frazn the stage? There well may be commonal.
ties in listenirty il vedding cordpréhension, as well as some
differences, but comparison of the wide variety of tasks that
are included wnder *he abels “7 stening” and “reading” il
eventually be rsces: ary, In tho tong ran: an absolute answer tp
the question o7 wh fies ¥s.. ning and reading comprehensior
dre Unitary of ol not B gousible because thereisas v aoh
o mare variahi" - withiti esich skill than betweri them,
Before evaluating 1 "i5 vassibility,let us review th: studies tha
b_ear on listeming. = reading, Is the wvidonce adequaic to
identify in sufficient retail points of similarity and dii cserice
In listening an. reading noriprehension sothat ore can specify
the underlying processes®

The Evidence

Superficially, the expeririental design forvesolving the
Question of whether listening and reading comprehension are
thie samg or different is <im ple; Present “identical” material
aurally (as speech) to ane greup of suljects and visually (3s
print) to another, then test their comprehension, If equal
amounts and types of niaterial are comprehended, then

istening and reading comprehension processes e kel to b
the same {unitary), but if different amounts are comprehended

then the processes must be different (dual), However, there are

numerous logical and methodogical pitfalls in such an

-

Danks -

experiment. These problems can be categorized as relating to
presentation conditions; subject characteristics, language
reviewed, pitfalls are identified and designsthat mightbe used
to circumvent those particular problems are suggested.

Presentation Conditions _
~ The primary ‘manipulation for the comparison of
listening and reading comprehension, is, of course; whether
the material is presented as speech: or in print: Yet there are
certain physical properties of the presentation media as well as
g108s differences in listening and reading decoding that must
be considered ta inisure comparability of the two coriditins,

" The presence of suptasegmentals in speech undoubtably

faciltates the listener' veridical understanding of the mes-
sage. Although punctuation marks may provide some of the
same type of information to a reader; it is doubtful that they

- can code anyWwhere - 3ar as mich information as supraseg:

i_"neritals' can. T_he set Ljf_ purictuation r_harkS_ié far smialler t_h"an
the range of stress, intonafion, pitch, and speed possible in
speech. . | _

- Under typical reading conditions alarge segment of the
material is before the reader at any point in time; while during
listening the listener has.access only to a relatively short
segment aniouriting to rio miore than a few words or phirases.
Since it is difficult, if not impossible, to provide a listener

-access to a larger segment of material, an investigator must

focus on_restricting the amount of material available to a
reader to alter substantially the processes he normally uses in
reading. A limited amount of material, say a line or twooftext,
-could be presented for a relatively brief period (Young, 1973),

* either at a fixed rate or subject paced. Too fast or oo slow 2

presentation rate would reduce comprehension_because too

The size of the segment presented and how it is segmented

would also be likely to influence the fluidity of reading, Since

.~'Subjects integrate at the end of clausal boundaries (Bever,
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Garrettand Hurtig, 1973 Jarvell, 1971), maintaining clausal
units would facilitate comprehension;

A second difference between listening and readmg
presentation modes is the amount of time that the functional
stimulus is available to the subject, Because of differences in
typical qutemng and reading rates, time is likely to differ
marhcdlv onless speuﬁcally controlled, Typical silent reading
rates are two to three times fas erthan normal speaking rates
(100 lo ) WU!‘db per mrnu ¢ for speakmg Versls 300 to 400

lenpth of time t read a passage that hsteners require fo hear

that same pagsage may have time to rehearse or reread the
material; "thnugh miny studies have equdlized istening and
reading times (Corey; 1934: Darell, 1969, Horowitz, 1968;
Horowitz and Berkowitz; 1967: Sticht; 1968), they farled to
equalize functional listening and reading times: Since compre:
herision was tested with immediate recall they compared
memory in conditions with functionally different study times,
One solution to this ‘problem has been the use of
compressed speech The most rominion techmque to compress
speech without | mcreasmg the pitch is o excise very short
sgments (shorter than a single phoneme) on a random basis.
Wumarous stiidies have shown that speech compressed fo 75
I 3% vords per minute, closé to typical reading rates, can he
tna >r~md with i inimal or no loss of comprehension (Foulke,
190> Tassiter; 18:1); Compression to highier rates regiilts in &

sharp drop in  comprehension although compreherision ca be

maintained at rates over 400 words per minute with t training
(Otr, Friedman, and Williams, 1965). Even elementary school
chrldren are able to comprehend compressed specch at rates of

22 words per minute (Woodcock and Clark, 1968). Jester and
Travers (1966) tested ccltege students fo comprehensron at
hs tening and reading rates of 150 to 350 words per minute

with a multiple-choice fest, At the lower speeds (about 200

words per minule) listening was generally superior to reading;

b a _the_hrgher speeds (abioiit 300 words per minute) reading

was superior, Not only does compressed speech permit the
equalization of study times for reading and listening, but also

the fact that the maximally efficient input rate s the same for -

oy

v . | ' L
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listening .and reading suggests that there may be some
commonality in processing”

As a practical matter, educators have frequently
consrdered whether there is transfer of hstemng comprehien:

chrldren If hstemng and readmg comprehensron are handled
by a single process; then training in_one should produce
equivalent improvement in the other. But if there are two
distinct processes, or processes that overlap only marginally,
then the transfer shiould likewise be vigvginial. The frequenitly
obtained ioderate correlation between scores on standardized
listening and reading tests(cf. Duker, 1965; Kennedy, 1971)
does edééeét the possibility that improvements in listening
skills may facilitate reading acquisition.

Reviewing five reviews of the literature on whether there

| ts transfer from hstemng training to reading, Kennedy (1971)

fourid three eatly teviews that concluded there was positive
transfer, However two later ones, as well as her own review;
concluded that there were only inconsistent or no effects of

"~ listen.ng trainingon co'din'é'skill's Most of the studzes revizwed

took a.ather limiied view of potential transfer variables. Mary
of the stiidies (e.g, Lewis, 1952) trained general listening skill

- such as deterrmmng the main idea; noting detalls; and

drawing conclusions and inferences: They then tested for
general transfer to reading achievement, Not surprisingly, the
results did not show clear transfer effects,

. Onaspecific [evel, positive transferdom A0, Bot rOrr
(1%6) and Thomas and Rossiter (1972) fourd tnat reading

practice paced by lrstemng to compressed §RCl icreased

normat readrng rates up to 350 words per minute; Hurther, the
increase in reading rates was not accompanied by xirv loss in
comprehension and the effects on reading were still presert
nine months aftér the coriclusion of only teni days of traliukig

'(Thomas and Rossiter, 1972).

Kenniedy (1971; Kennedy and Weener, 1979) tested
_whether trarmrrg on hstemng orreadmgcomprehensron would
improve comprehension i in the ¢ wr mode, Third graders who

were below grade level readers wee trained for five 20-minute

~gessions on either 4 writtén (réad’r ) or oral (listening) cloze

= F
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procedure. They were then tested on the Durtel! Listening:
weading Series and on new cloze comprehension tests i hoth
written and oral forms. Traiv‘ug un cither the written or otal
cloze produced equivalent tsitive iransfer on both the written
and oral cloze comprehension tests. The effects on the Durrel
lest._were more complicated, however, Relative to an oral
reading control group that received individualized attention,

training on the written cloze improved reading comprehiension

but not listening comprehension, and practice on theoral cluze

proceduite had 16 effect of éither.

While the equivalent cross and Withinimods wansfer

from cloze training to cloze test was consistent with a single
comprehension process; the pattern of trassfer to the Diirrell
tests was not consistent with that concluston. The prediction
training implicit in a cloze procedure may be a relatively
restricted language skill that depends as much on nonlinguis-
tic knowledge as it does linguistic rules. Thus; there was
specific transfer of the skill regardless of modality, Further if
reading but not listening comprehension involves the predic-
tion Skill trained by the cloze procedure, as dues not seem
Unreasoriable, then the transfer pattern to the more general
Durrell test is expected. Whatever the explanation, these
transfer results complicateany conclusion of a unitary compre-

hension process; .

Subject Characteristics

~ The most obvious variation in subjects relevant fo
listening and reading is age. Chronological age is not tselfthe
critical variable, bt variation in age is concomitant with
several acquisition varfables that interdct with listening and
teading. Children usually begin to speak (and to listen) and to
read (and to_write) at quite different ages and the rates. of
acquisition of oral language and reading also may bedifferert,
In addition, the typical context in which acquisition occurs is

thehogmfor speaking and listening and the school for reading
and writing. Because of these agecrelated differences in the

temporal and social context of acquisition, comparison of
listening and reading ata single chronological age may not be

a fair comparison. The linguistic and conceptual complexityof

-
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the material that can be processed easily may differ between
listening and veading when ested atasingleage. Theseleetion
of a subject at a particular age or a decision o systematically
vary age must be carefullyevaluated. , ,

- Although subjects from age six {first graders) to early
tiwentiés (college stidents and military personnel) have been
tested i orie experimient or atiother, most stiidies comparing
listening and reading comprehension have concentrated on a
single age or at best a limited age range: Considering only a
sample of studies; elementary school children were tested by
Kennedy and Weener (1973), Swalm (1971), Oakan, Wiener,
Rossiter (1972); college students by Singer (1970), Abtams
(1966), Corey (1934), Horowitze (1968), and Horowitz and

. Berkowitz (1967); and US. Army recruits by Sticht (1968).

Because of the multitude of different matertals and procedures
used in testing subjects among these studies; no developmental
conclusions can be drawn from whatis basically a collection of
unrelated cross-sectional studies,. . .
~ Onestudy (Durrell, 1969: Durrell, Hayes; and Brassard,
1969) attempted to compare listening and reading comprehen-
sion actoss arelatively wideage range, albeltfor the purposef
validating a test instrument. Tests of listening and reading
abilities were constructed in three levels covering grades one
through eight and were designed to ‘est both vocabulary and
either senteiice or paragraph comprehension. Since-at each
level the same Janguage comprehension tests were used on

. carefully equated forms, the raw scores were purported to be

comparable. In a arge scale administration of the tes o three
to four thousand children at each grade; listening vocabulary

‘was much superior to reading vocabulary at grade one (by a

factor of two), but these vocabulary scorés were comparable by

 grade efght, Sentenice-paragraph comprehension also statted

obt with istening comprehension btte than reading compre-
hension by a factor of two; ‘but comparable scores were
achieved by gra¢s six; and at grade eight reading comprehen-
sion was 12 percent superior to listening comprehension,
Durrell's rationale for constructing the listening-read-

. 'Ing test was that, assuming a unitaty compretiesision process,

i.,';;
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listening abilities set an upper limit on a child's ooiehhal io
red. Thiss, listening comprehension should always be superior,
ir at least equal, to reading comprehensicn. The vocabulary
resalts were consistent with this rationale although at grades
hrgher than those tested reading vocabulary might even be
superior fo listening vocabuhrry However, the sentence-
paragraph comprehension rsults were clearly inconsistent
with the rationale. Durrell retreated from his original position

t clarm that “when comparing reading and listening; the

higher score of either indicates 4 potential for the other” (1969;

456).

~ Although these results o appear to support dual comipe:
hension processes, the Durrell test is too fraught with practical
problems to draw any firm conclusions. For ane example,
although the total time was constant for both Jistening and
reading; this procedure can result in marked . fferences in
actual time available for processing. For another, the items for
the comprehension test were selected for therr psychometrrc
properties rather than for their ability tn tap the underlymg
processing. In addition, some reading was requlred as part of
the listening comprehension test, resulting in a possible
confounding of hstomng and ‘reading skills. Thus, although
the test scores may have statistical comparabrhty, they are
probably based on very different scales and shouid riot be
directly compared.

Notnehas attempted toseparategeneral developmental

effects from those associated with specific training in reading, -

ercept in terms of cognitive readiness to begin reading (Elkind.
1969, 1974); Does the difference in absglute level f reading
achievement of; say first and third graders; reflect only
schooling, or might not some of the difference be attributable o
gerieral maturation or cognitive dovelopment” To separate

completely these variables would ‘require carefully matched

samples of literate and 1lhterate subjects atall ages, a practica;

impossibility and perhaps a theoratical impossibility as well. &

less extreme strategy to separate these age-correlated chaniges

is to compare good and poor readers, The procedure for

obtaining a proper match between good and poor readersisnot
simple; Further, one should test iotonly goodand poorreaders -~ -
of the same chronologrcal age, but also good readers of &’

ik '-(,'ompreherroion in trshmng mid fd'e'o'rh"ng , :;f‘

younger chronological age with the same “reading age” as the
older poor readers. Unfortumiately, investigators do notalways
take pains to form t their groups such that a difference in
reading performance s the only drstmgmshmg characteristic.
For example, Swalm (1971) tested children in grades 2,3, and 4
for listening and reading comprehension by a cloze procedure.
Reading comprehension was bétter than listening for above:
average readers, but the reverse was true for below-average
readers; listening and readmg oomprehensron SCUTES Were
squivalent for average readers; However; the classifications
probab]y reflected more general cognitive differences as well
as differences in reading performance,

~ Incontrast to Swalm, Oakan et al, (1971) matched good
and poor readers on both age and 1Q. They found that goad

. fifth-grade readers comprehended standard text equal]y well

when t they hstened to tape recordmgs of either another good
reader or a poor reader. But, when tney read it themselves; the
good readers comprehended the standard text better than
when they read a transcript of the poor reader reading aloud.
Thiis, foi good readets, degradition of thie inipit effected by
filtering it through a popr reader was more drsruphve of
reading than of hstenmg In contrast; poor readers' listening
comprehension was disrupted by the poorly organrzed 1nput
from another poor reader; but the already poor reading
comprehension was not improved by susplementary train'ing
on word identification: Perhaps, i accordarice with a unitary
view of comprehension, one of the reasons that poor readersdo
ot read well is that their listening comprehension skills;

 which may he necessary for good reading comprehension, are

not well established as evidenced by the ease with which they
were disrupted. :
Another approach f the mvolvement of hstemng.

processes in reading comprehension comes from a study of

h deaf readers: Conrad (1971) compated reading comprehension
of deaf and hearing children following both silent reading and

reading aloud. The deaf children were divided into those who
used articulatory coding on a shortterm memory pretest and
those who didl not use arhculatory codmg While the hearing

chddren and the deaf articulators comprek:-nded equally well
“in both readmg conditions, the deaf nonartrculators were

1
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disrupted by being reyuired 1o read alo-t; &1+ L } li'tlre
deaf children could speak, none of thaye reading ¢ -4 e
been mediated by acoustic codirg since all were pro ou'rdly

deaf from an early age. While sore of the deaf childsen the

articutators) gsed their speechi mechamsms to mediz? - dad-
ing; others evidently di- not b-cauge th v weredisrupiten when
required to read aloud. Thus, speecl &ills may be functional
fur normal réaders, Lut are not necessary. The vesults of the
niormal hearing children, plus other data presented by Conrad
(1972) ), suggest that the favored mode of coding for normal
subje + - shonological even when penarued for such coding.

Langiage Materials

. Howarespeech and print alike? How are they dlfferent°
Il itehing and readmg comprehension mvolve the same
pracesses, then written language and speech ought not to be
ton drfferent in vocabulary grammar, and style; otherwise; a
unitary processing strategy might not be able to handle the
differcnces. On the other hand,; ty the extent that speech and
print are linguistically different; then one might t expectto tto find
differerices in the processing of each. Differences in speech and
print may result from Speaker-writer differences because
speeo_b_rs tistally feedbck sensit ive, while print is not.
Evrdenceoncwuvortheotbercannotbeconsrderedconcluswe
However, differences may be suggestive inasmuch as the
materials set the task for the listener-reader.

From the widely scattered studies that have com pared
oral and written productions, the results, for the most part
have not becn surprlsmg Oral productions, compared to
written ones on the satme topie, coritain mote words, phrases,
and sentences; longer and more drfﬁcult words; riore verbs;
more ideas; more elaboration; and more repetition (DeVrto,
1965, 1966, Driemann, 1962a; Horowitz and Newman, 1964;

Port: iay, 1973) Most studies have also found a grea‘er

diver sity of vocabulary in written than in oral production,
usually as measured by alarger type-token ratio. This finding -

may be artifactual, however, resulting from a curvilinea
relation between number of types and number of tokens; since

more words (tokens) ate usually produced in speech: Brrect " ;

-

Ldonks -

compzrisons of type-token rutros from different sized samples
wotld be approprlate only with a linear relation between the
number of fypes and the number of tokens (Driemann, 1962a),

Introspective reportshave indicated that the purpose of
a communication, the subject matter and the characteristics of
the réoipiédt affected the composition of written productions
more than they affected oral ones (Dri'em'ann 1962b). Written
productrons are fote preorsely composed As a conisequerice,
when productron time was limited, wntten MESSAges Were
more effictent as measured in 1deas per words per unit fime
{Horowitz and Newman, 1964) But given unlimited time, the
faster production rate of speech yielded relatively greater
efficiency than handwnting (HoroWitz and Berkowitz, 1963),
Skilled typing and stenotyping increased the similarity of

. manual productions to oral productions, but thete still were

large differences (Horowitz and Berkowrtz 1664).
One surptising tesult was uncovered by DeVito (1965)

when he compared the oral and written productrons of ten
highly skilled speaker-writers, speech professors at a major
university. He found that their oral description of topics from
theit published papers did hotdiffer from the printed version in
sentence length deﬁned erther in ferms of letters syllables or
words: Further, the written passages cont tained asignificantly
higher proportion of simple sentences (one subject-verb clause)
than did oral productions, Whether this finding is generaliz-
able to other classes of speakers and writers; or is peculiar to
these highly skilled writers, needs to be explored firther.

- Do these differences in production mode make a

diffecenice o listeners and readers? DeVito (1965) presented the

oral and written prodictions described abiove to college
students in written form as 2 Cloze test. The cloze scores were
nearly identical: both types of passages were equally Compre-

- hensrble to undergradnates Portnoy (1973) also used a written

cloze procedure to assess comprehensibility of oral and written
productions. College students both spoke and wrote para:
gi‘épllé on int'e'resting éXpérléllCéé " COhﬁi‘hllng DeVits,
Portnoy found no overall differerice in comprehenSrbllrty
between producuon modes; However, there were individual

- tifferences among the producers. She identified about half as

Mgy
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"speakers’ and the other half as “writers.” The speakers’ oral
productions were significantly more comprehensible than
were their written productions, and the writers' written
paragraphs were ore compreliensible than their oral ongs;
hoth as measured by the cloze procedure There Weteio overall
differences between speakers and writers; hoeever Speakers
and writers' productions differed on only one linguistic
measire—writers used more long words,

A complete design would involve testing com prehensxon

of both production types in both receptior modes as well as

using additione] measures of comprelienision. To thie extent
that listening and reading comprehens10n processes are
different and thet speakers and writers are sensitive to such
differences, otal productions should be easier for listening cnd
written productions easier for reading, None of the studies that
have cornpared listening and reading comprehension attempted
to control or manipulate the origin of the stimalus materialsin
terms of mode of production. Investigators have completely
ignored this issue and most have used written materials
)roduced for reading. These materials are read aloud: invari
ably by 4 ski lled reader, for aiiral preséntation,

_ % fow studies have used orally produced materlals
Based on normative frequencies of occurterice in children’s 5
oral language nckland 1962) Ruddetl (1960) constructed

pattems, Fourth graders from the same school district from

which Strickland drew her sample were tested for reading

comprehension with & written cloze procedure, Those pard-
graphs composed of high frequency syntactic patterns yielded
more accurate comprehension than did paragraphs with low
f'r'e'q'uett'cy patierns. Théé‘é 'rééult's support & no lon that
used in speech: This conclusion was venﬁed na modtﬁed
replication of Ruddell by Tatham (1970) that used more
carefully controlled item selection and a different measuee of
comprehension.

These tw.' stidies can be coneldered as no more than
suggesttve, huwever, becaise only 4 fow elécted syntactic
patterns from the multitude of possible ]mgulsttc variables

were manipulated. In fact Ackerman (1974) found that. |

~
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syntacttc comp]extty of written produc jons correlated signifi-
cantly with progress in leammg to read for first through third
praders, but that syntactic complexity in oral productions
correlated with learning to read only for third graders. The
ideal study. would compare both listening and reading
comprehension of two-types of material, One type would
contaln structures that have 2 high {requency in speech buta
loiw frequericy in writing: The other type would use those
sfractures havmg a low frequency in speech but a high
frequency in writing. Ruddell and Tatham tested only réading
coraprehension and only for materials that occurred with a
high frequency in spéech (frequency ir writing was nndeter-
mined), This design is a minimal one for sorting out production
mode effects from reception mode effects.

Comprehension Measures
That the measutement of ¢ tmprehenswn is 110 smtple
matter 15 suggested by the considerable discussion by

 educators and by experimental psychologlsts (Carroll, 1971,

1974b: Carroll and Freedle, 1972; Farr, 1969). An important
distinction when considering various measures of comprehen-
sion is whether one desires to measure some general compre-

" hension ability of the listerier or reader, the comprehensxblhty

of the text for listeners and readets in general; or how much
and/or wht is comprehended by a specific subject from a
spectﬁc passage. The response measures that have been used
o assess these different types of comprehension have vatied

- considerably.

Those concetned with individual dlfferencesmhstenmg |
ana reading comprehenswn hav: usually adopted standard-
fred tests and psychometric analyses. In many of the studies

eviewed by Kennedy {1971, transfer of listening training o
readmg was assessed with standardized tests. These tests

* claim to measure an individual's listening 2 anid teading ability

atthat point in time. However, in selecting a astandardized test,
an investigator cannof assume that 1t measures what it
purports to measure, but-must evauate the task demands of

each subtest (Carroll, 1974a). In most of the transfer of training
o ‘ ‘Qesigns; the emphasis was on tests of general Ilstentng and
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resuhng: skill. This rationale Irequently assumes that listening
and reading e preliviisiin drc rather homogeneous skills, or
even asingle skill: With resieet 1 reading, ihis has liéérll i
_ll‘_l_ll(?h debated question (Davis, 1471 Thorndike, 1979740 M. L,
Clark (19721 presents an excellent review of the terature
_r__'t'lflgin;g W this issic. I listening and reading comprehension
refir to aunitary process, then there shunld he 7 high
commeiation between standindizedd (56 of ik, Acros 93
studies veviewed by Dker (1963 aiid 19 additional ones
i‘f'&'ib\?'étl by Kennedy (1971, eurrelations Wt vii seiig on
lisenizg and seading tests vised from 45 10 8 and the
distribution was nol sked i cither divection, However even
\nmd with caution given the variety of tests, Dfdééaum;' anid
sqby*;:tg; there still vemaing 4 substantia] bi‘dboﬂib'ﬁ of
variance thl is unaccomnted for and which may reflect
differences between listening and rending comprehinsion
DRSS,
. Weaver and Kingston (1971a) have used standardized
test data in a somesehiat different psehometzic analysis, If
listoning and reading comprehension involve the same
processes, then test seores of difforent aspeets of hoth should
fall together swhur compared. In bwo sepurat st Wediir
and Kinsston applied 4 construct discriminant-valid iy anil-
vsis (Campbell ond Fiske, 1950) to several measares of
listening and reading comprehension. The measuros wore
paired for construct similavity deross ral and written
e forms. The major diseriminant ofthe ests however.
Wis betivien ordl and written forms rather than am'o'n;,;
common constracts. There is apparently more commonality
within a comprehension mode thar, between Sﬁbhosedfv
comman construets: -
}:‘!xpvrimen,tal studies have typically uged a medsiire of
comiprenension that relades directly 1o the specific matgrial,
et frie recall Has sometimes been used to moasure
compretiensiin (Hitoivitz, 1965, Hoowilz and Berkowitz
L967; Larsen and Feder, 1940, bt one is faced with the
difficuly o scoring the ocall Whether one scores the protacol
for verbatim repctition o for recall of “meaning” has Cléa;
taplications for how one conceives of the comprehension
process. Peuple do notusuallylisten orread to retain whia th-

Rl o
Danks

of the material to their rior knowledge (Bartlett, 1932
Brar Curd and Franks, 1971; Sulin and Dooling, 1374). Hence,
pliciity dleiriands for verbati recall on the subject may alter
his pricessing of the material; or at the very least under
estimate the amount comprehended. Another recall mothod is
{o probe the subject with pictures (Tatha, 1970) or with
questions, frequently of the multiplechoice type (Corey, 1934;
Jester and Travers, 1966; Oakan ot al, 1971; Sticht, 1968;
Young, 1973). One is then faced with the question of what
aspects -1 the fext to probe; & criticism of both of these methods
is that they require some dzlay; however brief; before recall.
Although comprehension may occur prior to storing the
malerial in meniory (even this may not be always the case,

iatticularly with & demarid {or vetbatim recall: Glucksberg

and Danks, 1569), the vesults may reflect retrieviii differences
rather than comprehension differences; o
What is needed is a measure of comprehension that is
bidcessing the input his comprehension 15" miore-orless
contintously monitored; Unfortunately; most of the “on-line"
measures of comprehension measure only the difficulty or

- complexity of processing ! that pointin the text rather than

how mach or what 1§ coriprehiended. One exception to this
generalization is the cloze procedure as used, for example, by
DeVito (1965), Portnoy (1973), and Kennedy (1971; Kennedy
and Weener; 1973): The better a subject is comprehending a
supply the correct word, The major problem witha cloze taskis
that it distupts the reader's (and the listerer's) notmal
processing. If he must stop every five to ten words and guiess a
word, then he canriot be said to be reading naturally.

A final issue with respect to the response measure used is
whether the response mode is thi same or different from the
presentation mode and/or the production mode, To the extent
that listening and reading reflect a unitaty process, then thete
should be rio cross-modal frteractions, That s, whether the
input conies fron listening or reading should not interact with
whether the response i oral or written. Horowitz (1968) did

*find an nfracton hetseen presentaton mode and respons
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uole. v vicall s theopposite mode reduced both correctness
and arv it recalled. Hoivever, in a lacer study (Horowitz and
B@.frkm-- 12, LT, the interaction was not nearly so clear, A
complicating factor in th rationale is that 1L assumes some
srt o ssomorphism be:— comprobiension g prodiiction,
Differesies miay hothe v fa failore of producti o rellc
(j{_)_mip_:_'i'}__n_»n_.s‘itih rathier than true modality effects; bat linding
an Interaction is sigestive of differences botween the fwo
modalities,

Auding and Reoding: 4 Model ane 4 Revieyg

-~ Stichtand his assiiciates (Stichit. Beek. Hauke, Kioin, 1
and James, 174 Sticht and Jues, i ross) heive e o
('.i'p'l_i'citly the question of the relativirship betseig agfiv:
wading and have proposed a developmental i e f 4]
lnguaging processes. Unlike of). avestiaiors, they dir not
bury the assumption of a unitary compehension process. but
mcgrpor,atod 1t as a «entral featiive of their model; and then
reviewed evidence for and mpsinist it, Sinew th » Srmied ata
different conclusion about the available veid -+ 1 disciss
their mdel and the support they review indetail: Gily bicaise
they were so explicit aboit their position is this diseassion
possthle; o

- Fhedevelopmental aspect of the model s represens 1hy
ﬂn* successive specialization of bacic adantive PrOCESSEs
through interaction with the environment Listening and
oking develop out of the basic adative processes it héa'ring
and seeing; uttering and marking grow o0t of basic mstis
maetnents. Theis the langiiaging processes emerge—uuding
wnd speking gris ot of listening and uttering respectively
and finally reading and writing develop from looking aiiti
«king Al of these changes develop from the chil's
:Hw‘mpl.é t adapt to, interac, with: and control s/
enviranm, .1,

-~ The tanguaging processes -audine, seaking. tedding
and wiiting=vork in short-torm ﬁséfﬁtifjﬁéhg are c:nn:telc?g)
:;__c;(_)gp_itive content store in long-term memory by 4 single.
unttary conceptualizing process,

Y
o -~ Danks

particular the unitary nature of audiag ilistening)and reading

The receptive languaging components [auding and reading]
serve fo transform verbi or printed displays into non-
language canceptualizations which constitute the meaning of
the message to the receiver, The conceptualizing proccas
continually merges irput from the languaging process with
information from the cognitive content store to bulld the
subjectively experiaticed, meaningful message. . Aoding and
rading e considerd o b similar processs bt bt
require the use of l2nguage and languaging; and because; with
identical messages, buth result in the formation of 4 single,
mutual infernal conceptualization,...To state it concisely,
auding and reading differ primanily in the manner in which
the individual receives the stimulus words; they are both
similar in the sense that they are both receptive communica:
tion acts that reqaires central language and conceptualizing
hase |Sticht et al.,, 1973: 1718, 68, 70,

* The midel leads to tw basic asserions about the
development of languaging competency:

(a) competence in languaging by auding preccdes competency
in langruaging by reading: ‘b) when acquired, reading utilizes
the site cognitivecontent and languaging competericies tht
are used in auding, plus‘the competencies involved in
searching the visual display and; at least initially; decoding
print 1o speech [Sticht et al., 1974: 71, italics in oniginal)
Sticht et al. derived four hypotheses from the model and these
two basic asseriicos. They evaluated these four hypotheses in
readifi arid find sapioet for &2l e, Thio siipport led tier to &
strong conclusion in tavar of ther developmental model, in

hypotheses yrovides evidence for the developmental model of
reading. Reading is based upon, and utilizes tae same
conceptual ase and languaging ¢ r:petencies used in auding,
plus the additional competencies used in converting the visual
display into an inlernal auditary diszlay” (Sticht et al, 1974:
L15-116), Lei us consider the four hypotheses and the evidence
they review, o -
Hygothaits 1. “Performance cn roesiires of ability o

comprehend [z nguage by auding will surpass performance on

. 6 e
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nesttes of abibity tocomprehend language by re:idihﬁdﬂihk
the wirly years uf sehooling until the reading skillis learné'd. al
which time ability to comprehend by auding and vead i il
become equal” Stickt o a1, 1971 711, Sichi e 2l bound i
st es vlevant e *his fypehests, of which thev were ableto
esamine only 51 hen these studies were divided b arade
il they ikl 71 compeisons o auding and rading
;chwgh Sticht el al. nofe severg] potentia) hl"ethiidiihiﬁcéi
probilens. with st $tilcs, 2 comparisons were rofaiyed
ndweighted equally. Tretiig ik COmpArison as: separate
dais ain, they found the the percentage of comr. nisons in
whi o auding was better thun readiiig dicline: from (i)
perccattat e 5" to ahout 20 percent at collosrs - [, O g5
other hand, the percentage of comparisonsin ol ridirig
was _b_{_'t‘lur_tf_l_q}j_::_i_;u_'di_r_i;': increased from about - et atape 6
toabout 45 percent at collee adul, Thisinte: -1 supports
e higithisis,

~ Une problems with this unalysis, howiar, i that,
g the bygothesis s dorived from he e here
few plausible models that would not redict exactly the saime
r(.'slull[_s__sir_l_l_p_l_y by virtue of th fact that reading s Lypically
acquired [ater than auding. Imagine a completely seprate

dual process model of auding ynd reading, Auding is acquired

during the preschou] years, reading s tiught do novy
_l)_tfgiyj_ni_rig_ in first grade, Assume there is 1o dependbht:t*
}j('t\\{(fpn{lults\"i') skills. [T so, auding would tost hetter than
reading in the early seais, Gul a5 Uc child begins o acquire
téading, the seores or the reading test would pick up and
perhips eventually pass the seotes on the auding estin some
eases. Nothing in the evidence for this hypmiwsig SHYS
w.sthing about the undertying processes h

- Seeond, the “bix-seore” methodology gives equl welght
to bath good and pooreneriments | Gardner, 1966). One should

aceent the conglusions - ~ane welldesigned, carefully executed -

ctudy rather vhan the afal wefglit of BLARY experiments, each
of sl isavsed. Tt pasible hat the various Fauls fench
esperanet might cancel ane another and that the “aserage”
results would therelsy be waalfeded, How ver. the rpverso s
more Tikely. Investigators may have ceomitted many of the
Same error. '

N Danks”

Hypothesis 2 “Performance on measures of ability to
comprehend language by anding will be predictive of perform-
ance on menures of ability to_comprehend language by
reading after the decoding skills of reading h: ¢ been
masteted” (Sticht et al, 1973 71772, italic in onginal), Two
hypotheses are embedded here: one is that tests of auding and
reading comprehension will show a substantial correlation in
older children and adults and another hypothesis is that this
correlation will be low in children who are in the process of
acquining decoding skills. S
~ Klthough Stickt et al discoierad io “5deal” tast o this
hypothes™. s Ly Loban (see references i Sticht et al,
W7)ing - b reacloseapprovimatian Loban compared
children [~ .dlinally from grades four through eight on an
‘oral vocabulary lest and teacher ratings of oral language skl
with the results on standardized reading achievement tests,
The cantingency coefiicients betieen oral langiage and
reading achievement increased from 36 in grade fourto 521n

e ight Stiht et .l tablatd 27 ine st

that reported a total of 125 correlations between auding and
reading tests-at various grades one through twelve and
college/adiilt. The mean correlation across studies rose from
35 in grade one to a faitly st1ble platedu of 60 by grade four,
This plateau is probably an asymptote close o 4 celling
established by the reliabilities of the tests: Both aspects of the
hypothesis thus were supported.. .

~ Since there were manv differences among the studies in
tertis of tests 1ised, administration conditions, respornsé tasks,

 timing, and rorma- the correlations are not comparable as

inerval data and the computed e ate ot valid descrip-

tors.of the psychologieal relationships: In ac:ation, s
‘analysisdilu'ed good studies by mixing them with faulty ones,
Each study should he evaluated.and considered on its own; not
as agg-egated with diverse expexiinents. o

Hypothesis 3, “Performaice of measures of rate of
auding and rate of reading will show comparable viaxisal
rates of languaging and conceptualizing for both processes,
assuming {ully developed reading decoding skills” (Sticht et
al:, 1974 7). The maximal reading rate with relatively

-, complete tien i about the maximum auding (listening)

. i
b
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Fale 1L i possible b attain with corres5ed spiech. Although
there are undoubtedly individual exceptions aliit 300 wopds
per minute seems to be a common liit whi complete
comiprehension i maintained, Sicht et at atributed this it
to the bittlenieck due to languaging and conceptualizing the
Information, Since theste proccsses are the same for both
awding and reading, the masiini fossible vate shauld be the
samé, and indeed it s

Thé conceptual support the confrmstion of this it
esl adds to the model s limited, however * bottleneck at aly
orie point in 2 long and complicated process would be sufficient
to establish an upper limit in rate. Processes before and/or
allera bottleneek might bethe sare i different for auding and
reading, yet 1 single bottleneck in coitian egiild produce these
results. Assume; for example; that the proress of fnteartiny
witd mieanings with syntacic structure fs the same for both
lst nin and reacing, bt that, esical access of the mental
ditonary s difrent becaus o the difeent modes ofmput
Il syntacticsemantic integration i§ slow relative o lexical
dcress, then the difference between the two lexical access
processies wauld ot be evident in the limits on comprehensiin

rates. This, the spicific languaging components that lead f5
the vormmon masiriim rate must be specified forhis Fndingto

provide supput for the fiddel o L

Hypothesis 4 “Training in compreheniding by auding of
a vrticular genre (eg.; listening for the mas idea’) will
traisfer 10 reading when that skill s acquired; Conversely,
once reading skill S acquired, new cognitive content learned by
reading will be sccessible by atding” (Sticht et 1. 1974 79)
Sticht et al: tdenified 12 valid studies that measired ransier
ol auding training to reading; but no studies thit tasted foi 36
reverse transfer of training in reading skills to auding, Ten of

these regorted significant imyrovementin (ransfer o} reading

and twi showed 5o traigfor,

The transfer design can be 41 effetive analytic ioo)

hecaise syeific components of the auding pocess e be
raine 1y deermine which ones rasfer 1o veading compe
fiension and which do not, Using this rationale, Stichit et 2l

identified those factors that led fo positive fransfer, They

corcluded that “generally speaking, the studies reporting

< v ks

significant transfer are characterized by  fairly high level of
correspondence between auding training and reading transfer
meagures” {Sticht et al; 1974; 112). This conclusion does not
provide strong support for the model, however, because it
attribiites the positive transfer results to specific transfer
telated to the particular test instrament tather than to
facilitation of the reading comprehension process tself.

. In conclusion; the developmental model of auding and
reading proposed by Stich et al. may be correct when adeguate
data have been collected. [t is corisonant with the assumptions
of numerous investigators and is compatable with conclusions
derived from cognitive psychology and experimental psycho-
linguistics {cf. Glucksberg and Danks; 1975). However, the
evaluation of the moel was “overly ambitious” (fark, 1975:

.691). Sore of the hypotheses derived from the - el are not

aniique to the model, bt are compatible with other a3sump-
tions about the relationship between listening and reading.

A Task Analysis L
. What conclusions cap be drawn from the evidence?
Althotigh the data are varied and uneven in guality, neithe:

- the unitary nor dual view is apparently correct i the extrerze,

The comprelersion process is rot 5o robustly unitaty o: so
decidedi; dual thatone position rings clear mo matter what test
or design is used. There simply is not enough evidence from
experiments thét;h'éivé a clear rationale, adequate procedure,
ani} decistve resilts to suoport a stronig conclusion on either
side of the issue; n most of the studies, the dependent medsiire

- of comprehension was how much was compreended; recalled;

etc. Even if exactly :he same results were obtamed in the
listening and reading conditions; thereis no assurance that the
procesSes prodicing those idaritical results weré the same.
Likewise, it wivik. Ve possible to have thie samie basic compre:
herision prasess for both listening and reading and yet find
different results caused by interactions with superficial
performance_factors. Experiment after experimert, afl of

be confirmatory. The key strategy is to design experiments

- that permit *= isolarion of various componénts. The compre
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e geweesses can then be modeled as a furiction
Vo Bks ds o isolate the components;
- b ectiator procsed in such an instance?
Unewaies gy ook e sall differences Between
Lt g e vading presentaion mals and conclide thay
these Wi o5 vefliet differens comprenension processes,
Fhe witeein; comprehension processes are cur plex cogni
bve event 't are ngt ameiable 1 direct observation: The
:Sul,ut{qr w0 ystematically vary faclors that apparently
Influence the comprehension process i siie non-trivial way,
Then, if listering and reading input modes show the same
pattern-of tesults, regardless of overall differerices, the
compenents influenced by that factor can be supposed
isomorphic for lstening and reading, If.on the other hand. the

manipulated vaniable interacts with presertation mode, thena
point of difference between the listening and reading processes
has been uncovieréd,

. Listening and reading conditions are variables that set
lfeent task before the subjet, at Jeast in the intal
processing stages. The question addressed in this chapter i
whether the different tasks invalved i listening and reading
exteitd into the comprehension phase. Orie way 15 approach

e proble 5 o analyze the task demands imposed by the

particular situational conditions. Precisely this strategy has
been fq_llq_y\_/g(_i_gt_ the decoding level. When necessary differ
ences in listening and reading decoding processes are claimed
to result from differences in the availability of the stimulus
transient for Speech, durable for print), evaluatich of the
demands placed on the subject by the task are what lead to that
CF’,’@?S?‘ZHR The availability of print can be reduced tg
apgrovizvately the dusation of the speech stimulus: but in
domg;so the reader's task has been changed. However. even by
examining his performance urior these atypical conditions,

We may gain insight into the reading process and the
Importance of 4 durable stimulus. Neither listening nor

teading e < fixed pioces that s activated the same way i
e,ach7sﬁlrtuathq;ﬁtlrsrt¢'{1ing and reading represent orientatic s
that sef the subject to devise straitegics for processing speech

2 ks

and print inputs in 2 meaningful way, The question of

lstning and reading comprehension boils down to v er
the same comprehension str - tegies are devised for each imyut
modality,. . . . . . _
The implicit task for the subje ¢ is defined not vuly by
filét b evaliiated in tetmis of whethier they indic: # fferent
comprehension strategies for listening ~nd reading, Let us
consider several variabies as examples and see how they might
be manipulated in this type of analysis. [twould not befeastble
o vary all these factors in a single exveriment, Such an
attempt would result in too complex a design o actually test,
However, the primary interest is in- ow these variables
interact individually with listening and reacing.
Besides the tast orientation implicit in listening ot

- reading; the instructions to the subject affect ‘he kinds of

comprehension strategies the subjectengagesin. If he expects
to be tested with verbatim recall of a paragraph, he will more
likely engage in rote rehearsal than if he expects to be tested
only for memory for gist, This difference in expectaricy may

* very well interact with listening and reading presentation

m;les becuuse the reading task is more amenable to a rofe
{ tifortuinately, many studies do not imstriict the subject about
what his comprehension test will be. It is left to his
imagination or prior experience in such testing situations.
Lacking instructions, " subjects will formulate their own
critenion. of what information is important, perhaps on the
Bisbicas, 1967), thus leading to large individual variation in
comprehiension strategies. The kinds of processing strategics
iduced by the particular comprehension tests should be
1y2ed 50 that the results can be interpreted in terms of the
"k demands. - e
- Just as the expectations the subject has about what he
wil: have to do with the information influences the processing
stralegy, so various aspects of the presentation itse:f also may
affect jis strategy. For example, if one varies the input rate,
{unctions from slow.to fast listening rates can be compared to

‘Junctions from slow to fast reading rates. However, for a given
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ubjective rate, the typical reader will have more functional
processing tiuie than will a listener. Relative rate mag be e
critical than absalute rate. I $0, a comparison of the shapes of
the curves will be more informative than comparisons at
strictly equivalent objective rates, Even then, rate may
interact with listening and reading. At vervfast ratesit may be
easier for a realer t develop a relativi - - Foient skimming
tratewy, searching for the most ws w' indormation for
constricting an fntegration of 1.0 o A fstener: of
course, does nnt have such an opti v, 1+ «-iable. ,

- The viser two classes of faclors~latgiage materials
and subject characteristics—may alse load t6 variation i
i g strategies, As an example of the former, lstening
< ing conditions may yield equ! comprehemsion with
£ wocabulary, simple syntactic siructure, and a linear
t "ol organization of @ paragraph, However, reading
W e a distinet advantage when the vocabulary s
unt..L., the syntax complex; and the coceptaal srzaiiizativi
s Hierarchical. Thes differences in language materials may
lead listeners and readers to adogt different comprehersion
strategies: When reading a novel versus a critical commentary
on that same novel, the processing strategics may differ. T he
same may hold for listening to a play verstis 4 acaderiie
ecture on drama, Do the differences in processing strategy
resuling frim linjruistic variation interact with fistening asid
reading input modes? In Sonie situations, there may be more
omamonality in comprehengion strategies between listening
and reading than there is withii elther listening or reading in
ther situations, |
. Finally, all of these factors may interact wit age; Ofal
the factors considered here, age is probably the most critical
outside the laboratory and it citainly i paramount in the
schools. In a task analysis, there are two levels at which age-

related factors can be influential: One i basic acquisition, Has

the child acquired the information peocessing skils recessity
tvhandle the information he s receiving? Obvinusly, a kinder-
rartner who can only recognize letters cannot read. Likewise: g
secondgrade child who has not earned some of the more
complex syntactic constructions (Chiomsky, 1969, 1974: Pale;-
mo and Molfese, 1972) will nof be able to comprehend them

50 S
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either by listening or by reading. At another level, however, a
youriger child may ot hiavetiad sufficiant experierice devising
stratees for efficient information processing. Young children
may not know liow or may not realize that it is important to
{rvise processing stra*rries to meet the demands implicit in
che task set before ther. -incethe other variables mentioned—
listeriing/reading, co: - sension tests, preseritation rate,
linguistic and conce!+” ¢ ;omplexity—define the task for the
sbject, skill in inte - these demands and recognizing
one’s competencies i | the available strategies may be major
Flavell; 1975, for an examinat:on of children's awareness of
memorial stratezies.) - -
The point of these exariples is that it is possible to
andlyze task demanids and (o tap the undetlying processes the

fistener/veader devises: If there are separate listening and
reading comprehension processes, then interactions will result
in different patterns of results: [fthereare nointeractions; then
perhaps listening and reading comprehension processes are
the same, The unitary view does have a special problem,
inasmuch as it is basically a nall hypothesis. If the
comprehension process were unitary, the best research

- strategy would be to show that any differences obtained

between listening and reading were due entirely to decoding
differences.

I cnnelosion,tdretethischapter full el 1tk and
process analysis of listening and reading comprefiension can
provide a more precise notion of what should be attempted in
the classroom with respect to teaching reading comprehen-
sion, If there are no fundamental differences between listéring
and ~eading, then a eencral language experience approach
inch.:ing both lister +r and reading would be sufficient; If
hov "¢ differences  :ween istening and reading appear in
ont 02 10.dier compre.::,<ion {ask; then training on that task
wouid v ap ropriate. If there are vocabulary differences. then
practie on vocabulary that s typically used in reading should
be iniplemierited. If there are syntax differences, thir systeiti-
aticintroduction to the differing structures tould ke developed.

.If there are differences in the oréamzatxon ofxdeas, then how
- written paragraphs are structured in contrast to conversation

'
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o speeches should be added to the carviculum. [ g4y e,

suggestions mare specific than such global conelusions as “Gi
must leach reading comprehension” or "training i Jist tening
Feiltes i icquisition of redding” could be advanced: 1f one
understanls th underlxm;,r irtcesses, then applied propusuls
can he not only more aeearate, b alsi more specific, The
researeh sugested here only rnswrm“\rhothcr and “how"

listening: and reading comprehension are re .rled but will net
privide tin answer as to the best program to unnlnnwnt that

nformitio, Additional cxperiments on how to transfer the

know Iudur pained throogh basic reseatih i the classroom still
will be needed,

Pastserit

- Several recent studies have raised the main ques tu
aldressed i this <r oter~whether the cnmprehensron proc
CSES mwlved if ».vnmg and reading are the same or
(..ffvre —from the | il of an assumption that is accepted as
trrw to a hypothesi that t can be tested empitically. Thesc
studies rrppro(rch (b yuestionina varrety of ways and bear on
d number of ssue waised in this paper: However. with one
exceplion to tol'-, these studies are not discussed: but are
listad for the i+ sted reader: Carver {1976), Cocking and
Pouts(1976); Goldr m(1916) NevrlleandPugh( 1974, 1976-77),
I’r'lr eili and Gol. san (1976, Sticht (in press), and Walker

75761,

Anexpery “cmrrpor td b) Mosen hal (1976-77) used the

Jsl\ analytic i irale for comparing oral and silent reading
com prvlrﬂnsiun it fist teninjr comptchension. Mosenthal first
assumed that H:H Clarks (1363, 19690) theosy of linguisiic
comprehension 1s essen rally correct Clark pObtU]d ed three
priniciples hat operate in_sehtence verification tasks and
which hve beer nfirmed i numérous experiments by Clark

and o hvrs(H II Clark, 1973}, Mosenthal reasoned that testing -

whether or not ( ldrk s principles perated identically in oral
and silent recrdmg as they did in listening would provide an
1deru1 l compar son of llstenmg and e ding com prehensron

strict lv necessary alt huug:h M osenthal was ablc to perform

2 ks

such a comparison. Since Clark's principles deéscribe aom-
gioriEnts of the uriderlyini Comprliension process, confiria-

tion of the prificiples and theirideiitical manner of operation in
llstemng and reading | tdSk‘\ would permrt the conclusron that
listening and readmg comprehenion processes are identical. [f
the principles were not confirmed in both tasks; then the
processing component described by that principle could besaid
to be different,

Using Clark's basic syllogrs Ic reasoning task, Mosen-

thal tmted secgnd and sixth gradechildren for the operation of
Elark’s principles: In one experiment he compared oral reading
with listening and in two additional experiments he compared
silent reading with listening, In the first experiment, there was
a Significant decterient in the overall level of performénce

. from ' steiliig to oralreadrng,but thie pattern of restlts was the

same for both mudes: In the last two Experrments notonly Was
the pattern of results the same; but there was no difference in
the level of performance between listening and silent reading.
Mosenthal concluded that silent réé'dih'é and listening in-
volved the sare comprehensron processes bt that oral
rPadmg cort prehensron was different, Since Clark's prlncrples
were confirmed in generai in the oral readmg task; just as in

. the listening task; the proper conclusion is that the compre-

hension process is the same for oral reading as well.

~ Because Mosenthal used a task analytic rationale, the
results of his experiments provide a valid comparison of the
comprehensron processes underlying istening and readrng
One may reject the part ticulzrodetof compréhemrun adopted

| by Mosenthal but one cannot object to the rationale for the

comparison; Based on the research reviewed here;itisunlikely
that a direct comparison .f lstzning and réading comprel:en-
sion i possible, But an indirect compaiison Is fiossible s has
‘beer demionstrated by Mosenthal, |
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\ | o - \Kent' Si‘afe Umverszty

=, Models of readmg and Ianguage comprchensuon have come to be‘dommated by.j :
g the distnction betwesn botiom-u “up.and.fop-down sources of i

< processing - conirol (Daks & Glicksberg,. 1980).. Uil
; mfonnauon processmg models of readmg have emph;
ing (6.8, Gough 1972, taBe;g_c_*.”
. modelsattemttof‘ alize the in




132 DANKS and HJII‘ :

avilable; semantic interpretation is aided by eontextual rnfonnatron about the

- edge. One or two of these contextual effects might be handled plausrbly by
modrﬁcohons ina basrcally bottor-ip model—for example, by the addition of

" processing is only part of more eompheated  picture.

Qemonsirated: Redders do ot create the meaning of what they are  reading wholly

abstreet information and botom-ip processing with difficult or unfamiliar mate-
o rral However. lf rhe textis not oo difficultor unfamilia, top-down information
- can facilitate processing greariy The key to the berefitsof lop- o processing

mformanon. S

symaeuc. semamlc. and factual mfomratron from fentenees and paragraphs rs“ a

topre or theme and paragraph comprehension is aided by general world kncwl | ; .*Oral readmg isa rask us..d frequently in schools for teaehmg and evaluatmg
' readrng skrlls (Durkm, 1978-1975), but we understand very hrtle of the process’

‘feedbaek loops ot by reordering procesing stages, Bit i pervasiveness of " . inant requirement of oral eading s fh each wordberecogmzed iid verbalized
top -down effeets throughom all [evels of representalron mdreares that bottom Up.- r
| : - simple word |dentrﬂeatlon 'bm hrgher-level eomprehensron I not generall) the
There have been few purely top-down models proposed 2 ahemonves o " , silent reading i

bofiom-ip models, and: with good reason. Bottom-up effects can be: eadily

from prior knowledge. Asa general pnncrple there is a greater reliancg on less }.f?},'fj,:

e i the tremendous redundancy 2 all levels of analyuis; Although redundancy. _
tends o bog down any dtrempt at romprehensrve bottom- -up processing of all the:
information in te signal, it opens the door to toa more eff‘ clent use of lower- level‘ '

i The most redlistic altemanves o bortom up models are mteracnve models that
nvrsron both bottom -up ind top- -down drrectrons of‘ mformatron ﬂow (Danks. )
Im). However. because of the. tradmonal dommance of bottom- -Up models, R
ntereeuve models have eoncentrated on desenomg the mﬂuenee of eontextunl,_‘l‘:, Sk

w

6 AN INTERACTIVE ANALYSIS UF OHAL READING 13

STUDIES OF ORAI; REABING

ing requrremems of oral readmg orhow i relates to silent readmg The predo

in-Serial order.. I mast.orl. readmg, processmg probably i eamed beyond

e e e =




5 and HILL

""f """ thc text. if a pnmcular type of lnfo"n‘anon was used in

-the oral production or the comprehension demand; there was a

he oral performance at: the moment when the altered information

he basic procedure wasto alter Several crit tical words in a long
g one or more types of textual information at each location. We _ ha
readers’ oral produictions for disruptions at or around each critical = S the Word could be

syntactlc and semannc context of the sentence

eral experiments, using readers at dlffeyem levels of reading skill

rade), we manipulated lexical, syntactic; semantic; and factual

illustrated in a segment of text presented in Fig:6.1. The story is

hool girl who is severely injured when atrain hits her schoo! bus. In
M‘,",h,ef ha; Jnsy heard about the accident and is worried about

the meaning of the text relatively easily.:

The critical word (mjured in the exnmple) was replaced wnh a 4. Semantic. To V|6léie ;éﬁiﬂiié lnfonnnuon bnt no

(brigen). The nonword followed thc
ceable. If the rea

heme- phoneme correspondences to pronounce the word; there
lsrupuon of oral performance. But if the reader were using lexical
ord recognition would be impossible, becaise the nonword couild .
n the.reader's mental lexicon. The lexical violation would disrupt L mterpreted mctaphoncall

"

ays been | ‘weak ‘Enﬁiéilii Because of
strong : —_

2 4 ew. v w48

byother | | chitdren |- | while |

| daughter | | being

anioi the wrecked bus

ERIC
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: syntacnc or senm
freque*tcy (later converted to 3 probabtltty) ofan rgjor di rtxptt

v the oraf productton of each Word unit:: Major t!tsrupttonr were.

s of at least. 1 sec duratton sub ttutrons, omtssrons reversais.

per word unit. A baseline probability, of.a ‘major. dtsruptton was
control condttlon in. whtch the ongtnal cnttcal word was lef't '

mteractton of vtolatton condtttons by word nit posrtton was the: .
was evaluated usmg both readers and crtttcal word segments as~

itical word and/or o construct 4 meaning: for. the text. Fir- .
lative: position of the dtsrupnons resulting from. the dtfferentgf..
mdtcate the ordet.in which the information typtcally was tised.
a bottom-up model; only lexrcal mfotmatton was stnetly neces-

oduction: although ' the reader: would need to determine the
cture to read with appropriate @fasaay If the reader were using
-phoneme correspondences to pronounce: the words and did not -
in the lexicon'prior to uttering it;.then the drsruptton from the :
1d occur after the critical word had been said. Syntacttc and . L S
tion would be used primarily o defermine the meaning of the -~ . g %
disruptions .would occur after the critical word at the clause .~ o
ionis of factunl information would be importan only' after the CT
{ausc had been determined. The reader would attempt to inte-

g of the clause with the representatton of the precedtng text and
anter the inconsistency. ,

.- semantic, and:factual lnformatton would exen top- down in-
al access would depend on the: pamcular interactive -model
cttc. semanttc andlor factual tnformatton were used in lextcal

PROBABILITY OF f‘

MAUYOR DISRUPTION: .~

b

‘from lexical violattons Whether the dtsrupttons occumedatthe . - o

ld had about the same extent wo

ficate the functtonal

'DIFFERENCEIN

N the tnteracttons among the tnformatton sources.

nt thh skrlied readers uSed 12 paragraphs a\ieragtng about 125~

a contemporary novel, 0ne cnttcal word Was selected m eachr

ur versrons of the“ sto

"4' FIG. 6.2 - Disruptions in_skille readers’. oral reading performanc
. from lexical, syntac ant s

ERIC
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ame time, although they. may have operated independently (Lazer.

ively much smaller: I

it beirig used for iextcai access.

The vtolatton Was dtscoyered later;

tbout a htgh school gtrl who was severely njured: when atrain: hlt ‘-

S (see sample of textin Fig. 6.1). We dropped the fexical violations. -

~tual ones The syntacttc F sematic and.the ‘semaniic, vrolattons
1the general context of a 0 crete, literal story, the
rmatton would be more seful i in lf-xtcal aceess and the anomahes

iced. The other procedures and analyses remained unchanged ex-

tory was divided into four. sections with four critical words (one of

n) in each sectton Rcaders gave a summary after readtng each

story
yntactic + semantic and the semanttc vtolattons produced a dtsrup-

;rd umt before the cnttcal word (w, d I tt —l see th 6‘3) The .

lttng from the semantic violation alone; but the semantic

lastmg effect, remaining srgmﬁeantly different from the control at

 afid +5. Since bath syntactic + semanttc and semantic violations

itions before the critical word was produced, both syntactic and
ﬁﬁtton was being used during lexical access. Both violations were
 after the critical word was produced tndrcattng fatlures during the
n-integration task as well. The factual inconsistency was disruptive
critical word had been uttered (word unit +l) So factaal tnforma-

wvolved in lextcal access but only in sentence mcamng tntegratton :

d be’ noticed before” a condttton'zn which’ only one: source was

e syntactlc + semanttc vtolatton may have been a vtolatlon of two}

expenment used the same. story as the second but several

ERIC
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E
WORD UNITS SRR

Dlsrupuons in skilled readers oral readmg pcrfomumees resuhlng from-
scmanuc :md lacxual vrolauons oy

seman ¢ only di ruptlons observed in the second expe ment‘
lted trom the combmed effect of . vrolatlons of two mdependent~ ‘
Irces. . T " a

rolatro produced a larger effect than in the precedmg expen- :
tll was first effective at word unit +1 and fiot at or before the - :
n cofteast to syntactic and semantic. mfomtatton factual consis- -
iave aiy apparent mfluence on lexreal access of the critical word -

i:'rrdrg 1_976) obtamed srmllar ‘

)f lexlcal syntactlc and serantic
ut the same pomt before the c,

mfonnat'

forcing a relrance on careful botto

ally. printed:.

m-up processmg to be sure what

ERIC
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'SECOND GRADE -

WORD UNITS |

)5 Drsruptmns in secnnd graders nral readmg pcrfnmmnces

on, the children were asked three to four simple questions after
quarter of the text. The scoring of ma_]or disruptions was the same as

r skilled readers.

ption curves for the second fourth and sixth graders are shown in:

.6, and 8. 7, fespectively. Althiough there were some differences
Iree grades. the results were very similar. Lexical, syntactic, and
latmns all produced their largest disruptions at the critical word and,

tent; at word unit +1. A few of the conditions were SIgmﬁcantly _

m the control as earl_v as word units =2 'or ~ l—namiely; lexical in

lexical in second and fourth at — 1, syntactic in fourth and sixth at.

nantic in second and fourth at =1 Likewise, there were a few
rfects at ord units +2 and +3—namely,

after the cnucal word

al’ vrolauon produced small but Sigmﬁcam dlsrupt ns in all three .

ord unit +1 in the second and fourth grades and at the cntlcal word_

rade. Factual information may have been filling some useful role in"
s for the surth graders; but not for the second and fourth graders. The'
id t atlon of the chlldrcn s factual dlsruptlons in cated that :

ctlc in second at +2 B

: way to bemg skllled rcaders so tha bottom-

ERIC
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CSNTHGRADE - e lEKGAL L

L e SYNTACTIC'.“ ‘
R SEMANTIC.U‘

_—4FACTUAL B

1 1 1T 1—r L 1 :"
I T PR | B & PR, VA< B L I
woéa NITS

Dlsrupuons in slxth graders oral rcadmg perform

t levels. The use of re.attvely easy, grade-appropnate stories may.

he children to use more skilled reading strategies.. Also, some of

nefficiencies ntay have been masked by their slow reading rates. -

reasons, there were no significant dxfferences in the pattern of
orades. '

| INTERACTIVE ANAI:YSIS GF ORAL READ'NG B ,‘ . . ?!E“;X?E‘aﬁfﬂag
semantic constraints. Any ‘word, that is inconsistent with any co

n inte . 'xtbeperceptual or. contextual lsde,

tet an mteracttve analysis of oral readmg and tiow such an analysts
esults. There are two interactive models that are related to the one untnl 0 l" one. candndate remains in the co ont: That survivor s r:cogmzed‘as

—Rumethart's (1977) parallel-interactive: model of reading and

n and Welsh's (1978) direct lexical access miodel of speech per-

oligh "there dre Convergences: among - -the ' models, neither

ot Marslen-Wilson and Weis‘t s has been developed in the direc-

admg T e . IR oyl u
, _ : C o pausesy apﬁéféntly searchmg foraw ‘

dmg Model ,
sk i in otal readmg is 1o verbaltze each Word of the te)it in succes~ .

|stant demand on the reader, one that cannot be xgnored There am s

ERIC
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ot syllable, and word tnfonna'

»rd has been located in the mental dictionary; lnformauon about how -
that word is sent 10 a buffer where speech articulation is orgamzed b
o process is assii med to be nearly the same as spontaneous speech -

hie only difference is that in oral readlng. subseq nt syntactic and
rimiation might be fieeded. to specify. some pronuncrauon or intona-

For exarnplc whether the printed word record i$ pronounced wuh o

rd-syllable stress‘may bc determtned by syntactrc or semantic in-"

r.in the: sentence: The use of subscquem syntactrc and semanitic

s not needed in natural speech productron _because: rhe speaker
s whether record is a noun or a verb just as he or she knows what
tern is appropriate for the message In contrast, the relevant infor-

not be avaxlable to !he oral reader unnl the ‘end of a clause or

y, 1979) and rntegratlng thiose meamngs in order to understand

ration ‘(Carroll & Bever, l976 em‘!@fﬁ"ﬂ‘b“ﬂ,@ Beyer S
general;: the reader : attempts to |ntegrate meanings word by word, ..
possible- (Marslenerson Tyler & Seldenberg, 1978 Tyler &

»n, 1977)

ERIC
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fic clent but someumes the reader must rely pnmanly on perceptual - :

'render can suspend forward processrng and ‘regress;in-an: attempt:-to™fin

: ‘_efﬁcrent but nsky The latter is slo

id. This, step is necessary to satisfy the secondary task demand of ; -
call or summary after the readmg is ﬁmshed In some cases the L
y 10 execute the . -

na_ ly expect a resolutro at |

forma'ron or can plunge ahcad leavmg a la

syntactrc structure endmg at the clause boundary The fonner p A ess is



oundary were not observed in'the pnmaty analy

as a dtsruptton at that poi

tion; each 'word is tntegrated with a compo

representatton ‘of the

p to' hat porr' not just’ with. the representzmon for that clause or

aclause requrres addmonal processmg at the ciause

tation: The factual tnconststency in ‘olr experiments blocked the

coherent representatton E}ementary school children s sometimes

nt: proposmons 10 remain- i
979), but sktlled “adult readers usually do not: It the mconsxstency

iciently ¢ crtical information- for the. understandmg of atext, a ‘reader

gress, and attempt to solve it. Alternatively, he or she may alter

ion of the prior. xisting portion of the mconsrstency (Eoftus;.

Mtller. & Bums. 1978) o thie perception of the new information:

ation is not crucial for understanding the whole text, the readcr may

ttempt at resolution indefinitely. At recall, when that understandmg

e public. he or she may attempt a resolutton omit the inconsistent

or repeat the i inconsistency unaware: In any case: resolutton of the

10t a.pressing demand and can be postponed in hope of ﬁndmg
ater ‘ :

g Task Demands

ecan tdenttfy three tmphctt tasks for oral

§t is lexical access; which proi'ides the information riecessary to

ral rendition. It also is the | primary source of semantic information

formmg a-representation of the meaning of the text; but itis the '

mand fqr oral produchon that dnves lexlcal access. It czinnot be

hout producmg H maJor dtsrupuon in oral productton Because

acy of the demand; dtsmpttpns in lexical access appear as disrup-

roductton ‘before the cnttcal word has been uttered

ERIC

Aruitoxt provided by Eic:

dary. to -allow S
slower: analysns to occur In thee expenments reponed,
' so-that dtsrupttons at !
However*a post ...
-at.the t“ rst: clause boundaty followmg each cnttc word mdtcated

e enttre text constructed. n word by ‘

terit wrth another proposmon already integrated

- their'- mefital representations :

¢ ! adverl
- have fo be retaihef t00, long inz 1emporary memo
fen,
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ered was not whilt ws printed. Auditory Feedback provides an
back loop by which sutomiatic oral production can be monitored.

is analysrs of oral rendtng explain the results of the experiments?

ndrng is consrdered in terms of the analysrs

l, syntactic, and semantic violations disrupted oral production be-
al word was uttered (i.e., at word units —1 and 0). All three types
n were used in-lexical access. By definition, lexical violations
ical access. Since the nionword was tiot in the lexicon, it could not

Syntacuc and semantic vtolatrons drsrupted oral prodiiction before -

ord was Uttered to the same extent as did insertion of a nonword: So

rmation and semantic information were critical for lexrcai access as

l. syntactie. and sernzintic vidlati6ns dismptfed oral production after
ord was uttered (i.e., at word units +1 and +2). Disruptions in
s iridicated that lexical, syntactic, and semiantic information was
constriict 4 miganing of the sentence or clause. Semantic disruptions
Word tended to be somewhat larger than syntactic ones (cf. Fig:

ng continuing attempts at ‘meaning integration.

hoth syntactic and semantic properties were violated, disruptions

the critical word was uttered and were more pronounced than when
rmation alone was violated. Syntactic and semantic information
inctionally independent knowledge sources, both of which were
cal access. In terms of the model, violation of both information
ed in the more rapid elimination of all members of the initial cohort
 access. Since the Sl'OW'er perceptually dependent process was re-
*:lrher point, the disruptions also occurred earlier:

) frequently restored syntactic violations to the original and contex-

1ate part. of speeeh T he part of speech was altered by changrng the

ographrc. syntacue and semantrc constramts of a srngle lexical
y, the original Cntical word. It would be the only word remaining in

in early poiat in the elimination process. With the relatively early
“all but one lexical item from the cohort, perceptual processing of
on of the printed ward could be discontinued; and the ongrnal word-
red, restonng the altered inflection,

c violations in- conceptiially difficult ‘ext drsruptcd oral perfor-

ter the critical word was uttered—that is, at word units +1, +2,

ERIC

Aruitoxt provided by Eic:

 strategies may oceur dunng the first- l'/i yéarsrof Jez

6 aN INTéﬁAchE ANAn?ﬁis OF OR

and +3 in Frg 6. 2 When the materral was eonceptnally difficu
uniable to gerierate semantic expectations about upcomrng words
expectations: with whichto seleet iterts for, the initial: c ho

semantic rnformatlon that could. ehmrnate items from the co

item was identified, primarily through perceptuai ana sy'rtacuc rnformatron he

reader could not integrate’ the mean ing of the seman ica

inconsistent e)tpectaneres Or perhaps factual informat

m lexrcnl access Fnctual inconsrstenctes drd rnterfe

that réaders . were rnak g another attem

brllty of plnuslble altematlve lnterpretntrons.
8. In the experiment with children, the same basrc pzmem .of- rcsults wa

obtatned at all grade ieveis Generat processrng strategies, apparent

conclusion. Frrst read;ng skill differenc

Isakson l978 but contrast wrth Lovett; 1979) in sprte “of these qualify
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 any p’in’usib’ie botiom-up model to explain these resuls. Pethaps onz

 look townrd mlerncuve models as 4 frore promising avenue Olher

models, such as Rumelhart’s (1977) and Marslen-Wilson's

Vilson et al.; 1978; Marslen-Wilson & Welsh; 1978), are consistent
ults which do niof discriminate among these models in any significant
c are many experimental demonstrations that requise interactive
which ours is one, but these demonstrations do not tell us very much
the interaction works. The nature of the interaction among informa-
5 needs to be specified more precisely through experimentation.
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Models of Reading Comprehension

' What are the cognitive processes by which a reader arrives
at an interpretation for a text? Reésearch in the last couple
of decades has fééuééd.on determining the nature of the mental
representation that readers and listeners extract from verbal

materiai— 'Réééntiﬁ; in6é§ti§ét6r§ have becomé more intérésted‘

altered thé nature of the conceptual models advanced and the
types of methodology used. '

A major distinction that has come to pervade models of
listening and reading comprehension, as well as éognitiVé
mcdels generally, is between bottom-up and top-down éireétiéﬁé
of informatlon transfer and control (Danks, 1978; Danks &

: Glucksberg, 1980). Modeis that adopt a bottom-up orlentatlon
typlcally are composed of serxal independent stages arranged
in an inflexible order (e g.; Gough, 1972; Massaro, 1975).
Comprehension is concelved as beginning thh sensory analysis
of linguistic input; §£0c§éding through successive transfor-
mations, and terminating with a final representation that
eeﬁséieaiég'Eﬁé ﬁééﬁing of the input. bbttdm;up mbdéis have
levels of analysis are able to facilitate (or hinder) pro-
cessing at a lower level of abstraction (cf. Rumelhart, 1977,
and Wildman & Kiing; 1978-79, for reviews of these phenomena) ,

In contrast, top-down models, which are usually cast as inter-
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more abstract levels bein§ used in the pProcessing at 16§éf
tevels. Since bottom-up processing is not precluded, these
models depict construction of a representation using available
information from any level. Processing proceeds in paraiiéi
on several different interacting ieveié;‘ The process is
adapted flexibly to meet the needs of the specific task and
text. '

Another .conceptual distinction that has resulted from
the shift in focus from representations £6 processes is the -
more precise specification of whén a répresentation is Formed.
An initial ﬁYpothesis was that representations were formed |
clause by clause (Carroll & Bever, 1976; éarrbiiy‘Tanenﬁaﬁé;v
& BéVéf; 1978). Meanings of individual words were intégrate&,
at the end of each clause into an autonomous representation
of that clause's meaning. Then the clause meaningé were
integrated successively as the reader proceeded through the
text. The clausal processing hypothesis was a natural out—
growth of_fhé emphasis on representations. Since the Final
mental representation was organized from clause units, there
was no need to specify precisely how or when ciauséi inte-
gration occurred.

The clausal processing hypothesis contrasts with a word—

by-word integration hypothesis (Marslen-Wilson & Tyler, 1980;
Marslen-Wilson, Tyler; & Seidenbera; 1978; Tyler & Marslen=
Wilson, 1977). The listener or reader attempts to integrate -

each word's meaning with a comprehensive mental representation

'?;1?58
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as soon as he recognizes the word. He uses whatéver lexicai,
syntactic, and/or semantic information is available at the
time. The attempted integration does rot always.succeed:; in
which case, the listener/reader holds the word(s) in a short-
at the end of the clause.

In order to differentiate between the clausal processing
hypothesis and the word-by-word integration hypothssis, an
on=line measure of comprehension, one that is takéﬁ at the
same time as compréhéhéion in procéédiﬁg,fis iéqﬁi:éd; Memory
tasks assess only the final representation, and 86 provide
iimited information about the course of processing. The -

necessity of an on-line measure complicates interpretation

beeaagé if one adds a behavioral task to a comprehension
task, the comprehension processes may be altered by the
presence of the secondary task. The naturalness of a secon-
dary task is an important consideration in evaluating its
impact. Is it one that readers perform atviéastjbécasionaliy__
in everyday life, or is it one that is devised specifically
for the laboratory? More natural tasks are more likely to
reflect typical comprehension processes.

In the experiments reported here, we used an oral read-

‘with the comprehension of the print input. Furthermore, it
is a relatively natural task that is used extensively in most
elementary school clasSrooms. Virtually every literate adult,

especially parents, has had experience reading 516&&. The

b
(A%
(Wl
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listening counterpart to oral reading is §peech shadowiﬁg, in

- both cases the behavioral response is an oral fendiéioﬂ corfes—
ponding word for word to the 1nput (Marsien-Wilson, 1975-
Marslen-Wilson & Welsh, 1978) . .Oral reading is a more naturai
Eéék tﬁén épeech shadowing, however.

(Danks & Fears, 1979; Danks & Hill, in press). The more
pressing demand is to gs’rzsauce an oral rendition of the printed
text: The reader is in effect required to say each word. in :
succession; and So must recognize each word by locating it

in his mental lexicon. The second demand is to form a mental
répresentation of the entire text. ,iﬁ these ésepe'riments, the
réaaér was asked for a summary at ééﬁéféi p01nts during and
after réaéing the tert. The reader must use lexical, syntac-
tic, and semantic information to construct an appropriate
representation on which to base his summary. There is, how-
ever;, an additional metacognitive task associated with the
comprehension and construction of a representatlon.- The
reader must monitor the process Eé insure that the repr*ﬂ*n;
tation is meanlngful, coheréit, and internally consistent.

The task of constructing a representation is usually con-
sidered to be the primary task ih ré&diﬁg, but the éaaiéiéﬁéi
requirement of oral production may supplant or interfere thh
_comprehension.

Rationale and Method

There are several different types of 1nformat16n tﬁat

are potentiaily available to a reader, i e., v1sua1, ortho-
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graphic, lexical, mdrpﬁbiaéiééi; é&ﬁtactfc, Semantic, pragma-
tic; and factual. Which of these information sources are used
by the reader, and what is the temporal order of use? Iﬁ
mation sources at several points in a story. We assumed that
at the point in time when the reader attempted to use. the dis-
torted information, his normal flow of processing would be
dlsrupted : Disruption of normal process*ng wouid result 1n
a disruption in oral production. Thus, the pattern-txf when
oral production was disrupted relative to the iocatibﬁ Bftthev
distortions in the text would reflect the pattern of when:tﬁe
various information sources were being used. -
The maln text used with skiiled readers was a story abcut
a high school girl who was severely injured when her school
bus was hit by a train. The story was adapted from a popular
magazine and was 2171 words long with a readability of 7.8..
In the sample shown in Figure 1 to illustrate the teit.ﬁéhipu4
lations, the girl's mother has juét heard about the accident
and;is worried about her daughter.

Four types of information were distorted. (a) Lexical--
a word was replaced with a pronounceable nonword, i.e., one
that was orthographically regular in English; e:.g.; in Figure
1, the critical word injured was replaced with brugen. (b)
syntactic--the root morphemes of the critical word were re-

tained, but the inflectional ending was changed so as to pro-
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duce a syntactically unacceptable word for the sentence; e:g.;
injured was changed to injury. (c) Semantic--a word was re-
placed with a word that was semantically anomalous in the

sentence, e.g., ingured was replaced with Elanted (d)
Faétﬁai—-the sentence preceding the one with the cr;ticai
word was changed so that it was factually inconsistent with
the critical word; neither the critical word nor the sentence
containing it was dltered, e;é;; wedk was changed to strong,'
which is inconsistent w1th the daughter ‘being injured. " (e)
A Control condition in which the critical word was left un-
altered provided a baseline for oral reading performance.

The manipuiatione were countéibaianced across 16 criticai
words in four different versSions of the stbry, such that each

manipulation occurred at each critlcal word an equal number
of times across subjects; " The story was read aloud by 40
cotlege undergraduates into a tape recorder. The stories
were divided into four sections, after which the subjects
recalled as much of the story as possible: These recalls
were to inéure that the sdbieCts'weré paying étteﬁtion to
what they were reading and were not syetéﬁatiéaiiy analyzed.
Two dependent measures were scored for three word units
before and five word units after each criticail word (see

Figure 1}. A wcrd unit was one or two words that tended to

be pronounced as a unit by the readers. Ehé’firsﬁ dependeﬁt e

variable was whether a major disruption occurred 1n each word_‘

unit. A major aisrapEiaﬁ was defined a s-a:substitutlon,,mls-' ‘jg.q

pronunciation, stammerlng, rep tition, regression, reverssal;
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omission, or pause of at least one second. Tﬂe éecond‘depéﬁé
dent variable was the production time for each word unit. Eﬁe
time from the end of one word unit to tﬁé end of the next was
measured: The results of the production times mirrored almost
béffééti? the results from the major disruption data, so only

the latter are reported here. The data were analyééa with an

variance in the error term. The primary interest was in the
interaction of text manipuiations with word unit pOSltlon.

For purposes of presentation in the following figures, fre-
quencies of major disruptions were converted to probabilities.
The probabilities in the control condition were subtracted
from the probébiiities in each eipefiméﬁt éBﬁﬁiEiBﬁ;

Skilled Reading

The results from two experiments emplcying skziied read-

ers as subjects are presented in Figure 27 one experiment

used the text illustrated in Figure 1 and included syntactic,

second experiment included lexical, é?ﬁt&étié-ééméﬁtié;

semantic, and control manipulations, but: only the results of

the lexical manipulation (Vis-a-vis its cqntrol) are presented

©

here.
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teresting differences among them; All three were 81gn1ficantly
different from the control condition begxnning_at word”unlt -1
and peaking at the eritical word (word unit 0). Disruptions
from lexical and syntactic manipulations continued to word

unit +2, and from semantic to word unit *3. ‘the factuai vio-
lation did nét produce a significant éisrﬁptioh until after

the critical word had been uttered (word unit ¥1), but main—

That ' he lexical violation disrupted oral readlng per-
formaﬁcé before the critical word was uttered was expected
to grapheme-phoneme correspondences, as they ultimately were,
the normal strategy was to locate the pronunciation of the
word through lexical access, but the nonword was not in the
mental dictionary. The syntactic and Semantic violations
aiso disrupted oral reaﬁing performance before the critical
word -iéés uttered, just as soon as did a iexi'c'ai -vioia{:ioti.

So syﬁEaaEié and semantic violations were also disrupting the

formation be used in lexical access? 1If one assumes a strictly

bottom=up model of lexical access, syntactic and semantic in-

formation are not involved because they are not available un-

til after lexical access has occurred. Hewever; under an in-

Eeféctiﬁe ﬁcaei; the.reader forms expectaﬁcies about WEéE:m@J;;L%g

parts of speech and what concepts are likely to occur next.

He then uses that informatlon to gulde lexical access. When
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1ccate the criticai word

The peak probability of a major disruption was con-
siderably ﬁigher for the Syntactie violation than for the
semantic (also than for the lexical, but those cbnditiérié
were from separate experiments). Most of the disruptions in

stitution "errors") of the correct part of speech, e,g;,»the
reader said injured instead of injury. Exciuding.these
fluent restorations, the probabilities of a ﬁajcr;disrup-
tion from syntactic and semantic violations were virtually . .
identical; ;33 for syntactic and .34 for ééﬁaﬁtic. '?iﬁént‘
restorations were also obtained by Marslen-Wilson (1975;
Marslen—Wilson & Welsh, 15555 in a speech shadowing task
They provide further evidence that readers were using top-
down information to fac111tate lexical access.

All three manipulations produced significant major dis=

ruptions for two or three word units following the critical

a meaning for the phrase, ciause, sentence, paragraph, and
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In an oral readlng task the comprehension demand is 1ess s
pressing than that for oral production, but it stiii must bevi
_ met. When the reader Was unable to construct an appropriater ﬂ
representation, he might regress and reread some of the story
4either silently or aloud, or he might reconsider what he had
just read while still continuing to read aloud. Whatever -
strategy he adopted, there would be a disruptlon foiiowing
the critical word. | o |
Espec1a1iy interesting is the finding that the factual
incon51stency produced a dIsruptIon shortly after the criti-
cal word was uttered. 1In order for a reader to rééoéniéé a
factuai ind'onsistén'cyi infarmatien from one sentence had to
the following sentence. The factual v1olatlon in partlcuiar
permitted a strong test of whether word meanings were inte-
grated word by word, or whether integration occurred only at
the clause boundary. In these experiments, the iocation‘of
‘the clause boundary following the critical word varied free=
ly. 1In a post hoc analysis of whether disruptions were
synchronized with the location of the following clause boun-
dary, there seemed to be disruptions at two locations--at or
immediately following the critical word, or at the following
clause boundary, or sometimes at both locations. These ten-.
tative findings have been confirmed in more recent experiments

in which the location of the clause boundary has been expli-=

citly manipuiated;

Thus, readers were integrating eaéh word's meaning into



Eﬁé,feprésentation aé‘ééah as it was accessed in the méﬁfa1

diéfionaf§: H&ﬁéiér;‘the violations blocked integrationf?g“”

' reader again attempted to integrate the inconsistent 1nformaeti‘

tiona The ciause boundary was the appropriate place for the'ﬁ;,

In summary, the resuits of the experiments with skilled o

readers support an 1nteract1ve model of oral reading. WOrd fi'i

N meanings are accessed through the interaction of bottom—up

and top-down information, and are 1ntegrated word by word ji=ii'

evaiuation of the success of the 1ntegration at the clause '

boundary. 5

Learning to Reaa

learning to read? What i8 the 1nteraction among information

sourcen as children become more proficient at reading? Gne
hypothesis is that the child pays more»attention to bottom—i

up information because that is where moétfréaéihg'ihétructieﬁ‘p’
is foéuséd and that is where the chiid is havihg the mostk
difficﬁitf; As bottom-up processing becomes automatic (La-
Berge & Samuels, 1974), the chiild: is gradually able to use

more abstract information for 1exica1 access and meaning in= . - o

tegration. an alternative hypothesis is that Ehe,beginning‘.[ﬂ‘p




) reader is overly dependent on context and prior knowledge

-simply becaute he 1acks proficiency in processing print. vAs :

more.. useful to- him and- the baiance“between bottom-up and top-

down process1ng shifts.
To investigate this quéstion; the basic exper:mental -

paradigm used with skilled readers was adapted for children-~‘

learning to read--second (mean age = 8;0), fourth,(mean age
10;1), and sixth (mean age = ii;ii) graders. Stories were
selected from primers one grade below the children's actual

grades. The readabrlities {Fry, 1968) of the stories were

and five critical words were seiected in each quarter. Lexi=,
cal, syntactic, semantic, and factual Viaiétianépﬁefe devel=
oped for each critical word following the same criteria as
for the skilled reader story. A sampie eegneni ffaﬁ the
second grade story is shown in Figure 3. Five Versions of
each story were constructed Bo that vioiations were counter-

Insert Figure 3 about here

balanced across critical words and subjects. There were 50
children tested at each grade level; ten Bﬁ.éaéﬁ version. of‘
the story.. In order to 1nsure that the chIidren paid some‘iv"

attention to what they were . reading, they Were asked four or

The scoring of major disruptions and production times was ' the;id;f

0
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‘ . : ‘.:i'-'
same as described for skilled readers. As with skilled read-._V

ers, the production times mirrored the major disruption

results.'

The disruption curves for the second, fourth, and sixth
graders are’ shown in Figures 4 5, and 6 respectively., Al-_;l%

;though there were some differences across the three grades,ashrzl

Insert Figures 4, 5; and 6 about here

the results vere very similar. lexical, syntactic; and semané
tic violatiohs produced their 1ar;est disrupﬁions at the S
critical word and to a lesser extent at word unit +1.» A few;/lf
of the conditions were significantly different from the con-_f?“

trol as early as word units =2 or =1, viz., lexical in sixth ?fff

fourth and sixth at -1, and semantic in second and fourth at'
-1l. Likewise, there were a few significant effects at word
'units +2 and +3, viz., syntactic in second at +2 and semantic |
~in fourth at +2 and +3. The factuai violation produced small T
but siéﬁificant disruptions in aii three grades--at word unit
+1 in the second and fourth grades and at the criticai word in-
grade six. The dominant disruptive effect of ail four V1ola-

tions was at and immediately after the critical word was

uttered

Syntactic and semantic information influenced lexical -
access of the critical word as much as lexical information
itself. The magnitude of the disruptlons ‘were ordered from

closely By syntacEic and semantic vioiations* The small~size__'
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,and location of the children 8- faotuai disruptions indicated -

that resolV1ng a factual inconsistency was°more critical ,tl

meaning integration than at lexical acces‘*

Comparing~the children g results with“those from skilled —

readers, there were no major differences as a function of

skill 1evel. Perhaps these children were well along the wayv‘dd*“
reiatively automatic, thus permitting top-down processes to
operate: Their reading rates indicated that this wasvnot thehi”af
case, ﬁowever.' Estimating reading rates from the control cah:¢77i
dition, the second graders read at 123 syllables/minute, fourth
graders at 161 syllabies/minute, sixth graders at 181 syllables/
minute, and college students at 270 syiiablel/minute. The ’ -
readers; they read more slowly and haltingly. These particu—

lar children may have: been more highly skilled than one would
‘expect from their grade levels (standardized reading test ;
scores were not avaiiabie), but still they were not reading

at aduit levels.‘ The use of reiatively easy, grade-appropriate-
stories may have allowed‘the children to use more advanced

reading strategies. AlSo some of the chiidren s inefficiencies' i

. _ e

may have been masked by their slow reading rates. Whatever:ﬂ ;

the reasons, there were no significant differences in the

pattern of results across grades.~

.Tﬁé'results of these experiments support an interictive

ﬁodel of reading. There was considerable evidence that a ?ii‘__i_w
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strictly Bottom-up model would not be adequate. Perhaps a
sophisticated serial maaéi'aaﬁia'sé &éﬁéiéﬁé&;»sai along the ;"'

1ines of Mcclelland's (1979) .cascade model, Sut an interactive

“model- appears” more promisrng. Readers age a11 avaiiaﬁle in'f““fffi

formation in constructing their mental - representattons._ They ifﬁ{

: ‘integrate meanings word by word rather than leaving the con-

struction of a sentence representation to the end of the

clause. Furthermore, the interpretation-of clauses is not o
autonomous; even though it may appear ‘that way at times. . |
children 1earning to read use the same sorts of processing :
strategies as do skilled readers. Although they process the ‘tgi;;
input more slowly and’ require texts of appropriate‘difficuiti;idlkﬁ
the basic structure of the comprehension processes”is Eﬁé*.]ﬁ””'
same for children and adults;’ Although the task used here“

was oral reading, the conclusions can be extended to reading

generally. If the secondary oral production task ‘had any

effect on the réading process, it WOuld have heentto éioﬁ the

obtained, the generality of the interactive model is enhanced.

e |
M
e
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Figure i.o A portion of a story for college Btudente illus-
tréting the different types of textual violations. o
Figuré'i.- Disruptions in skiliea r&&&éré ‘oral reading per-”i'
formances resulting from iexical, syntactic, semantic,

and factual violations.

Figure 3. a portion of a story fbr second grade chiidren

Figure 4, Disruptions in second. graders' oral reading per-
formances: ‘ |
Figure 5. Disruptions in fourth graders' oral reading per- -
formances: | o L
Figufe 6. Disruptions in sixth graders' oral reading per-

formances.
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Interactive Models .

into a mental representation of what the iiétéﬁér/réader thinks the 5peaker/;

writer intended. The febrééedtdfidn arisés from the iﬁteraction.between @he

input and the knowledpe base of the iiScenér/réaéér.' A méjdr-cdntémporary

issue is how and whon different types of information sources are used &uriné-y
4 : e

comprehension. ' Many models of reading (e.g., Gough, 1972; LaBerge § Samuels,

1974; Massaro, 1975) have émpﬁaéizéd ﬁbottdm:up" prOCessing in which diffef—.:

ent sorts of information are extracteéd in a strict serial order beginning

with information closest to thé physical input and ending with more ab;tracﬁ

»
.

conceptual information.

Although a bottom=up oriéntatiou fits comfortably with our intuitive

.notions about cowpreéhérnsion, it has difficulty handling ‘the robustness of

human comwunication. Substantial distortions in the physical signal, for

example, sarbled speech or scrawled handwriting, commonly do not cause serious

difficulty For listeners and rewi.rs. Listeners and readers rarely notice

constructions without realizing thec prezznce of a potential problem: These

casual observations of everyday plirnemera huvs laboratory counterparts in

which processing of lower-level info:maticn is facilitated Ey presentatian'
in a larger context. Pﬁbﬁéﬁéé.hﬁa letters are pcrceived Begtér when pre-
sented in the context of a word or sunterte {Reicher, 1959; Wheeler, 1970).
Words are identified more accurately and ranidly in augtammaticai, mééhingfui
sentence than in ungrammatical or anomalous strings (Miller & Isard, 1963;
Stevens & Rumelhart, 1975). Sentences that are vague and ainbiguous. out of
context are readily interpreted in a story (Branéford & Joﬁnéop, 1973).

Finally, interpretation of paragraphs is aided when the listener or reader
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“has sufficiént knowledge about the topic to provide a schema for intéfpre:a:

tion (Dooling & Lachman, 1971; Kintsch & Green, 1978).  .Theseé phénoiiena.
result from more abstract iﬁfofﬁéEiéﬁ‘ihfiuencing decisions at a lower ievelu

of abstraction. Any adequate inodel of édmbrehensiqnzmust acecount for such

"top-down" effects. S o o ¢

The existence ofvtbp—deﬁ effects has been Widely'reCoghizéa (bahks &

)

‘Glucksberg, 1980, Flores d'Arcais®& Schreuder, this volume; §Uméihant; ié??;

Wildman & Kling, i§§8;l979), but precisely what they portend fbr models of

information éaéses serially from a meaning repfesentatiOn to ‘input 1s iﬁpiau;
sible, if for no other reaébﬁ than that the input itself does exért consider-
able control over the listener/reader’'s interpretation; bne:fééponéé to
demonstrations of top-down effects in language comprehension was tszéaaffééd:
back loops such that information about decisions at more abstract ié§éi§ éf
processing was returned to lower levels oOf processing. However, top-down

effects are spreid acrpss the entire range of processing levels, They are

not restricted to a singlé lével, or even 4 few iéﬁéié;.éf processing, So

the number of feedback loops needed to account for ali of Eﬁérﬁéb—ﬁdwn ef%ects*
wbuld result in the interconnection of vir;uaiiyvévéry tevel of processing:
IﬁCSUCh a nwdel, :ihe notion of directionality cf processing loses mach of its
force. | '

Several iuvestiyators have proposed inte?hctivé models of language pro-

cessing (Danks & 4ill, in press; .Just & Carpentcr, 1980; MdrSien—Wilsaﬁ; 1975;

-Rumelhart, 12,75 ot che detaile of the interactions are far from clear (cf;

the papers in lesueld & bor "eiti, in press). Interactive models diminish the
P P U o A s anit s S b
importance of unidiveicinui: "t of processing as a salient property of compre-

hension models and ailow a mure nper system of how information is transferred

ﬁli;(j”‘
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silence even though the listener has no input to process. So determining ;

=3=

among components. Of necessity, some measure of directionality is retained -

N .

because the listener/reader does start with a perceptual input and eﬁds with
: , ' . .

a.meaning representation. However; that directionality is not 'the overriding

consideration. Tor example; a listener may impute meaning to a speaker's

the directionality of information flow may not be as critical for building
A problem with most interactive models is that they are too powerfulj; "’

that is, they do not exclude any conceivable results. For example, most

e L Gy e e e we byt
interactive models are capable of explaining bottom-up and i. “fects
scparately or in combination. Any model, and an interactjve . {iically,:
must be sufficiently precise that it _can be falsified by =zome - uivable set

. ) ) .
of data; This requirement is complicated by the fact that languare protess-

ing is extraordinarily flexible; so any model Of language processing has to
be very powerful. lowever, models cannot be allowed to grow too powerful
or nothing is explained.

Propérties of Intevactivé Modeéls

In this éectiou, several generai propértieé of iutéractiVé modéié_*fe
descfiﬁed. Not all interactive models accept\nli of these prdpertiés, but
each property can be identified in one or ansther interactive model:

1. Resalts of processing at any lewvel are immédiafeiy.and simultaneously
avaitable to ail othér leveis. A model incorporating the most péﬁeffui variant .

of this property was proposed by Rumeihart (1977), in which all information

resulting from processing at cach level is deposited in a message center where

it is available to all other processing levels. For example, as soon as a

sequence of phonemes is identified, that information is available for use in

lexical ‘arcess.  1In Somé cases, a word might be identified before all its

163



phonemes are identified (Marslen-Wilson & Welsh; 1978): TFor another example,
information about Ehe discourse topic may aid identification of specific
words (Foss & Ross; this volume).
_The power of interactive models can be limited either by restricting the
"availability of information or by -restricting the types of information specific
lovels are capable of procossing. For exampte; onty phometic information might -
be used in loxical access to activate candidates for identification, but' then
syntactic, semantic, and thomatic information could be used to select among
Candidates (Marslen-Wilson & Welsh; 1978). A varidtion of this property that
permits ratention of some hottom-up charactoristics is to éiiéd*iﬁEéEmédiéEé.
results from one processing jevet to be available to other levels before the
first tevel has Finished (cf. McClelland's cascade model;, 1979, and Perferti
& Roth's reading nodal, in press). Thus, more interaction among levels of

processing is permitted than with a strictly serial, autonomous model;

2. Processing proceeds at all levels in parallel constrained only by

the availability of information on which to operate (Just & Carpenter, 1980; .

Mirslen=Wilson. 1975; Rumelhart; 1977). Any given level of processing does

Hot neccessarily wait until processing has been completed at any other level.
Any level is potentihliy active at any poiﬁt in pimé. .o

One constraint on this property i§ that Sometimos processing at one ieVei
cannot proceed without information from sumé other Level. Eof éxampié; coh:
struction of sentence meanding cannot procced without !dentificition of at least .
some of Ehe words in thc.scntcnce. Listeners hnd;reudcré may have a gqod idea
about what speakers and writers are going to say and write, but they do not
enjoy perfect prescicice. A second constriaint resalts from différénces,in
vrates of processing among processing levels. Some processés procead automati-
cally because they are so well practiced: For exnmpie, it is very difficuif to

N
~ ~
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inhibit meaning acéess because determination of meaning is the primary goal of -
. .

communication: In the Stroop task, the printed word interferes with naming .

the color of the ink: Lexical access of common words is so automatic that 1t

is impossxble for skilied readers to 1nhib1c it. leew1se, in an oral readlng”

task; sentence meanings may be constiucted even though only oral production is

required because scntences are understood fascer than the words can be spoken .

(Banks & FLars, 1979)

B A N
3. Interactive models pos1t progess1ng flewxblllty as a functlon of in~-.

dIVIduaI dIfferences among listeners and readers, as a function of the llstener/

reader's purpose or task, and as a function of propértiés of the text (banks,

1978). Comprehension, in eithér the listening or reading mode, 1s not a fixed,.
invariant process; but adapts to the specific situation. This édéﬁtéﬁiiity

represents the normal mode of processing. 1Lt is not somethxng that happens

just when processes have difficulty. Bécduse there are so many thIngs that

can go wrong, the listener/rcader never has the opportunity to develop one
canonical process that can function effectively in most situations.

Some listenesr/readers are more skilled than others at. specific E?ﬁéé'éf;
procéssing. For example, some readers have excelleiit wora'recognitiéﬁ éﬁiiié,
and others are more adept at déﬁéfﬁihing the meaning of sentences (Perfetti &

Roth, in press). One obvious source of individual dlfferences in procassing

skill is age. Children, in general; have different: sorts of prbceSSing stra-
tegies than adults do (BeVer, 1970), especially for reading ééchwarcz, 1980).
ékiiied readers hiave Jévéibped some automatic processing strategies (iaBerge &
Samuels, 1973). in contrast, children learniug to read frequéntly have to
attend more closely to each stage of processing:

Task differences are well reCoganLd as contllbuLJng to dlfterences in

. ~ -~

Tt 1
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levels mav be terminated (Mistler-Lachman, 1972): lowever, there are limits to

—6-

~31
w
Ci

1975:

lucksberg, Irahdsso, & Wald, 1973; Mistler-Lachman, 1972). Typically,
one listens ot reads with a purpose in mind. The bui;pééé can ;ﬁfééf éEEéxiEi_&ﬁ ’
ts thosé processes tliat, when completed, will satisfy the task requirements.

I addition, once task demands have been met at one level, processing at all

the amount of contvol that is phésibic because some procossing 1¢veis pro;eéd
.
automatically or mare rvapidly thafl tlie processing at levels at which the task
dewands avd met. For exnmﬁib,'séntence.CQmprehehsion usually proceods more
rapidly than does oral production in an oral reading task (Danks §& Fears, 1979).

trataogic

Ui
U

The tvpe and stiuctuie ot the discourse tan alter processing .
with a difficult test, a reader may be more dependent on lower-level informa-

tion beins fed forward to higher levels of processing: With a simple text, in

contrast, expectanicics can be generated at iibstract processing levels soch

that lower=level procovssing is tacilitated or even shervt-cirvceulted:  In addi-

tion to variations duce to text difficulty, processing changes according to the
tvpe of discourse. At o casual party, conversation miy be processed only to

yo.

interestod in a conversation across the room: With respect to print; rveading
a poam; 1 novel; o nowspaper colunn; and o technical article yield different
processing strategics, ac lLeast subjectively (Gibson & Leving 1975).  Most
poecry kavs on thes .%"d-mi.l propert:es of words, vthyme, rhvthu, lo r word "eolot."
Hearing a poem in Gies mind's ear ix erucisl for understanding the poct's
massage, but hearing a gnvpj‘whnld doi dn i he wily of nﬁddtQtnndipg Lts thome,
Tachnic L articles requive considerable (:mmciwtu;\i jn'm:ogéin}'_; how t:hc' test
sounds is ot nearty o important.

L. An interactive model may describe internctions amonyg types of inlor-

mation or interactionsg amony, processing components.  Fivst, consider inter-




O

ERIC

Aruitoxt provided by Eic:

-7
actions among diffeérént types of information. A single processing Eaﬁﬁaﬁénﬁ
ay have access to all types of information,; but one type may be more nseful.
than others. For exnmple, pcrceptual 1nformat10n is more’ vaiuabie for 1exiqa1
accéss than is tliematic ihfotmdtibh. In contrast; Eﬁéﬁéﬁié_iﬁféf&éﬁién is
more ixportdht fdr the construction of a story's macrostructure than any ¢
épétific pigce of percéptunl information. If the information méstjiypicaiix
used by a process has buen distorted, violated, or is otherwise unayailable
N listéner or reader, “then atiother type of information may compensate

for the aeficiéncy (Stanovich,; 1980). One reason for information unavaila-

tortions; or a story may be written in a vague; obscure; or metaphorlcal style
(éténéford & Johnson, 19735. The lack of specific klndslof 1nf0rmat%9n can
also be due to listener/reader factors. For ékéﬁﬁlé, children do not have

as well dcveiopéd story scliemata as do adults (Poulsen, Kintsch; Kihﬁéch; &
Premack, 1980) and thus depend on bottom—up information té_ﬁﬁaéféEéﬁ& stories.

Some less-skilled readers have éufficiéntiy poor word recognition skilts that

Lesgold, 1977). So a poor reader is more dépéhdént on contextual information
than is a good reader who has well developed word teédgnitidﬁ;skilié (Stanovich,
1980):. This compensatory mechanism gich a processing component c0n51derable
flexibility since«it is not depandent on a ,Jngl= source of information.

A second way to formulate interactive models: is through intéractions
among processing components. When processes mike use of information resulting
from othar processes. the information-generating process influences thé infor=
mation-receiving process. f the iﬁfofmntiog comes from a moreé abstract
proceéss, then the influence is top-down; if the infcrmation comes from a less

abstract process, then it ’'is bottom-up: Interactions among processes may bé

165
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complete or limited, If they are comnletc, then one process can influencs

-8— st

‘another simply by generating infbrmatioﬁ,ﬁéé&é&»ﬁy the. other. —~if;inﬁérqétipns """

are limited, then there may.be sectors of processing within which processes
interact, but information transfer from one sector to another is restricted,

For example,; lexical access useés information from many levels of procéssing,

but macroprocessing accepts information primarily from sentence comprehension; -

'

An interactive model can be formulated in terms of what kinds of infor-

mation interact in a single précéss or what kinds. of pfééééééé inf luence :
other kinds of vroces~.s. These two types of formulations are complementary
because differs % Lyjas of information Aré tha resuli of different types of
processing: - S il is a questicn of whothor ie cmphasis;ié-éﬁ processing | ;
components o on types of information. : E ’

Processing Components

There are three major processing componenls in ianguage comprehension:
lexical nceens, suiitence comprehengion, and discourse uhdefstahﬂiﬁé; iéiiééi
access involves localing a lexfcal item in th mental dictionary and selecting
an approjriato maaning, Bottom-up perceptunl information, audiiory aﬁd'visﬂéi,
is important for idénLiryinﬁ a word; however, top-down contextual infprmation,
syntactic, semanticy textinl, thematid, and factval, also influence lexical
access. low lexicnl dccess might work in sjpeech porception has been described
by Marslen-Wilson and Yelsh (1978). A cohoirt of potential words is activated
by preliminnry aulitory analyses. Tn addition to conlinued processing of
perceplual information; checks for consistoncy with contextual iﬁfbfkﬁtiBﬁ melg%“L
are vded to eliminate candidates from the cohorl nnbil a sinpgle item remains,

Extending Marslen=Wilson and Welsh's model Lo Toxicnl access in oral reading,

Danks and Hill (in press) have suggestad that top-down informat.ion may be used

in the.gseléction of the initial cohort as wnll as in éliminating candidates, -

ot |
cy
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Forster (1976; cf. Bradley & Forster; this volunie) has proposad a more strictly
bottom-up model; i which™a word "is identifiéd Using only ‘perceptual informae

tion and then is ¢valuated [or contextadi appropriateness. In interactive

.

models, informit ion From-multiple sources converpes in lexical access produc~-
ing both bottom=up and top-down cffects. Since lexical access provides the

articulatory information that is needed to pronounce #@ word;, any interaction:
- R - R R . - - - —. '
among information sources will be refiected in oral reading and speech shadow--

.
\

iny tasks.

[n saitence comprehension, the listener or reader integrates the word

meanings into a roprosentation For the ent ire sentence,  Syitactic structure
is Availableé to pnide the integration; but how Active a phié it plays is not
clear. Theré are two primary hypotheses about hﬁw.thé §éntéhberéomptehéﬁ§iaﬁ‘» 
. component works. The ¢lausal processing hypolthesis (Cnproii & ﬁevet, 1976;
Carroll.-Tanenhius, & Bever, 1978) proposes three nthnumhu§ steps in.ité
simplest  version.  Firit, the meanings of words gio sfprud dn o WOrklng.
memory bulfer as they are accessed.  Whon Ehe end of 3 clause is reached; a
representat Lol i€ Jcrivcd for the clause. Finally, the representation of the .
clause is inteprated with representitions of prior clauses Jnd'with prior
xnowledpe. The bfimﬁ;y clinvacteriziation of the ¢lhusil ﬁfncunéiug hypotlicsis
is thdat it is serial; bottom-up, and autonomous. In contrast Is the Qnrd—by:
word processing hypothesis (Marslen-Wilson, Tyjur; & Scidenbery, 1978;
Marslen=Wilson & T2yler, 1980; this volume; Tyler & Marslen-Wilson, 1977).
This listener/reader aAttempts Lo intepgrate each word's meaning into &t compre-
hensive representit ion ns soon as it is accesscd. 1T fmmediate intepration

fails, the word's weaning is held 16 3 mamory buffer witil intepration is
possible. Frequently, the most appropriate point at which Lo .reattempt that

Intepration is at the end of the clause.  Interaclive models imply a word-

| 167
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by-word comprehension strategy as opposed to a clausal processing .strategy.

immediately to the maximal extent possibie; For the clausal levei, that means
attempting to integrate the word's meaning into the composite representation

at the time that it is accessed. . ' !

In discourse nnderstanding, the listéner/reader organizes the representa-. -
v ;

tions of individual sentences intd discourse Structures correspornding ‘to tlie

1 P . 1 . - . - e o - o X = me L — L]
schemata of conversations, lectures, stories; and nonfiction prose. As sén-. .
tences are comprehended, a discourse stricture is constructed that is updated

as ad*itional informatiqn is recaived; At any point iﬁ'time7tﬁe reptéééntétibn
is - - coi-:'ate as pdﬁsibic. One aspect ofldiécburiz Undérét;nding is to esta-
blish #~.nrential cuherence for tlie diScourse.(Ciark & ﬁaréhéii,,igié). Lis=

. tener/redders tie topether theé sentences of a discourse into a cohérent ‘repre-

)

sentation, or text base (Kintsch & van Dijk, 1978), making Eridgeéréna infétédtéé~

a5 needed (Carpentcr & Jusc, 1977; Crothers, 1979; Wu;Ten, Nichoiaé, &‘itaEéSSo,

1979). In additien to local coherenco, iistener/readers derive a macrostruc—:

ture;, a schematic ropresentation of the main idéaé or giét of the text (éinﬁsch &:
van bijk; 1978): ‘iﬁﬁéfﬁéﬁi6é models permit considerable processing fiéiiﬁi&iEy

in discourse understanding. Listeners and readers are able to’ adapt the pro-

cessing stratcgics and knowledge they have available to the wide variety of

texts that they on,ounter. T |

The émpﬁaéis in interactive models is on processes rather than on repre-
séntations. In recent years; cognitive scientists géhcrnlly‘have shifted

avay [rom attempting to §pecify representational structures to identifying

the cognitive processeés that produce those structures (Danks & Glucksberg,
1980). A change in the kinds of experimental tasks has attended this shift.

Memory tasks provide intormation about mental structures and representations,

Q il{ié;
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but. Little tntormation about processes:  Henee, investipators have developed: -

other tasks; such as phoneme and word monitoring, speceh shadowing, oral

reading; .nd cyve movement monitoring, that yicld on-Line measures of process-

ing, dependent measnres that are recorded concirrently with processing.

speriments o Oral Reading Compreliciigion ¢

Althouth oval reading is used {requent by in schools to evaluiate reading

v

Durking 197819723, irs proeciessiig requiriments dre not fully understood *

(I)..mks & Foars, 19790 o contrast to silent reading, the domipant task
demand in l;it.;i[. reading is that ecach word boe ui.turl-.i in serial order. Oral
reading yields a continnous. ou=1fue response that s« riﬁip:ili:}f contomparancous
with the visoal input smd with comprehension. 10 (s tii(i':'cin-tiixn}; counterpart

Lo specch shadowing:  The main diflerence is that in shidowing the listener

. does not control the order and rate of input ax the veader docs, but this

. difference  corresponds to the ditterence between Fistening and réading penci=’

.|l..i Y.

The oval reader's primaey task ix oral prodoction:  -To accomplish this
tiask, cach word in lecated in the mental dictionary and the articulatory
information is wied to pronomee is A reader potentially could use lowers

Level intormition, sach ax prapheme-phoneie correspondences; spell ing, poat-
terita, ar syl libic Straetind, Lo prononnce a word wit hout decoesing (L How-

every since readers doopot vead pronounceable nonwords unhesitantly, depen-

dence o Tower=lovedl information ic anlikelv,  Whin oral veading is followed

by o comprehension teet, the fonder dlio needis (o mnl ratand Lhe phirnses;

sentensen, parasrarhi, amd min fdocd ot e Tese, Intoriat fon | rom Severni
fevels ot be Tnt e aated (o eonmst i act a reamenahle interpretations  During
.

oral readims, the voader g attenpling (o Satisty Toth the verhnl performance

and the corprehensioang demobe ot Uhee s iy hat The press ol the perfor-
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s @XCellent-opportunity to-stiudy lexical access, seintence; comprehension,, and .

discourse understanding in a relatively natural situation.’

. In the thrce experiments reported here, we investigated what kinds o

information are used by th¢ lexical accéss and sentence comprehension compo-

nents. An oral reading task.also permitted an estimation as to when the
different types of information wdré being used. Specifically; the point in .

time whendifferent types of informition were processed was assessed by
: T o
violating each information type. I[ that information were normally used
. . . . - v e .
in oral production or in comprehension; then oral performance would be dis-

rupted because Lheé normal interplay among prucessing components would be
’ . . _ . .
modified to compensate for the violation. TFurthermore, the disruption

the reader: Our basic method was to change several critical words in a
story, such that one or more types of informition was violated. We then

analtyzed readers' oral productions for disruptioiis nedr each critical word.

The relative position of the disruptions resulting from the different viola-
tions indicated the order in which the information was typically used.. '

In three experiments, we manipulated various combinations.of lexical,

syntactic, Semantic, and factual information: The first experiment esta=

blished the basic-pattern of results for syntactic; semantic; and factual

(intersentential) information. The sccond experiment separated syntactic

and semantic informit ioim types and replicated the results for factual infor=
mation. The third experiment tested lexical, syntactic; and ééméntic infor-
mation and added a global text factor, namely; the critical words were
embedded in a difficult mctaphorical story. The question E&iééd by the

text fadtor is whether information uélization changes when higher-level

ERIC
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ifformatioi is obscuraed. Specifically; does the reader bécdme more dépendent
on bottom=up processing strategies when top-down ipformapiqn_is less ayaii-_

* able?

A bottom-up mndel predicts that disppptioné resul ting from Jhaving vio~
lated differént types of information would bé ordered from earliest to latest
according to the level of abstraction of the violited information. The least .
abstract information, that was lexical ihfdrmatibp in our experiméﬁgéi ﬁé&ié
pr;duce the earliest dié?ﬁpﬁionf' Disruptions froﬁ syntactic and semantic
violations wohla appear next, followed by.diéénptioﬁé‘from violating féé;uéi

information, the most .abstract in our experiments. Only lexical. information

is strictly necessary for oral production altliough a reader would need to

determine the syntactic structure to read with approprlate prosody. S0 a-

leéxical violation would produce a dis: uptlon near the crltlcal word Syntac-
tic and scmantic information would be used primarily at the end of the clause

when the meaning of the clause is determined, so dis sruptionis from these two

violatious would wwecur near the Eiédéé boundary. Vioiatiohs of factual
information would be important onty after thé-ﬁenning'bf the clause had %egﬁ“
determined.-and the reader attempted to integrate the meaning of the ciauée
with the rcpteSanntion;qf-the preceding text: '

interactive models posit that several types of iﬁfcfmation are used im

sty 2t

the same componLnL and so Lhclr v1o]at10ns would produce s:mllar dlsruption
patterns: Such models also permit more than one component to operate at thé,
same time, so that different inforindtion types might be used at the same time
by diffefent componcnts: As discusscd earlier, part éf the difficulty with
interactive models <is sorting out theése two typos of interaction. Both types
of interactive modeis predict that violidtions of difforent Informatlon types

résults ‘in disruptions that occur at the samé time. Other aspects of the

ERIC
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data can be used to narrow tﬁé range of possible interactive models: For
ekampie; Lo the extent that the size and range of diérqﬁqibﬁég‘ié wéii_éél‘
their timing, are similar, the involvement of only one processing component
is more likely. The kinds of oral reading errors provide another §66féé of

"evidence; for example, fluent restorations (cf: Exper:ment 2) reftect the ;

operation of the lexical access component:
. .
In general; intérpretation of results depends on the relative positions
of disruptions across violations, not o+: the absolute location of a disrup-

tion: So if violation of one information type produces a dISruptIon before

another viotation type; utiiization of the two information types is temporally

ordered as weill; regardless of the absoiute poqxtxons "of the dIsruptIons. In-

some cases, héwéver; the absolute position.is interpretable;_for.exampie;

ably involve lexical access. The absolute location of a disraption may refieCt'

in part the eye-voice span, that is, the distince between where the eye is

focussed and the word being uttered (Levin,; 1979). But the relative posi-
Gk conpromised, : .
tions of dLsruptlons isf-because the sizeé of the eye~voice span can be assumed

to be reiativeiy constant for all manipuiations oil average since all vidié¥
tions occurred cquaily oftnq in each critit@i word éegmeﬁt. The § ze of the
eye-voice #pan may viry systematically in other cbmpnrisons, s&cﬁ as in Ehé‘
results from different readers; for example, children:at digferent'ieveis of
reading skill, or results from different texts, for example, the-étbrieé used

in these experiments:. In thesc cases, the eéffect of possible-changes in the

size of the eye-voice span must be considerad.

Experiment 1 . j
/ .
tethod. A story about _a hxgh ~school girl who was severeiy injured when

a train hit her school bus was adapted from a popular magazine. The story
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N was.rewritten to ciiminutc‘nji coviversation “and any difficult or infreqhent
words. The final stqry was 2171 words iong-and its_rea@qbiiiqy‘waé 7,8,;
(Fry, 1968). It was divided into four sections of approximateiy equal iéhgtﬁ:
Four cfiticnl words were sclected in each SCction, Sepnrhted_By an average of
129 words. Tﬁe critical senténcgs for all éxpérimenpé aré.containéd in tﬁé N
Appendik. |
S
There were foir manipuidtious"of the critical wotrds -= three cypés:of viola=
tioﬁs plus a control condition. in'thé foiiowing éﬁmpié segment; iiﬁer déughteg
had nlWaysvbeen weik physicnlly; Because of this, she even imaginéd Hér
daughter being injured by the other children while trying to get out of the
wrecked bus," the eritical word was injured. In the CONTROL ;;on'ciition, there
was no change in the critical word or in the surrounding text. To producé the'
*  SYNTACTIC + SEMANTIC violation, both syntactic and semantic information Wé;é
distorted by replacing the critical word with a word that was the incorrect
part of speech and that was semantically anomalous: Thé critical erd iniuied
“was replaced wiangjggggg To violate SEMANTIC information without disturbing
lexical or syntactic information, the critical word was féﬁié&éd aiﬁh a wéfd
‘that was semantically anowalous, Pt which was the correct ﬁéfé of speech;

for example, planted replaced injured. Readers can still deterinine the gramma

tical structure of the sentence; but the meaning of the sentence is distorted.

At best, they havé Lo imaginc some very unusual cirsumstances in which the
anomalous wqrd can be fnLtrprbtéd metdphoricdiiy. FACTUAL information is

. .
accumulated from the prbcedinn text, so it was violated by'introdﬁcing an
inconsistency between the critical WOfJ and the preceding sentence. Upiiké
the other violatiois, neitlier the c¥itical word‘nbr the sentence containing
it was altered: The sentience immediately preceding the Sénténce with the

critical word was modified such that the critical word was factvally incon=

O
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éiété@it with the Information of thatr sance-: .1a the example, the word _@_R_
id tﬁé préééding sentéﬁéé was replaced with strang. . The fact that her daugh=-.
‘tér was strong was inconsistent with the mother wnrrying about her being

injured. There always existed a plausible substitution for the critical word;

sthérwiéé; the reader might sense something was amiss prior to reading if.i
‘For example. if the dauphter were strong; the méthéf might imaging,hér being
: - : S
-safe, unharmed, or helpful: ALl mddifications were selected such that ‘theré
was hd plausible continuation fdtiéwiﬁé the critical word that would résolve . .
the inconsistency.
Four versions of the story were constructed such that each violition .

occurred at each critical word éégEéﬁE in one version. There was one viola-
tion of each type in cach section of the story: Each section of the story

. was typed starting on scpariate pages. Critical words did.not occur in the
top or bdttdm.tﬁrcé lincs on each page and were at least three words Erom
the beginnihg dnd énd of lincs.

Subjects were Il milé and 29 femalc undergraduate students enroiled in

general psychology courses ét Ként State Univcfsity. They received points
" toward their grsdes for their participation. ALl werc native English §§é§§éf§
and were not screencd for reading ability. Subjccts for all experiments had

not participated in any :ther oral reading experiment. Four experimental

proups of 10 subjects were defined by the four versions of tﬁe St ory.

Subjects were testril individually. They were told that thé purpose of

the éxpériment wag-to cxamine the relationship between reading and COﬁbtéhehsion.
Thew weré instructed to read eacii soction aIOUG;'ﬁnd then to write a summary of
it. They were siven as much time as they needed to read and to éummariié.the
story. Tlie reading performances were tape recorded for later analysis. In

order to provide some warm—up for the readers: the first critical word did not
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occur .until the bottom of the first page.

Analyses.. In tinunt Spucth, each word is not spokep wiﬁh cleuxly

distinguished beginning and ending sounds as it would be spoken in isolation,

Frnding sounds of onc word arce blended with the bepinning sounds of the next

finking it difficilt to skirk precisely where one word ends and another begins.

Thc ruﬁuit ié that two words mwiy be ittercd as if~they'Were one iong word
. N -

with no brueak Sepavating them, At the other cxtreme, some words aré pronounced
with a break in the middle, depending on the particuldr coifiguration of !
phonemes, Because of these possibilities, the text surrounding each critical

word was divided into word umitg>in order to- (acilitate measirement of disrup—

tions, Word units weroe specified by listening to several readérs and dividing
the text surrounding the criticial words into groups that were pronounced as a -
unit. The most coiisistent phrageolopy across readers was adopted. Word units

typically consgisted of one or twos words, rirely three words, and averdged 1.54

words lonu. Thuy did not nctussnri]y follow the ﬁynfnctic structure of the

gunitence;  Five word wiits boloce and five word units after each critical

-

word werc identificod and were namberced from =5 to 5.

The priwary dependent sariable was the production time for each word' unit.

These times were neasured by slowing the tape recorder to haif-speed: An

monitoved the key presses and timed the latetcies botween them: Each interval
included the production time for the wovd unit itselfl and any pause, hesitation, :
or filler words that precoded the word unit.  Since the critical word pﬁyéiéally

clinnpged betwden the contrel, avntactic b Gomantic,; and semantic conditions,

; S o S o , o ~
the producticih times ior the eritical word itsell were not comparable. An
additional tatener wad measared from the end-of word unit =2 to the beginning
of the criticsl worid,  Ihe production time tor word unit =1 was subtracteéd
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from this additional latency. The differeéce corresponds to the timé between
the end of word Unit.-l_nnd~che béginhing'of thé'triticaﬁ_wo%é:'“Tﬁis,vgiUe

was used as tﬂe producﬁiOn time fbr the critical word unit-in all anaiYSes.

It was impossible to have an expériméntér who was blind to the experi-
hcﬁtal matiipulations measure the prbduction times EQQaUéézany EngliSh-éﬁéaKer

would recognize the violdtions on hearing the taped protocols. In order to

assess the exteiit of eéxpériménter error ih measuring’ the productioﬁ times,;
intér— and intra-cxperimentor réiiaﬁiiities were obtained. Seven randomly
selected subjects’ prbtoéoié were measurud By A sécond experimenter. The
latencics were correldted with thosé from the first experimenter; yielding an
averdge COrrciutioﬁ of .94, The same éxpétiméhtét‘rctimed‘fohf randomly éél;';
ected subjects' protocols from Experiiner: 3 (réportcd below) about one hantﬁ'

. later. The dverage correlation between the two sets of mgaSUrémehEs-WQS-.QS;
Finally. a spectrogruphic annlyéié of eight randomiy selected SUbjecté; prbtd—
cols from Experiment 2 (reported below) was prepared. Thé relévant production
times were measared from the sound spectrograms and correlated with the experi-
menter's timing; the average correlation was 9L, Marking word boundaries on
spectrograms is far from precise; but the source of the error is visual un=’
certainty in contrast te the auditory uncertainty of the expegimenter’é timing:
Since the crror sources are different; they would tend to attenUaEe thé correla=
tion. Thus, the procedure for measuring production times was reliable.

The production times were analyzed with a mixed analysis of variance:
Groups of réaders, as delined by the four versions of the story, was a
between-subjects factor. - Type of viélatidh; word-unit position around the
critical word, and & ction of the story were gitﬁih—éhﬁjééﬁ factors: Versions,
violations, and Scgménts were afrdngcd in a Latin-square: This design per-

mitted calculation of a quasi-F ratio (F'), in which both subjects (individuail

|
~J
gy
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readers) and langua e materials (critical word segments) were random fac-

WFPFSNQQHEiiﬁdﬁiﬁgwté.n”singlé”érrorwtérm”(éiérk,¢i§i3),w-All reported- - . i

. effects were significant with p <.05. The three experimental means were

compared to the control mean at each word-unit position using :individual

A second débéﬁdént;variabie was the prdbability of a major diéruﬁtibn_:
at each word-unit position: Major disruptions were defined 5§‘§iuéeé of at
least one sccond duration, substitutions, omissions, reversais, étammeringé,
mispronunciations, repctitions,. and régréssiohs. In éhéfE; any deviation .
from fluent oral reading that indicdtéd that the reader noticed a violation.
was scored ﬁé a major disruption: Only oné diéruptﬁon;was téliié& per word
unit and the (requencies were converted to probabilities. The major dféfuﬁ-'
tion data were used to confirm the results of thea ﬁroduqtioh times and to
provide qualitative information abc & the disruptions. In Experiment 3, the
corrélation botween production time and majhg disruption means §as .93: .
Production times were lengthened by the major disruptions, as well as by a
peneral slowing of oral production. géE there is no reason ‘to attempt to .

. - -
separate these influences because both refiect a disruption of the under=
tying cognitive processes. . |

Results: The mean production times as a function of vioiation type and
word-unit position ire pruéehtcd:in Table l.‘ Since word units differed mark=
edly in physical Qizu; only the diffgrchQs in production times between the
experimentat and control conditions were interpretable: These differences
ace depicted in Figuve 1. The efféct of ‘primary iﬁtééééE was the signifi-

cant in: between violaticn type and word-unit position, F' (30, 240) =

177 L
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5.029; p<.001. A difference of 62 msec. in mean production times was
significant.

Both the syntactic +sewintic and the semantic vioiatibhé diverged fféé.
the control condition at word unit —l; The syntactic + séméngiélaiéfuﬁtiéﬁl

N ]
peaked at the critical word,; bit the semantic disruption did not peak uitil
thd unit +L. Both disruﬁtioﬁs continued to stay above the control Eﬁféﬁéﬁf
word unit ¥#3 and also were significant at word unit ¥5;. The factual iﬁéoﬁf
sistency produced a much smaller effect, and ‘was significantly different from
the control only at word units Fl and ¥2. The mean prdbasilitiéé cf a major
disruption confirmed the results of the production time anélyses,in atl
respects.

Since both $yntactic + Scinantic and &eémantic violations yielded lengthened
prai prnductinn times bofore ‘the critical word was uttétéd; both syntactic and
semantic information cviduﬁtLy was bcing used in iexicai access BécaUSé
words had to be huccsscd belore chcy could be utteréd. éoth VioiétioAé
also were disrupLivc well iifter the critical word was producéd éuggééting
disruption of scntenue comprchensibn. The factual incbnéisténcy wéé‘diérup~
tive onty after the eriticat word had been uttered. So violation of
factual itnformation did ﬁéE hinder lexical access, bﬁt it did affect sen-
tence comprelicnsion and story understanding. ’

The syntactic 4 semantic violation had o tarper disruptive effect earlier
than did the semintic; SHﬁﬁééﬁiﬁgAEhhﬁ the syntactic + semantic vioiatiqn
may have been a violation of two independent knowledge sources. If so,
then confounding syntactic and semantic violations in a single manipulation

can account for the preater disruption and the earlier peak of the
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syntactic + semantic violation relative to the purely semantic violation,

1f two independent informatiun sources were violated, the likelihood, that

) a violdtion would be noticed in one of them is greater than.if only one
information source were violated,
Exporimdnt:2 ' '
Expecimont 2 was similar vo Experiment i: The story and‘priticai words.
were the same. ‘Tle syntactic + semantic vielation was replaced with a
syntactic only violation and Eﬁé semantic violation was retained. This
chantge permitted a direct comparison of whether syntactic ihéormation was
used at the same time as semantic iﬁféfﬁﬁ&ién and whether they were inde-
pend. .. soutces of information:
Method. The story used in this experiment was identical to that used
. in Experiment 1 with the following exceptions: To violate SYNTACTIC infor-

mation alone, the root morpheme of the critical word was retainead, but the
inflection was chanped to that of a different part of speech: For example,

the intended meaning relatively éasily. Several of the factual violations

were rewritten so that the inconsistencies secemed more striling. at least
8

. to the intuitions of the investigators. Only Ffour word units before the
criticat word ware scored and the slightly Aitcréd wo rd uAi:s averaged
1:60 words long:

The subjects were 17 male and 23 female undbrg(nduaté students enrolled
in general psycholopy courses at Kent State University. ALl were native
English speakers and were not scréened for vecading skill. The p§OCedu;e
was identical to that usad in Experiment 1 with one oxceptidq. Instead of
ASking for summaries, ﬁﬁiéiﬁié—choice questions weré prepared for ééchZSeCCion
' 174
Q
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of the storv, Thude quostions tésted literal, Factual information that was

qUCétionﬁ (over 95% coriioet) and there was no vhrihtion'acfbés sections or
versinm-,
Biéﬁlii' The mcan production times as a fnnctibn.af vibléﬁiaﬁ type and
vord=unit position are presented in Table 2. Th~» differences in mean §f6—
. . - ) ]
duction timdés between the ukberiméﬁtﬁl(uﬁd control conditions 5fé‘§ﬁaﬁﬁ in
Fijure .. The eritical inter:tion between vielation type and word-unit :
. position wis &ipniflicant, rr (2%, 216) = 2,891, u‘ifOOl;/ A 71 msec. differ-
ence A;Ln means was 8 ﬁ:nﬂ:it.’iiit. .
. The §ydtdclic and scmantic violations Hoth produced increased production

“mes buginninu at word unit =1 and continuing through word unit +3; Tﬁé
icves ngiﬁde cach other almost ékﬂCtiy; pcnking at word unit +1 (the Séﬁé
as tue semautic disruption in Exporiment 1), except that the syntactic dis=
ruption deilined faster at word units +2 aod +3. The pattern df rgSulks
from the probability of a major disruption inalyscs confirmed the production
time rasults. ‘the syntaciic violation produced a major diéruption at the
eritical word a larpe percentage of the time reliative to other violations <=
syntactic = 78%¢ semantic = 44%; and Cactual = 8%. Half of these syntactic
major disruptions were restorations of the correct form of the base word with .
the syntactically correct inflection: Tor example, "injured" was uttered
y was printed. Sixty-eight per cent of the restorations were fluént

when inju

ones in thiat there was no pause or other disruption immediately beforé or
during production of the restaration. 17 restorations are excluded from

both the syntactic and semantic disruptions, the percentages of disruptions’
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at the critleal word were v.rtually identical-- 337 for syntactic and 34% for
semantic: The restoration of the original cfiLicni_Qéanin‘the syntgcﬁié;.
viclation condition was a top-down effect. Apparently, readers were attempt=

ing to make scnse of the text; so the original critical werd was anticipated

Al

letters of the printed word confirmed those expectations. This réstorétion'
effect is very similar to that obtained by Marslea-Wilson and Welsh (1978) in’
The disruption from the factual inconsistency was larger althoughk it
still was not as farpe as that produced by the syntactic gnd.seméntic -riola=
tions: In comparison to Lxperiment 1; the factual disruption‘was~§y;:éd ©or
thrie word units (+1 throuph +3) instead of two and the peak was.apprbximétéiy
in the preceding experiment, it still did not inflwence lexical -access of the
critical word. Its effect on sentencn comprchension increased; but whether
that of fect oceurred at the ¢lause boundary or at an carlier béiné cannoé be
determingd JchctLy from these data,
gipcrimquy_} : ;

The story used in thie preceding expériments was interesting and easy %o

understand in spite of the violations. It hod good coherence among sentences
and a macrostructure scemed easy to construct. How would processing change
if the story were disjointed and (if the cvents wore strange and metaphorical?

Many studiecs have shown thiat disordercd and scranibled stories are difficult

“to understand and recall (Kintsch, Mandel, & Kdzminsky. 1977; Mandler, 1978;

Meyers & Boldrick, 1975; Stein & Nezworski, 1978), For this eéxperiment, we

selected- unrelated paragraphs from a novel that described difficult to under-—
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stand happeniugs written in a highly metaphorical style. Because. of this

style, a reader would hive Jifficulty constructing a coherent text base. In

addition; it would be extremely difficult to construct a macrostructure in-

corporating all the parapraphs because they were not linked in the novel. 8o

there would be less contextual information te aid lexical access and to guide

sentence comprchension.  [u general, a reader would be more aéﬁéﬁ&éﬁi o

In addition to removing discourse information, we introduced a direct
violation of lexical information by replacing the critical word with a pro-
nounceal:le nonword. By definition, lexical access would be %Ebéééibié because
the. nonword was not in ﬁhc reader's ménth]-dictidndry; 1f the reader were
using lexical information to pronounce the word, there wédid-Bé a disruption
i oral porformince. But if the rcader were relying solely on gfébﬁéﬁé—
phoneme thrrcépundbncéﬁ to pronounce the word; there would Be.nb disfﬂﬁtiaﬁ;

ﬁgﬁﬁyg, Fifteen piarajiraphs éVéraging 124 words inng were selected from
a toutemphrhry novel.  Thu paséiges vere not vnntiﬂnous in the novel, but the
temporal sequence was miintained. The pnruhrdhhc seemed to the investigé;
tors to be much more vapue. metaphorical, and difficult to follow than the
story used in the first two experiments. lowever, the readability of these
paragraphs was 6:0 (Fry; 1968); nourly two prade 1c§eis less Ehan the story.
Thiz contrvast rveflects the fact that standard readalbility férmuiae do not
measure discourse and couceptual properties of texts (Kintsch & Vipond, 1979).
The first three paragraphs were used for practice: 1n each of the remainingk
12 parapraphs, one critical word was tdentified that was not near the begin-
ning or the eénd of the paragraph. Four nouns, four verbs; and four adjectives

were selected as critical words., Fach critical word was changed to form a

lexical, syntactic + scmantic, or semantic violation, or it was left dUnchanged
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as a control.  For the LEXICAL violation, the critical ord was féﬁi&éé& with
a pronommceable nonword that followed the rules of English orthographic
' structure. In the following example, the critical. word cool was replaced

When that was dene, she pointed to his knce and removing the binding:

spread the vool paste thickly on the swolblen fiesh: i
1]

There wore four different virsions of enach paragraph representirg Eaéh_
experimental manipulation, CGritical words from othor paragraphs were insérté&
to create the syntactic 4 semantic and scmantic violations: The occurrence of
critical words was counterbalanced such “hat no subject saw 'a spgcific critical

word twice except in the control condition: The four vetéi;ns of each para-
. : .

praph were assembled into :..ur presentation sets. Within each set, each ménipr’

lation occurred tiuree times; once as a noun, verb, and adjective: The sets were

complementary so’ that each manipiilation occurred once in each paragraph ééféés

versions. The paragraphs wo' o *vind on separate pages and arranged so that

the criticil words did not occur near the bepinnings or e.ds of 1F--s.

The éubjchQ weve 13 male and 27 female undergradudte volunteers féﬂﬁ
gencral psycholopy classes at Kont State University. All were native English .
speakers and were nol Scroenéd for réading nbitity. The proéédufé wés the
siame as that uged in the first two esperiments execept that the reader orally
summarized each paragraph after reading it. The productioﬁ times before the
critical word ﬁcrv measured initinlly in n Siiuhtjy difforent way than in the
two proced ing experiments (ef. Fears, 1978). ‘lhe Limes and analyses presented
here have boen adjusted to conform to the previously described pattern., Other-
wise, tho analvoes were the sune d4s in the [iré. Ltwo éxpériments,

Pesalts.  The mean production times as a function of violation type and

word-unil position are presented in . Tabic 3. The differences botween tha

ERIC
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peoduction times ol the cxperimentat and control conditions are shown i

Figure 3. ‘The interaction between violation type and word-unit position was

simuificant; i_"._'_ (27, 160) = 3.899; Eé 001, A di”t.e(cm:c of 59 msec. between

Both Luesiecal and Ryntnctii 4+ semantin violiations Iunuthwncd productiuﬁ
times one word it bilore the eriticil word (word unit =1).  The disruptions
seaked gt the critical word and continned throad word mtits +2 and b, Mogt
i the disraptions from desienl violations were prases s Lhe readers bl ked
Gefore acttariae Khe }-l:'-rlfﬂ)iif‘l(':il]it,! nofiword.  Sinee b imn‘m)fri Wis nol iin Liu_-ir
~ental dictionarics, Lheylth tn pronomice it salely on Lhe basis of prapheme=

. sasnene corrospondenscns e oars for Che nyntacti o sendnt fe disraption

llecmeel taer carre jar Ly laexical disrnption ajanont o pericer]y, snppesLing,
Lt syntactic andar cersantie dnioruation wa aeed ie legzinal accens: By

ooy othe wn whe deaie ol siniation e eoncit e Ledy D disrapted the

Vemdnal vness oo et Dinee the syntantic b enantie siolation prod send

o ieaticnd pattiion of didraptiong synvactico and/or Sodintin inferaation

. .
EARIEY AR AR

snel by Uher same toragcanent. Thics roesal b oprocriden adili=

Sopen Tl P e counc lasdang ron napericenbt bonodh 2 Lhat o syntar o ooand

FroolUdemm Uinees an wared vt =X sk i nitichally fndler Lhan L

SToonoinoatlo by eIl den coaneiivicn il e it =:}:_::1-'.;'.-'n'.i',:| i Lhan
s F5 i Tae e n grocrine L vlaintion o i proint ciatn thiir ey
'.-.‘E;:- a "‘ ‘r-:Lf‘ » el Y el s b e, .':'.1!‘;' T nnave el ;E;I ’:‘:“l;r ‘T l
mrLRIiTIUn D arnon Dt ca rieglac o 0 hmoie nelpe Line b oraon ]
R . ” : e Dar ok, e Jlabjnng,
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The disruption rom the semantic viclation did not occur unfil word unit
+l and was significantly swaller than tlie lesical and syntactic + semantic |,
a

' disruptions. (There alse wisfpsignificant semantic disruption at word unit

-3, but this disruption is unexplained bécause it was well in advance of any

disruptica obtained in any of ovur experiments.) In contrast to the first: two

experiments; the semantic violation did not produce a disruption -until aftér
. N Al

the eritical word *ad been utteréd, so semantic information evidently was not

Y

heihg used EBP'iéﬁicnl dccess. .fhé paragraphs were written in an abstract
style using many figures of speech, $o semantic violations were anomalies that
eacily could havé been mistaken for metdphors intended by the author. Appar-
antly, readers adopted the quite reaSondbie strategy of not giving high,priority:
to semantic information for lexicdl access becduse it was ﬁBE very informative. -
LckiédlIACCCéé used parceptual nnJ’éyntéctic in:ormacion, which were not dis=
torted by the difficuity veness of the story. The 8iéfu§tioﬁ proT'
duced by the semantic vieis fter the critical tord was uttered indicates
that Semantic information was being used in sentence comprehension: Although
semantic information mity not have been usaful for i:xical'access, it was essen-
tial for constructing a meaning for the sentence, so the semantic vioiation
caused prnbicmé‘fbr the +eadéf at that point,

In thig experiment, the difficult text very likely shortened the eye~
voice spin relative to the first two experiments (Puswell, iéﬁd; Morton, 1964).
If such shortuning n;rnrred; the disruptions would have m0véd Cibsef to the
critical word: but their rélative positions would not have been affected.
Specificially, this shortening WOuld.nbt have changed the two primary results
of this axporiment, nnméiy. the simultanicty of the iexical and Syntactic +
semantic disruptions Qnd the deiny of the semantic disruption gntii after the

critical word wias uttered.
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Tiose ex: wents have provided information dbout_hdw;différen; R#héé
of inform:.tion interacht in the language procéssing components, pértiéﬁi&fi&;
lexicat access and sentence comprehension.  Overall tﬁe;;eSults.sﬁbﬁoEE an
interactive wodel of Language processing, but more importantly, they iﬁaiééﬁé_

something about the niature of the interactions.
1]

Lexical access.  Both bottodi-up perceptual and top-down contextual infor-

mdéihﬁ interact in Jexical access. How violation of lexical information dié%
rupted ‘lexical access is evident: there wis no mental dictionary entry for
the nowwvord:  According to Marslen-Wilson and Welsh's (19785 model of fexical
Access; o coliort ol words would be dctivated corresponding to the initially

processed portion of tlie nonword. For examplé, for the nonword brugen ali

known words bepinning with bri- would be activated == bruise, brunch, brunette,

t; brutal, and brute. Continuing perceptual analysis

brunt, brush, brusque; bri

quickly would eliminite ali the candidates bechuse théré i. wo common English
word bcginnihg with brug- or even bru + a letter with a dgéc:nﬁﬁr égj Js Ps O
or y). A chruk with syntactic and semantic information for contektual ;ppfb-
priatencss also would oliminidte atl members of the cohort. Heénce, the léxiaal
violation would ba discovered very quickiy:
Syntactic and Semautic information also were involved in lexical access,
as demonstrated by the diSiuptive effects before the éfiﬁicél word was uttered.
Furthermore, tlie pattern of disruption éauscd by the syntactic + semantic
viotations in Experiment 3 matcled that [rom the lexieai violations almost
perfectiy. If svutactic and Semintic vielatjionw wora disruptive of sentence
semantic disraptiin would hiive bdécdn délayed at least slightly after the lexi-=

cal disrution.  Readers wonld not récognize that the syntactic-semantic

il 1 e
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informition whs incongistent with the rést of the Sentence until the critical
word had been_aCCC§§Qd and the information made dvqiiabié. jBut thé‘lé?iééi'
"and syntactic -+ semantic disruption curvés were virtually identical sﬁééééfiﬁé’
that they affected cither a common process, that procéss being lexical access,

or processcs operating at the same time, ;

The fluent restorations of the original critical word in the syntactic
. ‘

violation condition in Experiment 2 also supports the conclusion that syntactic

liive restored the oripinal critical word was to have antiéipatea the part of
speech from the preceding sentence context and then to have produced the
syntactically appropriate ending for the critical word. Ahéthér piece of
cvidence for semantic involvement i§ the location éé the seméhtic aiéfﬁSEiaﬁ
in Experimenit 3 relative to the préceding experimeiits. In the ﬁafaéféﬁﬁé used
in Experiment 3, semantic informition wis not useful for lexical access and so
semantic constraints apparently were suspended, shifting the disruption to
after the criticai word was uttered: When $emaitic information was ﬁséful,

as in Experiments i and 2, its violation was disruptive before the critical
word was uttered: [his shift in when semantic information was used as a' func—
tion of its wtility indicates a flexibility of processing at the lexical lavel,
a property represented in interactive models:

Anothor inét@nhu of processing flexibility was obtained Ghen these experi-
ments were replicated in Poiich (Kurkiéwjdz,Kufcé,& banks, in press). Inflec-
tional information varics in usefulness to Polish ﬁhdrﬁﬁﬁiiéﬁ féédérs;‘ In
Polish vis-i-vis En;jiﬁh, most synt;ctic information is carried in suffigcs
and very Little in word ovder.  Vislation of syntactic information by alﬁering
infiections produced 2 largdr disruptive ef fect ohf]ie; in Polish readers chan

I English readers.  Polich readers usad inflectisail $ufn:uartion to o greater

g,
3
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degrcé in lexical access than did #nglish readers.

Factual ihféfﬁhﬁién was not Qscd in iex%cni access because its ?iéiakiog'
was disruptive ouly after the critical word was accessed and uttered and not'
before or at the critical word. Althuugh in principle it cé@ia have influenced
"lexical access by supplementing swrta.iic and semantic contextual informatioﬁ;

it did not. The fact that factual viclations did not influence Iexical access |

-across .. .. or sentence boundaries Fuggests that lexical access Qéé claudally
autonor.:us. ‘these results are iﬁ.contraSC to tliose reported by Foss aﬁd Ross '
(thié volume): ‘They found that information From a preceding sentence facili-
tated lexical access as measured by a pﬁbnemé:mcnitorihé task: An EXplanatioa
of the contrasting results of thé two éxpériments prdBaBiy_iiéé in the quite
different relations between the information in the éﬁededing sentences éﬁd the
target words and in the dif{ferent experimental tasks.

Sentence comprehension: Syntuactic, semantic, dnd fdctual information

were involved in sentence comprehension: violations of all three priduced
disruptions [or severil word units after the critical Word was utterss  ilow— -
ever, 'thé résults do not diff&féﬁﬁihﬁé between the clausal processing uhdlwﬁfa4
by-word hypotheses because the locatfon of the clause and sentence boundaries
following the critical word wore uncontrolled: In other experiments (Dahks,
Bohn, End, & Miller, 1980), wo hdave both controlied and manipulated the loca=
tion of the clnuso_ﬁounddry EoiiOWing the critical word. The results have
been quite clear. Both semantic and factual violations produced small, but
ggghifiééﬁf; disruptions beotween the critical word and the end of the clause,
followed by & much larger pcak of digrnption imﬁédiéfél§ after the clause
boundary. The distuptions rpguiting f rom semantic 5&& factual vioiétions_,
werc the sume size: ‘The only différence was that the seman::c violation pro=

duced an additional peak at the critical word and the factual violation did not|

prcat
G
o)
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These more recent results support the word-by-word liypothesis of Seénténce
cumpréhénsihni “Vialating eithoer gemuuqu or factunl infgpmqtion ﬁrOQUng_é
‘disruption while the clause was being re-J.  is each word was dccessed, the

reader attempted to inteprate its meaning iito  larger representation of the

‘text., This representation cpained more than just thé immediate Ssnténce ba~

cause the factual violation, whicl: involvéd the preceding sénténce; producéd
. . ,

-a disruption as well: Since integration was iiot possible immediately,  the '

reader had: to hold the words in 5.mcmbr? biuffor until the end of the clause.
At that time, the increasing memovy load and proccé”ihg démands required a fiﬁai
att-upt at Intepration. Tha end of a clause or sentence is a natural point f&r
readers to resolve any probicms they have had undérstanding ; sentence. At |
the clause boundary, roaders attempted to resolve thé inconsistency, but giVeﬁ
the nature of our violations; they were usually unsuccessful,

An interactive model of sentence comprehension provides the best accsunt
of these resutts. As words are accessed, each word's meaning is integrated
into a global representation of the text to that point: The sentence compre< .
hension component is not sutciomous because Ehclgknhni tepresentaEiOn sp;né
more than the immediate suntenée.. %indlly, scntetice éémbféhension is a flexible
process adapting to the difficulty of the text and ﬁﬁé-5§&iiébiiify of infor-
matioii, |

Discourse understanding. These experiments were not designed to evaluate

discourse understanding, cven though a story context was used and factual,
intersentential informition was violated, Hdst studies of discourse under-
standing have uscd memnovy ta-ks to ABsdas whether the listencr/reader has
formed a colierent tezt hase and 4 microStructure representation (Kintsch, 19743
Meyev, 1973), but wmemory tasks o not:providé iniich iiiformation aboui the pro~

cess of story understinding. Several more rdcént-studies have examined how

1 On
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this component opcerates using on-line measures; such as eye fixations and

soutence reading times. Just and Carpenter (1980) nonitored eéye fixations

and were able to attribute substantial amounts of gaze time to macroprocess-—

ing, as well as to lexical and sentential components. Cirilo and Foss (1980)

“and Cirilo (f980) found that discourse understanding, as measured Sy reading

times; varied in predictable ways based on Kintsch and van Dijk's (1978)

: i
processing model: Reading times iIncreased for scntences where the rpférehﬁiai
ﬁﬁééééaént 6F nouns occr. rod mucﬂ earlier in the story, thus increasing the
dikftéﬁtty of establishiug referential éohérehcé. Reading times also increaséd
when the sentence was high in the macrostructure, a main idea of the story. |
When the reader's tent was altered, réadérQVWCré flexible in.aaapting their
Efaééégink strategic: 1t the discourse uﬁderstundihg level td;méét the téék_
demands:. Thesc resulls support an interactive model of discoursé undérstand=
ing:. Macrostructure and referential coherence influenced gaze QUratiohé for
strategies shifted ffcﬁib[y .rith changéé in thé demands on the discourse pro-.
cessing compounent. 7

In Summary, the results of the experiments reported here and other studies
su~1mrt intérhttivu—typc models for all three major cbmﬁonents:qf language
processing -- lesical access, sentence comprehension, and discourse understand-
ing. Although we have considered the processing combcnenté.sépéféEéii for
purposes of exposition, a1 comprehensive medel will inctude ali three compo-
neits. We attempted to nafré@ the range of possiblc intcractive modeils, but

axcessive explanatory power remains as their most salient fault.
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Appendix
The ‘critical word scgments for the three experlments are
llsted in the owrder in which they appealed in the story. 'The"
crltlcal word is italicized. Thé manipulatiOns introduced.to
produce the, VLolatlons are lndlcated in parentheses-‘ the factual ;
change is in the scntence precedlng the crltlcal word (Experi-'
~ ments 1 and 2) and the lex1cal (Experlment 3y, syntactic + seman*"lr
‘t1c4(Experlments 1 and 3), syntactlc (Ekperiment 2),;and semantlci
'(Experiments 1, 2, and 3) follow the critical word. The siashes '

separate word units used in scoring the protocols.

Expérimént 1 - o L R

l, Everyone 'in the Scott famlly was 1n hIgh spIrIts becausef§

- ‘

depressed that mornlng because on Saturday they had to attend
':Mary Jdne's grandmother s funeral) ,’No one,’ln the entlre,/Scott/
__famlly,/was more,’exclted (pumpkln, smoked) /than,/Mary Jane ,’an

‘ 1nteli1gent,’and pretty,’glrl VA ,:,‘F;:_o”;fS?ﬁ fw‘{;’lh”f?:if

‘2; Her daughter had always been weak (strong);phys1cally ”
'Because / of thrs / she even / lmaglned / her daughter / belng / -
trcmpled (iceberg,; pianted),’by other chlldren,’whlle,’trylng/
to get,’out of the wrecked bus: / -

3,-MSam Scott heard On the radlo that mornlng (... went to

_“work and did not know) tnat ‘there had been a'bus—traln COlllSlon'
_ in / Lawrencev:.lle / z\]:though / he was / lelleved’/ that the / acc1dent
(subtract delus10n)/’had not,’occurled,’ln hls,/communlty,’heof

felt/....‘ | PR

'4.; There was enough tlme fOr the school bus to slow down Lo




L S R

and yet it did not (The bus stopped at the =top 51gn and waltedef,<
untli the entire train h:d safely passed). A loud sound like a f

powerful e*cplos:.on / could be / heard / as the / tra1n / a*xd bus 7/ -

coliided (family, mailed). / The traJ.n / hJ.t / the bus / at the /

midpoint. /. |
5. ©ne boy had his left leg severed below the knee (One boy
who was not injured was gaféa;ﬁ’ing hyster'i'caily) ' féh‘e / appiiéd /—a

Y

large / tourniquet / to stop /. hJ.s / bleeding (freeze, ertlng) / leg. /_
Within mlnutes / severai ambulances/were on’ the/ scene. / ' :
6. They were unconscious and few had (They Were fully coni;“

scious and had) either /wallets/or purses./ Immediate / identifi= .

aae&aa;zwaé;/iasasaiﬁié (ﬁﬁaasgfapﬁ; athiétic);yfcrabbing;/a.féiﬁiff

Eipped / pen, / Dr: CaLr,/lnscrlbed/’....‘ | _‘, o 'J‘;y'yrjg%.

. 7. Mary Jane's name was first on a llSt of surv1vors (de—i‘;'

ceased) . / She was / at that / moment /belng / prtpared / for / surgery
(;lsu'nmia'rlze, tralier) 7/ f‘rom time / to time / a docto:. /would enter / § :
_the cafeteria/ :: ;‘;‘ o =
8. ' The doctor told ﬁhe.scoéég Ehat h’ ieg @ay have;béfbé”f

amputatéd (oos tnat thewr daughter s 'leg may be saved)z»:as,:‘soon .‘

as a spec:.alJ.st could be found/ to perform/the surgery /Vera';'/

and Sam / were / saddened (rapldly, pollshed) / by thJ.s / poss1b1””. ty

:Vera/collapsed/but Sam/_....“ e Lo
9. Once her vital 51gns stabdiiZédf she was‘moved (In sp

of the doctors' efforts, ‘her .vital slgns d1d not stablllze wh1ch

meant that she could not be moved) / from her/ho :'VJ.tal /room.~
Mary /was / carr;cod (plano, prJ.nted) / J.n her /bed / from the / 1nten

s:.ve / care /




e
%

.and the train. / She was / unconscious (baseball, classical) /'from '

o

10. She was not aware of anything (She was aware of every-.

thing) that happened to her / after / the collision / of the bus /

a/blow/ to the /back /cf her /..
'11. Mr. Scott was shakened, but calm (... and dazed) after

o L. e - S . B ’ B F
all / that had / happened / that day. / He had / clearly / comprehended

“{umbreélla, transported) /all / that the / doctors?_h’ad s'aid. / The . + -

 SCOttS/ . ...

.4 12. On occasion, parts of her body would jerk uncontr'o'iiabiy

;(Iler whole body was motionless) as she /lay / J.n the/bed /Her

arm / and leg / shook (money, spoke) 7/ vlolently / Her eyes / were
ulosed / as though / she were /

l3 The next day her temperature shot up over SJ.x degrees )

“and persplratlon and dehydratlon accompanled her h1gh fever (...

returned to normal and the persplratlon and dehydratlon accompany—f;

. 1ng her hlgh fever were gone) As’ the hours / passed /the nurses /

‘contJ:nued / to change / her / sweai;soaked (accommodate, scuba- P

" ’;:dIVIng) / hospxtai: V4 gowns / For forty-eIght 4 hours / her i:Ife / R

l4;‘ Mary Jane became unusually more alert when she saw

she started./ copylng (“C}'lVlne', s:.ngJ.ng) /'a plctu_re Amuch /J:n the / )

style /of a7/ :::.

.lS.'. She was allowed to have more v1s1tors other than (Al-— .

: ‘have visitors from) her J.mmedJ.ate fam1 ly / Dozens/of her/class-

.mates / came / to her /beds:.de (punlsh teeth) / in the evenJ.ngs. /

To the/ Scotts /who had/




l-hj;jv

16. Ever since Mary Jane had been conscious and ‘alert, she
had been without exerc-i;se of any kind (..., she was careful to
. exercise her muscles everyday) th.le in . the hospltal /As a/

result / her muscles / started / to /waste (fork, re301ce) / away /

Now / with the / help / of three / .... 5 B
Experiment 2
| 1. .naéfyaaé in the Scott family was in high spirits that .

morning because on Saturday- they planned to fly to Mexico' for a .

vacation (Everyone in the entire Scott .family:was depressed that '

morning because on Saturday they had to atteud Mary Jane's grand=

mother's i*iiiieralj . No one / in the entire / Scott / famlly / was

more /excri:cd (smoked, exc1tement) / than / Mary Jane,, / an 1nte:lli¥

gent / and pretty / girl. 7~ ) ' . .
2. er aaagﬁEéf had always been weak (strong) physicaliy;

(1n] ury, planted) / by other / chlidren / whlle / trylng / to get out /_. .

‘3. Sam Sr~ott heard on the rad o that mornlng that there had

'aware that Lhcre had been a terrlble bus-traxn accxde £ h
Lawrencexalle that mornlng) / Although /- he was / relteved / that
the / colllslon (colllded delu51on) / had not / occurred / in hlS /

communlty, / he felt /.
4; Therc was cnough tlme for the school bus.to slow dowﬁ
~.and yet it did not: stop (The bus drlver saw the traln just in.
time and mlraculously stopped thc- bus) before/ 1t reached/the

.tracks / The bus /and traln /crashed (crashlng, malled) /and a

loud / sotmd / lxkc ‘a / powcrful / explOSLon ,




5. One boy had his left leg fractured below the knee ( ...
was completely 'tlninjj‘iiréa)': .She applied /a large/ spiint /.to fix‘/ ‘

ambulances / were on'/ .o

6. Most of them were unconsc1ous (consc1ous) and could not
give (had given) thelr names to the /phys1c1an /Immedlate/ldentl-;
fication / was not / possible (poss1bly, athletlc) J/ Grabblng / a v

' felt -tipped / pen, / BPr: Carrx / inscribed / . | e

7. Mary Jane's name was first on a list of surv1vors (de—“
c'eas'e'd) : She was at that / moment / belng prepared / for / surgery |
(Surgically, tral.’ter) / From time / to tlme / a doctor /would
enter / the cafeteria / R ' , » . ‘

8. The doctor told the Scotts that the leg may, have to be

> amputated (would be saved) as soon as a. spec1allst could be o

5:&}.1

found to perfo:.m / the surgery 7/ Vera / and Sam / were / depressed'
(depress1on, polLshed) /by this poss1b13:1ty /Vera /Kcollapsed /

9., Unfortunately'kFortﬁnateiy)= her v1tal 51gns dld not ;Tﬁf‘
.(had) stablllzed so it was 1mposs1b1e (poss1b1e) for the doctors
and nurses / to move / her. / Mary Jane /was / carned v.(carrler, o .b
prlnted) / from the / 1ntens1ve / care unlt / down the / corr:Ldor /

10 After the collls10n of the bus and the traJ:n, she. was

not aware of anythlng (. . she w clearly aware ‘of" everythIng) /

that had / happened / to her. / She was. / unconsc1ous (unconsc1ous-;_ f

ness, ciassxcal) / from a /blow / to ‘the /back /of her / ciai

ii; Mr: Scott was shakened but calm after all that had

happened that day (. -... was so shakened and confused that he d1d




not understand any of the medical explanatlons concernlng hlS
daughter's condition): All that the doctors / had told/ him, /.

‘he had / clearly / comprehended (comprehen51on, transported) VA

The Scotts / were / ovcrwhelmed / with grlef / They realized /

.li. On occasion parts of her body would jerk uncontrollably

]
(Her whole body was completely paralyzed) as she / J:ay /1n the

eyes / were closed / as though / she were / oeeas
13. The doctor then informed Mary Jane's parents that the

leg would have to be removed ( <:s that with more surgery, the

leg would be able to be saved) /completely /After/Mary Jane's /

leg was / amputated (amputation; ampllfled) , / she was / taken back /

to her / room / in isolation / .::: A } .
14. Mary Jane became unusually more alert when she saw

(Mary Jane rejccted) the spec1al / drawing / board: / Immedlately‘,'-/"-

] she started / copying (copler, 51ng1ng) / a plcture / much / 1n the /"
style /of a/:.:: - e R ’

| 15. She was allowed to have more v1s1tors other than her E
immediaté_faﬁlly (However, she gtill refused to have any V151tors
whlle she was bedrldden) Dozens / of her / classmates / ca'ne / to
her /. be.ds::de (bedrldden, teeth) / in the / evenlngs / To the Scotts /

| who had seen / her / ‘

l6; Ever S1nce Mary Jane had been consciOus_andnalert; shej(,

~had been w1thcut exerc1se of any kind ¢ ..., she was 'c’aréfui '-to'f'-‘"’-'\"'-jf

exercrse her muscles everyday) while in the/hospltal /As a

result; / her muscles / started to / waste (wasteful _ re;101ce)/ awa : -

" Now /with the/help/of three/ ....




ff:ﬁxpérimént §

'A

did not /.

i,. - / down / the dark / alsles / and sat / on the /Imoss

the / dry (kaysen, brliilant, :Lron) / Straw / stufflng”:"" hJ.s .m"'uth /='

with J.t/to keep/ va e

4. ... / crocodiiles /were / shot / at, / the storks / fi;exoz

(glurck kllled streets) / into the air / J.n mass / pan:Lc. / The

beat of / their wings / ...

5. / to his knee / and remov:.ng / the bJ.ndJ.ng 7 spread the /

.

cool (brugen, sharp, flew) / paste / thmkly/on the /swonen/

flesh. /

6. .../ town/and/entered it /and walked/ through its /.

streets (kaysen, iron, sharp). / Faces / looked at / hini /but he / ;

1

¢

7. ... /struck / something / hard / and he / feit a/sharp
(gturck, cool, streets) /pain. /When he / tooked up / the train“—'/'
was / - '7 . ' | |
| 8. ... /among/ the dead. 7 Some of the / dead / had been /
killed (kaysen; ran, school) /by the fire 7 angd’ ia.ji / faééleeé./; .
in the / .... | |

9. .. 7 ShIpS of / hard / fact, / of/hard / J.ron (brugen, moss}, :

cool), / of coal; / machinery, / cargo / and / tonnage. /




" .. /;oehlnd /_-_a black-,/:neadiand / notched'/the ,/ brllllant

kK, dry moss) / sky / Far ahead / barei:y / v1s:.ch, / J.n the /71 ‘___‘

: ll e / rrom seven / to two / each / day / 1n ‘the / school

(hrﬁg'e:n, streets, ran) v / 1tseif / Later / they / we *t around / the ;

| 1'2'. e / came / in w1i:d / surruner / thunderstorms / The raJ.n /,;_‘;_’

o ‘ran (kaysen, struck dry) / down / hlS clothlng, /plasterlng, / the"‘ '

dust/ln streaks/ ..... : : ' : R : . ,'.
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 Figure 1. Experiment 1: Differences in production times, - .

Figire 2. Experiment 2: Differences in production times: . =* - =
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Figure 3. BExperiment 3: Differences in production times. ..
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Abstract
Are meanings of sentences in stories constructed word by word

- sentences disrupted oral. réading both at the inconsistent word and
at the following clause boundary. Readers evidently attempted o
integrate each word into a comprehensive representation of the

story as soon as it was accessed.



Tt

What afé'éﬁé-pfééééééé'féaaéfsjﬁééTéafconstruct a representa-

‘tion of Eﬁé Eeits they are read1ng°f-fﬁfeefmajor components are

ilﬂVOiVGd (Danks, Bohn, & Fears, iﬁ §fé§§; Just & Carpenter} 1980)._pd

»These components are not dlscrete, autonomous, or serlally ordered,

~but operate 1nteractlvely. In lex;cal access, readers locate

'words in the mental dlctlonary and select approprlate meanlngs;n¢f“}
.. The. 1nformat1on that readers use. may be oottom-up perceptual 1nfor—iﬂ
matlon or top-down conceptual 1nformatlon. In the oral readlng task
used in the experlments reported here, readers galned accéss to the‘?

articulatory information needed to utter the prlnted word as a

result of lexical access. In sentence comprehen51on, readers 1nte—

grate the word meanings into a composite representat;on.of the sen-
tence using syntactic structure as a guide; There are tnolmajor
hypotheses about how readers do this. Under e_clausai proceSSing
hypotnesis, word meanings are stored in a working memory buffer
until the end of the clause. Then the meaning of the clause is
computed; after which it ispiﬁtéérated with the representations of
prece&%n& sentences and Witﬁ prior iﬁomlédéé; Alternatlvely, |
word-by-word Integratxon hypothesxs proposes that readers attemptp‘
to 1ntegrate each word's meanxng as 1t 15 accessed. .If'rmmedxate
1ntegrat1on falls; then the word's meaning 1S'held In.é Bufféf ﬁﬁtil.

,1ntegratlon is possible, usually at the end of the clause. In Eéﬁiog

understandlng, readers organxze the text or story xnto a coherent

text base or m1crostructure. Readers also develop a schematIc
representatton of the main ideas or gist of the story,}correspondrng?
to the macrostructure (Kxntsch & van D1)k 1978)

' These components use dlfferentlally varioﬁs types of informa- P :

_Ini



‘pfinéipie; all types of information ars continuously available; but

certain types of information are more useful than others for each

component What types of 1nformatlon are used by ‘each component

and when is each type of 1nformat1on used? Our ratlonale was to

v1o1ate one or more types of information in the text An oral read—p"

flng task provxded a contInuous on-llne 1nd1catlon of the status of

_Mtne_readxng process;. The pointuwhen'the-readlng-process was d;s:

’

The experlments used a 2000-word story about a hlgh school glrlfb

. who was injured in a school bus.accldent We selected 24 cr1t1ca1

words for manipulation. A portion of the text around one of the

‘eritical words is shown in thure 1. 1In this example, the mother

of the giri has just heard about the accident. The cr1t1cal word’ 1s

‘injured; The end of tnt clause (and the sentence) contalnlng the

Three single violation types were introduced into the text.

"ta) a misspeiied vioiation‘ﬁas created by mlsspelllng the critical

word Such that it would be pronounced the same or very slmllarly to
tihe crltlcal word. The maximum possible misspelling that could stili
be pronouncéd‘correctiy was used:. In the example, iﬁjﬁféa was mis-

critical word with a semantlcally anomalous word. In tne,examplé;
planted was inserted for 1njured. Readers could devise an interpre-
t&tioﬁ, but it would require conslderable extra processing. The

semantic violation would dlsrupt botn lexical access and sentence




* Her daughter had aivays been| weak | physicall. Because of tis, she even

2 W 4243 4 B &
P RS
imagined her daughter belrg injured | by the other chlldren Half talking,
| planted o
injerd
plantid

6 %7' KR
A~ o
half sobbing into the phone she managed to tell her nenghbor

Fige 1, An'exanple of 2 ﬁaifiéh of text and manipulations. o

‘ ' ' .‘ L 2;(\'
ERIC o ‘ o s
T o i




comprehension components. (¢) In the third type of violation,
factual, neither the critical word nor the sentence containing it
was changed in any Gay; The sentence preceding the critical sen-
tence was changed So as to produce a factual inconsistency with the

Two additional violation typaes were produced by combining the
misspelling with the semantic and factual violations: (d) In the

misspelled + semantic violation, the semantically anomalous word was

misspelled, e.g., planted was misspslled plantid:. (e) In the mis-

spelled + factual violation, the critical word was misspelled, e.g.;

injerd, and the preceding sentence was changed to produce the incon=
sistency, e.g., strong replaced weak. The multiple violations were
intended to test for interactions among information. types in the
lexical access and sentence comprehension components: (£) A control
condition in which there was no change in the critical word or the
preceding sentence served as a baseline estimate of "spontaneously”
produced oral reading errors. The story was constructed in Six ver-
sions such that each violation type occurred four times in each ver-
sion and equally often at each critical word across versions.

Sixty college undergraduates at Kent Staté University who were
native English speakers but who Qéfé unscreenéd for réading abiiity
read the story aioud. They were instructed to understand what they
were reading and were given a cued recall test after reading the
story. The reading aloud protocols were scored for major aisruptions;
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were convertad to probabilities, Because We were interested in dis-
ruptions of normal reading, the baseline probability of a major dis-

ive experimental conditions. The differences in mean probability

H|

(o]
Q1

f a major disruption are presentad in Figure 2.

that began one word before the critical word was uttered (word unit
-1), peaked at the critical word, and continued tarough two words
after the critical word (word unit +2). The semantic violation also
was significantly different from the control beginning one word be-
fore the critical word (word unit -1), but continued through £ive
words after the critical word (word unit +5). There were two peaks
of disruption from the semantic violation --at the critical word and
just after the clause boundary at word unit +5. Since there was a

disruption before the critical word was uttered in both conditions;

both misspelling and semantic violations disrupted lexical access.

The semantic violation produced a significantly greater disruption
before the critical word was uttered -than did the misspelling, indi-
cating a top-down effect of semantic information on lexical access.
This contextual effect did not extend across sentence boundaries,
however, since the factual violation did not produce a disruption at
or before the critical word.

‘Both semantic and factual violations produced a disruption peak
immediately after the clause boundary (word unit +5). Furthermore,

there was a significant disruption from the semantic and factual

violations between the critical word and the clause boundary (woxd

223
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units +1 through +4 for semantic and word units +1 through +3 for
factual). This result supports the word-by-word integration hypo-

thesis. Readers attempted to integrate the semantically anomalous:

word into a sentential meaning representation, but were unsuccessful.

The disruption from the factual violation after the critical word
and immediately after the clause boundary was the same size as the
one from the semantic violation. Readers had difficulty integrating
tné critical word witi thé represeéntation of the preceding sentence.
This result with the factual violation is critical for two reasons.
firétiy, the semantic éiéruption betwéénrthe critical word and the
clause boundary might be explained by péfééVerétion of the lexical
Sccess disruption. Since the factual vicolation did not disrupt
lexical accass, a perseveration explanation is imbbssibie for the
factual disruption, and hence, is implausible for the semantic dis-
ruption. Secondly, in order for the factual violation to disrupt
sentence éompréhén§ian before the clause boundary, readers had to be
using information from the preceding senténce. ThusS, senténce com-
prehension is neither clausally nor sententially auEOnmeU§.

two multiple violation types -- misspellad + semantic and misspelled +
factual: When misspelling and semantic violations were combined,
there was a significant disruption beginning one word unit before
the critical word (word unit -~1) and continuing through the third
word after the critical word (word unit +3). When misspelling and

factual violations were combined, there was a significant disruption .-

223




boginning two word units before tne critical word (word unit -2)
that.continuéd through two words after the critical word (word unit
+#2). 7In both conditions, there was a small peak of disruption |
immediately after the clause boundary (word unit #5). Tha peak at

spelling and semantic information types were violated separately.
This result indicates that spelling and semantic information oper-

ated independently in lexical access. The lexical access &iéfdptioﬁ
peak was also additive for misspellsd ¥ factual in that if was
equivalent to the misspelled alone peak (the factual alone produced
effectedly no disruption at the critical word).

The peak at tne clause boundary in both casas was attenuated to
about aalf tie peak wnen Sémantic or factual information alone was
violated: In sentence comprehension, thara was an interaction of
spelling with Semantic and factual information. Our Someéwhat specu=
iative interpretation of tihis rasult is that when there were two
violations the reader gave up more éasily attempting to rasolve the
multiple violations. This explanation involves metacognitive pro-
cesses sinca it reférs to how readers monitored their comprehension
processas rather than to diract changes in the processes themselves.

After reading the story, readers were asked to recall éhe text
surrounding the critical word, i.e.; the sentence before the critieal
word, the sentence containing the critical word, and the sentence

after tne critical word. Readers were given a copy of the story
witn these three sentences blanked out at each critical word: The
rest of the text provided cues as to what was missing. The rscall
protocols were scored in Eéfﬁé of the proportion of propositions
recalled in each sentence. BoEﬁ strict and lenient criteria of

224 *
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whatheér a proposition was recalled were used. With the strict cri-
terion all arguments had to bé recalled; with the lenient only one
argument had to be recalled along with the relation. The recail
results are presented in Figure 3 as a function of whether there was

There was no difference in recall of the before sentence in thé
experimental and control conditions. However; the before santence
was manipulated only in the factual violation. The sentence before
' a factual violation was recalled better than one beforeé a control

condition with the strict criterion (but not with the lenient). This
result suggests that readers mentally reviewed the before sentence
wnen encountering a factual violation since the before sentence led
to the inconsistency. This review resulted in better recall. The
critical sentence was recailed less well when there was a violation
spite of the greater processing that the critical sentence received
when a Giai&Eiéﬁ was present. Also, having a violation might have

made the critical sentence stand out, a von Restorff effect, but
this did not improve memory. Perhaps the depressed recall indicates
that the critical sentence was less well integrated with the rest of
the story when a violation was present and thus was less well re-
called. The sentence after the critical santence also was racalled
less well when thiere was a violation in the critical sentence. The
sentence after tha critical sentence was never manipulated, so per—
haps taere was a continuing effort to résolve the violations in the.
critical sentence. If so, then the after sentence was processed at
a reduced level. However, the aéter seﬁ£éﬁée was recalled less well

Y

after a misspelling violation as well as after the other types of
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violations. If the misspelling was resolvad when the critical word
was uttéréé; tnén it éhbuid no# havé had an éfféct on thé-procéésing
of the after sentance:

Having established these results by Eéﬁfféliiﬁé,fﬁé,iééaﬁioh,éf,

the clause boundary following the critical word, we attempted a more

rewritten so that the clause boundary occurred either iﬁﬁé&iéEélf
after the critical word; two words after, three words after, or six
words after. There were six different critical words for each

The same six violations wers implemented as in the experiment just
reported, with appropriate counterbalancing so that each violation

Tha details of these results ar: too complicated to discuss in
this paper; however, the Lkasic pattern of results was replicated at
each clause boundary location. Disruptions were obtained at the
critical word with misspelling and semantic violations and disrup-
tions immediately following the clause boundary with semantic and
factual violations. The variability was much greater in this experi-
ment than in the first: In the first experiment, the effects were
repticated over 24 critical words whereas in this experiment they
wers replicated over only 6 critical words, so differences among the
specific words emerged:. In general, the basic pattern of disruptions
was obtained and sniffed in synchrony with tne location of the clause
boundary: The recall results also replicated those from the first
axperiment. '

In conclusion, the lexical acceéss component uses both spelling =

oo RR7
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and semantic information; but not intersentence factual information,
to locate the word in the mental dictionary. Semantic information
was relatively more important taan spelling information as evidenced
by the larger effect of the spelling violation before the critical
word was uttersad. With regard to sentence comprehension, the word-
by-word integration hypothesis received support in contrast to the'
eiausai processing hypothesis. Both samantic and factual Gioiations
produced disruptions before the clause buundary was reached, i.e.,
in the region between uttering the critical word and the and of the
clause. Tiaere was a major attempt to resolve the violation at the
clause boundary, as evidenced by substantial peaks there. The
clause boundary is a natural stopping point to attempt such a reso-
lution. If the reader continues to hold words in a limited capacity
memory buffer beyond the clause boundary, the comprehension process.
might break down completely. With multiple violations, the informa-
tion types did not interact in lexical access, but did in sentence
comprehension. A misspelling simply added to the semantic and fac-
tual disruptions at the critical word, but attenuated the semantic
and factual disruptions at the clauses boundary.

In terms of recall, extra processing had a positive effect on
the recall of the sentence before the critical word when there was a
factual violation:. In contrast, sxtra processing of the critical sen=
tence itseif was not sufficient to offset the reduction in recalla-
bility resulting from the difficulties of integrating the critical
sentence with the rest of the story. The failure to resolve the
violations carried past the clause noundary as indicated by the de-

pressed recali of the sentence after the cr1+1cal sSentence wnen a

violation was preasant.
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Much of the recent research on metaphor has been directed at discovering
how metaphors are understood, Generally, theorists describe metaphors in terms
of three elements; the fopic or fenOr, the véhicié,'and the ground. The fopic
is the subject of the metaphor and the vehicle is the term that is used meta-
phorically. The ground is the relationship between the topic and vehicle from
which the metaphortcal meaning is derived; TFor examiié; in the metaphor Some

roads are snakes; the topic is roads, the vehicle is snakes, and the ground is

a conCepfuai relation like ibng, curvy and dangerous;

A central problem for metaphor comprehension is the nature of the ground;
Two general classes of theories have been formulated: comparison and infééaéfiop
theories, There are many variations of each tyis of theory, but some general
similarities can be drawn. The comparison theory originated with Aristotle,:
He proposed that one word in a metaphor is replaced with another word that
means the same thing. For example, in John is a fox, the word fox has fépi&éé&
the word §}i. The metaphor is understood when one compares a fox to John and
discovers the common feature or attribute, which in this case is slyness, The
indsT 17ing assumption is that the topic and vehicle share a number of features,
In order to understand the metaphor the common features (ground) must be
discovered by comparing the topic and vehicle (Billows, 1977; Ortony; i??éji

According to-the interaction theory, the topic and vehicle interact to
create the ground; Tﬁéfélié no comparison of the topic éﬁa‘§éﬁi6ié to find
common features;: rather, the eiements interact to create the metaphorical
grourid. The resulting ground is a unique combination of the characteristics
of the fopic and vehicle, thus mefaphor as émbodiéa in the érouna enables one
to "see" the topic in a new or different way. As Black (1936) said of the
4ifference between the comparison and interaction theorles; "Looking at a

scene through blue spectacles is different from comparing that scene with




something elsé" (p. 31, emphasis in origrnal)

‘ihé distinction between the comparison and interaction theorles is not
clear-cut. Both are based on the notion that metaphorical meaning is derived
From the relationship between the topic and vehi.le. According to either
theory, the ground can be aaﬁaéptuaiizéa 4§ ranging from a very specific emtity,
restricted to a single toplc-vehicle combination to a more gemeral, abstract
entity. .

Efforts to determine the nature of the ground have continued but it is
stiil not clear whether a ground is so specific that it is restricted to a
single metaphor or whether a ground can be shared by a mumber of metaphors.

We tested how méfaphor—sﬁécifio'éronnds are using a senfencelpriminé task.

Our raticrals was that if several metaphors are based on a common groum then:
oompréhénsion of one metaphor should Prime another thereby fac:iitatrng
comprehensicn, When ﬁﬁe first metaphor is encountered, the;comprehender nist =
construct the relationship between the topic and vehicle in order to understand
the metaphor. Once the ground has been constructed it is not necessary to
construct it again, So the comprehension of subsequent métaphors based on the

) ‘.

same ground should be facilitated.

Our first task was to construct a number of metaphors that seemed to share
a common ground, &+t least to our intuitions. Ten groups of three to five
metaphors were generated, totalling 42 metaphors. All metaphors were of the
form Some X are ¥ and each group was based on a &ifferent ground. For

example, one group consisted of the metaphors Some roads are snakes, Some rivers

are ribbons, Some subwaysrare,worms, and Some Scarves are whrg_.

In order to verify that the metaphors in éach Eroup actually hud the
same or similar meanings, we asked 30 subjects to sort the metaphors into ten
groups. Each metaphor was typed on a file card:. A standard from each group.

was placed on a table and subjects were instructed to place the remaining 32
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netaphors under the standard {&%’&é:%ﬁé-ﬁéﬁ éﬁii&?iﬁééﬁiﬁé; Three now«#
'of;iﬁ.subjects were presented with three different sets of 10 éi&ﬁ&&i&é..

- The results‘of the sort1ng task are presented In Table i,' The pro-i‘
~portlon of times each metaphor was sorted in its predetermined group is' -
Wdisplayed in the first column. The three metaphors in each group wh1ch were

clustered together fost frequently were analyzed further, ' The proportlon of
times these three metaphors were clustered together is presented in the second
column. The probablllty of clustering two metaphors in a speciflc group by )
chance was 10 and the probabrlrty of clustering three metaphors together by
chance was ,01.
As indicated in the table, clustering far eiceeded the levels expected
by chance: The proportion of times metaphors were clustered with a étandard
- from the same ‘group ranged from 55 to 1 00 with a mean of 78 iroportlons
for clusterlng all three metaphors together ranged from %0 to .90 with a
mean of .67, Since subjects' clusterings were so consistent. with 'our_in-"
tuitive groupings, we concluded that our initial groups contained metaphors
With the same or similar meanings. |
For the priming task we used the three metaphors that were clustered
tbgether‘most freQuently in eight of the ten groups: The two groups in
which all three metaphors were clustered together 1eéss than an average of ‘
.63 were discaxded. The eight triads of related metaphors then were embedded
in a list of filler items. The fillers conslsted of 24 filler metaphors and
ﬂs.literal sentences, all of the form saﬁé X are Yt The fllier metaphors ﬁere
netaphorical statements that were unrelated to one another and to the triads

of related metaphors; The literal fillers were llterally true statements

that were unrelated to one another and to the triads of related metaphors.

The typlcality of the llteral fillers varled, w1th some of the sentences




~ Table 1
Proportion of Times Metaphors Were Glustered in Theii Predetermined éroués

GIustered in pre- Ail three clustered‘

 Metaphor . | , determined group = together
*Some roads are snakes - .80 -
*Solie Subways are worms . 85 .63
*Some rivers are ribbons .60 _
Sofie Scarves are whips .20
*Some clouds are cotton .80 ,
*Some pillows are marshmellows .90 . i .73
*Some skies are silk .70 -
*Some jobs ave jails 25
*Some marriages are prisons .90 . .63 o
*Some drugs are handcuffs .65 :
Some hearts are closets . .17
*Some rumors are diseases .80 o
*Some criminals are germs : .80 .63
*Some lies are cancers .70
Sone prejudices are ‘blindfolds 23
Some lives are ghettos S
*Some Stores are jungles .60 )
*Some buildings are maszes ' .55 - .40
*Some schools are zoos ‘ .60 :
Some homes are dungeons , .10
*Some encyclopedias are goldmines ‘ .90 N
*Some words are jewels .95 .90
*¥Some books are treasures . 1.00 ' _ 7
Some friends are gems ' 77 -
Some ideas are diamonds . .90
*Sone stofiachs are barrels 4 - .70
*Sotie mouths are canyons . .65 . .50
*Some cheeks are balloons .55
Some legs are tree trunks .53
*Some desks are Jugkyggds .95 B
*Some rooms are pigpens .80 .70
*Some closets are warehouses .75
Some minds are swamps .10
*Some fogs are coats .90 L
*Some frosts are cloaks .80 . .80
*Some mists are veils .85 .

Some snowfalls are blankets .67
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Table 1 (continued)

: : Clustered in pre- All thres clustered
Metaphor ~ determined group together : ‘

*Some remarks are daggers : .85 o
*¥Some jokes are spears .90 .80
*Some tongues are knives .90 : '
Some stares are slaps .83.
Some smiles are razors .83

* indicates the meﬁaphoré used as standards for fheir groups
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(Some vehicles are airplanes). No content words were repeated in any of the test

sentences, In addition to the filler sentences; t8 practice sentences were
generated, half of which wére metaphors and half which were 1iteral statements,

The presentation order of sentences was constructed as follows. Eractice
_ gentences were randomized and presented first. The filler items were randomly
ordered and the triads of related metaphors were inserte& randomly in the 1list
of fillers. Each triad of related metaphors was presented as a block of three
cuccessive sentences; The only restriction on the placement of the related
metaphor triads was that there be at least five fillers Surrounding each triad.
The number of fillers between triads ranged from five to twelve, Within this
master list, six different vérsions were created by systematicaiiy rotating
. the related metaphors within each triad. So, if the three metaphors w1thin éach
triad were ordered 1=2=3 in version 1, they were ordered 3-1-2 in version 2,
2-3-1 in version 3, 3- 2-1 in version 4 2-1 -3 in version 5, and 1-3 2 1n version
6. Fach triad was presente& in the same ' Jocation in the list, only the order
within the triad was varied.

Sixty undergraduate subjects (18 maies;‘ﬁé females) were tesﬁéa in-
aiﬁiduéiii; Ten subjects were shown omch of the six versions of the 11l
'sentence list. A11 of the sentences were typed in capital letters and re-

produced in the center of a slide. The slides were presented via a-rear-

projection window in an T.A:G; chanber. éubjecté were asked to indicate how

easy or difficult it was for them to understand the sentences by pressing one
of three response keys: the "D" key if the sentence was difficult to understand,
the "E" Key if it was easy to understand, and the "N" key if it was neither
gasy nor dxfficult, but sSomewhere in between (moderaté). The position of the
“E“ and "D" keys was counterbalanced. The subjects were given a short rest
halfway through the list,

In the final phase of the experiment, subjects were givéen a ‘cued recall
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sentence was typed with a blank space where the topic had been and subJects
were asked to fill in the missing topic. For example for the metaphor Some

roads are snakes, subjects were presented Witn Somé - ... are snakes, and

were -to provide the- topic - roads.

‘ The dependent measures were response latency, difficulty ratings, and
correct recall ﬁroﬁability. Response latency (in hundreths of a second) was
measured from the onset of each slide until the response was made, -Biffiéuity‘
ratings were recoded from the response as E=1, M=2, and D=3, Recall was scored
as the proportion correctly recalled (exact criterion) in each condition; The |
data were analyzed in two ANOVAs, using a quasifF to test for significance |
across both subjects and item (Glark, 1973).; The alpha evel was set at p=. 05

for all effects, Newman-Kuels were used for all individual comparisons, The

‘first ANOVA compared the three different sentence types - literal filler,
‘metaphor filler, and related metaphors. The second ANOVA tested for the effect

of position (first, second, or third) within a triad using only the data from

related metaphors, In order to have complete data on each metaphor at each
position within fhe triad, subjects were matched across versions on the basis
of theilr mean response latency to the literal fillers. These matched subjécfs‘
were treated as a single subjécf in the ANOVA,

As indicated in Table 2, the filler sentences were réspond'éd f,o more
rapxdly, F'(2,142)=38.16, MSe=17.81, were subJectively easier to understand
F'(2,140)=33.96, MSe=5,08; and were better recalled, F'(2, 101)—32 79, MSe=1. 65,
than éither the related cr filler metaphors. There were no significant
differences between the filler and related metaphors in speed or difficulty
of comprehension, However, the filler metaphor topics were. recalled more
oFten than were the toples of related metaphors. |

These findings were expected given the nature of the sentences. The

tlffdgagii?fd:;~;‘Hl




Dependent 1i teral Filler Related
Varlable Filler Metaphor Metaphor
Response Iatency 2.38 343 3.25

' Difficulty Rating 1,68 1.60 1:53

Strict Recall .79 61 47

<
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- iiteral fillers may have been easier to understand becauss the subjects were
more familiar with their content or had actually encountered the idsas pre-
viously. On the other hand;, subjects were less likely to have encountered
the metaphors before because they are less common, Since there were 10
signiiicant differences between the two types of mataphors it appears that

.they were not perceived differently by SubJectS. Either type of‘metaphor,
related or filler, was more difficult for subjects to understand and was
recalled 1less often than were the literal sentences, This does not hé6é§§éii1y
mean that metaphors are always more difficult to understand than literal ex-
pressions; The iack of familiarity with the metaphors may account for the
longer response iateﬁéies . Ortony et al. (1978) found that familiar idioms
were processed as quickly as syntactically and semantically comparable literal
sentences, Also, Glucksberg, Gildea and Bookin (1982) found that comprehension
of metaphors was So fast that it interferred with responding that the sentences

were iiteraiiy false. Perhaps more common metaphors would have required less
‘ processing than the relatively unigue metaphors used in %his experiment.

As indicated in Table 3, the metaphors in the first position were re-
sponded to more slowly, Fi(é’235512;7i’ MSe=2,2l4, and were more difficult to
understand, F' (2 8) =29,80, MSe=.17, than the metaphors in the second and third
positions. There was no significant difference in the recall of topics across*
the three'positions. Although there was a trend of decreasing response times
and difficulty ratings as subjects progressed from the first to third position,
the decrease between the first and second position was much larger than the
decrease between the second and third position,

Priming was effective. The facilitation was large with only one priming
metaphor, The first.metaphor should have been the most difficult to understand
if suhjects had to search for or construct a ground: Once the ground was

activated the second and third metaphors weré understood more easily and



Table 3

Mean Response Eatenc1es.fD1fflculty Ratlngs, and Strict

Recall as a Function of Position Within
Related Metaphor Triads

‘ Pos1tlonflngmp;ad———————
Dependenit Variable First Second Third
Response Latency 3.53 3.15 3.10
Difficulty Rating 1.67 1l 145"
Strict Recall 45 A7 50




quiékiy. Since response times and difficulty ratings of metaphors in the second‘
and third position were not significantly different, subseqUent access to an 3
al:r:eady activated ground did not increase its effectivemess. ‘
The recall data provided further evidence that the metaphors ﬁitﬁiﬁ' tﬁe
triads shared a common @ound The topics of related metaphors were recalled
cor'r'ectlv less often than e:tther filler metaphors or literal éiiie'r"sﬁ"' ATBek R
majority of errors in recall of the related metaphors were cOnfuéionS of topics
within a related metaphor triad. Subjects confused toplcs within triads more
than twice as often as they confused filler item topics (2.78 mean confusions :
per subject as compared to 1.28 mean confusions), Perhaps subjects confused ‘
‘the related metaphor topics more often becaise the topics;withiﬁ a triad ééﬁi&»
bé interchanged without losing the shared meaning; or ground, of the metaphor.
The finding that metaphors could be consistently clustered on the basis
of similarity of meaning, that priming was effective, and that topics within
a triad were corfused in recall indicate that metaphors share a common ground.é
Since grounds were restr:Lcted to unique topn.c—vehicle combn.natn.ons, a con—
ceptualization of the ig;rou'nd as a more abstract entity may be more accurate,

A number of researchers have proposed that érounds are fairiy‘abetract

Keil, 198t). Giﬁékéﬁéré and Gildea (1981) have found that the comprehensi-
bility of poor metaphors was enhanced when they were primed with their semantic
fields. Additional research along these lines will enhance our understanding

of thé naturé of métaphor and the comprehension,process.
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The main theme of this symposium seems to me to be that common educationsl
problems and phenomena not only can be examined from many different perspectives,
but must be So examinéd if w6 aré to understand them, It is very liksly that no
one perspective has a corner on adequate analyses and soiutipns. My role in |
this symposium is to provide a cognitive science—psychoiingﬁi5£ié;anaiysié of:
reading and to see how this analysis fits with the other perspectives ieireééﬁtéd
here. To illustrate this orientation, I would Ilike to analyze a specific ‘ |
reading situation that we have been E%ﬁ&;jiﬁé the last several yééisé-EBﬁiiiféﬁéﬁéiéi
processes during oral reading (Danks & Fears, 1979; Danks & Hiil; i9éii Danks,
Bohn, & Fears, in press). I think that we have a rééébﬁabiy.gbod'undéréiéh&ing
of the basic process, but when we pushed our model in certaln ways, we were |
relatively less successful. Specifically, we attempted to introduce a task
demand manipilation via experimenter control., To telegraph my conclusion; one
of the reasons that this manipulation was not as robust as we had éﬁ%iéiiéié&;‘
even though it seemed quite plausible at the outset, was that we were insensitive
%o some of the social interaction factors present in the experimental situation.

The basic question that we have asked is when during the comprehension
process various kinds of information arée utilized by the reader. In order to
answer this question, we have used an oral reading task as an on-line measure
of the difficulty of processing while a person is reading a story. We recogniée
that orai reading may be different in certain respects from silent reading, in
Tact we think that it is, However, oral reading occurs fmequently in public
schools today (Anderson, Shirey, & Mason, 198t) and is something that most
literate people do relativeiy eé.siiy; Thus, it is a convenient task with which
to study readirg in a relatively natural situation.

We ask the reader, either a child or an adult, to read a story aloud
while we tape record the performance. The general rationale is that we look

at the types of oral reading errors and the locations of those errors as
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indicafive of the kinds of information, or misinterpretation ofkinformafion,
that might produce those errors. However, instead of waiting for readers to
produce errors spontaneously, we insert variocus sorts of violations into the
text in order %o increase the likelihood that the reader will commit an error
of interest.

For the stories used with chiidren, which are %Eé Piiﬁéfy focus iﬁ this

paper, we selected stories from primers with readabilities of 1.6, 3.5, and 5.6

' (Fry, 1968). Since we intended to use these stories with second, fourth, and

Sixth graders, respectively, they should not be too difficult for the children

to read in terms of their overall reading level, We identified 20 critical

words for manipulation with the implicit restrictions that they be reasonaﬁiy
manipulations that we planned to iﬁ%féaﬁéé; They G&Eié& over ééVéiéi different
parts of speech and several different positions within the sentences: For exampile,
a portion of text from the second grade story is shown in Figure 1 and reads
"The Ducks found a fat stick., Becausé the stick was so big the Turtle would be
able to hold on better." Bach critical word, big in the example, was violated
in one of four different ways: |

v(g) In a lexical violation, the critical woid was replaced with a pronoﬁnceabié

nonword of about the same lenght and shape. In the exampie, the critical word

big was replaced with the nonword bis.

(b) In the second type of violation, a syntactic viclation, the morphology
of the critical word was altered, usually by changing the inflectional suffix,
Such that the Syntactic structure of the Senterice was viclated. Where possible
we attempted to change coﬁpiefeiy the part of speech, but often we did rot have
sufficient flexibility tézdo so. So some of the syntactic violations were within
the same part of speech. In all cases, however,; the reader could still figure “

out the meaning of the critical semtence even though it was syntactically 11i-
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formed; In the example, the syntactic violation was formed by substituting

biggest for big.

(c) The third type of violation was a semantic violation; Here a semantically
anomalous word was introduced, that is, one that did not immediately make sense,
but Which Wwas the samé part of speech 4§ the origimal critical word., In the
exanple, mad was substituted for the critical word big. It was sometimes possible
to make sense out of these semantically anomalous words, but it required extra

(4) The fourth type of vioclation was a factual violation, The critical
word was unchanged, but the sentence preceding was changed Eﬁéh that 5 violation
of fact was ﬁfé&ﬁéé& at the critical word, In the example, 1litile was substituted
for fat in the preceding sentence producing a factual inconsistency with the
critical word bigs, Both of the sentences were fully grammatical, acceptable,
and made sense in thé Story. However, théy were factually inconsistént with
each other, specifically at the point of the critical word,

(g) The fifth manipulation was a control condition in which the critical
word and the preceding sentence both were left unaltered. This condition
furnished a baseline for estimating the number of "éiBﬁf&ﬁéBﬁé" errors that
would be produced without our violationms.

The stories were composed in five versions such that each violation occurred

equally often at each critical word and an equal number of times in each version.
Each version was read by 10 children at the designated grade levels, so that we
had a completely counterbalanced design. Schooi records and standardized test
results were not available to us, but the children apparently were reading at

or near grade level, or a little above, as estimated by their teachers.

Our impressions from listening to the tapes confirmed the teachers' judegments;

We did not have children who read either well above or well below grade level,

In order to insure that children were comprehending the étory, ihey were asked
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several simple, literal questions after reading each quarter of the story,

The children's oral reading protocols were scored by dividing the text
around each critical word into word units--three before each critical word and
five after--as shown in Figure 1. .In generﬁi; these word units were sinéie”
words, although some word units weru larger because the children tended to
pronounce them together as a unit: 4t each ﬁéi& unit position we tallied Ghéthéi
a disruption occurred. A major disruption was defined as a substitution, omission,
révéfsaig mispronunciation; stammefing, jegfééSibh; repetition, and pauses léﬁgéi
than those occurred normally for that reader. Only one disruption was. scored

per word unit per trial per reader. For presentation purposes, I have subtracted

the probability of a disruption occurring in the baseline condition from the

four experimental conditions in order to obtain a better estimate of the effect
produced by the violations, The &iéfﬁi%iéﬁ curves for the second, fourth, and
sixth grade readers are shown in Figures 2, 3, and 5, respectively.

The dominant impression that one gets from these figures is that the three
sets of curves were very similar. There were some differences; but these tend
to be relatively minor. The lexical, syntactic, and semantic violations all
produced their largest disruptions while the critical word was being uttered or
immediately before (word unit O) and to a lesser extent in the word unit following
(word unit +1). A few of the conditions were significantly different from the
control as early as word units -2 and -i, that is before the critical word
itself was even uttered, but there was no syétehatic pattern to these ear;y
disruptions. Likewise, there were a few significant disruptions at word units
+2 and +3, but thése were few. The dominant effect of the lexical, syntactic,
and semantic violations in all three grades was that there was a peak of disruption
at the critical word that continued for one word unit after;

The factual violation produced smaller; but significant, disruptions in all

three grades. In the second and fourth grades, this disruption occurred at
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word unit +1, after the critical word had been uttered and after thé other three
viblatidﬁé had started their disruptions. In the sixth grade, the factual
disruption occurred at the critical word. A possible ihterprefation of this
change in the factual disf&piiéﬁ is that as ohildren begin to emphaSize compre—
hension over decoding in the upper elementary school years, factual violations
produce disruptions at an earlier point in the reading process: In the sixth

grade, children processed the most abstract level of information earlier than
did children in the lower grédéé.

‘This interpretation was belied, however, by thé results from college readers,
as shown in Fiéﬁfé 5. The factual violation did not produce a disruption until
one word unit after the critical word had been uttered, a result that has been
replicated in sevral other stulies with skilled adult readers, So the early"
disruption peak from the factual violation in sixth graders was an anomaly,
probably a result of specific story manipulations. Note that the léiiééi;
syntactic, and semantic violations producé& peéﬁé of &iéfuptiohs at the critical
word and word unit +1 in college readers just as they did in the younger readers.
Although all three of these violations were significantly different from the
control at word unit -1, the dominant pattern in skilled adult readers was qui£é 
similar to that obtained with less skililed éﬁii&i‘é_ﬁ readers.

There were some interesting qualitative differences in the disruptions
produced in the Syntactic condition. Readers at all grade levels tended fo.
repiace the Syntactic violation with the briginai critical word, that is, they
corrected the syntactic violation, This substitution accounted for 32%, L,

38%, and 54% of the second, fourth, and sixth gréders', and college students’
major disruptions, respectively, Many of these restorations were fluent in that
there was no other disruption associated with the correction. The readers
corrected the violation fluently and smoothly without pausing, hesitating,

repeating, etc., many times without even realizing what they had done. This |
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result suggests that.there was considerable tapi&own Processing since the sentence
Striicture constralned the part of speech of the oritical word and the readers
added fhé appropriate inflection after "readingﬁrniy the stem of the critical
word., | ' |

The model we have used to interpret these rssults emphasizes two components’
(ééiﬁéliy'théié are additional components for which we have evidence, but these
two are critical here): One component is lexical access; the process by which
words are located in the mental dictionary. Not only is semantic and syntactic -
information located there, but also the articulatory information needed to render
the word orally, lexical access operates both with bottom-up information, as
represented in the lexical violation, as well ds with top-down information, as
répresentéd in the Syntactic and sémantic violations. The second component of
the model is sentence integration. Here the meaning of the Sentence is constructed
by integrating the word meanings as well as information from preceding sentences.
Integration of information from one sentence to the next begins before the clause
or sentence boundary is reached (Danks, Bohn, End, & Miller, 1%80). That is,
each clause or sentence is not undei “tood autdm6u51& before integration with
the information from preceding sentunces. There is an on-going word-by-word
infégréfibn of information as each wcrd i acc&vﬁed;

In this experiment, syntactic zn. szmentic :nformation were used in léexical
access, nearly as much as the bottom-upy laxical iniormation was. The
lexical violation did not produce an eariler disruption than did the syntactic
and semantic information. Iexical information %&é critizal for ieiié&i access,
Lexical écééss was blocked by the pronourceabie nonword because it did not
exist in the readers' mental dictiocnaries. If the syntactic and semantic

information were used only after léxical access, say only in sentence integration,

"then one would exPécf the synﬁacfic and semantic diérupinné to have océurréd

after the lexical disruption. But in virtually every case, the syntactic and
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semantic violations produced disruptions Just as soon as did the lexical vioiation.
Additionally, the restorations in the syntactic condition supported this
conclusion that there was substantial use of top_down information in lexical
access. Factual information, in contrast, seemed to be involved in a latér
stage of processing Since its disruptions tended to occur after the disruptions
from the other violations.

Why then were thé children not more different from the adult feé&eis; and
why was there not a progression in"the " processing structure’ds‘fﬁe“cﬁiiéiénm““‘”“
became more proficient readers? Perhaps the children readers were well along
the way to being skilled feaders This is rartly true, but only in part, as
.indicated by the children's reading rates. The second grade children read abont
120 syllables per minute, fourth gradeis about 160 syllables per minute, sixth
graders avout 180 syllables per minute; and the college students read about
270 syllables per minute. There were substantial differences in the reading
rates and the children weré not reading as Fluently as well, Our impressions
from listening to the tapes were thati,{':hildren read more haltingly and less
smoothly:; Yet the patterns of disruptions resulting from the different violations
were very similar across this 1e1at1ve1y wide range of skill levels. Our
interpretation cf this lack of differences was that when reading relatively
easy stories childrsn #an engage automatic procésses which permit them to
perform at an chtimal leval,

Now that we think we understand what processes were affected by the violations
and we know what pattern of disruptions to expect, what changes in the patiern of
disruﬁtions are éfoduced by the intradnction of tasi: demands similar to those
imposed on chilizan i1 trrival classiicoms?  One reporied phenomenon (Durkin, 1973—
79) is that teachers =ave-v st~ ohildrcs in round-robin reading tend to focus
attention on the oral “sraiticr “v com recting any deviations from the text and by

giving relat;veny little etteniion <o prother the children undeisfén& what they

SO
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read. Teachers freguently correct the children for mispronunciations and othe?
ébi%é_éf oral reading strors; but there iz 1ittls discussion of what a story
means and how it can be interpreted. This emphasis on pronunciation, as opposed
to an emphasis on comprehension, probably affects the sorts of processing children
engage in while reading (Petrsson, 1974). |
We attempted to simulate these emphases in two groups of second grade

réaders. Oné group received pronunciation-emphasis instructions and a second

“received instriictions that emphasized comprehension; ~In the pronunciation-

emphasis condition, the children were instructed to read the story very carefully

and accurately as if they were reading to a blind child. No msri+s -2 wag made ~—° =

of comprehension: During the reading of a practice story, ew - :ation
error was corrected by the experimenter, no matter how smzil. - |, tue

experimenter was hypercritical of their .performance., Then *hs = ..exr was presented
with the experimental story. Although the experimenter did not interrupt or
correct the children while they were reading the experimental story, she did
reemphasize accurate oral production during short breaks 5e£ween sections of

the story.:

In the comprehension-emphasis condition, the children were told to pay
attention £o the content of the story because they would be asked gquestions
about the story when they were Finished., The reading aloud was mentioned almost
as anafterthought. While reading the practice story, they were not corrected in
any way, After they were finished, they were asked some very difficult questions
pay more attention t6 what they were reading. The child was required to go back
to the story and find the answer to any guestions that he/she couid not answer.
The children then were given the experimental story and during the breaks the
comprehension orientation was reemphasized.’

In addition to the task emphases, we also manipulated the difficulty of
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the story. Half of the readers in each tagk group were presented with the
second grade story éé:in the first experiment. This story was relatively easy
for the second grade readers. The other half of each task group were given the
aﬁ@mimwmgmﬁswm.Tms&uyﬁsﬁﬁﬁwmaﬂﬁwn,ww@nw
quite fruéiréiing, for second graders. The practice story (readability = 1;65
was the same for all groups. .

Twerity-five second graders were tested in each of the four conditions defined
by the interaction of task emphasis and text difficulty. Five readers were given
each version of the stories. Exactly the same stories were used as in the first
" gxperiment; including the same four violations (iéiieai; syntactic; semantic, and
féé%ﬁéij and control; After reading the entire experimental story, all children

were asked a standard set of questions that centered around the critical segments
that had been manipulated, as well as giving a straight free recall of the story.
The scoring and analyses of the protocols were the same as in the firé%féiﬁéiiﬁéﬁ%.
In general, we view éﬁii&ién as having limited cognitive reééiiféééé to
devote to the tasks iﬁiiiéit in oral reading. 1In all cases, an oral rendition
of the story was required. The task émp§ases changed %ﬁé.iéléiiVe amount of
cognitive resources allocated to oraif}roauctiaﬁ; With an easy story, the oral
production task can be satisfied relatively easily leaving some resources for
comprehension regardless of task emphasis: 4 difficult story, in contrast,
cannot bé processed quite sc automaticaliy to yield an oral rendition, leaving
fewer Tesources to be applied to comprehension, The distribution of cognitive
résources is indexed by the relative sizes, locations, and patterns of the |
distributions caused by violating different types of information.
Our expectations were that the disruptions produced by the violations in
the stories would differ as a function of the task emphasis and the difficulty
level of the story because of the differential demand on and allocation of

available cognitive resources (Stanovich, i980); Specifically, an emphasis on
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pronunciation would focus attention on the less abstract infomation; such as
lexical and syntactic, producing relatively larger and perhaps eariler disruptions -
than would semantic and Factual violations and than would a comprehension emphasis.
The syntactic information was considered closely related to pidﬁﬁiéié%iéﬁ because
syntactic information would be needsd to produce an appropriate intomation,
stress, etc, The factual and semantic violations would produce i§SS of an effect -
because the children would not have to pay attention to the content of what they
were reading: In contrast; the comprehension emphasis would show an increéase in
the disruption from semantic and factual violations as compared to thé pr&nun:
clation emphasis because the reader would be attempting to understand the story,
Lexical and Syntactic information also are relevant to understanding the story,
so their disruptions probably would not be diminished under a comprehension
emphasis, |

The difficulty manipulation also would affect differentially the size and
pattern of the disruptions. With a difficult story, children would have to
devote relatively more attention to lexical and syntactic information in order
to read aloud, thereby reducing the attention they could devote to more abstract
information. Thus, we expected the lexical and éyﬁigéiié violations would be
relatively more diérupﬁiVé in difficult stories than would semantic and factuai
violations. With easy stories, the children could process information at all
levels because the less abstract information would not consume a disproportionate
amount of attention.

Purthermore, we expected task éﬁiﬁ;éié and text difficulty to intéraét with
each other: With the easy story, children might be able to comprehend fhe-story
even while emphasizing accurats pronunciation, so that semantic and factual
violations might have some effect even with a pronunciation emphasis, Hé@é?éf;
with a difficult story, children would have difficulty producing an oral rendition
regardless of emphasis, so that éompréhénding thé story would receive relatively

-
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less attention, and thus the semantiec and factual violations would have a relatively
smaller effect, even with a comprehension emphasis. | N

The results are presented in the next four figures (Figures 6, 7, 8, and 9)
using the same format that was used to present the results of the firéﬁlexberimeht.
The dominant impression that one receives from the four figures is one of
similarity. There were no salient differences in the patterns of disruptions
resulting from the task emphasis and text difficulty manipulations. The curves ‘
were somewhat more variable than those of the first experiment because they were based
on Falf as many subjects. )

In all conditions the lexical, syntactic, and semantic violations produced
peaks of disruption at the critical wOr;i with slightly smaller disruptions one
word unit after. Some of the disruptions were significant one or two word units
Lefore the critical word as we had obtained in the first experiment, .HéﬁéQéi;
the major differences came from the factual violation. There was a significant
disruption from the factual violation in only two conditions; namely, the pronun-
ciation-easy story and the comprehension-difficult story conditions. In both
cases, the factual disruption was Significantly different at theé critical word.
But there waé no fadfﬁai diérupfidn présénf in the cOmpréhénsion—eaSy sfory
condition, a condition where we most expected to obtain one. If the children
were disrupted by the factusl violation in the easy story with a ﬁfbﬁﬁﬁéiﬁ%iSﬁ‘
emphasis,; they must have been abie “o process the easy story at all levels of
information. That being the case, they surely should have been able to process
factual Information in thévéame story when comprehenéioanaé emphaéiZéd. We have
no explanation for this anomaly.

Aitbbugh fhéré were no obvious differences in the overall paffern of
disruvtions, & rore finely grained acnalysis uncovered some significant diffcrences
in the direction we had sxpected. Disruptions at or immediately after thz

critical word (word units O and +1) reflected primarily disruptions to lexical
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access and to the attempted integration of that word's meaning into the repre-
ééﬁféﬁibn Ef fhé éfory. éinbé 1éxic51 access is nécéSsar&'for orai producfion
(because the articulatory program must be accessed) and also is involved in
comprehension processes, effects at this point should reflect differences in
both task emihasié and text difficulty, In Figure 10, the average magnitude of
the disruptions at word units O and +1 is presented as a function of the violation
types. On the right, the baseline probability of a disruption is iféééﬁfé&;
“In the baseline-control condition, there were fewer disruptions with the easy

story than with the difficult one, as one would expect. There also were fewer .

disruptions with the pronunciation emphasis, biut only for the easy story. With
the difficult Story, there was virtually no difference between comprehension and
pronunciation emphases. These results support the analysis that, when the story
was difficult, readers were less able to vary their processing to meet task
emphases,

With respect to the disruptions (&ifféiéﬁéé scores between control and
violation ééﬁ&ifibhs)g there was a regular decrease in the size of the disruption:
with increasing abstractness of thé information violatéd-—from léxical to
syntactic to semantic to factual. With the easy story, the pronunciation and
comprehension curves were nearly parallel with the comprehension disruptions
being significantly less than the pronunciztion disruptions; Why did a éémﬁie;
hension emiﬁééié produce éﬁéiiéi disruptions than a ﬁféﬁﬁﬁéiéﬁi6ﬁ emphasis?

In the control condition there were iggé errors under the comprehension emphasis.

These disruptions reflected primarily disruptions of lexical access because the

That demand was not stressed in the comprehension emphasis, but it still was
present, However, it was stressed by the pronunciation emphasis. So when there
was a violation that derailed the lexical access process; it was more disruptive

to the pronunciation group because of the greater emphasis to produce a perfect

267




LITY' OF
D UNITS 0 and +1|

40p

PROBABI
I AT WOR

FFERENCE IN
DISRUPTION

O PRONUNCIATION 1 EASY
A COMPREHENSION | STORY
'@ PRONUNGIATION | DIFFICULT
A COMPREHENSION | STORY

o

—t

S —

MAJOR!

LEXICAL SYNTAGTIC SEMANTIC FACTUAL CONTROL
TYPE OF VIOLATION

265

_ NOILINYSIA HOPYIN S0 ALINIAVEON INIAS




43~

oral rendition:

With the difficul+ story, however, there was no difference between the
" pronunciation and comprehension emphases at the two lower levels of violations——
léxical and syntactic——because both groups were near the limits of their atiiities
to produce an oral production, At theé two more abstract levels of violation--
semantic and fantnal--the comprehensicn group was disrupted more than was the
Pronunciation group. The pronunciation group plungéd ahead being ie£e£i6e15 less
affected by the Semantic and factual violations since that information was 1ess
relevant to the pronunciation task, The comprehension group was tiying to under—
~ stand the difficult story, so the‘semantic and factual violations di&ripted that
ééﬁireﬁension Process. Aithouzh these effects were small, they were réiiatie;
as 1t operated in these experiments. Thé éffects simply were not as robust as
expected. |

Restorations of the original critical word when théré was a syntactic violation
followed a pattern expected from the conceptual analysis of the conditions. With
the easy story, a greater percentage of the disruptiOns were restorations under
the comprehension emphasis (¥1%) than with the pronunciaiion emphasis (26%).
With the pronunciation emphasis, Tre«:eérs were more carefu1 to read what was
printed, whereas with the comprehension emphasis, the linguistic context exerted
a top=-down infiuence that led the reader to restore the syntactic form of the
critical word. In the difficult story, this difference disappeared: the percentage
of disruptions that wers restorations was virtually the ssme“under the compre-
hension emphasis (35%) as undeér the pronunciation emphasis (36%). With the
difficult story, readers had to devoté more cognitive resources to less abstract
types of inférnétién so there was 1léss opportunity for the top-down linguistic
context to influence lexical access.

Turning now to the results of the recall test, tie answers to the compre-



_iﬂ:
hension questions that were asked of all childicn :mmediately aftér théy finished
;eéding the story, the percentage of questions utnunred correctly was significantly
greater for the easy story (78%) than for the diffisult story (57%). Fowever, ...
theré was virtually no difference beiween the twe tosk emphases in amount recalled
(pronunciation emphasis = 69%, comprehensior: emphasis = 66%): Whatever the
immediate task emphasis, all readers were comprehending and remembering the story
the task emphases was especially surprizing because the recall test was expected
by the comprehension group, so they were presumably remembering intentionally,

The recall test was a surprize for the pronunciation group becausé théy had not
been given any questions after the practice story, so their recall was iricidental,
to the oral production task. There also was no himb of any interaction between
the task emphasis and text difficulty conditions. This result also was unexpected.
The pronunciation group recalléd as much of the easy story as did the comprehension
group (77%'and 79%., resPécfiveiy), a rééulﬁ consistent with the notion that with |
an easy story children could both produce an oral rendition and comprehend the
difficult to occupy most of their resources in producing an acceptable oral
rendition, without having much left over for comprehension: But even with the
difficult Story, the pronunciation group recalled as much as did the comprehension
group (56% and 59%, respectively). Perhap:c the comprehension guestions were not
sufficiently sensitive, yet they weré_sénsifivé enouizh to yileid a ifference
between story difficulties:

In summary then, with regard to the lexical access and sentence comprehension
processes, the effects were consistent with our model of how reading comprehension
procésses operaté. The pronunciation emphasis had its rrimary effect on iéiiéai

access by focussing atténtion on thé information types that most facilitated

producing an oral rendition of the story, namely, lexical and syntactic information.
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The comprehension emphasis, in contrast, tended to focus rélatively move on

semantic and factual information that would be used to construct a representatic

"""" of “the story. - The -adjustments -to.processing were.not.very.robust, but were evident. ...

only in detailed analjség of the reading aloud protocols. Regardless of the
task emphasis, the second graders were able to retain a representation of the
text.

How then are we to interpret this relative lack of robustness? We think
that there are two primary éxplanations as to why we did not obtain larger
effects from the task-émphasis manipulaiions. One possibility is that the task=
emphasis manipulations were ﬁpo short-term tn~ iffect the reading process. The
children were in the experimehﬁ about 30 ﬁiﬁﬁfes; so fhé experimenter had a=
relatively brief period of time in which to jmplement the task emphases, in
contrast to fhe hours and hours of clasdroom instruction. The other side of
this explanation is that children simply are not very flexibie with their reading
strategies. They are unable to vary their reading processes in any appr°ciab1e
ways to meet apecific task démands; Their reading proccsses change, biit only
with lots of practice and continued instruction. So we should not have been
surprired that the short-term ranipulations did not have much impact on the
ingrained processes that children had aéQuired through classroom instruction,

A second possible explanation is that in the experimental situation the
implicit social demands overwhelmed the specific manipulations, In all conditions,
cxaminer. The child was under implicit pressure to perform for the experimenter,
just as the child performs in many similar situations for the teacher. FErformihgl
well in reading implicitly means reading aloud accvrately and understanding what
is being read. The implicit task has components very similar to the manipulations,
but the iéié£i§é>ﬁéigﬁ£ing of these subtasks has been set by the classroom

teacher's use of oral reading and not by the manipulations. From the child's
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perspective, then, the task-emphasis manipulations were relatively minor aspects
of what the child perceived as an intensivé individual examination of his/her

;,réaaing skill; .Of course, the experimenter was friendly, cordial, and Eiié& to

. put the children at ease; she tried to emphasize that the experiment was non-
evaluative of individuals and the results would not affect théir grades; But it
seems evidént in revrospect that the children still peiceived this situation
evaluativély, as an examination, despite demurrals to the contrary. So wéﬁihink
that a major reason for the lack of robustness of the task-emphasis manipilations
was our insensitivity to the children's rerceptions of what the experimental
situation was all about; These perceptions are not changed easily, and perhaps
not at all, We should be pleased with the results that we did get.

What sbiutions are there to this problem, assuming that we are not satisfie

tQul

with the current evidence of how flexible and adaptable (or inflexitle and non- -
adaptable) children’'s reading processes are? One solution is +to identify teachers
with differing orientations toward reading comprehension and oral reading
specifically, Then using experimeéntal stories like ours; one could determine
the extent to which children adapt théir réaaing strategies to satisfy the
teacher's iﬁpliéif task emphasis over the period of a yeaxr, The testing could
be done in the classroom as part of the regular instructional program, rather
than in’ separate experimental situations, thus reducing the more intense one-von—
one evaluation demands, |

* This approach doés not solve all of the problems, however, because we have
lost the ability to control the manipulation of the task emphasis.. What kinds
of teachers adopt or develop the different orientations? What kinds of ohildren
flourish or flounder under the different orientations? ‘A better solution is a
research program in whizh multiple research orientations interact (Danks, 1982),
Neither a naturalistic nor an experimental approach can provide all of thé

answers., But naturalistic studies can suggest hypotheses that are testable in

1
3
)
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experiments and éxpérimentai resiults réquiré naturalistic obser.ztions to be
properly interpréted and validated. When dealing with complex social-cognitive
systems, and the educational process certainly is one, we should not restrict
' OUrééiQés to only a féew research straiegies,{buﬁ converge on the issues from

many angles.'

C
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READING COMPREHENSION PROCESSES IN POLISH

AND ENGLISH

_Data obtained in an English-language experiment, in- which sub-
jects had to read aloud a story containing either syntactic, or seman-=
L, or factual inconsistencies, were compared with the results of
a_parallel Polish-language experiment. The general pattern of dis-
ruptions in the. reading process was very. similar in the two lan-
puages, except. for the syntactic condition, wherc — probably due to
the specific role of wword endings in Polish — the _magnitude of the
disruptions was niuch larger, and substitution errors were much less
frequent, in Polish than in_English. The_ultimate conclusion is that
reading comprchension processes are fuiictionally the same in Polish

and English and are best represented by an interactive model.

Language comprehension in general
anc reading comprehension specifically
involve the construction of a meaning

representation for a linguistic input.

A physical stimulus; speech or print,

The paper is a rerult of collaboration that
has developed under an _exchange agreement
between the University of Warsaw and Kent
State University. The Polish languige ex-
pco:ment is part of an M. A! thesis present-
2d by the first atthor to . ihe University
»f Warsaw, supported by Grant W.2.1-W-
266. The English language experiment and

the. preparation of this report were sup-
ported in part by Grant No. NIE-G-78-0223
from the National Institute of Education to
Kent State University. =~ =
__Requesis for reprints should be. directed
to _either Joseph. H. Danks, Departifient of
Psychology, Kent State- University, Kent,
Ohio. 44242, USA, or to Ida Kursz, Instytut
Psyt‘.hglcgii UW,. Stawki 5/7, 00-183 Warsaw,
Poland. '

undergoes a series of transformations

as a listener or reader construcis & mean-
studies of com-

ing. Psychologica

prehension have focused on the form
of the final meaning representation in-
stead of on the processes by which that
representation is constructed; The na-

-ture of the comprehension process is-

not self-evident from a rational or lin-
guistic analysis {cf. Fodor,; Bever &
Garrett, 1974). Intuitive models usu-
ally posit a “bottom-up” interpretation

of an input, i.e; a unidirectional series
of processing stages as the physical in-
put is transformed into a meaning re-
presentation. However; these interpre-

tive models seriously understimate how
much more abstract information facili-
tates meaning construction (Danks &
Glucksberg, 1980; Rumelhart, 1977).
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For example, phonemes and letters are

easier to understand when presented. in
the context of a word, words are easier
to understand in a sentence, and sen-
tences are easier to interpret in a large
context such as a story or paragraph,
Such influence is called ‘“top-down”
because higher, more abstiact informa.

__Since both top-down and bottom-up
effects occur, an adeguate model of
- language comprehension nust permit
both directions 6f information flow. In-
teractive models accommodatz this re=
Juirement most easily (Danks; 157%3):
They typically allow several sources

of information to be active at any giv-

e¢n_time while a meaning representa- -

tion is constructed more or less conti-

niously. While interactive models are

exists a possibility that an adequale
bottom-up model can be devised: For-
ster (1979} has proposed that various

sources_of information are processed
" in parallel but independently, and that
the final integration (meaning comput-
ation) is achieved at the end of some
portion of material, after a clause
boundary, for zx:mple. There is evi-
dence;, however; that meaning is con-
structed more or less continuously
during_text prosessing (Marslen-Wilson,
Tyler & Seidenberg, 1978). ,
There are several different types of
information available to the listener or
reader during comprehe.isicn: physical

— the actual speech or print; lexical

— information stored with the repre-
sentation of a word in ihe mental dic-
tionary; morphological — the various
morphemes contained within' a word;

syntactic — how a word fits into the
grammatical structure of a sentence;
semaritic — how a word’s meaning con-
tributes to the meaning of a sentence;
textual — how the meaning of a sen-
tence fits with the schema for the story
or text being processed; and factual
— how a story or text and its compo-

nenis relate to a reader’s knowledge
about the world.

NANUTA KURKIEWICZ IDA KURCZ JOSEPH H. DANKS

sources of information
contributed to a reader’s understand-
ing.of & story, and how reading com-

prehension processes might be different
ir Polisli and English. The basic ratio-

ndle was to violate or distort one of

\iiese informatior: sources at specific !

peints in a_story. Subjects then read

tize story aloud: When they encounter- -

ed a violation, their. comprehension
processes would be_ disrupted at the

point. in time that they attempted to .

use the violated information to’under-

stand the story. Because irnicreased at- .

tention would have to be. devoted to:

resolving the distortion; there would
be Jess attention available for produc-

ing_ the speech corresponding !s the"

text. Thus, the shift in attention would

cause a_disruption in the reader’s ora; -

production at the point in time when
he attempted to use the violated in-
formation: ‘

METHOD

Material

__ A story selected frorn an American
magazine had been used in previous
experiments _ using this. procedure
(Danks & Hill, in press). The siovy was
translated into Polish with scme ad-
justments;, e.g.; names of characters;
to make it appropriate for Polish read-
ers. Sixteen words (out of about 2000
words in the story) were identified as
critical words for manipulation. In the
story; a schoot girl is injured in.a bus
accident. In the following example, the
girY’s mother has just heard about the
accident and

daughter. “Her daughter had always

been ?veak physicially; B%cause og. this,
/ she even / imagined / her / daughter /

_-! In these . experiments, we did not dif-
ferentiate between violations of textual and
factual .information. In any case, both are
syntactic or se-

more. abstract than either

mantic information.

is - worried _ about her |

'
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bemg / mjured / by other cinldren /

wh11e/trymg/to get/out of the wreck-
ed bus”.? The Polish translation was
“Corka jej zawsze byla slaba flfycz—

nie. Z tego powodu / nawet / wyobra-

zala / SOblC / 7e corka / zostala / po-
0 _+1

tracona / przez inne / dzxecx 1w chw1—

llﬁ/rigfdy usxlowala / wydbstac sie / z
uszkodzonego. autobusu:” The critical

words were injured and potrqcona.

For the syntactic manipulation, the )

base morpheme(s) of the critical word
was retamcd but the endmg was al-

correct part of speech for that point

in the senternice. For example, the verbs
injured and potracona ‘were changed

A]thou&h the same formal mampula-

tlon was pexfoxmed m both Polish and

dlfferentl] in the two languages. In

Polish; the part of speech {as well a-
some other properties) of most words
can be determined directly from the
word ending; e.g.; -ek, as in_korek; in-
dicates a_masculine noun, The endings
are similar to English endings such as
~tion; h'o"\'v'é'ver, Whllé 'mo'St 'c'o'h'tﬁht
words
only_a few English. words ara so mark-
ed. So the syntactic mampu]atmn was
much easier to execute in Polish than

tent words in Polish_also hnge inflec-
tions which indicate the syntactic func-
tion of the word in the particular sen-

tence: For example; kobieta is nomina-

tive case, kobiety is genitive, and ko-
bietq is accusatlve’ While Enghsh has

* An explanatxon of the numbers and slash-
es in the example follows in the next section;
see also Figuret.

$ Violation of inflections; which is_prac-
tically impossibic to accomphsh in_English;,
has_been introduced in_a second experiment
with the Polish text. The results of that ex-
periment will be reported in a later paper.

a few inflections, e.g., singular/plural,

genitive in some cases; and verb tense,
it depends primarily on word order to

indicate syntactic function. In Polish

word order is relatively much freer;
serving primarily - a pragmatic func-
tmn We expected that smce word end-
""""""" _are n'ela-

syntactlc structure -in Polish, mtrbduc-
ing a syntactic violation by altering a .
word ending wotuld be more disriiptive

for Polish readers than f~r English

readers.

__For the seman*‘zc mampulqt;gn tlu.
other word of *he same part of Speels;
but one which was semantically v~

malous in that sentence  For exasr
injured was replaced with planted, awn..

potrgeona_was replaced with posacdzo-
na. For the factual wmanipulation, the
critical word was not altered. The
sentence preceding .the critical word
was altered so that an inconsitter<vy -
was created between that sentenice and
ihe critical +w~vd. In the. example;

weak and staba were changed to strong

and szlna respectlvelv The daughter

mJured by the other. children: There
were no apparent differences between
Polish and Enghsh in 1mp1ementmg

t;ﬁoﬁnsﬁ so we expected ro dlfferences in

the timing or size of the disruptions
resulting from them.

Design snd procedure

Sixteen critical words welieﬁrcjepty
fied and. manipulated as described:
Four versions of the story were prepar-
ed such that each critical word occur-
red once in each d‘héﬁlpulatlon, includ-
ing a control condition in_which the

text was not altered in any way: The
stories were read aloud by skilled read-
ers — 40 undergraduate students
at the University of Warsaw and. 40
at Kent State University, 10 readers
per version. In order to insure that sub-
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jects were attempting to comprehend * each critical word were segmented into
what they were reading, the subjects five woard units. These word units are
gave a summary of what they had read marked by slashes and are tiuiiib'ri"m’
following each fourth of the story. = from the critical word in the exan-gi» ;

-4 232> A AR el = {
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tended to pronounce two words as a
single unit, e.g., she even and w chwili.

Two dependentm\}anabies ‘were scored
and major disruptions. Production time
was the tine 1t took ‘a reader to

pauses or breaks in oral productton
were mcluded in the productxon time

that indicated that the reader was hav-
ing a problem compnehendmg the text.
The types of major disruptions were:

ruptlons were any dnsmptnon or error

mxspronuncmtxons repetntnons sunstltu-
tions;, omissions; reversals;
hes:tatlons and _pauses. In

results of the major dlsmptron analyses

© Jner'al the

con.fxrmed the

dnsruptlons All results are pr
latlve to the control cono

disruptions were not of mterest All
reporied effects were significant at tne
.05 level of significance.

RESULTS ANB EiSGHSSIéﬁi

tion of word unit posntxon
ference times (after subtracting tho
control condition times) for the §yntac-
tic, semantic; and factual manipula-
tions are_ shown in panels A; B; and

C, respectively:
‘Syntactic manipulation

In both the Polish and English lan-
guage experiments; there was a signi-
ficant disruption due tr: the syntactlc
—1 (see Figure 1, panel A) The magm—
tude of the dlsruatnon was larger in Po-
lish nhan mwthg]lsh At the pomt of
," *lr'

- of ar appropriate wold

The dlf-'

Polish experiment than in the English
orne, and the peak was higher i -thi

So aithough the

Pohsh experxment

Pcllsh than in. h.nghsh

~ The dxsruptwns due to the syntactic
77777 were qualitatively dif-
ferent in Polish and English-as well:
In the English experiment; 50%_ of the
miajor disruptions at the critical word

Were restoratlons of the orlgmai form

resmred from the pr;nted injury. Mani

of these restorations were without pause
until after they had been uttered,

then the reader reahzed too late that |

prmted If the _English readers were

not paying much attention to the ends
of words; they would perceive injur-;
which was syntactlcally and semanti-

cally consistent with a possible word;
and would say the syntactizalls cor=
rect response, zn]ured Thus, top—down
information was used .:'r lexical nreess

_In the Polish experlment only 9%
of the major disruptions in the syntac-
tic condition Were substitiition errors

(which would include fluent restora-

tions). If Polish readers paid more at-

tention . to the ends of words

was mcons15tent with the sentence
structure. Sometimes this recognition
occurred before they uttered the word.
In which case, they would hesitate or
pause (46%0_ of the major disruptions
in Polish vs. 33% in English). Some-
times this recognition did .not occur untit
they had already started to pronounce

the word winch in turn would cause

major disruptions in Polish vs. 7% in

English). Much of the time Polish read-
ers were hesitating, pausing; or stut- -

tering before uttering the syntactncally

incorrect ending: Polish and English
readers pay attention to different parts

3
oJ
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of the word because the two languages
distribute the linguistic information
ditferently. ) S

_ The quantitative and qualitative dif-
ferences between the disruptions in
Polish and English are consistent with
the differenices between Polish and
English in how information in word
endings contributes to the specification
of syntactic structure. Word endings
are not_as important in English as they
are in Polish_for determining the part
of speech or for indicating how a word
funciions syntactically in a sentence.
Readers of English focus more atten-

tion on the beginnings of words be-

cause the beginnings carry the most

relevani information. Syntactic inforima-
tion in English is carried primarily by
word order, the extraction of which is
4 natural consequence of left-to-right
reading strategies. In Polish, in con-
trast, the reader must pay close atten-
tion to the word endings_because they
provide the syniactic information ne-
cessary to determine the _syntactic
structure of the sentence. Skilled read-
ers of Polish evideritly have adopted
the attentional strategy of paying close
attention to the ends ot words as well

ings, this violation had a larger dis-
ruptive effect earlier. Word order,
which was not_disturbed, still provid-
ed the required. information to_English
readers even when the part of speech
was changed by the word ending: The
word order information was still avail-
able to the Polish readers as_weli, but
it was not nearly as useful to them:

- The introduction of a semantic ano-
matly produced a disruptive effect be-
ginning at word unit —1 and peaking
at word unit +1 in Polish and at critical
word in English (see Figure 1, panel B).
The shape of the disriiptive effect curve
was similar in Polish and  Znglish: In
the later word unite, ‘he .:..ruptive ef-

fect fell off faster in Polish than in:
English: The fact that the two curves
were nearly the same shape indicates
that semantic information was func-
{ioning in a similar way for both Po-
lish_and English readers. There is no
apparent.. difference between Polish
and English in this sfpect of Seman-
tics, nor in how the si'nantic manipu-
lation was instituted: So the similarity
of semantic effects was in line with
our expectations: :

Factual manipulation
The factual violation produced a
significant disruption in the Polish ex-

periment at word units 0 and +1 (see

Figure 1; panel C). In the English ex-
periment, the significant disruption be-
gan cnly at word unit +1; but <on-
tinued through word unit +3. In ad-
dition, the magnitude of the disnuption
was larger in Polish; but this differerce
was_probably not meaningful for com-
paring the use of factual information by
Polish and English readers. Tlie factual
manipulation is difficalt. to compare
closely because subile differences in
phrasing can enhance or attenuate the
effect quite easily. That small differ-
ences in phrasing can make large dif-
ferenices in interpretation was observ-
ed while constructing the materials for
the experiments, The important point
is that the factual inconsistency did
produce a significant disruption of
about the same magnitude at about f

same point in the sentence in both i-~
guage experiments. There is noth. -
about the nature of Polish and Eng-

lish languages that would lead us to
expect any large differences in how

factual information functions. in read-

ing comprehension.
~ CONCLUSIONS

In spite of the salient differences if
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the pattern of results was very similar
for Polish and English. The similarities
in pattern indicate that the underlying
reading comprehension processes are

likewise very similar: & top-down in-
fluence of higher-order information on
lexical access was quite evident in the
disruptive effect of the semantic and
syntactic manipulatins before the cri-
tical word was uttered. The factual
inconsistency. produced a significant
disruption after the other two, indicat-

ing that factual information was more
critical for sentence and story integra-
tion than for lexical access. The overall
pattern of results in both languages
supported an interactive model of read-
ing comprehension (Danks, 1978; Dank
& Hill, in press). . ) N T
This similarity in thé pattern of re-
sults should not obsure the differences
that were obtained in the symutactic
condition, Certainly such differ~rnes

indicate that Polish readers

the English — speaking rea .
ever; the inferred differciice . S-

sing can be attributed to differ. s in

Polist and English languages. The
nature of Polish reqguires that the read-
er pay close attention to word endings.
When the syntactic manipuiation dis-
torted the information in those end-
ings, it produced a pronounced disrup-
tion immediately. Since in English more
syntactic information is conveyed by
word order than by word endings;
English readers do not have to pay such
close attention to the ends of words
and so were not quite so disrupted by
the syntactic manipulation. The basic
comprehension ‘process remained the

reader used syatactic information for
lexical access. The difference lies in
where that information was located: in
the print — at the ends of words; or in
word order. Thus; the primary conclus-
ion _stands: reading comprehension
processes are functionally the same in
Polish and English and are best re-

presented by an interactive model.
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Bbstract

Two eéxperiments in Polish replicated several conditions
in English experiments on reading comprehension processes.
In Polish syntactic information is represented primarily by
morphology and in English primarily by word order. Lexical, .
syntactic + semantic, within-syntactic class, between-
syntactic class, semantic, and factual information were
violated in stories. Native speakers read the stories aloud

time around violations: The disruptions in oral reading
caused by the syntactic violations were relatively larger
‘and occurred earlier in Polish than in English. fThe seman-
¢ and factual violations produced broader disruptions in
English than in Polish. Reading compréhénsion processes
varisd to meet the cognitive demands imposed by how the
available information was répréséntéd. Polish readers
diffused strategy. e
Resum
En deux expériences conduites en langue polonaise, on a
reproduit plusieurs conditions d'expériences conduites en
iéhéﬁé anglaise sur les processus de 1la Eaﬁﬁféfiéﬁéi&,ii de 1la

lecture: En poionais; 1'information syntactigue est donanée
principalement par la morphologie, alors qu'en anglais,
Ciest surtouf par 1'ordre des mots. Dans des récits, des
informations lexicues, syntactiques + semanticees. dans-la-

meme~zlasse-syntactigue, entre-devuz-:iuases-gyniactiques,

e

"’
wh'

5
9



éémantiquéﬁ, et pdsitiVes ont été déformfes. Des sn1iets de
langue maternelle polonaise ont lu les récits & haute voix
et les protbéoies ont &té évilués en fonction de i'éugménté:
tion du temps de produsiion aux endroits affectds par les
déformations. Leés pérturbations dé la lecture .34 haute voix

par des déformations syntactiques ont été rela-

)]

prowus i;‘,‘q_é e
tivamart plus importantés et ont eu lieu plus t8t én
polonais qu'en anglais. Le déformations sémantigues et
positives ont provoqué des perturbations plus importantes en
anglais qu'en polonais. Les processus de la compréhension
de la lecture ont varié en fonction des exigences cognitives
imposées par la fagon dont les informations disponibles ont

été représentées: Les lecteurs polonais ont adopté une
stratégie concentrée alors que celle des lecteurs anglais

était plutdt diffusée.



Many recent investigations have viewed language compre-
hension as an interactive pwuncess in which the comprehender
utilizes many sources of informatimn to arrive at anm appro-
priate interpretation of the speech or print (Danks and
Glucksberg 1980; Just and Carpenter 1980). ©One result of
comprehension being interactive is that it is also quite

flexible (Danks 1978), that is, there is no single inte-

grated comprehension process that is applied uniformally -
each time linguistic input is encountered. Rather compre-
henders (listencrs and readers) adapt their comprehension
strategies to the situation. We read novels for pleasure in
a different way than we read technical articles. We do not
process cocktail party small talk in the same way as
dramatic dialogine. The comprehension process changss to
meet the cognitive demands of the situation. Comprehenders
also differ in the cognitive skills that they have available
to meet these demands. Children wno are just learning how
to read and listeners who are learning é_ééééﬁd language

and native speakers. The flexibility of language grocessing

comprehender.
What soris of variations in the comprehénsion Situation
lead to differences in the Cbgnitivé demands placed on the

comprebender? If compréhénders expéct a verbatim recall

DY



test they process the text differently than if they are to
solve a problem (Frederiksen 1975). Comprehension is differ-
ent when comprehenders are -required to produce a continua-
tion of the read text than when required to recall the infor-
mation (Mistler-Lachman 1972). Emphasizing oral performance
in reading results in a different comprehension process than
when comprehension is emphasized (Danks 1982a,; 1982b;

result of &ifferent demands that the two modalities of
presentation pkace on listeners and readers (Danks and End
in press; Rubin 1980).

The I,inguiStic structure of the text itself can place
different sorts of demands on thé comprehender. Stories
that follow the story grammar for a particular culture are
(Kintsch and Green 1978; Mandler 1978; Stein and Glenn 1979).
Although there may be universal properties of folk tales
such as the scientific values of the story characters that
are understood easily across cultures (EéBfYk and Dobrowol-

ski 1981; Propp 1958); text difficulty also can affect pro-

cessing. If the input material is qQuite difficult, either
in vocabulary or syataz; the comprehender may have to resort
to a lower level of pfoceSéiﬁg in order to salvage Some

information from the text (Danks 1982a).



Finally, differences in language structure can affect
the structure of the comprehension process. Scme iéﬁéiiéééé;'
like English, encode syntactic information primarily in
terms of word order. Scme languages, like Polish,; Russian,
and Finnish, encode most of the syntactic information in

suffixes. Cne would expect then that comprehenders of these

b

lan~r=ges weild be more attentive to word éﬁ&iﬁéé than would
English ‘language comprehenders. The primary purpose of the
experiments reported here was to explore what effect such
differences in 1éﬁg&agé structure would have on comprehen-
sion processes: | |
Many studies of language comprehension, especially read-
ing comprehension, have measured subjects' mewory for texts
(cf. Bobryk and Dobrowclski 1981; Danks and éiuckébéré 1980).
However, such data provide only indirsct information about
the process by which the rspresentacion was constructed. 1In
ordér to gain a fuller understanding of ccmprehension pro-
cesses, many investigators have turned to on-line measures
of comprehension; such as phoneme and category monitoring
(Foss and Lynch “#°%, :nrslen~Wilson and Tyler iQQO)',""éyé
movement monitoring ¢ iwt vl Carpenter 1980), reading £ime
(Xintsch and Keenan 1973; €irilo and Foss 1980; Cirilo
1881), and speech shadowing (Marslen-Wiison 1975). We have

comprehension process.
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Two tasks are implicit in an oral reading task (Danks,
Bohn and Fears in press; Danks and Fears 1979; Danks and
Hill 1981). One continuing on-line demand is to produce an |
oral rendition of the print about the same time as it is
Eixated. Variation in the speed of braiﬁproductiCHl and the

krnds of oral readlng errors prov1de quant1tat1ve and quali-

tative indications of the difficulty and nature of the com- .

prehension process at that point in time. In this sense;

the oral reading tasic is very similar to a speech shadc’)v’éi.nigu
task except that the input is print r‘atherfthan speech; thé
output is a relatively contemporaneous oral rendition of the

input. éatisfying the oral production demand réiﬁirés iéiii-—.

cal access of the prlnted word. By locatlng the. word in the"jv;_-_;_

mental d1ct10nary, readers have access to the artlculatory;

1nformat10n needed to say the word.

The second: demand implicit in orai; readlng is to under-—

~stand what is being’ read. - As we hav_e_ used the‘ task, readers_,j

are asked to give a summary of the story every ‘coii'plé of
pages: Consequently, they must attempt to construct a repre-
sentation of the story as they are reading it. The compre-

hension demand is not on-line, so readers can delay under-.

standing if"’théy encounter some difficulty. But compiétiﬁ§ R

a g1st repr séntatlon from verbat1m r*ode cannot be delayed s

_for long because of short- term memory constralnts. The com-—; ';'5

prehenslon demand 1nduced by a request for a summary

frequlres that sentence and d1scourse processuxg be compieted."

";through the constrtctlon of a macrostructure.:'




The contribution of different types of linguistic infor-
mation to lexical éccéss and sentence compreherisicn compo-
. nents was investigated 1n several experiments (Danks et al
in” press; Danks and Hill 1981). The ratlonale was to intro-
duce violations of aifféféﬁE types of_:Vifihgiiﬂifsti_cg_informa,tﬂi__on;,,,_‘”,_:r
at specific. poiﬁts in a story: The effect 6f. these v:io’ia—-l-v |
tions was -measured by delays in oral productlon ‘times and- |
d1srupt1ve errors. The re];atlve positioning and shape of -
the d1sruptlon curves result*ng from each type of v1olatlonv
indicated how the dlfferent types of 1nformatlon were pro-g:f;,l‘f

céssed. Vlolatlng lex1cal (1nsert1ng a pronounceabie non

word),

yntactlc (changlng the part of speech),.and -"semant

' ly 1ncons1stent) d1d not yleld a dlsruptlon“of
| tlon until after the cr1t1ca1 word had been uctered. So
'factuai 1nformatlon was not‘“used 1n lexlcaa. access, but was

involved 1n sentence and-dlscourse process1ng.r

The purpose of the experlments reported here was tobgf“f

compare whether the comprehens1on processed revealed by the

‘-"pattern of oral readlng d1srupt1ons woui:d be altered by"*:f‘"-

dlfferences 1n the cogn1t1ve demands 1mposed7by dlfferences

in language structure.' Several of the condltlons and expert
, ments prev1ously reported for Engllsh language readers were

”repllcated ‘with Polish re




Polish is a Slavic language that differs in many ways
from English, which is Germanic¢ (cf. Fisiak, Lipifiska-
Grzegorek and Zabrocki 1978; Schenker 1973). In addition to

obvious differences in pronunciation, spelling, and vocabu-

lary, Polish and English @iffer in their syntactic structure.

Iin English syntactic information is indicated primarily by

how words are orderéd in senténces. The position of a given
word in relation to other words in a phrase or oiause indi-
cates how the word functions syntactically. 1In Pclish the

syntactJ.c furiction is marked by the morpholog:.cal structure

of the word itself, not by J.ts sequential relation to other

words. Most words have specifié suffixes that iﬁaiéété the. .

’part of 'Speeoh; Ade.tJ.onally,_WJ.thJ.n each part of speech,";

ther spec:.fy yntactJ.c function by dlfferentlatlng among‘

genders, numbers, tenses; and cases.  For example, 1n Allc]a{_»,

.dalar ks iaz ’g przyjacxelowx," "Alice gave a book to a frJ.end
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t ive case, the -!:a on dala J.ndJ.cates past,.

éingular, femJ.nJ.ne subjéét, the -g on ks:l.az g 1nd1catesf,', "

femJ.nJ.ner , s:.ngular, accusatJ.ve case, : and --ow:. )

'low1 J.ndJ.cates masculJ.ne, s:.ngular, datJ.ve_case. If thev‘"

friénd had been a g1rl then the endJ.ng would have been _-ggv,_: 7_:?:;}

przygac:.élce (note stem varJ.atlon as well).«;;-?"'

Both POlJ.Sh and EnglJ.sh are subject verb ob ject (SVO)

~languages, but 1n'>"Pol:Lsh the bas:.c SVO ord order_

'f:galtered un.te read:.ly" 'for sty]:J.st:[c and pragmatlc purposes

Q'r‘zyjac’le- S
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such as to fulfill the given--new contract {(Haviland and
Clark 1974). 1If a speaker wished to emphasize the friend in

the above example, przyjacielowi could be moved to the first

 position in the sentence with no other change. Likewise,

~any other word in the sentence could be placed-in first posi=
tion, and almost any other ordering of the four words is

also possible: The literal meaning of the sentence would

remain the same; only the pragmatic emphasxs would change;

possible that do not also change the meaning of the sentence.

But English lhias very few inflectional endtngs that; :tnd:.c,a;te“

syntactic function:

Intrasentence concordance rules, such as subJect-—verbf_]\

aéreement,' are more numerous and more constraJ.nJ.ng J.l" PolJ.sh',,l

than- J.n ‘EnglJ.sh , TIn PolJ.sh, the sub3ect noun must agree".‘.“

w1th the verb J.n number, person, and gender, and a. noun and""v:';
adJectJ.ve must agree in number, gender, and ca e The
crch.al role of suff:.xes J.n marklng functJ.ons J.S observed J.n‘f‘.‘
' a11 1anquage use s:.tuatJ.ons* speakJ.ng, lJ.stenJ.ng, er.tJ.ng,,
and reading. Distinctive pronunCJ.a ions of the suffJ.xes

constitute a maJor source of dialectal differences ,between .

Since the word 1tse5|:f contaxns more expllcltly marked syntac-,‘.-»w

tic 1nformatlon 1n Pol:tsh than J.n Engh;sh, a reader/ltstener _5:5

~ finds more 1_nformatq.on J.n isolated words J._n»f ‘Polish than;‘_J.v‘_n_";-:
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English.: For example; a Polish reader knows that Al:tc;_a is

know whether Alice is a subject, direct or \:i::id:i:re”ct object,!‘

or object of a prepositioﬁ without see:tng where 1t 1s‘
located in a. sentence. So ‘the Englrsh reader is dependent :
on the lingutstic context for word- order J.nformatlon,r;
whereas the Polish reader can concentrate more dJ.rectly -on.'
each individual word. In contrast, a Polish speaker must be.
more aware of the other words in the sentence than is an
English speaker in order to insure the cohc‘:oréance con-

straints. For example, thé adjective and noun, maza;y,

l’csié-zkg, "small book" (femJ.nJ.ne, s:.ngular, accusatJ.ve case
mist agree in number, gender, and case, so the speaker must'_”f."

select the noun before the correct endlng can be determlned

for-the ad3ect1ve. So if- the speaker had selected zeéiii,

"notebook" ‘imascullne), J.nstead then the'i.v dj v"’

- have to be changed to @z At the :'tevei: of morphoi:ogy, he

Polrsh speaker IS more dependent on llngulst_lc .text than.ffi

is the Englxsh speaker.»_

Thus, we expect that Polish readers have’f'developed read—

:l:ng strategxes of attendJ.ng not ﬁt‘only to the ,semantJ.c content
of each word, as an Engleh- reader would b tff also to
word endJ.ng (cf Przetaczm.kowa

»readers would pay relatJ.vely

'of words and relatJ.vely more tojf‘

"'theJ.r pos'J.tJ.on'" J.n the : -sen

tence.,‘ Introduc:.ng a syntactJ.c VJ.olatJ.on by changlng'th

' endJ.ng of a word so that J.t lS a dJ.fferent part "of speech
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we expected a relatively larger disruption of oral reading
) . (e
performance in Polish than in English. We also expected

-

that the spread of disruption in English readers would be
relatively wider than in Polish since English readers would
attempt to use contéxtual information to resolve the viola—:,ﬁ,,,,,

tions: Polish readers would have reiatIvely narrower

patterns of dxsruptxons because they focus more on isolated
words than do Engil;xsh readers. So Polish readers would ha\"re‘
a more fcc&gé& stfeteéy, while English readers would Ea{éé -a
more diffused strategy:- | »'

We report here two experiments in Piollsh tha"t’wer‘f.e"”.,j

- close "ele.catJ.ons of prev1ously reported expérim‘e'n‘t's”:-i‘ﬁ'{_:;‘-;’.’ﬁ

EnglJ.sh (Danks et al. in press;. Danks and The

manlpulatlons, procedures,vand analyses were

.as poss1b le although there were enough unav01dable dJ.ffer

ences to prevent d1rect statlstlcal comparlson.;, Hence,‘ only

~ the patterns of results are compared

. —'77 vA '

‘Materials. A story was selected from an American maga-
zine about a high school girl who was J.njured severely when“f\‘-"-"”“
a tra:tn h:tt.her school bus. Fhe story was Just over . 2(«)9013”7’:"
words ltng and had a readab:t]::t ty of 7.5 (Fry 3;963). Sxxteenﬁi,-f;,”'::i
ch.tJ.cal words spaced throughout the story were selected for*_,“_;{:t.._’-é.

-‘vmanlpulatlon. The story was translated 1nto Pol:tsh w1th:‘5.~f"'

© some adjustments to make it approprJ.ate ‘for PolJ.sh readers,“‘., o

e.g.;, names of characters; geograph1ca1 names, and a few‘;_

culture-dependent detaJ.ls were changed A portJ.on of the"



Story su:round:.ng one of the critical words is shown in b6

cti
oy

Polish and English in Figure 1. The ch.tJ.cai: word -is

potrgcona in Polish, injured in English: The gxrl's .m;othefg
has -just heard about the accident and is worried about her_ ;

daughter. LeXJ.cal,"‘"between synactlc, withxn syntact:tc,

semantJ.c, syntact:.c + semantic, and factual 1nformatlon were

3

violated in the cr1t1cal words.
(a) Lexical. The lexical manipulation replaced the.

critical word with a @faﬁaﬁﬁeeabie nonword, -that is, one

that followed the orthographxc rules of POlJ.Sh or EnglJ.sh

In the example in F:tgure 1, J.n_'lured was replaced WJ.f‘h‘“.,:'}iv{

pﬂg_n, and potrgcona was replaced w1th Qomeranaf'

sh, the syntactJ.c 1nformat10n in the sufflx _—a was appro-.-n_’_:

e

Pol

ﬂf ate to ‘the sentence context: in thls case, the suffJ.x

o

’d.’ccated verb partJ.cJ.ple, or adJectlve, nomJ.nat_' ecase,“

r

femJ.nJ.ne, s1ngular.' Because of the J.mportance of morphoi:ogx

cal cues assocJ.ated WJ.th POllSh words, we attempted' to man:.

ulate only \_he lexJ.cal J.nformatlon so that the vxolatlo

would be equlvalent

’h d no meanxng and could. not be located 1n the men

: g‘[ :
H.\

ction ry.w,_;i’hus, in both languages,. 1f readers .wer

""~7relylng so;tely on. phoneme—grapheme correspondences to r
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the print as speech, there would be no disruption of theif?_
oral productions with the lexical wiolations; However, 1f
the readers were access1ng ar1tculatory 1nformatlon in the.ﬂ:I
mental d1ctJ.onar1es in. order to pronounce the word; there
_would be a dlSILlpth"l before they uttered the woré.,, Because,,;,,:;;,,
the cognitive demands of the manJ.pulatJ.ons were -similar in
Polish and English, we expected no d1ffer=_nces betweeu
Polish and English readers in this condition. |

(b) Betweeh—ﬂéjihtactic;' In the English language experl-i

fﬁénts; the syntactlc J.n*’ormatlon was VJ.olated by changJ.ng.”

the endJ.ng such that the part of speech of the ch.tJ.cal word‘f'

was changed to one . cleari:y InapproprIate for the'v‘sentenc

o the morphologlcal manlpulatlon was used to vo:td'f-:t.nvolw.ng

more than the cr1t1cal word..-"

leen how syntactJ.c J.nformatJ.on 1S represented morph.__

' logJ.cally in PolJ.sh, two VarJ.ants of the Engllsh:syntactlc

manipu latlon were poss1ble. f In both var1ants thewendlng was
changed, but in one ‘case the part of speech was altered and.“ .
in: the other there was a syntactic error W1th1n the same'.
part of speech* In the former,_whlch we called "between-"

syntact:c, ' the word endIng was changed such that the partf“

- of speech changed for example, the past part viplejy:v

to a. noun potrﬁcenle,; Injury.‘ R

. Eotracona ‘was changed



Th.é aim of the between-syntactlc v1olatlon was “to deter- :
‘mine to what extent syntactic mf'ormatmn f:s iﬁvaiﬁéa'iﬁ“
léxical access and ‘sentence comprehénsion. If syntacttc,

[
information is involved in lexical access,; its v:to:'l:atlon

should produce a disruption before the cr1t1cal word was
.uttered just as w1th the lex1cal v1olatlon.:> If it 1s:
involved in sentence comprehension, then the d1sruptxon
would continue for some distance after the critical word was

uttered: Altho"gh ‘some semantic 1nformat1on is carr1ed in

syntactic cat egorres, most of it comes from the root mor='

pheme. So the reader could determine the mean1ng 1ntended,

for the sentence even when the syntactlc 1nformat1on had—;,.

been altered:. Because of Ethe heav.y use f mfrphologlcali,

information in Polish, we‘expectéd« ;"hat the between--;.*f,,v

syntactic violation (and to a lesser extent the y

.-SYnta’ctici cE. below) would have a greater effect soﬁéﬁii&t
earller and to a greater extent on Polxsh readers tﬁgﬁ' 5;1
Engllsh readers. s . S : ” R : :

() ﬁithin—éjmtactic.' The . second type of syntacttc

V1olatlon that is po851ble in Pollsh, we called "W1th1n

syntactlc. In th1s case, the word endlngs were changedv

- within the same part of speech, but gender,i‘ number, as

’ ,Iand/or tense relatlons were v1olated'.‘ For example, the ver_

part:tc:tple potrgcona,' whrch marks fem1n1ne gender,

altered to potraconz : stril a verb partlclple, but one,

marks mascullne gender.' in generaft, syntactlc man1pul'at1

»

were 's1er to construct 1n POllSh than-x-n _E‘ngllsh_,’_.g;but the




wiﬁﬁtﬁiéyﬁﬁa&ic’ is ’e'sp’e’ciany difficult in English, being
————— A

We compared the w1th1n-—syntact1c change in f’diish to
the between=syntactic change in English, but one must . be
aware of the différent types of syntactJ.c J.nformatJ.on beJ.ng; S
”manJ.pulated in the two languages. We expected that the
Within:syntac’tic mani_puiation would yield d'isruptions'
similar to the bétweén—syntaétic ones, except that they
might be somewhat smaller and less extensive. Parts of
speech are broader syntactic categories than those formed by -

within-syntactic information: The broader the class of .

information violated, the greater would be the size an

extent of the dJ.sruth.on. | ,:"i‘:- ' :

, In]ured was repil:aced w:tth Qlanted and Eotracona was_replaced'?

wrth Qosadzona, pSl:anted. SJ.nce syntactJ.c 1nformatJ.on was{,‘_
}not dxstorted, the reader could determJ.ne the grammatJ.cal_dvf
structure of the sentence, but a semantJ.c J.nterpretatJ.on wasr_:'»:'v
much more d:.fflcult if not J.mpossJ.ble.‘ At best only an.,_ﬂ.‘
: '..J.mplaus1b1e or. metaphor:.cal c:.rcumstance could be J.magJ.nued._..‘
‘SJ.nce there were no apparent d1fferences between Polrsh andk?_

EnglJ.sh in J.mple..‘entlng the semantJ.c man:.pulatlon, we' dld‘ '

"__'not expect any major differences in the pattern of dtsrup".f

‘tions. .




" ‘.could be ”ss ss d more accurately-by comparlng the effe.ct‘

u*»Nlcholas‘and

posadzen:.e, "the act of plantlng. : In constructrng the

‘Wlth the between syntactlc v olat1

,tJ.c, the re i'tJ.on b :tween syntact:.cfandj emantlc vJ.nformatJ.on

across languag'

,called

(e) Syntactic + SemantJ.c. Both syntactJ.c and semant:.c '

information were d1storted by replac1ng the ch.tJ.cal word

)

with one that was the 1ncorrect part of speech and which was

semantJ.cally anomalous as well For example; in;]'iiiiéd was

Polish violations, the morphoiogicai 6hanges of the between-— '

syntact:.c v1olatlons were added to the roots used in the

 semantic violations. Hence; 1ing1iistica13:y the Pollsh.

syntactic + semantic i;iaiafiahg were more aéeufately a sum

the English.

’th thIS man:tpulat:ton we 1nvest1gated whether syntac-—f‘

Siﬁée we expected a dJ.ffer.ence betw ’”n POllSh and Engl:.sh‘

(f)

";As readers progress through 'a story = ey

Eaetual -

"factua'
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was encountered. The critical word itself was not altered
and both sentences were syntactically and semantically
normal: In the exampie; staba was changed to silna, and
weak was changed to strong. If the daughter were strong,
the mother would not necessarily worry about her being
injured by the other children.

We expected no difference between Polish and English =
readers with regard to the factual violation because process=
ing this informatioh is beyond any linguistic differences.
Although theré are discourse differences between POllSh and

English with respect to textual structure, the factual repre—,gf.“_.;

sentation of events shou1d be s1m11ar., ;

(g) Control. There also were control condJ.tJ.ons—J.n

~which there: was no change 1n the cr1t1ca1 word or 1n th

- preceding sentence. ThJ.s condltlon proVJ.ded a baselJ.ne,‘_:f_‘or

normal oral reading tlmes.

These cond:LtJ;ons were combfn d two experrments 1n

Polish. Tn Experxment 1; lexxcai:, ”1 hin syntactrc, syntac‘
t1c + semantxc, and controf were man:.pulated. | In Experxment E
2, between-syntactic, semant:;c, factuai:,,y and control were
manipuiated— The Engllsh 1anguage expertments have been

reported in detaJ.l in Danks et al. (1n press; cf. also: Danks;v

and Hill 1981).  In additien to contrbifcbnéitims‘i»n'.fézacﬁf‘f

experiment, sYntactic, semantic, and factual were J.ncluded

in one experJ.ment’ lexical was 1nc1uded w1th syntactJ.c +

semantJ.c and semantJ.c 1n another- and syntactJ.c + semantJ.c'




'factuail: condItIons were taken from the f1rst.‘Eng’llsh experl'

‘ment,; lexical from the second and syntactlc._h semantlc fro'n

the ’thrrd* These experrments prov1ded the citosest ava1 lable :

English- 1anguage comparisons for the two Poizsh experlments.‘bt“'

In all of the exper:;ments;‘ four ver51ons of thér story

were constructed; Each of the four mod:;frcat:;ons occurred e

balanced across the 16 crrtrcal words and - across versrons
such that each man1pulatlon was applled once to each cr1t1-
cal word. The Storiés were d1v1ded 1nto four approx1mately
éq’uéii 'séctions—, each of which conta1ned four cr1t1cal words.
In each s'énténce—, each of the four manlpulatlons occurred
once. The .is'tories Were typed such that the critical ‘words
did not occur near the beginnings or ends :offiines; nor near -
the tops or bottoms of pages. - o |
Subjects: The subjects in both Polish experiments were'

students at the Hniyérsity of Warsaw. ‘Théir Eatiyé ‘J’.a:uTuSi.iéu;';'é.E

was Polish. The sub]ects in Experrment 1 were 35 women and

of whom were psychology majors. In Exper:;ment 2 the sub-
Jects were 40 women, maJorlng in psychology, but who were .

-,

'unfam111ar w1th the spec1f1c research ‘and 1ts ob]ectlv s ‘_

The subaects ‘ in each- of. the Engllsh vexperlments , weré 4ﬁ
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- undergraduates enrolled in general psychology atKentStat

experxments. Subjects were tested 1nd1V1dua11y

. scored for accuracy. Nothlng was menttoned about the manlpu:”

and pressing a key at the end of each word=unit. The tlme “

uﬁivéfsity;‘

Procedure. The procedure was 1dent1ca1 1n_' al]: of thea

;They wereu

to.’cd the experlment was. about readlng comprehensum and were"

‘asked to read the ,story alo‘ud into a tape recorder.‘ "ft"ffkrlitii;_

each of the four 'qectlons, they were asked to reca.’cl as much’i
as possible about the story. The purpose of askxnij for.j:’,";’dfff
recalls was slmply to insure that the readers tr1ed to‘f‘

understand what- they were readrng. The summarles were not;-

lations of the text.

Scoring and_analyses. In order to fac‘iiitaté sco'rin’g

around the cr1t1ca1 words, the text was d1v1ded 1nto f1ve”"-f -
word—unit" Bef§f‘e and f1ve word—un1ts after each cr1t1ca1

word (in the first English experlment only four word - un1ts
were ééaféa before the critical word. ) These are 1na1cated?l,i
in Figure 1. Since the pronunciations of some words are_'",
physically 301ned, 1t is difficult, 1f not Impossrbi:e, to .‘
know precisély where one word ends and another begxns. The
specification of word-units attempted to reflect this coarti-
culation.

The primary dep’endent' variable was  the production tlmé -

.....

'word as well as the trme for the cr1t1ca1 word 1tse1f. -




between key presses was measured on a féigii;a_i, c1-k and'

divided by two to obta:tn rea:’l: t1me measures.

were obt iﬁed by hav:ng two expera.menters measure elght sub,
jects in each Po]:tsh experlment. The correlatJ.ons between"
the experlmenters were . 99 for Experlment 1 and 0. 92 fo -~
Exper:.ment 2. In ‘the . second Engllsh experlment, simi 1ar1y“"ﬂ,;

measured productlon ‘times were compared with measurements"

taken from speech spéctrog’raphs for eight subjects: . Thé &
correlation was §i ihus; the procedure used to measure =~

ing errors caused by the violations: These were such thxngs‘
as substitutions, omissions, additions, m:.spronunc:.atlons,.
regressions and :hes’itations; The probability }ofb making an
error confirmed the production time fesﬁits as well as ’pro-,’-‘_r
vided a qualitative J.ﬁdicatxon of the readers oraiv'perform—
ances in the nelghborhood of the cr1t1cal words. |

The production times in all exper:.ments w~.re analyZed ;.
with a four-way f,atxn-square analysis of variance w1th ver-“
. sions as a EéEwéen:subject _variable and vi‘olatlons, sec-

All effects were tested agaJ.nst subject and Crltlca]: word.

i

prxmary interest was the interaction between VJ.o]:atJ;ons and“’
word unJ.t pos:.t:.ons. Planned comparlsons were conducted at'»'if, :

each word—unJ.t pos:.t:.on between each VJ.olatJ.on condJ.*'J.on and S
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' the control. All reported ¢ffects were significant with a
probability of ;65‘or'ie§s; '

,' Results :

Qvera&resuits.v The mean product:.on t1mes for ‘each‘

manlpulatlon at each word-unlt pc31t10n are presented ir

‘fable 1. 1In both POllSh experlments,_‘ the “main’effect o“

v1olat10n type and the 1nteract10n of V1olat10n type w1th,
word-unlt p051t10n were 51gn1f1cant' Experrment 1, v1ol' .

tion type, E (3, 24) = 25 06 v1olatron type by word-unltq

position; F (3; 2'4'6)" = 10. 15; Experrment 2, Vroiatiéﬁ typ

F (3, 24) = 38;53; v1o]:at10n type by word—unrt p6" t enb,j.
E (3, 240) = 8.91. As shown in the last coluiﬁi'i of Table 1,
ail violation types were s:;gnlf;cantly dlfferent fro_r_n; the:;r
_ controls. | - -
\ = Insert Table 1 about herev—-—'h

We now dlsc'és ach of the v1olat10n types by evaluat:—»:':;'
1ng the 901nts at which the violations pr:éuced 31gn1f1cant-7.'
ly longer production times. These, Aifferences are‘ presented.
in Figures 2, 3, 4, and 5. The English-language results are
included in the figures for ééﬁpari‘ééh;_ o

Between-Syntactic. The production time disruption

curves for the between-syntactrc violations are presented in

Figure 2. 1In Polxsh the between- syntactic violation pfé;
duced a s:.gnxflcant disruption beg:;nm;ng at word—um;t -1
that continued through word-unit +2 w1th a peak durlng the{
cr1t_1ca1 wo_rd. In- contrast; a between-syntactlc v1olat10n:-_ »i

in Eng’iish did not have. an effect untiih the critical ,woré“,v

o

3U3




‘based on the fact that Pollsh suffrxes are mere 1nformat1v Y

“to the word endlngs,' so’ theJ.r readJ.ng comprehens:.on pro’

_\'

one word-unit c..fter the Poh;sh effect began. ‘ Poirsh rea‘ders

were dlsrupted earller‘-: .an were Enghsh readers by .he‘

between—syntactlc v1olatlon,_ ThIS result was 'as: expected
than are EnglJ.sh POllSh readers apparently attended more'

cesses were dJ.srup\_ed more by a violation pr ese nt in; those _i S
endings. ‘ ' | v
-—— Insert Flgure 2 about here _—_—-_—

The kinds of oral reading errors committed at the‘~criti"e}1":‘__j_,"1
cal word were qualitatively different. In English, 508 of
the oral reading errors at the critical word were rest"ora- )
tions of the original form, e.g.; injured was i.ittere_d'in—'“
stead of E:nﬂ Of these restorations, 68% were fluent J.n’

before or durJ.ng the critical word: (This result is cons1s—

shadow.tng task by Mars];en—wi;];son 1975); ‘ Engl:;sh readers

the critical word in their mental dJ.ctJ.onary such that
J.dentJ.fJ.catJ.on of the orJ.gJ.nal critical word occurred before
the prJ.nted form was completely processed In PolJ.sh, only_
9% of the oral r adJ.ng errors were substJ.tutJ.ons of any
sort; J.ncludJ.n'g restoratJ.ons. If POllSh readers were
attendlng closely to the ends of words; then they would bef.”“'i‘

more lJ.kely to notice the syntactJ.c Vlolatlons before top—' S

' down contextual 1nformat10n ‘could restore the orJ.gJ.nal;g‘ P




critical word.

'before the ch.tJ.cal word 1n Pol:Lsh than in Engl:.sh (46% vs.

33%) as. POllSh readers hesJ.tated before utterJ.ng what wa sg

printed. The dlfferences 1“ the tYPes of oral readlngif‘i"-‘-"*'

errors . support the conclusJ.on that POllSh readers attacked'v.

_:_the prJ.nted word dJ.fferently than dJ.d EnglJ.sh readers.

W1th1n-—Syntact1c. The dJ.sruth.on curve for the PolJ.sh::

within- svntactJ.c VJ.olatJ.on is shown also in Flgure 2. 'I'he

dJ.fferences in productlon times resultJ.ng from the wit hJ.n-ff

syntactlc v1olatJ.on in Polish d1ffered from the control only"'_'vv'r:;

at the cr1t1cal word and at word-unit +l,‘w1th a peak at the"fj £

critical word This pattern was clearly dJ.fferent from the L

between-syntactic curve in Polish in that It was much,

smaller in height and breadth; In compari‘son withb'theﬁ‘»: ’

English between-syntactic disruption it was one word-unit
shorter. o
& The within-syntactic vielation viclated fewer linguis=
tic aistinctions than did the. B‘etwéén-syn_t;actic. . since
Polish readers needed to make Eéwér repairs to'éétérmine"
what was meant by the sentefice, we éxpéctéé that v‘thé within-
syntactic violation would be less disruptive. A more recent¥
ly completed English-language study (Danks 1982b) used a
somewhat different design to compare between- and with'in¥
syntactic violations in English: In contrast to Polish, the o
between—. and within-syntactic disruption patterns were very
similar...The within-syntactic violation produced the saiie

magnitude of dIsruptIon in PolJ.sh as both between- and




conflrm that it~ 1s reasonable to use the,',,Engllsh b 'twe n

&r -

_syntactlc dlsruptlon curve for comparlson w1th the PolJ.sh'

“wi th1n -syntactlc .

The number and pattern of oral readrng errors was very,

similar for Po];::sh within- syntact:tc and Engilsh between

syntactic. However, they were dxstr puted quite&aifféféﬁéi§f‘

In Polish, oniy 15% were substituti ‘ﬁs-'i-‘ﬁclueli-ng‘ 'resto'fa%”,;;f'_‘”.-‘."7'.?'

tions of the cr1t1ca1 word, in contrast to 56% 1n Engllsh."‘”g

But there 49% hestitations at the cr:ttlcal word in Poixsh
and only 33% in Engl:.sh., " As with the between-syntactlc:
v1olatJ.on, Polish readérs were sensitive to the prJ.nted form

of the critical word so that the within- syntactlc v1olat10n

was not restored.

The linguistic difference between the between syntactlc'
and within-syntactic violations in Polish also was reflect_ed
by the ,hiiﬁi’:éf of letters changed for each type of violation.

An average of 3.8 letters were changed to produce the

 between-syntactic violation and only 1. 8 1etters were

changed for the within—syntéctic; © In the recent Engi:tsh-':w,;auf

iéhguage expefime’ﬁf_, the average number of letters changed :

was 3:4 for the between-syntactic and 2:3 for the within-

syntactic violations. However, a difference between the

Poiish and English vioiations of less thén",:one'_ letter ‘wou‘id"_}‘“{v

3ug




not- appear to be 1arge enough to explaln the result that
there was no between-WJ.thJ.n-syntactJ.c dlfference 1n Engllshi
and a very large dlfference in POllSh.;“  N S

Semantlc. The d1srupt10n curves for the semantlc V1ola
tion are shown in the upper panel’ of Flgure 3 : In Polrs :

' the semantJ.c v1olat10n produced a dlfference In product:on»

,«-tlmes beginning at word-unlt -1 that cont:nued through word-‘

by 9 msec. Both Polish and English curves "had peaks at the“g"-‘_'- :
critical word and word-unit +i. | BTy
-—- Insert Figure 3 about here -
The pattern of the semantic disruptions weré néear iy the
same in Polish and English (although the English was not °
Significant at word-unit =1), but the English distribution
continued for one word-unit longer. The Polish curve was |
higher than the English, but the sha*pes were ‘quite similar.

The slightly greater breadth of the English disruption

supported the linguistic analysis that English readers were
more dependent on linguistic context to détérﬁlné the sense
of a sentence; whereas Polish readers focused a b1t more on
individual words. |

Syntactic + Semantic. The productior. time disruption

curves for the syntactic + semantic viclations are shown in
Figure 4. Syntactic here means a between-syntactic viola- '

tion for both languages. Both Polish and English syntactic




o+ semantJ.c v1olat.1.ons produced s1gn1f1cant dJ.fferences From;.'
‘the control condJ.tJ.ons be .tnnJ.ng at word-unJ.t —l w1th peaks
at the cr1t1ca1 word ‘ The Engllsh d1srupt.1.on was ' s1gn1fﬂ_1

k cant through word—unJ.t +3 but the POllSh was s1gn1f1cant -

only through word-unlt +2

e Insert Fldurezt about here —

The peaks of both curves were cons.lderably h1gher,,

espec1a11y for POllSh ‘than eJ.ther the between—syntactlc or

semantic peaks separately, but were not as h1gh as their sum.,’f,'*ik :"*

Such a result would be expected when two reTated sources of

information were violated because the reader wouil;d have more

dJ.ffJ.cu]:ty in makIng the necessary repaIrs. But the inforﬁi&—_

tion sources were not completely independent because thev

disruptlons were not add.tt:tve, or poss:tb];y the processes

using each Informatlon type operated in parallel.. The '
Pollsh'curve was not as broad as the_ Engllsh,‘ similar toth’e
syntactic curves, supporting the COn'ciusion that Polish
readers were more focused on individual words and sensitive
to word en'dings'. |

Lexical. The production time disruption curves for 'the
lexical violation are shown in Figure 5. Both Polish and

English disruption curves from the lexical violation were

significartly dIfferent from the control begInn*qg at the- o

_“.u

critical word and cont1nu1ng to word—um.t +1 in Pol:csh and

tc word-unit +2 in Engixsh; The curve was a bIt sharper, ,or-v s

more peaked, in Polish than in English. As with the other

cases of sharpening, we attrivbute this difference to the

~3us




| fact that Polish words are more self-contained in marklng;_;g;

sYntactlc 1nformatlon, 80 the POllSh reader "an focus on

/1nd1v1dual words more dlrectly. Also in- Poi:xsh the”: “

g

approprlate morphology._ in Englxsh xt was oniy 1mplxcx:tf; xnv

" the. word order.v ThIS dIff’erence, one whlch resu]:ts natural

1y from the dxfferent modes of 1Inguxst1c representat:on ,
may have contrxbuted to the sharpenxng 1n Poltsh ' R
-——Insert Flgure 5 about here R '
For both Po}.ish and Engllsh, the lex1ca1 d1srupt10n was.
two word—unlts shorter than the correspondlng semantlc dls
ruptlon; ‘ The semantic violation was;»an ‘-obvl‘ous. anomaly th.fat;f?_]: =
had to be réso’l‘iiéa . The lexical vio‘iationfwas a;‘nans‘_ér;s; f
word with no establlshed convent10na1 mean:.ng. '.f'hﬁs,'_ once
readers reallzed that ‘it was not a’ real word, or at 1east'
one that they did not know, they were free to 1nfer an apﬁfa—
prlate meanlng from the sentent1a1 context S:ane the seman-

t1c v1olatlon was a real word with def:nxte meanIng to Be'b"‘
1ntegrated with the other meanings in the sentence, what thek'
.sentence meant as a whole could not be determxned easxly;
More of the Sentence had to be processed in an attempt to
‘resolve ’the‘s’emanti’c ano"ma‘iy} whereas with the nOnsensé
word; readers could devise a piausi‘hie meaning'; for_théy word 8
and continue. |

Factual. Thé production time disrupti‘On curves resnit—- .

ing from the factual violations are shown in the bottom

panel of Figure 3. The factual disruption in iﬁ’oiishv;;was




nificant by,_only 15 msec.l The Englrsh curve was srg_nzf;:cant

.ly different at word-units +1.and +3. (but not ‘at wafa'-iiﬁ‘ié

sxgm;fxcantly dlfferen'c from the control when averaged

+2). ii‘he” fvaét that the Engi:tsh curve - cont:;nued longer thani;,”
they attempt to use information follow1ng the cr1t1ca}. word‘,‘.'f‘f‘.:f;
to attempt to resolve the factual 1nconslstency more than do
POllSh readers. .

No 1nVOIVement of factual 1nformat10n in lexical acce ss'
has been found for Engllsh readers (Danks et al in pres_s;‘

Danks and Hill 1981l). There evidently was none for Polish

readers either because the factual disruption was delayed

relative to the lexical violation and the uttering of the
critical word itself.

Other experiments (Danks 1982b) have shown that faétiiai__

- Yiolations are most disruptive at the clause boundary follow-

ing the critical word: It is possible that aiifiﬁé',triansia—

_tion the clause boundaries were altered significantly, but

such was not the case. The clause boundary was located an
average of 1. éi-word;u’nits after the critic:ai word in”‘{:he,

It is also poss1b1e that the d1stance between the 1nconsi

.tent material in the preceding sentence and the grit_ical*

word was altered during translation. This possibility va‘i'sd

w,,




did not occur: in Enc:llsh the d1stance averaged 7 | 75 words
and in Polish 7. 06 words. . Based on our 1ntu1tJ.ons about the_‘
factual v1olatlon3 ga1ned through construct1ng the Vstor,:.esr,
. we think that factual v1olatJ.ons would be the most susceptl-

' ble to 1ncomparab111t1es due to the subt11es of translatlon.

However-, we have been unable to document any bas:.s for that
intuition. 3

S

Based oin these resuits we can. Identrfy two complemen

tary reading s

e ; }
strategy. Although a focused strategy was used more by

strategy was controlled by more than just J:anguage .d;tffer—b
ences. With a focused strategy, the reader attends to .a
:Ee:”i:at'i_veﬂ:y narrow port::on of the ,text; perhaps only‘a few-‘jv:’.f‘:;}
letters; The';perCeptuai n&néow' 1tse1f probably does notdjﬂ
change in size (McConkJ.e and Zola 1981), but attentJ.on 1va
more sharply focused. 'I'he reader would adopt such a strat—";-
egy in situations where 1nformatlon is concentrated 1n a
relatlvely narrow portion of the text. 1In Pol:.sh; syntact:.c ". o
information is concentrated in the letters at the end BE
each word:. Polish readers need inforfﬁation about the éagé

relations of nouns and adjectives, propérti:es of verbs,; and

government rei:at::ons between adjecti"és,' nouns, verbs,
‘adverbs; and prepositions: The syntactic information  can be
determined solely from the word ending withbut even access-

ing the Word in the mentai_’dictj.onary. - Wh1 le 1earn ng to"b'

fiii




Po ]; i 's n ; re ad e r s wou ldde velop -a £ oc us éd s tra té gy

'réad,ﬁ

:vi.‘Engllsh readers would tend not to use'" such a strategy

"-because lJ.nguJ.stJ.c J.nformatJ.on J.S dJ.strJ.buted more broadl

in Engl:.sh text but in approprlate cJ.rcumstances, EnglJ.sh

readers mJ.ght fJ.nd a focused strategy valuable. B

‘With a dJ.ffused strategy; in contrast, the reader‘f:;_fl-j

assJ.mJ.lates J.nformatJ.on from a much broader portJ.on of the"f o

text, perhaps spannlng several eye fxxat:;ons. ._‘Su_cha strat—"'

egy would be funct:.onal when the Informatn;on in Ehé text‘.ts »
distributed over severail: words . such 1s the case w:;th_" ’

English syntax. It 1s based pr:;mar;tly on the orderJ.ng of

o of the surroundinngords. So in Engllsh, in contrast to”

Pol‘ishf, processing' syntactlc 1nformat1:_on would ,be facJ.lJ.j -

tated by a d1ffused strategy. TR A ; | » “ d
The largest dJ.fferences between the POllSh and Engllsh U

results ‘were from the syntactJ.c VJ.olatJ.ons._ POllSh rbadersl""-“

n‘

were very sensJ.tJ.ve to the VJ.olatJ.on of syntactlc Informa—_’-'.-“:’

tJ.on. There was a hJ.gher between—syntactxc peak in Poli:sh

- fewer restoratlons of the cr1t1ca1 word, and a sensxtnuty_ffj"fj-f

.—4’ N

to whether between— or w1th1n-syntact1c 1nformat:ton was vxo—.

- lated* Polish reader _"tEe’nded more closely to the word_.:"'j_‘ln.

: 'endxngs and the 1nformat10n encoded there, reflectJ.ng thelr,]f--‘»?“:




general adoption of a focused strategy.; Eﬁgllsh readers ‘in

‘gratlon of the word mean:;ngs.‘», Slnce severa

these experlments. _Zi dlffused strategy does not requlr

that semantic process:.ng be delayed untJ.l the clause bound«
ary, however, thereby precludlng word-by-word proces51ng:g

(Marslen-W1lson, Tyler and Se1denberg 1978). It 1s"'only,

that several words are needed before a meanlngful representafd

tlon can be constructed.

The semant1c v1olatlon should reveal the diffused strat

egy in both Polish and Engllsh readers, and it dldl‘ because'

the shapes of the curves were si'.mi'.lar; _ Although‘ the:peaks- of L

the Polish dlsruptlon was higher than in Engi:lsh, ore strlk—

ing was the s1m11ar1ty of the flattened peaks on both »

curves; pi:ateaus were formed between the cr1t1cal word andﬁ?

word- -unit +X. This flattentng was not produced by any other","}
and Engllsh readers in spec1f1c response to the v1olatJ.on of:.‘

semanttc 1nformat10n.‘ Polish readers d1d not show a focused_“»_“:_if

.strategy here because approprlate syntactJ.c informatJ.on was_g:f"‘

present. Rather they were. faced w1th the same problem as..f‘-‘}_
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were the English readers; namely; how to integrate the anoma-

lous semantic information with the remainder of the sentence.

Hence, a diffused éEi‘éEééy was evident in both language

groups .

The results of the syntactic + semantic violation also
were consistent with this view. Both strategies were evi-
dent because both between-syntactic and semantic information
were violated. The bétWeen;syntaétic and semantic violation

roduced a lardger, more focused disruption in Polish readers

Lol

[l

nd the semantic violation produced a longer, more diffused
disruption in English readers:

Comparison of the lexical disruptions is more problem-
atic than the other vioiéi:ions because the violations Wéfé
implemented in somewhat different ways in Polish and English.
In Polish cbmpiétéiyﬂappropriaté syntactic endings were
affixed to the nonsense words. In English; no syntactic

endings were added, but word order still provided some
syntactic information. However; providing the syntactically
appropriate endings in Polish may have caused Polish resaders

to believe that the nonsense words were real, albeit

infrequent, words: The syntactic endings made them look
more like real words than did the English ones. If so, then

Polish readers may have persisted longer searching for the
word in their mental di'c'tidna:;ie's. Even in English, having

a string of nonsense words marked with appropriate syntactic |

endings makes them seem more like a sentence and easier to

learn (Epétein 1961, 1962). Such an effect probably would




be even stronger in Polish. A second difference between the
lexical manipulations was that the English results came from

translated into Polish. This other story was abstract;»meEéi
phorical; and quite difficult to follow; so that the disrup-
tions related to meaning Violations (including lexical) were
attenuated (Danks et al: in press).
 Even with these qualifications, the disruption curves
from the lexical violations showed Somé aspects of the
focused and diffused strategies. The higher peak indicated
EE&E‘.Pbiiéh' readers were réiatiiiéi; more quusé& in their
‘attempts to locate a meaning for the nonsense word in their.
mental dictionaries. English readsrs appeared to be more
diffused in searching for information about the nonsense
word's meaning in the rest of the sentence since their
diSruptibn was iargér. '
The disruptions from the factual violations also illus-
trated a focused strategy for Polish readers and a diffused
strategy for English readers: There was an increase in

production times in Polish near the critical word indicating
a more focused strategy: The English disruption was later
reflecting the gathering of information from a broader por-
tion of the sentence. Thus, even with the factual viola=
tion; which involved integration of information bétweén two

sentences, focused and diffused strategies were evident.




34

We have emphasized the differences between Polish and
English in our discussion, but one should not overlook the
similarities in the two sets of results. All violations
produced disruptions in both languages. Furthermore, i:hé :
general shapes of the disruption curves were quite simi-=
lar, e.g., the flattening of the semantic disruptions. With-
in each language, the ordering of the magnitudes of the dis-
ruptions, from syntactic + semantic being the largest to
factual being the smallest, was virtually identical. The
Polish disruptions were generally higher, but Eiﬁéi; was not
true in every case, e.g., the within-syntactic and factual
disruptions. These general similarities then f)féi;iaé

support for the general iﬁEéféEEiiié model of reading
tion quite dé.fféi-éntif& than English. The linguistic differ=
ences led to predictébie é'ifferences in results basel on the
model. | |

A central property of this model is that readers use
information -- of whatever type -- as soon as it bé'cémé‘s
available to construct a representation of the text. In
Paliéh and English, syntactic ihfé?fh&tiéh becomes available
at different times because of how it is encoded: So ééliéﬁ
and ‘English 1éﬁ§iié§é§ ﬁféééﬁf: dif ferent _ééfEé of iif:'(iﬁiéﬁé

'for readers. They make different demands on the Eééﬁiiii;é -

processing syéf:éﬁi; ~Differences in processing are ekﬁiiééﬁié' o




(1980) and Stanovich (1980) have argued that readers attempt
to compensate for inadequate procéssing siciiis by emphasiz-
ing those skills that they have. In our case, it was not
differences in processiné skills that resulted in the differ=-
ent strategies between Polish and ﬁnéiish‘ readers, but the
differential availability of linguistic information. |
Polish readers did not employ an exclusively focused

strategy nor did English readers employ an exclusively

diffused one; but all readers adapted their reading.

strategies to the information available: Thus, skilled

readers of Polish and English have developed somewhat

"different reading strategies in the course of learning to .

read. These strategies represent a géiié'?éi orientation
toward reading comprehension and are not completely fixed.
The strategies can be modified to match the needs of

specific situations, e.g., the tendency toward a diffused

strategy in Polish readers when they encountered a semantic

violation. These differences represent an example of ti’lé
flexibility of processing capabilities. The basic structure
of the reading process appeared to_hé'qui'i:é' §imiiar for
Polish and English readers, involving lexical access,

sentence comprehension, and discourse understanding compo-

nents. However; how these processes operated depended on

the iﬁféfﬁiéfiéﬁ available to the components and the form

that the information took in print.




The linguistic differences between Polish and English

lead to predictablée differences in two othér areas.  The

tendency to be sénsitive to syntactic morphemes also-has- -

been observed in Polish studies on word association (Kurcz
1966, 1967). Since all Polish nouns and adjectives must be
marked for gendér, numbér, and case, even isolated stimulus
words, espécially adjéc;i:iVés; must be so marked . iypicai |
word association studies use nominative case and singular
number for stimuli, and usually masculine gender. However,
in one study (Kurcz unpublished), different groups of

1

gender. These percentages combined paradigmatic (another
adjective) and syntagmatic (a noun) responses. Isolated
Polish words are more specific than English. For example,
bia%e does not refer to just anything white, but Something
white of neuter gender. So biae could modify wino ("wine,"
neuter), but not fnieg ("snow,” masculine). In Polish word
association studies (Rurcz 1966, 1967), there was a stronger
tendéncy toward syntagmatic responses than in American norms
(Russell and Jenkins 1954): 41% in Polish versus only 18%
in American norms, in which paradigmatic féébéﬁééé predomin-
ate (82%, .cf. Rosenweig 1961). The syntactic markers
required of Polish words even in isolation provoke more

syntagmatic responses, concordant in gender, number and

case.
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Another area in which linguistic differences between
Polish and Baglish have proven illuminating is early lan-
guage acquisition. Studies of children learhing English
have found that young children are especially sensitive to
word order; inflections are learned much later (Brown 1973).
However; studies of children learning Polish (Shugar 1977;
Smoczyhska in press) have f’ouhé that young children in the
two-word stage usSé many Syntactic inflections appropriateif;
For example, they acquire the dative relatively early
because it is used in giving and receiving: Da dzidzi,;
ngive baby," (-i is a correct dative ending). 1In Contrast
to English children, Polish children pay relatively less
attention to word order. Polish children adopt language
acquisition strategies that are appropriate for the way
syntactic information is encoded in Polish. Thus,
universal operating principles (Slobin 1973), but many
language specific strategies for language acquisition.

These studies as well as theé ones reported here illus-
trate the necessity for testing psycholinguistic models 1n
several languagés. Most psycholinguistic research in the
past couplé of decades has been on English. However, many
of the conclusions derived@ from that work may be language
spécific. With additional comparati;é studies, we can con-

struct more general models of language processing.
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R Table 1

Mean Production Tines as a Function of Violation Type and
Word-Unit Position in the TWo Polish Experiments

Violation
Type

B L

Control

Syntactic

Syntactic +
Semantic

Lexical

Conttol

Between-
Syntactic

Semantic

Factual

:5 *4 -3 -2 -1 R H #2: +§ ‘ +4 . +5  Mean

S8 S0 S0 51 4L 57 595 65 418 435 454 508 |
W6 81 52 59 ST L6t g 519 453 547 499 oyt
S 4T S12 9 Tew At L 67+ 68 6L 64 a0n

61552 4B ST 6 1B ud s 569 456 609 TLA*

Experiment 2

606 551 SAL 631 463 523 631 484 5gg 554 554 555
25 564 590 501 685* 16ser 1068 6Lt 0L 6 544 Tagn

630 570 552 651 3% ilgd* 1%64¢ 700t 613 643 600 7394

(565 565 588 631 450 625 99 499 556 62 555 spee

*Experinental violation type vas significantly different from its control at p ¢ .05

using a MSe comprised of both subject and critical word variances.




Figure Captions'

Figure 1. A sample portion of the Polish and

texts surrounding the critical words potracona and injured.

The

the s

the

word-unit positions are indicated.

Fi&ﬁié 2. Bifféiéﬁéé§ iﬁ ﬁééﬁ ﬁfE&ﬁéEiéﬁ;Eiﬁéé

. Figure 3. Differences in mean productlon times

semantic and factual violations and thexr'contro
Figure 4. Differences in mean pféd&éfibﬁ times
syntactlc + semantxc violation and and 1ts contr

Figure 5. Bifferences in mean productlon times

lexical violation and its cont;ol.
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ABSTRACT

Memory and metamemory processes were compared by 1ntro-11‘ o
ducxng an idea unit ranking task to prose text adapted to depth
of processing and cognltlve effort theories.f Depth of proces-ffyf
s1ng was operationalized through Fluency, concreten S8, and'ﬂ7e ;
categery—relatedness 1nstructlons.‘ Cognltlve effort was'maned;f;ﬁ
ipulatéd through text organizafioﬁi matched-to-task (easy) "
scrambled (difficult), and narratlve organlzatlons. Propor-d
tion recalled (memory) and proportlon estlmated recaii (meta-f‘;f“~
memory) for each idea unlt level comprlsed the primary depend-.;

ent.measures. Depth of processing was successfuily extended

to both prose memory and metamemory;v Gognitive effort was
not, since easy matched and difficult scrambled organlzatlons p
were equlvalent. Recaiixng passages prov1ded addifional 1nfor-e3“
mation to increase the accuracy of metamemory estlmatlons.
Metamemory (estimation) patterns in general echoed those of |

memory (recall).,
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We are often aware of our capacities and limitations in
gathering information. We may know, for example, that it is
ea81er to remember +three unrelated Items than to remember ten,
or that it is easier to multlpiy three digit numbers w1th paper
and pencil than in our heads, or that our oldest son is more
capabie in Arithmetic while our youngest is better in English.
-Our knowiedge about our own and others' cognitive processing
capabilities can be broadly defined as metacognition (Flavell,
1979). According %o recent taxonomies (Brown, 1977; Flavell,
1979, Flavell 198i Paris, 1978),.metacogn1t10n inciudes both
our interrnal representation of abllltles (metacognltive know-
ledge) as well as our ongoing moniforing of cognitive processes
(me%ééognifive processing). In contrast to theories and research
in cognitive information processing which describe the ongoing
flow of processing from input to output; metacognition examines
a person’s understanding and monitoring of this information
as it infiuences his/her and others' cognitive perFormances.
| Metamemory; or knowledge about one's owh memory, has re--
ceived the greate'% ‘attention in recent reSeareh,\ﬁéweVer;
Metamemory; like metacognition; consists of both metamemory
knowledge and memory'maﬁi%afiﬁé (Wellman, 1977). Metamemory
knowledge entails general Facts known about the characteristic
properties of memory, for exampie, that a person can remember
short lists better than long ones. In contrast; the ongoing
internal judgments, attributions, and assessments that a person
makes about specific items in memory is called memory monltorlng.
Memory monitoring, in the form of estlmatlons about memory,

is the type of metamemory assessed in the present study.
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Mémory monitoring and its predictive utility for recog-
' nition sSuccess was First examined by Hart (1965, 1967): Fol-
lowing an analogue of Brown and McNeill's (1966) tip-of-the-tongue
experiments; Hart asked adul®. subjects to estimate from un-
He found subjects were able to predict both recoghition failure
and success quite accurately for unretrieved items. By far,
the bulk of memory monitoring, as well as metamemory research
in general, has been developmental in nature, focused m&stiy
on differences betweéen childrén and adults, on production
teaching effective mnemonic strategies can yield increments
in performance in problem solving (Brown, 1977; Brown & De- -
Loache; 1977; Brown & Smiley; 1977; Flavell; 1981; Keniston
& Flavell,; 1979; Markman, 1981; Yussen. & Paquette, 1978).

Tha majority of literature in meta-processing has yet
to connect itself explicitly with the vast theoretical founda-
tions in cognitive information processing. Few researchers
have noted the possible connections between the hmemory theories
which guide their investigations and metamemory. Only one
study to date (Yussen & Paguette, 1978) has attempted such
' a comparison by using the COnstructiv;st paradigms of Bransford
and Franks (1971) and Paris and Carter (1973): However, their
interest was in developmental differences between children
and adults’' predictions of unrelated versus related sentences,
not in theoretical explorations of metamemory Der se. One
further study (Cavanaugh & Borkowski, 1980) has attempted

multiple memory-metamemory comparisons, but it did not test

345




specific cognitive theories by comparing and manipulating

relevant variables.

Traditional memory and metamemory explanations are not
necessarily diametrically oppcsed: Rather,; differences in -
recall could be the result of both mechanisms. Separate
analyses of memory and metamemory processes would clarify
the role each plays in a general characterization of memory.
This investigation made usé of such separate analyses with
the assumption that metamemory and memory phehomena are not
isomorphic. Sometimes there is reciprbcify between thém and
sometimes not. Memory processing could influence metamemory
ékpefiéﬁée and tﬁé'ﬁéﬁiféfiﬁg of memory input: In turn, ex-
périences and méﬁifcfiﬁg could iéééif in control over ongoing
memory processing. _

Metamemory, in the form of memory mbﬁitéiiﬁé was con-
ceived within a processing framework. In this schemé, meta-
memory is a higher-order flexible process; one which monitors
and controls 16wer—6rdér memory processes. In this sense,
metamemory becomes an executive processor (Brown & Deloache,
1977) that functions as an intentional regulator and generator
of lower-order routines (Brown, 1977). The central procéésdr
not only receives and evaiuates memory input, but in addition
controls the flow of that information through the cognitive
system,

The interdependence and divergence of memory and ﬁéféﬁéﬁéf§
processes was examined in this study usiﬁg prose materials,

In prose, main themes abstracted from text could influence

‘the feeling of knowirz and ongoing memory monitoring of fher
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text itself. Baker (1979), for exanpls, exanined adult sub-
jects' comprehension monitoring of text which contained various
confusions. Although subjects reported the existence of few
confusions, Baker discovered that poor recall of confusions
was due to subjelcts' rapid application of cognitive strategies
to resolve them, In this§ casé, failuré in metamemory (reporting
the exis%enee ofl confusions) was due to rapid resolution in
cognitive procesgsing. o
The intentilon of the research reported here was twofold:
~--~»~ﬁirstf¥éxiéting-éogni%ivéw%heories:weréxused~asfmefhoddibgic21:;:;:
tools %6 explore| memory-metamemory connections. By manipu-
iéfiﬁé fééféfé derived from these theories in a memory-meta-
memory frameworkl metamemory processing can be investigated
and some of its pharacteristics established. If the manipulated

theoretical variabie shows identical results in memory and meta-

memory, not only!is the theory exténded to include metamemory

processing, but i addition new information is learned about

If different results are registered in
ry measures, then these results delinsate
limits of the maniﬁ?lated theory as well as showing qualita=
tive differences in [memory-metamemory processes: Although
hundreds of fﬁééfé%ié&l cognitive variables potentially could
be manipulated in this way, two were chosen because of the pos-
sible interrelationships between them: 1levels of processing
and éognitivé effort. Manipulation of these theoretical variables
represents a first attempt to flesch out the metamemory proces-
sing system. |

In addition, a second consideration motivating this research
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was to introduce these two established variables to prose
materials Although metamemory for prose has been studied
(Baker, 1979; Brown & Smitey, 1977) and although levels of
processing has been manipulated in prose (Schallert, 1976) ,
simultaneous examination of both levels and effort on prose
memory and ﬁetamemary has not been tested. B

Recall of Prose: Depth of Processing versus Cognitive Effort

~ Depth of processing, formally introduced by Craik and
Lockhart (1972), refers to a series of hierarchic cognitive
processes applied to stimulus input, ranging from "shallow"
structural analyses to "deeper," more elaborate semantic op-
srations: Although recent research has contraindicated some
of its notions (Baddetey, 1978; Craik & Tulving, 1975; Nelson,
1977); empirical results in general have supported the hypo-
thesis of semantic levels of analyses leading to better reten-
tion than shallow perceptual levels for words (Cralk & fulving,
1975) and for sentencés (Mistler=Lachman, 1974, 1975).

For prose text, Dooling and Christiaansen (1977) discussed
the implications of depth of processing for a constructivist
orientation. The fact that main ideas lead to better recall
than details in prose carries an implicit levels flavor.

One major study (Schaliert, 1976) has examined prose recalt
under different tevels of processing. Schallert manipulated
depth of processing by having subjects examine ambiguous text
under different task instructions. Subjects counted either

? of The text, or réad thé text for later recall. She found




that the number of idea units recalled varied directly with

nouns) led to worse recall than deep tasks (rafiﬁg for ambi-
guity and intentional recall).

One difficulty with Schallert's manipulations was that she
varied both the uhits processed as well as the depth of proces-
sing. "Unit" réfers to thé input churik of procéssing specified
by thé-task - (letter, word, Sentence, or paragraph),.and."depth"......
refers to the type of processing operation applied (structural,
phonemic, or semantic). 1In Séﬁéiléf%ié experiment, units and
depth were ébﬁféﬁﬁ&é&; such that subjects receiving shallow
instructions (66ﬁﬁ%iﬁé) examined word units, and subjects
receiving deep instructions (ambiguity ratings) examined whole
text. Processing operations at different depths should be‘ap—
plicable to units of a variety of sizes. A continuum of oper-
ations can be .applied at any chunk unit, bé it word, séenteénce,

or paragraph.

The present research chose an intermediate-sized, more
abstract unit for prose, an idea unit (Johnson, 1970). TIdea
units are parts of or whole sentences which express only one
complete idéé; I&éé units were written éé.ééﬁﬁléﬁé sentences
in the present experiment: Subjects ordered all sets of idea
units according to a specified criterion. Hence, all idea units
had to be processed equally. The present experiment extended
lyzing sentence idea units in text.

These idea units were to be analyzed according to one
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creteness (intermediate), or category-relatedness (deep)
procéssing. Category processing has been found to be an effec~
tive orienting task with words, enhancing recall over phonemic
tasks, however, have been problematic since task focus is
directed only at word endings (Neison, 1977). For sentence
ively; so as to be applicable to this larger unit of analysis.
thsiéédwéf processing words according to their relatedness to
the text's category topic, which itself was highly related
to the text's thematic title. In the same way, an intermediate
depth was defined by directing processing towards idea units'
concreteness in the world. A shallow depth was determined by
a criterion that focused iféééééiﬁg on fluency éharécfériéﬁicé
of idea units. Whereas the fluency task examined how easily
sentence idea units flowed in speech and reading, concreteness
tasks examined how easily the jdea units were visualized or

' connected to the real world. In contrast, deep category-re-
éfﬁg——féiaté&néss to its category topic. Subjects sorted all
sentence idea units into three groups within each task depth--

low, medium, and high (fluency, concreteness, or category-re-

task instruction depth.

To ferret out the effects of depth of. processing on text

)
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cémpréhénéion and recall, cognitive effort was introducéd by
varying idea unit organization. Effort has been defined as

"the amount of the available processing capacity of the limited
capacity central processor utilizéd in pérforming an informa=
tion-processing task" (Tyler, Hertel, McCallum, & Ellis, 1979, .
p. 608)., 1In Tyler et al.'s experiment, the effort notion was
tested within a depth of processing framewcrk; using anagram

and sentence completion materials as representative of shallow

and deep levels respectively. Within each level, low effort

(easy) and high effort (&iffiéﬁl%) materials were manipulated.
Cognitive effort was monitored through a secondary tone detec-
tion task. Both effort and task depth produced differential
recall. High effort, difficult materials increased recall
over low effort, easy materials. Deeper levels of processing
showed an advantagé in recall over shallow levels. General
results depicted no interaction between effort and depth of
processing. Probe (ﬁdne) reaction time reflected differences
in effort but not in depth of processing.

Tyler et al.'s procedure split effort into easy and dif-
ficult materials within each depth. Analogously, the present
study varied effort within éééﬁlféék depth fﬁféﬁéﬁ how the
idea units were organized in presentation to subjects. Easy
organizations were those that matched the task criterion.

For examplée, a 1évéls task in which units weré ordered in terms
of the fluency of their expression was termed "easy" if the input
idea units wére already pre-organized from most to least fluent.

"Difficult" effort was required when the idea units were presented
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between the order and task criterion: 4 third organization

presented the text in its original narrative order. How much

effort narrative order might require was uncertain because o
contrary influences. More effort might result because the sub-
jects would have to bréak down the narrative organization so

that the task criterion could be fet. On the other hand; 1668
effort might be needed because initial reading would be easier
(Kintéch, Kozmiﬁéky, éfréby, Mckoon, & kéénén, 19552 Stein &
Nezworski, 1978). ' '

In sum, different idea unit organizations were high or low
in cognitive effort depending on the task. Difficult, high
éfféf%; scrambled organizations resulted when subjects had to
sift through disorganized information in order to meet the task
requirements. Easy, low effort, matched organizations resulted
when idea unit ordering mateched the task requirements: Matched
organizations required little effort because they provided an
external ordered Structure direcfing'subjééfé to process the task-
relevant information éfficiénfiy. The aﬁoﬁnf of COgnifiVé
effort depended on thée match betweén text organization and task
requirements.

Both cognitive effort and depth of processing were hypo-
thesized to affect recalls A depth of processing interpre=
the fluency-of-expression task would yield the least amount
récalled and the category-relatedness.task would result in the

gréaféét amount récalled. A cogﬁitive effort iﬁterpretétiéﬁ
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predicts enhanced recall with difficult idea unit organizations:
scrambled organization should result in a greater amount recalled
than matched-to-task organizations.

Metamemory Estimation: Depth of Processing versus Cognitive Effort

The primary question the current study addressed was .=
how depth of processing and cognitive effort affect metamemory
égtimations‘cf recall and their relative error.: Although
past investigations have shom adults to be accurate in esti-
mating their performance (Yussen & Paguette; 1978; Wellman,

————1977)7 Little research-has-examined—the-memory-variables-which——-

influence their estimation accuracy. Many cognitive variables
have been ldemtified in information processing, but few have
been explored within the context of metamemory. Yet metamemories
are themselves cognitive processes. The prégéht research re=
presents a first approximatisn directed at uncovering relevant
theoretical méchanisms in m: timemory processing. Specifically,
degree of cognitive effort ar.! depth of processing were expected
to influence metamemory-based s#timaticns as well as actual recall.

Since both variables have an ei’:ct cn memory performance; do

they affect metamemory perfornaris as weil? Would this effect
be identical or divergent from assesssd recall?

A depth of processing main effect was expected in recall,
such that deeper, category-relatedness processing would en-
hance recall over shallower, fluency-based processing. Meta-
memory would be considered sensitive to depth of processing
if estimations of recall duplicated the recall results: If a
depth effect was present in recall and recall estimations indexed

no differences due to depth, then metamemory would be considered

o e - 357
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insensitive to déﬁ%ﬁ; Conversely, if difféféﬁééé in depth of
processing were absent in recall, yet ﬁiéééﬁ% in éé%iﬁé%iéﬁé,
then metamemory monitoring would be in error: If such were
the case; subjects would have believed erroneously that depth
This type of metamemory insensitivity is qualitatively distinct
from the case where recall differences are prééeﬁt, but differ-
énées in estimates are not. Finally, these two types of srron=
eous metamemory can be distinguished from a third case, wherein
both recall and estimation-differences are present, but with
quaii%atiVéiy different patterns. For example; a category:
relatednsss task might produce the greatest recall; but a con-
creteness task might produce the largest estimations.

In the same vway; differences in effort organizations could

emerge in recall, but not in estimations of recall. Then,

' metamemory would be considered insensitive to variations in
cognitive effort: The same types of divergences between recall
and eéﬁimainné dégcribed for depth of processing apply to

the cognitiva effort manipulation, as well as the idea unit
level manipuiation;

Differeni patierns emerging from memcry and metamemory
imply qualitatively ¢irtinct processing. ' Subjects would not
be just inserzitive o their own recall, but their beliefs
ébéﬁ%:%ﬁéif memory pootosses would be in error as well, If
a particutar patter: wo. o uresant in recall esiimates (fbf
example, an interasficn het.een effort and depth), but absent
in récall. Subjects apcdaréntir would be in error in believing

rocessing) influenced another

-

that one wvariable {dep*tn uf
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(cognitive effort).

Metamemory error refers to how far estimations of recall
are from actual assessed recall. Over- or underestimates of
recall indicate &ifféféﬁfiéi arror in the monitoring process.

What causes subjects to inaccurately monitor their memory?

They may over- or underemphasize the cognitive effort expended

while processing the passage, they may assume that one level

of processing was deeper or shallower than it actually was,

or they may inaccurately assess the degree of their nreritive

éfféft when brOCéssing at a particuls> depth.: 1In & uari:f
> ety of ways éxist in which subjects may err in meios sning.

Differential error of estimations allowed a cléarer ni .esment
6f the informational basis used for metamemory estimaticns
and how these estirations interacted with actual memory proces-
Sing mechanisms.
METHOD
The purpose of the présent study was to compare memory
and metamemory procéssés in the context of prose materials.,

Two theoféticéi variables, depth of processing and coghitivé

of processing was introduced through fluency; concreteness,

or category-relatedness task instructions. Cognitive effort
was manipulated through météﬁéd-to-tqsk (easy), scrambled
(difficult); and narrative organizations. Separate groups of
subjects read three passages and ranked each set of sentences
in a péééééé into three groups: low, medium, or high, fluency,
concreteness, or category-relatedness. Half of the subjects

estimated the amount they would remember before they recalled

”Qiisi;,_ H
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the passages: The remaining subjects first recalled the infor-.

mation and then estimated how much ﬁhey believed fhéy recalled.

aterials

Three articles ("Windpower," "TV,"” and "Genetic Research”)
were adapted from Time (1980) . Each passage consistéd of
30 idea units constructed by the experimenter so that each
sentence could stand alone without pronouns or anaphoric re-=
ferences to other idea units. The units were written in the
original ﬁéfféfi#é order, one idea unit per line, and numbered
1-30.

Prior to the maln experiment, the iﬁiréétigétéf randomly
scrambled the 30 sentence idea units within each passage.
These three scrambled passages were given to an independent
sroup of 102 raters drawn from a pool of General Psychology
students attending Kent State University in fall semeSter,
1980, Three separate groups of 34 subjects each sorted the units
into three idea unit levels of either fluency, concreteness,
or category-relatedness. All groups were given all three
péésagés; The mean rank across subjectsg for each sentence
jidea unit within each passage and task instruction depth was
calculated: The idea units in each passage then were ordered
from high to low in terms of their mean ranking for each
instructional condition. This procedure resulted in three -
uniQuelbrderings per passage: from most teo least fIUénf, from
most to least concrete, and from most to least category-re-
lated.

These three orderings served as input materials for the

W
|
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main experiment's matched (éésy effort) condition. Each order-
ing was matched to its particular task instruction depth.
Scrambled (difficult) order was the same in bbfh'préiimiharyrv =
and main experiments and was determined randomly. Narrative
ordér was derived from thé original passages as constructéd
by the p?éyiously discussed experimental criteria. Spearman
Rank Order correlations among orders were computed to détéf;
mine éiﬁiiéfi%& of organizations. The orders were unrelated

with an average intercorreiation of .004 and with a range of
.185 to -.213;

Experimental booklets and instructions: Two experimental

booklets were prepared, one for the instructional ranking task
and one for the recall and recall estimation tasks.

In the first booklet, a practice passage appeared on the
first two pages after the cover sheet, followed by task-spe=
cific instructions. Thé final §ix pages consisted of the
three experimental passages arrangé& according to one of the
three experimantal organizations (scrambled, matched-to=task,
or narrative). Passage order was counterbalanced in éééh con=
dition.

Task instructions were iﬁéi&éﬁtéii only explaining the
orientation of the task and the idea unit ranking procedure.
Fluency instructions indicated that idea units ranged in fluency
of éxpiéssion for reading and Speaking. Fluency was said to
réfer to thé flow of Sentences. Concreteness instructions
stated that idea units ranged in terms of how easy they

were to connect to the real world. Concreteness instructions
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referred to how easy the idea units were visualized or concep-

tualized. Category-relatedness instructions explained how

' some idea units were more related than others to a péftiéﬁiér

topic: Subjects in the category instruction condition read
passages headed by their respective topic categories ("Wind-
power;" "TV;"” "Genetic Research"”). An examplé was given of
the task criterion for each instruction set.

The second experimental booklet had two alternate forms:

(2) a prediction estimation page followed by three blank pages

for recalling the three experimental passages;of (b) three

blank pages for recall followed by a postdiction estimation

page. For the prediction estimation condition, instructions
directed subjects to predict thé number of idea units they
believed they could recall from each of their own rank levels
third): This page was followed by thréee blank pages in which
subjects were requested to write down what they could remember

in any order (that is, not necessarily by idea unit level),

for the first, second, and third experimental passages, con=

secutively.

In order to investigate effacts af prior recall on es-
timation, additional groups of subjects received the recall
and estimation tasks in reverse order. In this condition;

a postdiction task was administered. Postdiction instructions
required subjects to estimate how many idea units per level
they believed they actually did recall: Both estimation and

recall instructions asked subjects to estimate and recall

356
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Procedure

'Subjects were run in separate groups by task instructional
conditions: The experimenter passed out the first booklet and
read the instructions to the subjects. .Subjéé%é were oriented
to the nature of the. task (Tlﬁéﬁé&,;ééﬁéfé%éﬁééé; or category-
relatedness) and then were told to read through the set of sen-

tence idea units for the practice passage. The idea unit ranking
procedure was explained. First, subjects choSe & third of those
idea units at a specified level (least fluent, least concrete,

or least category-related) and drew a line through them: Then
w2s drawn around 10 idea units intermediate in fluency, concrete=
ness, or category-relatedness), leaving the remaining 10 idea
units untouched (that is, the 10 most fluent, concrete, or
category-related). This procedure was repeated for the three
experimental passages.

After the ranking task; the passage booklets were collected.
Then the recall estimation booklets were passed out. For pre-
diction estimation, subjects were asked to predict their recall
for each rank level within each passage for all three passages;
Then they recalled each of the passages in order of preséntation.
Instructions for postdiction asked subjects to first recall
the passages and then to estimate the number of units from
each rank level for each passage they believed they actually

had recalled in gist.

Subjects
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‘Subjects in the main experiment were drawn from & pool
of General Psychology students attending Kent State Univeréi%y
in the spring semester of 1981; Subjects served in the ex-
periment as partial fulfiliment of a course reguirement;
Nine groups of 25 siubjects each received a particular organizas
tion by task instruction condition in the prediction estimation
group. Nine comparable ~roups of 25 sub¥cts also were tested
in the postdiction coadition: The total number of subjects
participating i the main body of the experiment was 450.

Scoring and Anzl sSes

Recalls were scored by the investigator who was blind
to the particular experimental condition of each subject.
Because the recall task was incidental, protocols were scoréd
by lenient criteria: If the major theme of an idea unit was
present in the protocol, reg:rdless of verbatim accuracy or
détaiig it was considered as recalled. Recall of idea units
was expressed as proportion of units recalled as a function
of each subject's own ranked idea unit level. To assess scor-
ing agreement, an independent rater scored 14k passage recalls.
Across idea unit levels, 91% of the raters' judgments were either
in total agreement or one idéé unit away.
| Results were analyzed in 2 3 X 3 X 2 X 3 X 3 mixed analysis
of variance with three levels of task instructions (fluency,

concreteness, category-relatedness), three levels of text
organization (matched,; scrambled; narrative), two levels of
recall estimation (prediction, postdiction), three levels of

idea units (high, medium, low), and three. levels of passages

2
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("Windpower," "TV," and "Genetic Research"). ' Task, organiza=
tional effort, and prediction/postdiction testing were be-
tween-subjects' factors. ﬁaSS%gﬁutbbiéwaﬁdHréﬁiniéiéiéA6ftw“wu,hw“,
idea units were within-subjects’' factors.

Three dependent variables were analyzed: (a) the prin-
cipal memory measure was proportion recalled as a function of
idea unit level; (b) the principal metamemory measure was
proportion estimated recall ac a function of idea unit *avel;
and (¢) a derived error measure was estimated minus actual
recall., All post hoc comparisons were conducted using Newfian-
Keuls. All effects reported as significant are with p < .05
unless indicated otherwise.

RESULTS AND DISCUSSION

ﬁécéii .'

Both concrete and category-relatedness instructions, although

not differing themselves, produced significantly better recall

than did fluency instructions, F (2, 432) = 3t.421, Ms, =
.071, as shown in Table 1. The means for scrambled and
Insert Table 1 about here

matched organizations were not significantly different. Task
instructions and organization did not interact, F (4, 432)<
1, NS, = .071. Previous findings that recall of isolated
word lists was enhanced by deeper levels of task processing
(Craik & Lockhart, 1972; Craik & Tulving, 1975) also éﬁﬁiy

to prose texts. However, greater effort did not enharnce
recall, as had been found in past research with words (Tyler
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ot al., 1979). Difficult scrambled organizations were equiva-'
lent to easy matched organizations. . Only narrative organiza-
tioﬁé improved recall. The difference between prediction/post-
diction testing was not reliable, F (1, 432)<1; MS, =:071:
So, metamemory estimations did not influence amount recalleds
For idea unit level, high level units (most Fluent, concrete,
or category-related) were recalled better (:203) than medium
level units (:171), and low level units produced the worst
recall (.121),; F (2, 8655 = 146.838, MS, = .016:; However,
this main effect was qualified by several highef-ef&é} infer-
actions. Ths iden unit level pattern differed depending on

.01, as shown

1]

task instiuctions, F. (4, 864) = 17.077, NS,
in Figure 1. Both concreteness and fluency instructions showed
linear decreases in amount recalled, but the slope was steeper
. under concreteness instructions. Category-relatedness 1RSTrUG-
tions showed equivalent recall for high level and medium level
Units, both producing greater recall than low level units.

Insert Figure 1 about here

amount recalled, F (2, 864) = 26.153, NS, = .023, and passages
interacted with task instructions, F (4, 864) = 3,600, NS, =
.023, and idea unit level, F (4, 1728) = 9.99%, MS, = .013.
However, both two-way interactions entered into a triple in-
teraction of task, idea unit level, and passage topic, F

(8, 1728) = 9.650, Mse = .013. The patterns of results across
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jdea urit levels were replicated in all three passages for

concreteness and fluency instructions. However, category-

relatedness instructions produced variable results.across pas= . .

sages: Category-relatedness showed greater sensitivity to
passage topic than either concreteness or fluency instructions.
Concreteness and fluency instructions replicated a linear idez
unit ordering over passagés; Category-relatedness instructions,
however, lacked this stability and were more dependent on the
content of the passages.

It was expected that category-relatedness instructions
would result in better structured recall. Intuitively, they
were presumed to induce the deepest semantic level processing.
Relating idexu units to category meanings seemed deeper than
to concreteness in the real world. Recall was not better
structured under ééfégéfy-féiafedﬁess insfrucfibns, however.
These instructions were related to processing content of the
passages, and recall reflected sensitivity to differences in
that content.

Estimations

Céﬁéfefenéss instructions did not differ from category-
telatedness instructions, both producing reliably greater
estimations than the fluency task, F (2; 432) = 5.786, MS, =
.192, @5 shown in Table 2. The effect of text organization
reflected a similar pattern for cStimates as for recall (nar=
rative > scrambled = easy), but this effect was not sfafisfiéally

significant, F (2, 432) = 2.928, p = .053, MS_ = .192.
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Inser% Table 2 about here

Prediction/postdiction interactions, absent in recall,
were preésent in estimations. Prediction/postdiction interacted

with task instruction,; F (2; 432) = 3.071, MS, = .192. As

pd .

shown in Table 2, concreteness instructions resulted in higher
recall estimations for postdictions than predictions, whereas
fluency and category-relatedness instructions resulted in
slightly lower postdictive estimations. Subjects processing
text according to its concreteness and who had already recalled
the passages tended to estimate their recalls as §f6aﬁéiﬁé
more idea ﬁhi%s than those who had not had the opportunity
Subjects' recall estimates were highly sensitive to idea
unit ievéi, F (2, 864) = 57,460, MSé = .029; all ordéred pair-
wise cbmpérisohs between levels (high = :279, Medium = .251,
and Low = ,211) were significantly different. This pattern
was the same as the one obtained in actual recall. The main
effect of idea unit iévéi was quaiifiea; however, by an inter-
action with predicfion/pésfdicfibn estimation, F (2; 864) =
5:070; MS_ = .029, as depicted in Figure 2. Postdictions
showed a linear ordering of estimations as a function of idea
unit tevel. However, in prediction testing, only high level

Insert Figure 2 about here
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idea units were differentiated clearlys Medium and low levels
did not differ. Recalling passages prior to estimation produced
the same idea unit orderings to those of actual recall. When
corrected divergenmt idea unit level estimations. A task instruce
tion by idea unit level inféfacfion, pfééenf in récéii; was
not sigﬁificaﬁf in esfimafions, F (h, 86&) = é.bé?, pi< .6§,
Méé = ,029. The linear patterns was present in all tasks.

In contrast to recall results, there were no significant
effects involving passage topic. All the significant effects
in recaii estimation wéfévféﬁiiéété& across ﬁéééégéé and none
were compromised by an interaction with passagess

In summary; reliable effects in metamemory estimates
were produced as a function of instruction, idea unit level,

and interactions of prediction/postdiction tests with task and

with idea unit level: The effects of text organization, passage
topic; and interactions with passages were absent.

Relative Error (P-A)

Main effects of betweéen-subjects' variables of prediction/
postdiction estimations, task instruction, and text organiza-
ficﬁ were absent in this analysis, indicating subjects' esti-
mations were equally accurate for these variables. A passage
topic main effect was present F (2, 864) = 9.871, NS, = .olo,
and passage interacted with organization; F (4, 864) = 2.423,
MS_ = .040, and idea unit level, F (4, 1728) = 6.747, MS, =
.020. A triple interaction between passage, task instruction,

and idea unit level was also prééénf, E (89 i7é8) = 6-5993 Mse =
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. .020..

More importantly, for idea unit levels, medium level
jdea units were the most accurately assessed; followed by high
level units and then low level units, E (2, 864) = 7.861,
MSé = .olbo. However, this main effect was dﬁélifie& by theé
interaction with prediction/postdiction testing, F (2, 864)
pfbduced relatively equivalent accuracy across idea unit level,

Insert Figure 3 about here

tut prediction estimates were relatively less accurate for high
and low level idea units and more accurate for ﬁé&i&m jevel idea
units. Idea unit levels also interacted with task instruc-
$ion, F (4, 864) = 5.116, MS, = :040: The shallow fluency task,
produced no differénces in accuracy by idea unit leével, but

the concreteness and category-relatedness tasks did. ' Concrete-
fess instructions showed greater overestimation of low level
idea unit, but category-relatedness instructions resulted in
greatest overestimation of both ﬁigheéf and lowest level units.
Deeper tasks produced differences in error for idea unit struc-
ture.

Subjects tended to overestimate their recall in all
experimental conditiors. Perhaps, the greater number of
passages read, the greater the overestimation. Another reason
for overestimation could have been that fecall instructions

were lenient. Stringent instructions might have resulted
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in underestimations of recall. In the present experiment recall

‘instructions were lenient, so subjects may have responded by

mental scales of memory may differ from experimentally defined

‘recall measuress

The main effects of task instruction and idea unit level

were reflected cléarly in both memory and metamemory measures
(refer to Table 3). These two factors were the most salient
parts of the éxpéfimentéi instructions. Subjects were told
explicitly to attend to the task orientation and to the Sorting
procedure (idea unit levels): Experimental instructions did
not call attention to text organization: Although organization
affected recall, this pattern failed to reach significance

in the metamefiory measure. |

iﬁserf Table 3 about here

Memory itself was not-affected by whether a prediction
test was administered before recall: In contrast; metamemory
was sensitive to whether estimates were given predictively
or postdictively. 1In the prediction condition, estimatés
produced in response to task instructions showed no differences.
However, after recalling passagés, subjects elevated their
estimates when given concreteness instructions. Feedback from
recall in the concreteness condition raised estimates above

those from category-relatedness instructions. Hence, the
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postdictive estimation ordering move sronely duplicated the
recall pattern. In addition, @fé&iétiéﬁ/@béfaiefion estimations
interacted with idea unit level. Whereas predictive estimates
failed to differentiate between medium and low level idea

results mura accurately. Generally, recalling passages affected
.metaﬁéﬁbfi processing for the two strongest variables, task
instruction and idea unit level. In the present study, memory
influenced metamemory pracessiﬁg; not the reverse.

Differences in patterning between memory and metamemory
processing were féuﬁd-iﬁ thé task instruction by idea unit
interaction (seé Table 3). The primary difference was in the
metamemory Systém's failure to pick up a fiﬁé-gfaiﬁe& effect,
‘pafﬁérn difference was found in the task-idea unit-passage
triple interaction. Examination of this pattern showed memory
to be sensitive to the variable passage-specific memory éffegts
of idea unit level in the category-relatedness task. 1In
contrast, metamemory was not sensitive to passage content;
the linear effeect of idea unit level was present in all three
passages. Both idea unit level and task were repliéé?éé across
all three passages .n metamemory, but not in the memory measure.

To compare the relative strengths of effects, omega’
was computed for all relevant results in memory and metamemory

. ,,,,,,,2 g S e e - L g - _ - _
measures. Omega“ examines proportion of the total variance

accounted for by each treatment effect (in this case total

within-subjeet variance). Hence, this statistic indexes the
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the strength of effects obtained from P ratios (Hay &, 1973).
In the context of metamemory processing, omega’ was usad as
an index of sensitivity to memory variables: Comparisons

of omega2 between recall and estimated recall are presented
in parentheses in Table 3.

Overall, the proportion of accounted for variance de-
creases from memory to metamemory levels. In all cases, when
a significant effect was present at the memory level, it was
attenuated at the metamemory level.

The relative magnitude of sign’ icant recall effects,
ordered from most to least; showed task instruction to be -
the strongest variable; followed by idea unit level and text
organization, respectively. In estimations; these same variables
were reduced in strength. Significant estimation effecis of
task instructions and idea unit level were not as strong when
compared te recall variables. However; task instruction
and idea unit level, the strongest effects in recall, were
also the strongest effects in estimations. The weaker text
organization recall effect was not reliable in estimations.

Prediction/postdiction interactions, present only in the

!

stimation measure, showed retatively nonexistent effects,
as shown byjomégaQ.

The general summary of results revealed differences in
tion, text organization, passage topic, idea unit level,; and
prediction/postdiction estimations. Estimation patterns did
not refiect those of recall in all cases. Obtained effects

at a metamemory level weakly echoed those already present
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in memory. Stronger effects in memory (éé determined by omégag)f
‘were moré likely to be reflected in metamemorys When all meas=
ures are compared, it was possible to assess the relative
patternings of each; clarifying the relationship of memory-
.méfamémori connections: The description of these connections
dépictéd a pattern of echoing from memory to metamemory levels.
Metamemory traced similar patterns of main effects: But the
echoing in metamemory was weaker, suggesting a second-order,
more abstractive relation registered in metamemory.

' GENERAL DISCUSSION | \

Memory Processes

Task orientation, idea unit level, text organization,
and passage topic produced reliable differences in recall,
Depth of processing, an effect commorily found with words (Craik
% Tulving, 1975), has been extended to sentence idea units
in text. Similar to Schallert's (1976) work with task instruc-
tions, processing to deeper levels of éﬁalysis enhanced per-
formance. Unexpectedly, concreteness instructions either e-
gqualled or exceeded cafegéfﬁ—féiétedﬁess instructions.: To
relate subordinate idea units to a catégOry heading seemed
"deeper” than to relate them to their qdncféféﬁééé in the
real world. Concreteness instructions did ﬁéf'éééﬁ to neces=
sitate semantic operations, siricé subjects need only visualize
the sentences. OCategory-relatedness instructions, in contrast,
were believed to require subjects to make use of internal '
semantic representations. However, concreteness instrué%ibhé

appeared to induce a relationship to an even deeper, more
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elaborate, schematic base--the real world, which is more in-
clusive than any particular category subset of that world.

Both instructional sets could be interpreted as relational

to semantic representations, whereas fluency instructions lacked -~ -

this semantic component. The fluency orientation directed pro-
cessing towards the surface representation of the sentences==
their choppiness and flow, rathér than towards the sentences'
undérlying ideas.

In Contrast to-Tyler et al.s (1979) results, cognitive
effort failed to‘have an effect: Difficult scrambled and easy
matched organizations produced equivalently low recall. Only

original narrative organization enhanced recall. It is possible

that matched and scrambled organizations did not cause different

ievels of cognitive efforts In Tyler et al.'s experiment,

an independent index of effort was used to assess amount of
central processing capacity. L-nger latencies of tone défeéfioh
. (the secondary measure) were assumed to reflect greater uti-
iization of the central proceéssor, and hence, gfééféf effort.
Because of the size of the subject sample in the present ex-
periment, such a secondary measure was not feasible. It is
uncertain then, whether scrambled passages indeed induced
greater effort in processing compared to matched passages.

. Further, narrative order could have conceivably produced the
greatest effort. It is recommended that future research monitor
processing capacity with secondary measures. >

Higher idea units were recalled better regardless of

sorting >n. Thé ordering of idea unit levels was stable
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across passages for concreteness and fluency instructions,

but tended to vary across passages for category-relateiness
instructions. It is interesting to note that idea unit level
work has %L:en researched only as a function of a thematic
1977), itself analogous to the category-relatedness task used
in the present study. TheSe results showed idea units ranked
as most important to the main theme of the narrative are recalled
better than units ranked as less impertant. In the present
experiment, other task diréctivéé (fluency, concreteness; and
category-relatedness) produced similar mean recall orderings

of idea unit levels as those obtained in thematic importance.
Hence; the Iinear effect of idea unit level occurs across

This result suggests that thematic importance rankings reflect
a deeper ievei of ‘task orientation:

Further, narrative organization produced greater recall
independent of the task instruction criterion by which idea
units weére sortéd. If the i&ea unit effect were dependent on
narrative structuré alone, then when this structure was altered
through scrambled or maﬁchéd organizations, the idea unit
effett should have been eliminated, producing a flat functioh.
This did not occur. The idea unit effect was presént in all
text orgaﬁEZétiéﬁé, but as defined by task, not narrative
structure. Such a result runs counter to previous interpre-
tations of thematic impéftaﬁcé as inherently féflééfing the
narrative structure of passages. In contrast, the present

results stronslv aneerest that the monotonic ordering of idea

374




units; from most important to least, is a result of general
task-oriented processing; and not due to narrative structure.
When underiying narrative structure was disrupted by changes
though the total amount of recall decreased.

The rankings of idea units according to task criteria
also showed that jdea units were proéeSSéd primériiy écCording
to task, not according to organizational Structure. If idea
unit rankings werée dependent on different organizations, then
idea unit rankings quld be uncorrelated. Subjects would have
rank  the same idea units differently when presented in differ-
ent organizations. However, correlations between rankings
obtained with differing organizations were relatively high.
Average correlations ranged from .74 between easy and scrambled,
.76 betweer easy and narrative, to .79 between scrambled and
narrative organizations. Hernce if a particular unit was ranked
high in narrative organizations, it also tended to be ranked
high for other drgahizatidns. In contrast, idea unit rankings
were unédrréiéfed across different task instructions. Idea un=
its ranked high in one task were not riecessarily ranked high
in other tasks. The correlation of fluency ranks with concrete-
ness ranks was =,03, fluency with category-relatedness was
-.17, and concreteness ranks with category-relatedness was
-:13. High-ranked idea units that were recailed well in a fiu-
ency task were different from high-rarked idea units that were
recalled well in category-relatedness or concreteness tasks.

Idea unit recall cieariy was dependent on task, not organizationr
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idea unit effect as one based on task-dependent processing,
Although narrative t.ructure enhancées recall overall, it does
not determine the shape of the recall function (in terms of
idea unit level).

Metamemory Processes

Task instruction depth and idea unlt level were reflected
clearly in metamemory; 2s im recall. That estimations regis-
tered differences in these two variables extends depth of
processing and idea unit level to mslient cognitive variables
for metamemory. Since idea unit level scaled estimations with-
in each task depth, from least to most Tluent, concrete; or
category-related, idea unit level results also showed a moni-
*~ring of task orientation in general. In contrast,; text orzan-

tion and passage topic were not mbnifbred reliably in metamem-
ory; although they did imleed affect recall. Similarly, esti-
mations wore not sensitive to higher-order recall interactions
among these variables. Metamemory-based estimations tended
to mateh actual task-directed recall more closely whenh subjects
estimated &ifeétiy after féééiiing the passages than before.

Oméga2 (Table 3) depisfed estimation effects as dimin-
ished in strength, compared to recall. The description of
metamemory processing lies, not within any particular memory
effect, but within the relative changes in manipulations of
memory processes. When metamémory reflects the same relative
patterning in memery, it i& considered sensitive. In contrast,

metamemory is insensitive when it fails to reflect -+the differences
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shown in memory, eithe. by showing no reliable pattern or by

showing a divergent pattern from the one obtained in memorys

By examining the overall picture of memory-metamemory compar-

. isons, 1. becomes possible to assess the informational basis

behind metamemory estimates: The Dresent results suggest,

an "echoing® in fetamemory oceurring reliably to the strongest
recall patterns of task instruction and idea unit level. Fre-
diction/postdiction estimations interacted with these two strong-
est recall variables in such 4 way that postdictions more ciéarii
reflected obtained memory results than did predictions. O~
ganization and passagé topic traced similar patterns of re-

sults in metamemory as in reczll, but failed to reach sisni-
fi~ance. Hence, the weaker recall variables of organization,
passage, and higher-order interactions were less likely to be
monitored reliably in estimations: Rather than showing isi-

sensitivity due to distortion in estimaticus,; metamemory reflect-

ed insensitivity due to lack of monitoring of weaker recall

variables. The echo effect aepicﬁed oniy fhe_sfrongééf méﬁory
variables as being moni.tored réiiabiy in méfémémory. The
gréaﬁer the sfrengfh:in obtained recall paﬁférns, the greatsi
the liklihood it was accessed in metamcmory. In all cases,
However, the strengtls of the obtained metamemory effects were
diminished compared to those of memory.

Three possible reasons could account for this echoing.
First, metamemory might echo only salient memory effects,
where "salience” is derived from its strength in memory, as

manipulated experimentally. Whether this strength is due to

greater attgﬁtioﬁ, a greater number of experimenfaiiy;inducéd
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associations, or greater activity in mémbry;p@qcéésing is not
important for this particular explanation. Rather, if certain
memory effects aré particularly saliént in any sSpecified ex-
periment, thoir strength (as measured by omégég) ig enhanced.
The outcome of memory salience is what is monitored in metamemory.
Greater salience allows the memory effects to be monitored
in metamemory. Hence, the greater the salience in ﬁéﬁéfy pat-
terns; the greater the 1ikiihood it is monitored reliably in
metamemory. This explanation implies that if any cognitive
variable's salience is strengthened or diminished; as measured
by dmegaz, then concomitant moniférihg differences would be
§één in metamemory. If text organization, for example, were
mariipulated to have greater memory salience, then significant
effects would be obtained in metamemory measures for texts

A second possibility explains metamemory as differentially
sensitive +to task demand information. Task demands tap into |
subjects' contrcl procussing, orienting them towards specific
strategies. Both depth of processing and idea unit level con-=

Both require subjects to think about the text in specific ways.
In contrast, organizéticn and passage content do not fedﬂifé
subjects to actiVéiy process texts Aithougﬁ both sre concerned
with defining the memory répresentation, neither indicates
which aspect of text information is important for thé meémory
representation. Hence, metamemory, being only sensitive to
task demand activify; did not monitor organization or content.
If organization or content had entered into task demands,

thén such information would have been monitored. For example,
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if subjects weré instructed to reorder scrambled rissages,

or comparé the different organiZéficﬁé or comntent »f passagés,

According to this interpretation, metamemory locks into task
demands and storés them for future uses Estimations can only
tap into the task demands. If metamemory, in the form of
astimations, echoes task-oriented processing alone, then esti-

mations provde another index of depth, Since depth of proces-
sing itself is a task orientation., Héncé, the criticism of
circular explanations of depth (Baddaley;‘1976) could be partial-
1y circumvented by appealing to a metamemory index.

A thlrd expianatlon &5 to how memory and metamemory might
operztes posits a s;ngle representatlon in memory which is ac-
ciGsed through different retrisval measuress Alternative res-
ponse decisions tap into th.¢ n7nrved representation with varying
degrees of specificity. Instead of metamemory filing away
a separate représentation based on memory salience, or based
on task demand activity, and instead of metamémory as being
déscribed as a distinct and separate system, it is viewed as
another aspect of cognitive procéssing. One memory representa-
tion is formed and different retrieval processes access this
représentation. Estimates of recall only retrieve the general
charasteristics of the mémory-répréééﬁféfiéﬁ; According to
this interpretation, éstimates of recall constitute a weaker
test of the memory representation, just as a recall test is
typically less sensitive than a recognition test in tapping

memory. If the echc effect resulted from diminished sensitivity
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of estimation measures, then other selected measures of meta-
memory would not necessarily echo their concomitant memory
meagures. This view would invoke explanations of how differ-
These three approaches can be recenciled only through
further research designed to uncover the processing mechanisms
involved in mémofy monitoring. The approach illustral-d here
represents a general paradigm in which to test various fheoret-
ical implications of metamemory. In this paradigm, memory and
metamemory Drocesses were compared by manipulating existing
cognitive theories. Levels of processing and éééﬁitiVé effort
were selected as examples of theories relevant to memory-meta-
memory comparisons: In addition, idea unit level was manipulated
since it was particularly appropriate to prose. Not only was
the géﬁéféiiéeabiiify of levels of processing and jdea unit
1. - sxtended to include the metamemory system; bui in turn,
all manipulated variables pointed to a descriptive account
of memory .and metzmemory processing referred to as the "echo
effect." TFurther research should uncover the stability of

this effect, as well as ite underlying causes.

Lo
1
T




' REFERENCES
Baddeley, A. D. The trouble with levels: A reexamination

of Craik and Lockhart's framework for memory regearch.

Psychologicai ﬁéviéw, ié?gg §5, ijé—iBé.
Baker, L. A. Comprehénsion monitoring: Identifying and coping
with text confusions. (Tech. Rep. #145), Urbana, Ill.:
Center for th2 study of reading. University of Illinois,

September, 1979.

Bransford, J. D;.& Fféﬁﬁé; J: J« The abstraction of linguistic

ideas: Cognifive Psychology: 1971; 2, 331-350.

Brown, A. L.

Knowing when; where, and how to remember: &

problem of metacognition: (Tech. Rep: # 47). Urbana,

Illinois: Center for the study of reading. University
of Illinois; June;

Brown, A. L. & DeLoache, Skills, plans; and self-
regulation. (Tech. Rep. #48). Urbana, Illinois: Center
for the study of reading. University of Iliinois, July,
1977. ‘ |

Brown, A. L. & Smiley, S. S. Rating the importance of struc=
tural units of prose passages: A problem of metacognitive

davelopment. Child development; 1977; L8, 1-8;

Brown, R. & McNeill, D.

The "tipof the tong. ° phenomenon.
Journal of verbal learning & verbal behavior, 1966, 35,
325-337.

Cavanaugh, J. C. & Borkowski, J. G. Searching for metamemory-
memory connéctions: A déveiopmentai sfudy.

psychology, 1980, #k1-453,

ﬁeveiopmenfai

377




40

Cra’ , ¥. T, ¥. & Lockhart, R. S§. Levels of processing: a

v N fro

frumewt.  tYoar memory research. Journal of verbal learning

and vertal behavior, 1972, 11, 671-584.

Craik, F. i, M. & Tulving, E. Depth of processing and the

reteniion of words in episodic memory. Jou:rnal of ex-

Jooling, J. & Christiaansen, Rs Tevels of encoding and re-

tention of prose. In G. H. Bower (Ed.); The psycholozy

. of learning and motivation, (Vol., 2), N. Y.: Academic, 1977,

Flavell, J. H. Metacognition and cognitive monitoring: A
new area of cognitive-developmental inquiry. American
psychologist, 1979, 24, 906-911.

Flavell; H. G. Cognitive monitoring. Tn W. P. Dickson (Ed:),

Children's oral communication skills, N. Y. : Academic

Press; 1981.
Hart, J. T. Memory and the memory monitoring process. Journal

of verbal learning and verbal behavior, 1967, 6, 605-691.

Hart, J. T, Memory and the feeling of knowing experience.

—Journal of educational psychology, 1965; 56, 208-216:

Hays, W. L. Statistics for the social sciences. New York:

Holt, Rinshart & Winston, 1973,
Johnson, R. Ei Recall of prose as a function of the striuc-

tural importance of the linguistic units. Jourtal of

verbal ieafﬁiﬁg,éﬁamiéfﬁélwbehavior, 1970, Q, 12-20.,
Keniston, A. H. & Flavell, J. H. A developmental study of
intelligent retrieval. Child development, 1979, 50,

1144-1152,

— 375




Kintsch, W., Kozminsky, E., Stroby, W. G., McKoon, G:; & Keenan,
J. M, Comprehension and recall of text as a function of

content variables. Journal of verbal learning and verbal

behavior, 1975, 1k, 196-214.
Markman; E. J: Comprehension monitoring. In W. P. Dickson

(Ed.), Children's oral communication skills, N. Y.:

Academic Press, 1981,
Mistler-Lachman, Js L. Dépth of comprehension and Senféncé

memorys Jourhal of verbal learning and verbal behavior,

Mistler-Lachman, J. L. Queer sentences, ambiguity, and levels

of processing. Memory and cognition, 1975, 3, 395-560.

Nelson, T. O. Repetition and depth of processing. Journal

of verbal lsarning and verbal behavior, 1977, ;§; 151171,

Paris, S. G. Metacognitive development: Children's regula-
tion of problem solving skills. Paper presented at the
Midwestern Psychological Association, Chicago; May, 1978,

Paris; S: G: & Garter, A. Y. Semantic and constructive aspects

of sentence memory in children. Developmental psycholicayy
1973; 9, 109-11i3.
Schallert, D. E. Improving memory for prose: The relation-

ship between depth of processing and contewt, Journal of

verbal learning and verbal behavior, 1976, 15, 621-632,

Stein, N. L. & Nezworski, T. The effects of organization and

snstructional set on story memory. Discourse processes,

1978; 1, 177-1i93.

2

%
i
%9




42

Time Magazine, Video Venom, 1980, 116, 81.

Time Magazine; Pioneers of the supérgeﬁea 1980, 116, 57.

Time Magazine, Riding the wind. 1980, 116, 78.

Tyler, S: W:; Hertel, P. T., Mci'allim, M. C. & Ellis, H: €.
Cognitive effort and memur:y., Journal of experimental
psychology, 1973, 80, 352-373.

Wellma:., . M: Tip of the tonzue and feeling of knowing

e.prriznces: A developmental study of memory monitoiing.

Chiid development, 1977, 48, 13-21;

Yussen, S. R. & Paquette, N. S. Developmental changes in
predicting recognition memory for semantically related

and unrelated sentences. Developmental psychology, 1978,




Table !
Hean Proportion Récalled as & Finction of
Pask Irstriciion and Text Ovganizabion

Task Instruction

Text . S - }
Organization Fluency - Conereteness Category-  Mean
Relatedness

Natched 106 172 BT 47
Narrative 143 ~ 231 213 196

Mezn 118 190 188

€ty






llean Proportion Estinated Recall as a Function of

fuostdiction Testing

. ' Coa e Ao

Pert . . Flueny  Comcreteness . Catsgory
Organization - | . Relatedness

latehed A0k
© " Seranblad 495
Narrative 237

e 208

o Predietton 28

gm0y

by

iy

R
R

o




Table 3
Summary Table of
_ Comparisons and Omega® ‘for

Recall and Estimation Measures

_Effect

'Recall - Recall Estimation

Task:
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'6'»61?&5 Lp Ly Ii3— - Con: "1":? ’t"é)I’ —
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Figure 1. Proportion recalled as a function task

instruction and idea unit level
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Figure 2. ~Proportion estimated recall as a function of
, pre/post estimations and idea '‘unit level .
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Figure 3. Signed accuracy as a function of pre/post
estimation and idea unit level
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