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PREFACE
/

Thie review of litersture in the fields and subfields generically
known as "innovation process research'" rhas been fgur years in preparation.
It represents the product of several different disc¢iplines and résearch
traditions and, as such, it is likely to be frustrating to somerof its
readers. Different concepts. can go by similar names, and the same concepts
may likewise be found uhder different guises and in diffegsnt places. Mo
single organizing framework ié adequate fdr integrating a the diverse

.
themes to be found in this literature. : \\\&

The integrating épproach which we have chosen to employ starti& with
the idea that technological innovation must be considered in an organiza-
tional confext. This focus is relevant for twq related reasons. First,
most significant innovations require the mobilization of organizational
resources to be effectively utilized, and thus are inherently bound up with
the dynamics of organizational behavior. Second, many pfevious reviews of
innovation research have focused either on macro variables such as tax or
social policies or on micro variables such as characteristics of innovation
adopters, to the frequent exclusion of the organizational contexts in which
the effects cf these variableé are played out.

While we try to consider the full array of variables employed in pre-
_vious innovation research, the complexify of the field makes it inevitable
that we will haée, either by desion or inadvertance, excluded certain re-
ferences deemed by any particular reader to be of importance. Despite

these limitations, we believe that this review is worth presenting_to the

iy
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field. First, there is nothing like it currently available. While there
v are many excellent reviews of discipline-focused or -technology-focused
subsets of the literature -- some more detailed than ours -- there does not

/
appear to be any comparable reference volume drawing on the wide range of

sources brought togefher here.

Second, we have seen a need in our extramural research program for a
mechanism to brief potential fesearchers on perspectives other than their
own, 8s a way to enrich each individual approach. Iinovation processés
research is a phanomenon capable of being described from many different
points of view, and these differences can be illuminating rather than
simply frustrating in the right sort of comparative circumstances. In
addition, we have attempted to make this review of interest té_managers of
technological innovation as well as literature analysts -- to provide
managérs with some tangible help in addressing the day-to-day decisibﬁs
involved in innovation processes. |

Tﬁis review is divided into five general parts; Figure 1 presents is a
schematic diagram of its structure. The first two chapters (Part I) define
basic.. concepts and terms, and skééch some analyticsal themes which run
through the rest of the discussion. Part II (Chapters II1I-V) develops the
individual and organizational dimensions within which innovation activities
are carried out, fepresented in che figure as a series of boxes surrounding
the central arrow. Part III (Chapters VI—VIII) describes the "arrow"'it-'
self, the sequence of events from technology generation to implementation
and disseminstion, and discusées strategic options available to organiza-
tions in the management of innovation. Paft IV (Chapter.IX) concludes with
an assessment of the role of government in affecting organizational techno-

logy, emphasizing the macro-environmental surroundings (shown on the

-
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diagram, appropriately enough, as a large oray area). Part V, a brief sum-
mary‘of "lessons‘learned and unlearned", defines what appear to us to be
the most salient conclusions emerging from the review. Readers are advised
to refer to the diagram as an aid in remembering where zny part of this
large and diverse presentation links to other parts which may interest
them.

Like the field itself, this review should ideally never stop growing
or changing its perspectives. The major differences evident between this
edltlon and our preliminary version of two years ago testlfy to the rapid
evolution both of the body of knowledge and of our understanding and syn-
thesis of it. Future reviews sHou]d profit from the experience of this
volume.

Clearly, there can never be an "Authorized Versibn" of innovation
literatpre. The field is too complex and too full of value and perspective
differences to make such an exercise practical even if it were der .rable.
It remains our firm belief, however, that any individual research effort in
the 1nn0vat10n field will be enriched by at least a passing glance at the
range gof methodologlcal and conceptual concerns we have outlined here. The
more you know, the more you realize that there is to know. 1In this spirit,
we offer. this review and eagerly invite feedback on both its substance and

style from all interested researchers.,



PART 1

DEFINITIONS AND APPROACHES TO INNOVATION
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CHAPTER I

TECHNOLOGICAL INNOVATION: DEFINITIONS AND CHARACTERISTICS

This review is dedicated to the understanding of innovation. The
Foéus, however, is ﬁot necessarily upon everythiﬁg that is "new", nor upon
innovations that consist purely of abstract ideas. Rather, its emphasis is
placed on those changes which involve human activities and artifacts --
that is, technological innovation. It is appropriate, then, to begin with
basic definitions of the key terms "innovation" and "technology".

Fer the purposes of this review, technology is considered to be "any
tool or technique, ény physical equipment or method of doing or making, by
which human capability is extended" (Schon, 1967), or even more simbly,
"work done in organizations" (Perrow, 1967). This definition encompasses
the combination of material artifacts and. social systems used to make
things (process technologies) as well as those things that are made for
consumption by users (product technologies). Every product implies a
processiby which it is made, and integral to any process is its resulting

prodUct.

Implicit in this definition is the consistency and/or replicability of
processes or practices, and their deployment is a dynamic activity invol-
ving multiple stages. Physical tools or machines, used in a finite number

of ways that are largely replicable by different operators, constitute the

1y



usual referents for the term; specifying a tool is usually assumed to spe-
cify its use. A wrench, for example, is excellent for loosening and tight-
ening nuts, but it makes a poor toothbrush. To the extent that a social
behavior is operationally replicable and less than infinitely modifiable,
it can usefully be treated as a technology for many purposes. The set of
combinations of physical and social elements in technology will be a con-
sistent theme ip this discussion.

Innovation is defined as "a technology new to a given organization".*
By this definition, not all technologies are innovations; only those re-
cently introduced into a setting are. After a new technology becomes es-
tablished or "routinized" .in an organization (see Chapter VII) it is no
longer an innovation. Thus, the distinction between the terms technology
and innovation is. largely percebtual, a function of what bhase in the
process of innovating is being observed.

Paralleling this disfinction, this chapter has been organized into two
parts. One i; édﬁéerned with already-established technology -- its func-
tions in the organizatior, and the relationships it has with other parts of
the setting. These are in effect "macro-organizational" aspects of techno-
logy. The second part of tﬁe chapter concerns some more detailed aspects
of technology which affect its change or replacement -- that is, character-

istics of new technologies or innovations as perceived by actors involved

in that process.

. :
We exclude from our domain of discussion the scope of purely "policy

innovations", or changes in organizational policies and goals which do
not affect tools or procedures used to do work. Clearly, some policies
do affect tools, and are thus appropriately considered herein.

17



Technology: Macro-Organizational Perspectives

For this analysis, the term technology is given a wider interpretation
than it has frequently received in the past. ‘Technology concerns more than
just hardware inputs and outputs of productive operations; it inéludes also
the functions that tools serve to improve organizational-performance, and
the interactions that tools have with their social setting.

One major theme of technology-organization interaction is the amount
of uncertainty in the relationship between tools and the ways in_which they
are and can be used. Many discussions of technology have ignored this
iésue.* The now rather outdated concept of "technological determinism"
suggested that there was one and only one way to operate a technology effi—
cientiy and effectively, and that this typically involved one basic form of
organization -- the structured, hierarchical,'bureéucratic model (Taylor,
1947; Koontz and 0'Donnell, 1955). It was usually assumed that tools were
designed to serve a single "best" purpose, rather than several purposes at
the same time. As an drganizational corollary, technology was presumed to
require a "Weberian" hierarchical and structured bureacratic' organization
(Mooney and Reilley, 1939);

This view was initially amended by organizational contingency theor-
ists, who argued that each different type of technology (or, more specifi-
cally, organizational task) has a urique organizational structure most
appropriately adapted to its use, and that use of any other structure will
attenuate the effective deployment df that technology (Woodward, 1965;

Burns and Stalker, 1961). Depending upon the amount of uncertainty or

¥*
Chapter III develops some of these themes in more detail, particu-
larly the definitions of the different "schools" of analysis.
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"nonuniformity® (Litwak, 1961) inherent in a given technology, some parti-
cular organizational form will be most efficient. Nonuniform tasks seem to
attach to nonbureaucratic organizations; uniform tasks seem to be associa-
ted with bureaucratic structufes.

Thompson (1967) has differentiated technologies on their "technical
rationality", or the degree to which activities produced desired outputs
with certainty. Similarly, Scott (1972) notes the crucial role of "effi-
cacy", the relative certainty of the cause/effect relationships underlying
an activity. Some activities are more certain, or efficacious, than
others. Metal cutting and forming, for example, is a relatively straight-
forward set of tasks in which the application of known replicable proce-
dures results in a successful outcome. Tgaching children to read or pre-
dicting the economic future, on the other hand, are usually more uncertain
tasks, at least within present capabilities.

Yet even contingeﬁcy theory approaches to technology are incomplete,
in that they tend to assume that the amount of uncertainty associated with
a technology or task is unambiguous. Not only may technologies have dif-
ferent uncertainty-producing characteristics depending on the operator and
theisituation; technology and associated work roles may also be altered so
as to result in different uncertainty levels depénding on the circumstances
and processes of their deployment. For example, even assuming that there
is a "core" af hardware and machines that is held constaht (such as the

‘Is needed to assemble an engine), these may almost always be deployed in
alternative ways.

-hese deployments of hardware in turn involve varying degrees of task
uncertainty, and correspondingly different types of approprizte organiza-

tion structures. For example, rigid hierarchical producticn 1lines and

19



unstructured autonomous work groups have bqfh been used effectively in

automobile assembly. Sociotechnical systemé theorists such as Trist and

Bamforth (1951) and Rice (1958) have shown that there is uvsually more than
e nEE M /

/

one way to operate any given machine tecqﬁology effectively, depending on

"~ the manipulation of work roles and social structure (see Chapter VI).:
/

/
Davis and Taylor (1972) indicate that this possible range of social and

/
/

technological forms is often forgotten/by system designers, ﬁanagers, and
even researchers. At the very least wg/need to rescognize that even largely
hardware technologies have a great'degl of potential for variation in their

/
implementation (see Chapter VII). /'

;

A comprehensive view of technoiogy and innovation must embrace both
tools and the different ways in whfﬁh they are used by organizations, and
the corresponding degree of ambigui%y about how both tools and uses should
be defined. In focusing on the intgraction between a tool and its setting,
it is important that these two asbects remain conceptually distinct. In
many cases the_gperational definitions used for technology and structure
become hopelessly confounded with each other (Mohr, 1971; Cooke and Rou-
sseau, 1981). The amount and nature of the social component in a techno-
logy and the amount and nature of the material component (machines) are not
end points of a single contiruum. Rather, they should be considered as two
separate aspects (Brooks, 1982). Technology must be defined at least in
ferms of an interplay of products, processes, and related human behavior

(Rousseau, 1979; Bigoness and Perreault, 1981). Figure ? summarizes this

extended definition.
Pelz and Munson (198C) provide a useful schema for clarifying this
interplay of tool and use in their distinction between the technological

content and the embedding content 'of an innovstion. The fechnological

: 2
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content is its "knowledge base" derived from ei@her science or practical
wisdom. The knowledge base is embodied in particular tools or artifacts,
in behavioral practices, or in some combination of the two. Embedding
content is the set pf prganizational behaviors or processes which enable
the knowledge to be applied.in that particular setting.

A simple example may serve to illustrate the point. Consider a gar-
ment firm in the process of converting from hand to machine sewing. The
technical function is sewing, and the new technology used to perform this
function is the sewing machine. Certain changes in operator behavior are
necessary in ordgr to use this machine. The embzdding content consists at
least of the sewers' learning how to thread the machines, feed the mater-
ial, etc. -- all of the behaviors necessary in order to operate the new
machines. The technology is thus represented by both.the machine and the
behaviors necesssry to operate the machinery. The embedding content is
probably not all known in advance, and there may be more uncertainty than
is recognized by the designers of the machines. In fact, much of the em-
bedding content will only become "revealed" during the process of imple-
mentation (for example, what to do with the production line when the
macnines break down).

Some varieties of technology not tied to particular hardware or arti-
facts may not be easy to recognize as such, despite the fact that they do.
define the systematic production work of organizations. The constant core
of these technologies is that they have an R&D base and a history of in-
creasingly specific application. ‘They are "tools" in the sense of involv-
ing manipulation of concepts, formulae, and procedures rather than the
manipulation of steel or electronic circuitry. Pelz and Munson (1980) re-

fer to such practices as "knowledge hased innovations", in the sense that

23



they are validated by replicable procedures rather than embodied in invar-
iant material hardware. The terms social technologies or managerial tech-
nologies séem appropriately descriptive.

Illustrations of social or managerial technologies which meet these
criteria are many and varied. One example from psychiatric treatment is
the Fairweather Lodge (Fairweather et al., 1969), a treatment innovation
for chronic schizophrenics. lAd example from education is the’Student Team
Le;rning'method (Slavin, 1977). The term may also embrace evaluation re-
search techniqﬁes, managemént by objectives, cost analysis, personnel
selection procedures, psychological screening (Moore, 1920), human factors
engineering (Morgan et al., 1963; Perrow, 1982) and economic forecasting
(Fitts and Jones, 1947). Of current particular interest is the quality
circle movement (Cole, 1979), which has found significant application in
Japanese management. The concept of social technology is elaborated in a

recent review of social science contributions to national productivity

(Tornatzky, Solomon et al., 1982).

The interaction of technology and social structure may also require
analysts to.consider secondary effects of technologicai change. Secondary
effects include'those technological and organizational responses to the
adoption of technology which zre incidental to the *technology per se. Pelz
and Munson (1980) term these secondary effects technological accommodation
and organizational adjustment. They are distinguished from‘technological
and embedding content in that while they may flow from the adoption of a
technoiaay‘or'add to its efficient operation, they are not essential to its
use nor ev;L necessarily similar across organizations.

Secondary effects of the tecihnology adoption may result in widespread

organization changes which are more important to the organization than the

24



initial adoption efforg, énd which are not .necessarily understood by the
organization at the time of initial commitmeﬁg'to the innovation. The more
fundamental the technology involved, the wider the organizational ramifi-
cafions are likely to be. The effects of computers on organizations, for
example, . are extremely significant and largely unpredictable priqr’ to
implementation ofhnew systems (Kraemer énd Kiné, 1979; Bikson, Cutek and
Mahkin, 1983; Johnson et al., 1983). In summary, the application of
techﬁology is intimately bound up with social and organizational variables.

Perhaps obscured in this preliminary working definition of technology,
one that captures both operationai and contextual aspects of the term, has
been the fact that "tools" are used by individual humén operators whose
views on what makes up technology are quite important to how they are used.
In the next few pages the unit of analysis and working definition of tech-
nological innovation will be extended to cover perceptual as well as con-

crete aspects of the concept.

Innovation Characteristics: Technology as it is Perceived

Since aﬁ innovation is only that technology (material or social) new
to a given setting or organization, it is inseparable from the'procesé of
innovating -- that is, adapting and implementing new processes, products,
or practices. One of the main approaches taken in past discuésiohs of the
innovation process has been a concern with innovation chafacteristics,'or

those perceived attributes of technology that seem to be related to its

adoption or implementation. This analytic tradition has attempted te de-

rive predictive models of innovation using characteristics of the techno-

logy as predictors (Fliegel and Kivlin, 1966; Mﬁhr, 1969; Bingham, 1976).

23



~of this line of analysis.

- 10 -
In a sense, the innovation characteristics approach parallels organi-
zational contingency theory's preoccupation with task attributes. The
latter, with its emphasis on understanding characteristics such as task
uncertainty and uniformity, is quite similar to the disaggregatien of
innovation into components such as complexity, cost, and compatibility., It
is useful at this point to examine some of the advantages and limitations
One of the issues of contention in this literature is the extent to
which these innovation attributes reflect objective, invariant aspects of a

tool or technique, er are primarily a function of idiosyncratic perceptions

that vary from person to person and setting to setting. Downs and Mohr

(1976) have most clearly.articulated the relativist position. As stated by
Downs (1978): "

The concept of "an innovation" is a very dangerous reification.

Few properties of a given innovation .are immutable and it rarely

represents the same thing for two organizations. The risk, rela-

tive advantage, compatability,.and so forth are difrTsrent for

prospective adopters and the impacts of different organizational

determinants change as these characteristics of the interface
between organization and. innovation change.

A recent meta-analytic literature review by Tornatzky and Klein (1982)
indicates that the empirical literature is not necessarily as situation-
specific and inconsistent as Downs and Mohr suggest. In fact, there
appears to be some constancy to perceived aspects of'technology.that may
have descriptive and predictive value. For ‘example, perceived charac-
teristics such as "complexlty" and "compatability with exlstlng practice"
were con31stently (if moderately) related to adoption across a var1ety of

¥*
technologies and settings. Some primary characteristics (i.e., "core

* .
The concept of."relative advantage", while likewise related signi-
ficantly to innovation across cases, is usually defined in so ‘tauto-
logical a fashion as to be almost uninterpretable.

26
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attributes") can be operationalized with acceptable rigor (Calsyn, Tornat-

zky, and Dittmar, 1977; Hall and Loucks, 1978) even when tpe technology is

¢

social rather than material. On the other hand, evidence indicates that

differences in perceptions may in fact have consequences for innovation

(S
~ behavior (Bingham, Freeman, and Felbinger, 1982); the debate remains open.

The critiques of the innovation characteristicé literature have also
produced a number of useful suggestions for innovation research procedures,
beginning with Downs and Mohr's (1976) suggestion to use the "decision to
innovate" as -the preferred unit of analysis rather than the "innovation"
itcelf. fhe focus is thus{transferred from Ehé tool itself to the social
acts by thch the tool bec?mes part of the system. If one attempts to
integrate perceptual aspectsSOF technology into a working definition, it is
important tb gather data from those most d?rectly involved in wusing or
Qecidihg abdut the tool. Characteristics such as relative advantage, com-
patability, risk, communicability, divisibility, etc., which previously
were q9nsidered tol be inherent in the technology, can be reconceptualized
as fcharacterizing the relationship between the innovations and the inna-
vating organizati;;" (Downs and Mohr, 1976: 706). Similarly, Feiler (1978)
proposes studying the "decision—to adopt", which involQes relating adépter
needs, communication chahnels, qgcision.making processes, and adopter roles
to innovation.characteristics.

Another related issue of stable versus variable characteristics of
innovations concerns the longitudinal nature of the innovation process.
Since innovation characteristics have been defined as perceptual judgments
by'actops involved in adopting and implementing technology, and since that

process of adoption and implementation is usually a longitudinal one, then

it is a reasonable hypothesis that those perceived characteristics change

27
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over the course of the process. The significance of innovation character-
istics to the innovation process probably depends on which stage is the

¥*
focus of study.

Causal Links Between Technology and Innovation’

Thus far, two approaches to defining technology and innovation have
been distinguished: analysis of innovation as an organizational task, and
analysis of innovation as reflected in perceived characteristics. Evolving
work in both bodies of literature is leading to a more developed under-
standing of the concepts of technology and innovation. The organizational
literature has moved from a simple view of technolcgy as machine and organ-
ization as hierarchy to a conceptualization of enormous possible variety in
technology/organization systems. Likéwisg, the understanding of innovation
characteristics has evolved from a concept of invariant attributes to that
of perceptual gradients affected by setting, parcicipants, lccation, and
stage.

There has also been a parallel evolution in understanding the rausal
ordering among these phenomena. Namely, innovation is a learning process.
On the individual level,.there is a recognition that characteristics, as
perceptions, develop and change as a result of experience and thus can also
be conceptualized as indicators or results of innovation rather than just
as causes of it. On the organizational level, causality has come tp be
considered as reciprocal rather than linear.. Technology and organization -

. evolve simultaneously, and changes and developments in either area have

" Chapter II- develops these concepts of innovation stages in consider-

ably greater detail.
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direct repercussions for the other. This evolution of causal inference re-
quires more sophisticated analytical-’strategies than have characterized
mucn previous work -- a point discussed in more detail later.

At bottom, the debate about definitions and characteristics of techno-
logy involve empirical questions about how to account for vafiance in the

real world. For example, if the question is what is the best or most effi-

.cient way to organize the deployment of technologies A and B, the answer

might be conceived as two overlapping distributions of response. Cn
balance, technology A might usually be best implemented in a buroaucratic
setting and technology B in a non-bureaucratic setting. But there will
always be exceptions depending or context, participants, and intentionsal
redesign of the technology. Similarly, technology A might usually be seen
as simpler than technology B. But again, there will always be exceptions.

The task confronting researchers in this field is to define with data the

actual shapes of these hypothetical distributions.

There are perceptual and conoeptual barriers in the research process
itself. As should be clear from the preceeding discussion, the field of
innovation research is inherently a multidisciplinaay (and occasionally
interdisciplinary) body of ingquiry. Not only does it encompass foci of
analysis which cut across the traditional concerns of the social and occa-
sionally engineering sciences, but it also carries the methodological
oaggage of all these disciplines as well (Kuhn, 1962). In faot, one of the
ofoblems which has most bedeviled the growth of cumulative knowledge in the
innovation process field is the different terms of analysis and methods.

The most prominent disciplinafy foci have been economics, political
science, sociology, psychology, and industrial engineering, although other

disciplines have also been involved in parts of the field (geography and
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anthropology, for example, have both contributed heavily to diffusion re-
search).* Each field'has'its'own major area of concentration, its own
special language, its own preferred modes of inquiry, end its own ways of
defining key questions of interest. Moreover, even when research is
structured to contsin elements from several disciplines, research questions
tend to cluster around one approach'without achieving much integration.
Thus, it is helpful to have some idea és to what the disciplinary focus of
particular questions might be; in order to understand the uneven progress
of the field. This review will draw liberally on sll these disciplines,
and readers are cautioned to remain alert to changes of perspective in-

volved in this eclecticism.

Summarz

The main purpose of this chapter has been to reanalyze an all too
common view of technology as disembodied machine or tool. Properly under-
stoqd, technology (and innovation) encompasses the organizational setting
in which tools are deployed, the work roles of people involved in their
use, and the perceptions of actors involved in adoption and implementation.
These reciprocal relations between technology and its social surroundings
are not static but are likely to change as the process of innovating un-
folds over time. One of the greatest problems faced by those who would
understand teéhnological innovation is the fact that people in orgsniza-
tions often do not think of themselves as infimately involved with tech-

nology. The concept of human beihgs as alienated from their machines

* Chapter II presents s discussion of some of the advantages and limit-
ations of each mode of analysis.
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(Vonnegut, 1966), or the vision of Charlie Chaplin being deyoured by the
machine, should be replaced by the more comfortable perception‘that our
tools can be manaQEable extensions of ourselves -- if we know enough to
make them so. Metaphysical cbncerns aside, the ensuing chapters will con-

tinue to emphasizé both the social and organizational, as well as techni-

P e
cal, aspects of innovVation.



CHAPTER II

STAGE-PROCESS MODELS OF INNOVATION

Studying the process-of innovation is a complex research task. The
purpose of such research is to make generalizations and defensible infer-
ences about the behavior of organizations, groups, and individuals involved
in technological 'systems over time. But the available methods of analysis.
rarely allow the dynamics of such piocesses to be_observed directly. The
conceptual models used to describe innovation behavior are often tested
with data derived from observing only some parts of the total system, parts
limited significantly in time and space.

Before continuing the discussion of whai is known about innovation, it
is necessary to describe some of the analytical problems which complicaie
research in the field. “ne most pervasive organizing schemes in the

innovation field have rested on two main premises:

1) Innovation is a process of many discrete dec151ons and beha-
viors that unfold slowly over time;

2)_Innovationvinvolves social units at many different levels of
aggregation, including individuals, - groups, organizations,
singly and in combination.
This chapter will first outline some commonly employed innovation process
models and then describe some of the complications introduced by different

research strategies and by different levels of the systems being observed.

Some observations will be made on the problems with identifying appropriate
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dependent variables in innovation research, and on the advantages and limi-

tations of different disciplinary foci.

Stages and Processes in Innovation

The process of innovation is, like other organiiational processes, a
sequence of explicit or implicit decisions (Janis and Mann, 1977). As the
process unfolds, oeople and groups are forced to select among alternative
courses of possible actions based on vslue preferences or utility func-
tions, and on their ideas about the purposes which the technology serves.

Despite past emphasis in the literature on simple, frequently dicho-
tomﬁus (adopt/nonadopt) measures of innovation, few analysts would claim
seriously fhat the process is feally the result of any single organization-
al decision, or that all decisions are overt or explicit. In fact, a t}pi—
cal innovation-process is likely to have many of the aspects of "garbage-
can" decision éequénces (Cohen, March and 0Olsen, 1972), featuring more or
less serendipitous combinations of problems and solution opportunities.

Often decisions can only be inferrec from subsequent behavior. While some

- decisions are probably more crucial than others in shaping eventual out-

comes, . it is difficult to cléim that any one decision is really critical.
Not only is it difficult to identify discrete pivotal decisions; it is

also difficult in most cases to identify all "decision makers". I: is rare

that a single decision by a single decision maker can explain technological

*
change 1in an organization. Innovation in organizations often involves

*
It can, however, frequently explain a lack of change -- most organiza-
tions have many individual points at which "no" can be said, while
saying "yes" requires a great deal of interpersonal cooperation.
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many individuals, inside or outside the referent organization (Shull, Del-
becq and Cummings, 1970). Where many people participate in the production
of decisions -- some in selection of actions}zsome in the provision of in-
formation -- many utility functions or setsapf value priorities will be
found (Mohr, 1976). | .

The concept of stages in innovation represents a way or organizing the
many continuous decisions to be found in innovation processes. It is pro-
bably a distortion of reaiity, but a conceptually useful one. A stage is
defined by one or more decisions and related behaviors which are connected
in some logical fashion and which move the process toward subsequent deci-
sions. The utility and validity of stage concepts regides with the ana-
lyst. There is nothing inherent in a stage conception of innovation which
implies that individuals actually involved must agree on or even realize
Just what stage they are going through. Several studies (Lambright, 1980;
Eveland, Rogers and Klepper, 1977) have indicated that innhvation often
occurs without much awareness on the part of most participants of what is
going on outside their own limited spheres of activity.

It should also be apparent that there are multiple units or levels of
analysis embedded within the concept of stages. Stages are really only an
intellectual tool to simplify a complex process. At any given time, as the
process of innovation unfolds, decisions are continually being made by in-
dividuals at all levels of aggregation, acting either alone or within the
constraints of a group or organization. This means that in practice it may
be extremely difficult to identify how decisions feed each other in a
linear or logical sequence (Witte, 1972; Pelz, 1982).

There are two major points of view from which stages are commonly de-
i

- scribed -- the point of view of the producer of new technology, or that of
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the user of the technology. These viewpoints lead to rather different re-
search emphases, since they refer to aissimilar sets of decisions and ac-
tions.* The stages of the inrovation process in either case center around
the evolution of the technology from general idea to specific product or
practice. For each stage of these two models, there is a body of research
explicating the processes operating at that stage. In aggregation, this
encompasses the "innovation processes literature" described in this review.

Figure 3 compares the two types of models described below.

Technology Source-centered Models’

From the point of view of the source of technology, stages of the
procduction of technology are generally defined as some variant on the
pattern:

1) Basic research

2) Applied research

3) Development

4) Testing or Evaluating

5) Manufacturing or Packaging

6) Markéting or Disseﬁination
As these stages proceed, the innovation becomes defined with greater speci~
ficity, bothlfor what it is and.for what it-is not. At the conclusion, one
has & definite item in hand, althcugh, as Chapter 1 noted, this definite-

ness may be more apparent than real. Within organizations whose primary

Clearly producers of technology can also innovate in their own pro-
cesses or procedures, functioning ss users rather than sources of
technology, in the fashion described below.: This may entail inter-
action either between organizations or (frequently) between groups
within the same organization.

o
<
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purpose is production, these functional stages are frequently embodied in

the organizational structure as distinct organizational entities.

Technology User-centered Models

The endpoints of the sQurce—centered model (marketing/dissemination)
mark the beginning of the stages applicable to users of the technology.
Stages from the perspective of the user of technology generally highlight
decisions related liess to outputs and more to procedures; Moreover, there
may be many users of a technology, and the adoption/implementation process
may play itself out differently in various sites. Stages from this per-
spective are generally variants on the pattern:

1) Awareness

2) Matching/Selection

3) Adoption/Commitment

4) Implementation

5) Routinization
As with source-centered models, user-centered models may highlight or down-
play different aspects of the decision process depending on the purposes
and interests of the reéearcher. No single terminology is universally ac-
cepted or even appropriate. Some analysts concentrate more heavily on the
earlier, information—centerea parts of the process (e.g., Walker, 1974;
Allen, 1977); some, more heavily on the later, action-centered portions

(e.g., Yin, 198Ca).

. _ . _
Moreover, there are opportunity costs to be allowed for; each speci-

fication of the innovation of necessity precludes its taking some

)

other potentially rewarding shape (Comfort, 1981). /
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It is difficult to combine' these th perspectives .into a single se-
guence. In general, the. source stages probably occur before the user
stages; but not inevitably; many studies (e.g., von Hippel, 1979) have
noted crucial interactions between sodfces qndlusers which guide the déve1¥
opment of particular technologiesT Moreover, many users are‘their own .
sources, and the user/source interactions take place within the same organ-
izational structure. Even when nominal source and user are supposedly dis-
tinct, much "source type" behavior occurs in the user organization. Fur-
ther development of technology almost always takes place within.the User,
particularlyqthe crucial processes of custom-fitting the technology to the
organization (Pelz and Munson, 198C). Thus, the two approaches can be con-
sidered as intertwined throughout the society, although they caﬁ be distin-
guished for differenf types of analysés of innovation ﬁHavelock and Have-
lock, 1973). In this review, the focus is primarily on the users of tech-
nology; issues of the production of technology are addressed primarily inl

terms of how they affect use and users.

Problems with Stage Models

While stage models of innovation probably capture the reaiity of
innovation decision making more effectively than static or dichotomous
models, and hence tiave more to offer policy makers and managers alike,
their application is ‘coﬁceptually and methodological]y' thorny. This
section outlines several areas in which the analyst must take particular

care in structuring and conducting stage-oriented innovation process

research.
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\,
N
.

Difficulties in Defining "Adoption" of Innovations

The central event in the analysis of innovation from the user's per-
spective is usually considered to be "adoption"; the point which divides
the organiiatiénfs not having the technology from its having it. Unfor-
tunately, this term has meant different things to different researchers.
Some anaiysts havé used the term synonymously with the entire innovation
process,.particularly ;n diffusion-of-innovation studies where a dichoto-
mous (adopt/nonagopt) dependent variable is emplcyed. 'Dfﬁer researchers
who have viewed innovation as an> unfolding longitudinal process have
referred to "authoritative commitment™ (Lambright, 198C) or to the making |
of some decisive adoption decision (Fairweather, Sanders and Tornatzky,
1974). Othprs have .questioned the value of the concept of adoption at all.
For example, Eveland'(l979:6) hotes that:

...if the innovation process is, as these studies suggest, a

series of complex and contingent decisions, then the logical

question is just which one of these decisions is in fact crucial

== the. one naming the point in time at which the organization

-moved from not having the innovatien to having it...In research

practice, 'adoption' is usually asseesed largely in retrospect,
by the 'weight of the evidence'...

*
tely depends on the purposes of the research. If one is doing market re-
search and trying to defermine whether or not a purchase has taken place,
it is'appropriate to identify a single decision as "adoption", In situa-

tions wrere a presumably irreversible act is involved, such as acquisition

|
The concepts introduced in Chapter I cencerning the degree of speci-
fiéqtion’of organizational tasks an¢ innovation characteristics are
relevant here. In’ addition. Chagter VII discusses further the
question of "Fidelity" in implementatior, another way of looking at
this problem. o , )
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of equipment, the adoption construct A;y also be defensible. It is less
useful in situations where‘adopters may "un-adopt" at little or no cost to
Ehemselves, which is often the case where technologies may be acquired but
never really deployed. For some pﬁrposes, the point of adoption may be
used to distinguish where the process changesAfrom a primarily symbolic
activity ("deciding") to a behavioral ("implementing") one. .At the least,
however, it is worth while to distinguish conceptually and methodologically
between "adoption" as a single event and "adoption" as a surrogate term for
innovation processes generally. In general, stage models are most useful
for organizing a body of empirical information about a sequence of deci-

sions rather than for defining adoption.

Defining Levels and Units of Analysis

Some problems are posed for tﬁe use of stage models by inappropriately
defining the level of analysis. Researchers have tended to categorize en-
tire organiiations as being in one or another stage of the process at a
particular point. But this approach is called into question by the many
studies which have found that only rarely is an entire organization in-
volved; innovation is usually carried out by smali groups or -individuals
(Pressmaqﬁand Wildavsky, 1973). Moreover, different components are likely.
to be iébolved at different times. At any given point, some parts are
likely to be in early stages, other parts are in later stages, and some
parts may not be invoived at all. In fact, after implementation is com-
plete many if not most parts of the organization may remain essentially
untouched by the change. It is not.surprising, therefore, that researchers

have found it difficult to predict what stage of the process a given
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organization is in on the basis of some independent variables, particularly
variables defined at relatively high levels of aggregation.

It is also important Eo remember that stage models of innovation sare
at this point in their evolution essentially descriptive and diagnostié
tools for looking at interconnected decisions, not predictive tools in any
‘real sense. To generate a full model, one would have to be able to specify
which variables predominate ét which stages, and what forces.govern move-
ments between stages (Mohr, 1982). While this may be the goal of innova-
tion process research, it is a goal not yet achieved. One of the main
reasons for this state of affairs is the disaggregated nature of innovation
process research itself. While the terms of the conceptual debates are
relatively clear to all participants, the manner in which empirical and/or
conceptual differences may be resclved remsins somewhat obscure.

It is a basic premise of models of social systems that behavior can
be studied at various levels cof aggregation; Each level of aggregation has
certain properties which are not possessed by the components of the level
acting indeperdently. Aggregation is not, however, simply a process of
pooling lower levels. Simon's (1973) aﬁélysis of the "decomposability" of
systems and Weick's (1976) discussion of "loose coupling" within systems
both emphasize that behavior at any one level is a complex, not a simple
linear, function of the ways in which sub-units come together to form
larger units. This may sound like a truism -- however, it is one of the
most commonly neglected "truisms" in organizationai analysis. Two aspects
are relevant to the problem: (1) how to conceptualize the relationships
between levels, and (2) how to analyze data representing different aggre-

gations of human units.
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Conceptual and Research Desion Issues: It can be argued that many

analytical problems in multiple units of analysis stem from more basic
conceptual failings. These are primarily of three types: (1) failures to
acknowledge different levels and units of analysis; (2) problems Qith re-
search design and measurement; and (3) confusion in relating data derived
from different methods.

The first error is often a function of basic disciplinary chauvinism.
Some examples include macroeconomists' failure to acknowledge the existence
or analyzability of organizational behavior, psychologists' dismissal of
organizational norms and procedures as they affect individual behavior, and
policy makers’ lack of understanding that all policy stands or fails at the
level of the organization or work group. There seem to be only two ways in
which this problem can be addressed, both of which are premised on the
notion that conceptualization, theory, and problem definition concerning
innovation are inherently multidisciplinary exercises. One solution @ould’
be for researchers to become conceptually proficient in several fields -- a
worthy goal, but.difficult to fulfill given current academic mofes. A
second solution is to use a research teém approéch invoiving pooling of

different specialties.

Difficuties in dealing with multiple levels of analysis may also be
the result of an 1inadequate research design and inappropriate research
methods. Research on organizaticnal phenomena typically requires the use
of statistical inference: formal and standardized ways of drawing conclu-
sions about a set theoretically or empirically derived hypotheses on the
basis of relativély small number of observations. How much information one
can isolate about the felationships of interest from noise or error pro-

duced by uncontrolled effects of other influences depends to a g .. extent
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upon the design of the research. FElements of the research design include:
operationalization of the variables, development of a sampling'plan, deter-
mination of sampie size, selection of research instruments and instrument
items, development of the data cellection plan, and selection of analytical
techniques.

The rules of statistics are rutﬁless and unyielding, and in studies of
organizations, especially difficult ' to uphold.. As ngtinger and Katz
(1966: 173) note about sampling considerations:

Many investigators protest that they do not make these decisions --

these decisions are made for. them. One does research in industries

into which he can get entree...But such situations frequent though

they may be do not obviate the necessity of the nature of a sample and

its characteristics.
Like entree, multiple leveis of analysié pose proﬁiems which must be recog-
nized and dealt with in the design of studies of organizational processes.
The design of research begins with the de?elopment of research hypotheses
-~ clear concisé statements about what jis known and not known about the
phenomena under study. From such statements it is possible to determine
the magnitude of permissable error and the elements of the research design.
Since the state of understanding of relationships at different.leveis most
likely varies, so will the sample size, sampling plan, instrumént items,
data collection methods, etc. Basing the design on.one level or another
would make the results at other leQels of analysis uninterpretable.

In addition, vériables may change meaning between levels. Simplé ag-
gregation of individual measures to form group descriptors may produce in-
valid composites. For example, the socioeconomic status (SES) of a school
child measures family resources and environment; the average SES of a

school may be a better indicator of peer norms and community support. The

R&D spending of a firm measures its ability to generate new products to
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compete with its competitors; in contrast, average R&D spending in an in-
dustry measures mainly the dependence of that industry on new technology.
Burstein (1978) and Roberts, Hulin and Rousseau (1978) both comment on this
pfoblem at length. In addition to aggregation problems there are also dis-
aggregation problems. There are certain "global" features of larger units
(Burstein, 1978) which are incorrectly attributed to component units -- for
example, the tendency to assume that the productivity of a nation such as
Japan is an .index of the values of the individual people involved. Much of
this problem could be alleviated if the conceptual understanding of differ-
ent social units, from different levels of sonial aggregation, matched the
precision.of the data themselves.

The third problem, closely related to the above, is particularly dif-
ficult to reéolve. Although the aim of all varieties of research is to
describe the-same set of organizaticnal actions, there are serious epistem-
ological questions regarding the techniques best adapted to identifying the

critical features of thaf behavior. How to balance off a finding derived

from experimental methods (Weiss and Rein, 1970C; Riecken and Boruch, 1974)

against one deriQed from a case study analysis (Yin, 1981; Greene and
David, 1981), or a highly quantitative finding (Boruch, McSweeney and
Soderstrom, 1977) against a more qualitative one (mMiles, 1977; Van Maanen,
1982), is not intuitively apparent except to some ideological partisans qf
a particular point of view. In general, using all types of research stra-
tegies and data sources, with due attention to the limitations of each
(Campbell and Stanley, 1966; Garfinkel, 1967; Glaser and Strauss, 1967;

Patton, 1980) is to be encouraged.

Analytical Issues: The drawing of inferences about behavior at one

level from data measured at another level is not automatically an error,
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but frequently is. Unfortunately, we often want to draw inferences about
the behavior of.organizations from data gathered from individuals, or about
industry behavior from .firms. At other times we may face the inverse
pr&blem, as when we try~to draw inferences about the productive behavior of
individuals from data about work groups' overall productivity. Thus, tech-
nique and purpose are quite possibly at odds.

Various fields have noticed problems of cross-level inference at dif-
ferent times. One major impetus for systematic attention was Robinson's
(1950) formulation of the "ecological fallacy" in social research; however,
statisticians-had been aware of the problem as far back as Pearson (1896).
The problem is, simply, that at different levels of aggregation the same
data can yield widely varying statistics. Robinson (1950) and Hannan
(1971) both have good discussions of the mathematics underlying this
problem.

Aggregation problems exist not only across structure or space but also
across time (Kimberly, 1976a). Pooling data describing events which occur
at different times is a common technique; it is seldom done with explicit
attention to the inferential consequences of this assumption. At its
extréme, this pooling results in removing time from analyses entirely, and
can lead to anachronisqs such as "correlating yesterday's innovativeness
with today's independent variables™ (Rogers and Eveland, 1978) in a rever-
sal of the plausible causal ordering. Similarly, the aggregation of obser-
vationslfrom different time points is frequently done simply in order to
increase sample sizes.

Since Robinson, a number of analysts have developed approachés for
dgaling with multi-level inference problems (Borgatta and Jackson, 1980).

Most of these methods are varieties of -structural-equation manipulation
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techniques (Goldberger and Duncan, 1973); such structural modelling is a
convenient way to represeht cross~level influences, and forces an explicit
analysis of the nature and level of the variables involved (Hannan, 1971).

A common procedure is to decompose a multi-level relationship into
individﬁal'effects, context or aggregsté effects, and comparison or "frog-
pond" effects. There are a number of épproaches to estimating éuch models.
Firebaugh <{1978) discusses the "cross-level bi;s" introduced by using
variables at different levels of aggresgation in the same structural model.
Brown and Saks (1975) outline an approach using a decomposition of cross-
level effects; Burstein, Linn and Cappell (1978) extend this analySis to
consider within—gfoup variations. Erbring and Young (1979) outline an
estimatable "endogénous feedback" model which conceptually overcomes many
of the difficulties noted earlier.

Much attention has been given to the qguestion of what is the "real"
level of analysis for particular issues, given the difficulty of multi-
level inference. However, restricting analyses to one level does not seem
to be either helpful or necessary. Phenomena do not belong‘neatly to one
level alone of a kierarchical system, and analyses which attempt to re-
strict their inferences to one level will miss many of the most interesting
interactions. which affect their data. Thus, instead of spending time at-
tempting to find the "proper" level of analysis, suitable attention to

multilevel analytical techniques should be encouraged.

Dependent Variables: A Cautionary Note

The bulk of this review concentrates on describing the course of inno-
vative behavior and the external and internal factors which affect such

behavior. Like most innovation researchers, it devotes relstively little
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time to analyzing the dimensions of dependent yariables. Most of the ex~
.isting literature has focused on innovation narrowly conceived, and the
conceptualization and measurement of dependent variables has reflected this
approach. However, some comments about the "criterion problem" in innova-
tion research should be offered.

Ultimately, the dependent variable or criterion used in innovation
process research is the success or failure of an innovation to achieve cer-
tain purposes in practice. For many years, the explicit or implicit reason
for studying innovation was based on the equation of <mnovativeness with
productivity or effectiveness -- that is, innovative organizations were
presumably better organizations. ,Making statements about how to increase
" organizatiecnal innovativeness was seen as implicitly equivalent to making
stétements about how to increase their productivity. This equation of the
concepts of innovativeness and?productivity has been termed the "pro-inno-
vation bias" (Rogers, 1975; Kimberly, 1981), and has undoubtedly contri-
butec to both the interest in innovation research and to overexpectations
about its short-range payoffs.

T \.

But organizational_ theory and research challenges this equation;
neither empirical por theoretical evidence sustains such a direct relation-
ship between brganizationél innovativeness and organizational health. Or-
ganizational effectiveness is a complex concept subject to evaluation from
many different perspectives (Goodman and Pennings, 1977; Cameron, 1981),
and research suggests that being innovative is only one of the many ways to
aéhieve it (Georgopoulos, 1972; Van de Ven and Ferry, 1980; Cooke and Rous-~
séau,‘1981). Success or failure in innovation is valuable, but it is usu-

ally a necessary but not sufficient cause of organizational growth and

survival.
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Within the traditional innovation research framework, innovativeness
has usually been treated as a dependent variable to be predicted by envi-
ronmental, organizational, and teqhnological characteristics. But if one
rejects the view that innovation is ipso facto a good thing, new models
tying innovativeness in turr to more fundamental criteria are required. In
addition, if as has been suggested innovation is not one decision but a
whole sequence of related decisions, there is no single dimension of *"inno-
vation" to interact with productivity. Finding a single set of stimulus/
innovation/productivity links is likely to be diffircult.

If the study of innovation processes is to become integrated into the
large field of organizational behavior and management, it must be recog-
nized that the usual indices of innovation -- adoption or even implementa-
tion -- are only bart of a multivariate profilé of organizational outcomes.
The proper dependent variable ﬁust include effectiveness measures of some
sort. That is, it should be a‘measure of some other feafure of the organ-
izational system wnhose occurrence is valued either because it is intrinsi-
cally valuable, or because it is instrumentally valuable in achieving the
occurrence of something which s intrinsically valuable. Thus, the choice
of ‘dependent variables is of necessity a value-decision. Interpreting any
research study involves understanding what choices about valued outcomes
were made by the researchers, the focal organization(s), and/or the
research sponsors (Prien, 1966).

The conceptualization and measurement of innovation effectiveness can
be done in several ways. One approach is to focus on the content of effect
criteria, emphasizing the aspects of acfivity involved. Cameron (1981)
distinguishes four general classes of effectiveness models (sets "of cri-

teris); his breakdown is similar to that found in several other syntheses:
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1) Goal models: Criteria relate to system outputs (effects on
clients or other organizations) or transformation character-
istics (production, efficiency, etc.);

2) System-resource models: Criteria relate to system inputs
‘ (command of scarce resources): staff, maintenence, efficiency,
etc.; '

3) Participant-satisfaction models: Criteria relate to the "satis-
faction" (on various dimensions) or those who participate inside
the system;

4) Ecological models: Criteria relate to the "sgtisfaction" of
various clienteles and sponsors of tie system.

Essentially, the choice of a "model" for choosing among potential

effectiveness variables is a choice of a referent group for the criteria --

that'is, a determination of whose values will be used as 3 standard to
assess "effective" behavior (Bass, 1952; Pickle and Friedlander, 1967;
Strasser et al., 1981). Some of these'effectivenesé criteria might be
negatively related to innovation. For example, to the extent that parti-
cipant satisfaction is @ valued geal and the introduction of a particular
technology is disruptive to participants, then innovation will produce
negative results. | |

Another approach to classifying criteria is baseq on identifying the
level of applicability of the criterion in a hierarchical system of mul-
tiple roles (Eveland and Strasser, 1979):

1) Societal eriteria: purposes relevant to the social group gene-
rally;

2) Organizational criteria: purposes relevant to the maintenance of
the organization;

3) Professional criteria: purposes relevant to the norms and expec-
. tations of professional groups, transmitted during the training
. process;

4) Individual criteria: purposes relevant to the satisfaction of
individuals within the organization or outside it.

 and

oy
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Success in achieving one set of these criteria does not precludé suc-
cess in terms of achieving another, buz neither does it quarantee such
accomplishment. The purposes may be the same ov: may differ. The criteria
cross with Cameron's (1981) classification. That is, individual, organi-
zations, and societies may each be concerned with outputs, resources, or
satisfactions at various points and in various ways (Hannan, Freeman and
Meyer, 1976).

The use of muitiple criteria.becomes important if one sims at explain-
ing decision making at subunit levels -- which is in turn crucial to con-
structing innovation process models. Organizations are inhefently home to
many different value sets. Unfortunately, some analysts (e.g., Price,
1972) conceive effectiveness criteria only in terms of broad organization-
wide "goals". This approach ignoreé the fact that behavior which is sub-
optimal from an Organization—wide perspective is often rational in terms of
more local criteria, such as those appropriate to the work group or indivi-
cual.

Some analysts, rather than select a single criterion, have attempted
to group criteris into broad definitions of effectiveness, recognizing that
there are explicit tradeoffs to be made among them. A framework suggested
by Quinn and Rohrbaugh (1981) defines three dimensions of “competing val-
ues" on which criteria may vary:

i) Flexibility vs. stability

2) People vs. organization

3) Means vS. ends

Whatever mode is applied to categorizing criteria, the aim is the
same: to be able to separate out the different purposes being served by

organizational behavior as a step toward determining how well given actions

(W4
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(such as being innovative) contribute to each of them. Criteria, aftgr
all, are interesting only to the degree that actions can be related to
them. If tﬁe success or failure of innovation is evaluated in terms some-
what distinct from the process per se, it is reasonable'to expect both
"successful failure" and "failed success". The former are the cases where

the failure of innovation led to a better organization; the latter, those
where being innovative impeded the 'achievement of other organizational
objectives. Abernathy's (1978) work on innovation in.the automobile indus-
try provides many illustrations of both of these outcomes. The degree of
success or failure must, in this sense, be assessed according to criteria
beyond the degree of implementation itself -- short or long range criteria

for assessment of productivity which are not confounded with innovativeness

per se.

The remainder of this review includes a wide range of dependent vari-
ables, ranging from simple innovativeness to complex implementation or -
producfivity outcomes. Usually the organizational effectiveness criteria
being employed are limited, often focusing no farther than innovativeness
itself. The reader is advised tolthink carefully about just what domain of
criteria is being explicitly or implicitly employed at any given point;
findings relevant to the achievement of oﬁe criterion are usually only

marginally generalizable to the achievement of others.

Innovation Processes and the Limits of Disciplinary Inquiry

As Chapter I noted, the field of innovation process research has been
the property of many different disciplines and points of view. Disparities

between disciplines exist in both the content of research topics and in the

92
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methods used to study them. There are, of course, many methodological
similarities; all disciplines tend to use statistical analyses, although
they may use them for differént types of inferences. Mahy methodological
diffefences can be traced to content differences, although there are some
disciplinary traditions which tend to afféct choice of methods {for exam-
ple, the psychclogical tradition of experimentation and tke economic-tré-
dition of dynamic modelling). Furthermore, each field is likely to define
a different scope of questions as relevant to the formation and execution
of public policy, particularly insofar as such policies éan affect inno-
vation behavior -- a scope which is a function of other disciplinary con;
cerns.

At this point, some very general statements will be offered about the
approaches of the major disciplines to innovation process researcﬁ, as a
guide to other content-specific portions of the review. A focus to tﬁis
presentation will be a discussion of how each discipline or apalytic tradi-
Eion has approached the issue of "stages" in innovation aé a coﬁceptual
device. This brief discussion should 7ot be interpreted as casting summary
judgments on the worth or quality of science in these fields, or as any
~comment on the vast areas of each field not involved with innovaticn re-
search. Moreover, no particular study undertaken within the orientation of
a given discipline will display either all the faults or all the virtues of
a given approach. This treatment should, however, provide some road-maps
for a subsequent exploration of . the Eontributions of different kinds of
empirical research to understanding of innovation processes. Figure 4

_ provides a summary of the points developed in this discussion.
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Economics

The field of economics focuses on that part of human behavior which
involves exchanges of goods and services of value among economic units.
The major focus is a transaction mechanism, the market, and questions of
interest center on how the market works for those participating in it.

For economists, organizataons exist primarily as adjuncts to markets
cr substitutes for them in circumstances where pure market transactions are
not possible (Schumpeter, 1942; Schmookler, 1966; Chandler, 1977). When
economists use organizations ("firms") as units of analysis, the firms are
viewed as rational individual actors. Organizations, like individuals, do
not always actually make rational decisions, but the analytical assumption
is that they try to do so. Economic theory is generally divided into macro
and micro components. Macroeconomics deals with the aggregate behavior of
whole economies; microeconomics, with the behavior of individual firms
within an economy or industry. Microeconomic theory, while concerned with
the effects of incentives and goalé, has not been much involved with the
intricacies of intraorganizational decision making (with some exceptions,
such as Williamson, 1981). Such variables are considered largely endoge-
nous.

As noted, only a relatively small fraction of the questions of inter-
est to economists relate to technological innovation. When such issues are
addressed;‘the discuséion usually centers around how government aﬁd firm
policies affect broader outcomes such as iﬁflatioh, employment and economic
growth, which are assumed to be determinec / the operations of markets
(Kendrick, 1961; Feldstein, 1978). This often involves investigating how

departures from pure market behavior change transactions and distributions

of values (Niskanen, 1971). Policy instruments commonly considered Qre

0
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subsidy, regulation, and taxation, where the application of the tool is
broad (across society or some segments of it) and where it is presumed to
be applied reasonably equally. Such policy intervehtions are assumed to be
external to the firm, but to have causal efficacy in determining firms'
behavior in the market.

The micro/macro distinction is significant here. Public policy con-
cerning innovation and productivity is typically made on the basis of
macroeconomic theory, and effects are generally sought on macroeconomic
indicators such as gross naticnal product (Denison, 1962). Yet the inter-
ventions themselves are largely microeconomic in application -- that is,
they influence the economy only to the degree that they have effects on
individual actors. The mechanisms for this interface of macro and micro
effects remain largely unexplored empirically.

Economists have generally not explored the dynamics of stage models
such as discussed here, although in many economic history studies (e.g.,
Rosenberg, 1976) a stage model is implicit. Economic analysis usually
assumes that the intervening processes between inputs and outputs are
largely unknowable, or at any rate irrelevant as long as the same outputs
are reached (Griliches, 1973). Thus, multi-stage models tend to be reduced
to a one or two stage concept. Process insight in economics generally
focuses on "transaction costs" and their management (e.g., Williamson,
1981).

Economic research tends to be highly quantitative and‘methodologi-
cally sophisticated. Since the field is generally theoretical, its rigor
is conceptually driven rather than empirically based. There iz « tendency
to use simple proxy measurements for complex concepts (e.g., "GNP" for

"economic welfare", "wages" for "personal productivity") and to engage in

g
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extensive mathematical analysis (Leontief, 1982; Kamien and Schwartz,

1982). Variables tend to be constructs such as costs, prices, profits,

returns to investments, physical quantities, market shares and structure,

ana rates of growth or decline over time, rather than behavioral concepts.
Much émphasis is élaced on the rationality of economic units and the con-
cept o "optimizing behavior",

Economists have generally had better success in including dynamic
change over time in their models than have many other fieids, and have
developed (under the label of "econometrics") most techniques for analyzing
time-series data. Data sources are usually public or semi-public records,
and there is relatively little gathering of original data or field re-
search. Data reliability and empirical validity are correspondingly less
emphasized. Econcm:z inference is generally applied to sociefies (or at
least firms) generally, and is best interpreted as a prescription for

aggregate rather than individual or organizational behavior.

Engineering

Engineering analysis of technology in organizations (the field called
"industrial engineering") is a tradition going back at least to the turn of
the century, and focuses or organizatiohs as tools for perfdrming prede-
fined tasks (Bartley and Chute, 1947; Perrow, 1982). The overriding con-
cern is the production process, and individuals and groups are seen as
components to be intégrated along with mechanical ones into that pfocess
(Buffa, 1977). Of interest are those problems posed by component failure
- (in either type of component) and the consequent need to adjust the

mechanism to cope with this failure.



- 42 -

The industrial engineer can apply his/her perspective equally well to
large or small scale settings, simple or complex tasks. Core purposes are
usually taken for granted -- the overall efficiency of theaprocess is thei
basic justification for the analysis -- but the relations and hierarchy
among sub-goals within this overriding framework of efficiency is of consi-
derable analytical interest.

Interest in policy issues tends to center around questions of the
relative efficiency of various means for achieving production purposes, and
how government decisions affect the choice of means. Traditionally, engi-
neers have been concerned with the implementation of production processes
and both the user and producer stage models have been applied at various
times. However, the application of these models tends to be rather atom-
istic and reductionistic in the treatment of human motivations and social
relationships.

Research methods make heavy use of observation and relatively little
use of introspection. Variables typically include concepts such as time-~
and-energy-consumption of processes, efficiency, and quantity of output.
Generalizaéion is typically in the form of broad principles, with a recog-
nition that particular situations vary widely. In contrast to the more
soéial—science‘disciplines, engineers have been significantly more involved

with the actual development and deployment of production technologies.

Political'Science

Political science focuses on the human behavior involved in the pur-

suit of interests through the_formation of large groups and the distribu-
tion of interests throughout society as a result of that behavior. Since

the time of Aristotle, the major focus for political science has been the

95
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state ("polis") as an aggregation of individuals who by their participation

in it become something more than simply individuals - that is, they become

“"citizens" and partake of a collective interest in addition to their own.
It is this interplay of individual and group interests which is the primary
focus of " inquiry. Political scientists tend to see organizations and
groups as "little states". Emphasis tends to be on control mechanisms and
the kinds of interests that are involved, and emphasizes conflict as a
natural state cf affairs. As such, it offers a healthy antidote to the
tendency of other disciplines to stress coordination and rational inter-
action.

Public policy questions tend to revolve around the impact of govern-
ment decisions on the relative standing of various interests or stakehold-
ers. There is also some concern with the mechanisms by which decisions are
made (e.g., legislative behavior) and carried out (much of the initial in- |
terest in implementation behavior was in the public policy context). Poli-
tical scientists are generally attuned to the concept of process as a slow
unfolding of decisions and events, and their analysis of user behavior in
particular generally appreciates the stage distinctions noted earlier.
Political analyses of "agenda-setting" (Crenson, 1971; Cobb and Elder,
1972; Walker, 1974), in particular, have applications to technology genera-
tion and selection which have not been well developed to date. Unfortuna- -
tely, their analysis is often at a level of canceptual aggregation (e.g.,
"decision making") that loses sight of the intricacies of technology de-
ployment at the working level. Many errors involving inappropriately large
units of analysis have been made from a political science perspective.

Political research tends to‘be either extremely quantitative or ex-
tremely impressionistic. Variables typically include distribution of

Al
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political power among groups, defined policy choices, interest preferences,
and ideology. Data sources are frequently survey-based, tied into politi-
cal outcome assessments such as electian results. The unit of analysis in
political science often parallels that in economics. As noted above, or-
ganizations, blocs, and states are usually the focus of analysis with
little interest in detailed intraorganizational phenomona. As a methodolo-
gical corollary, reliance tends to be placed on established archival data
bases and a disinclination to gather data inside the systems studied. In-
ference is seldom extended beyond the particular population in question.
There has been attention to dynamic modeling of political phenomena, but
static models continue to predominate in the literature, at least in part
because of the unavailability of time-series data on many key political

behavior variables.

Pszchologx

Psychology focuses on the individual component of human behavior.
Even when the group (or organization) is .the ostensible . unit of analysis,
primary interest lies in how the individuals relate to each other. Cogni-
tive or social psychology is often concerned with understanding thought and
decision processes; behaviorist or social-learning approaches concentrate
on relating external stimulus and reward contingencies to individual.and
interpersonal behavior. For both, dimensions of individual behavior make
up the major subject matter for this field.

Psychological research in organizations tends to center on issues such
as personnel selection, employee motivatioﬁ, and group dynamics (e.g.,
Lewin, 1947). There is little theory or research considering the organiza-

tion beyond the level of small groups or group aggregates. Policy research

6
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is not well developed within psychology; it tends to focus on issues where
the dependent.variabl;&;;Q;;;;_;;;;ct of individual bebavior. Psycholo-
gists bhave, for example, studied the effects of educational policies on
student performance, of mental health policies on personal function, and of
organizational reinforcement on individual performance in the work place.

Unfortunately, psychologists tend to commit an "ecological fallacy"
that is the inverse of that committed by political scientists. With their
preoccupation with the individual as the unit of analysis, variables opera-
ting at the level of the organization tend to be ignored. Psychologists
are usually comfortable with evolutionary stage models, but tend to miss
many of the contextual aggregate-level Ffactors which affect progress
through those models.

Psychological research involves both quantitative and qualitative
measurement, with use of both survey and observational data common. Ex-
perimental methcds have been developed in psychology to a much more sophis-
ticated degree than in any of the other social sciences; most of the
methods for social experimentatibn can be traced to psychologists (Fair-
weather and Tornatzky, 1977). Field collection of original data is common.
Inference tends to be sought to the entire population of individuals. Mul-
tiple measurement of complex concepts is common; much of the methodological

advance in measurement and scaling has come in the psychological context.

Sociologx

Sociologists focus on that part of human behavior which involves in-
teraction among people in groups and organizations. Their focus is at once

more limited and more detailed than that of political scientists. Groups
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RS
are typically (although not exclusively) smaller than "states", and empha-
sis tends to be on the internal strucfure of the group rather than on in-
terpersonal influences (a point noted by Collins, 1981). It is this con-
cept of "social structure", its major dimensions such as centralization,
complexity, and formalization, and its implications for individual and
collective behavior which constitutes the gquiding model for sociology.

Socidlogists have always had a major part in the study of organiza-
tions, and much of the body cf current “organization behavior" literature
is sociological in origin and focus. That is, it concentrates on the
relatively permanent aspects of organizational structure and relates these
to organizational and individual outcomes. Rural sociology has been
particularly influential in the study of innovation diffusion, especially
vhere individuals as adopters are the units of analysis (Rogers, 1983).

Sociological analysis is generally weak on its attention to process
dynamics, and its best analyses are generally confined to relationships
among variables within a stagé rather than across stages. The discipline
is also relatively wéak on conceptualizing market felationships and inte-
grating economic variébles into analyses.

Policy questions which interest sociologists tend to center around
how government aciions of one form or another affect the distributisn of
nonmonetary rewards such as status, power, and "dependence, among and within
social groups. Sociological research tends to be highly quantitative, - ith
considerable emphasis on rigorous measurement of limited and well-driined
concepts and a strong tradition of original data collection throuah ficid
research. Variables typically include structural features of groups suci

as "centralization" and "formalization", social influence pI.:zzses, and

social status. Analysié tends to be correlational/causal and s.ingle-poin
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oriented, and inference is sought broadly -- that is, the aim is to define

a conclusion which is generalizable to all or at least most groups.

Summarx

This chapter reviews a number of conceptual and methodological con-
cerns common to most of the specific analyses described in the remainder of
this review. We believe that much of the non-cumulativity frequently noted
in innovation process research can be traced to failure to take such issues
into account. In particular, there have been few attempts at genuinely in-
terdisciplinary work in the field, through which conceptual schemata and
empirical findings might be integrated. Different disciplinary approaches
nave seldom been employed by a single researcher within a single research

project. Readers should think carefully about these issues in evaluating

the substantive contributions of any specific piece of research.



PART 11

GANIZATIONAL AND CONTEXTUAL COMPONENTS
OF INNOVATION




CHAPTER III

ORGANIZATIONAL APPROACHES TO THE STUDY OF INNOVATION

Organization theory, a sel of ideas drawn from many disciplines, is an
area of inquiry that underlies much of the study of innovation processes
and technological change. It is a bridge between "pure" social and behav- .
ioral sciences on the one hand, and management practices at the level of
the 6rganization on the other. It is an often baffling mixture of the
intellectual and the normative, the data-bound and the ideological, and
there are many frustrations inherent in trying to integrate findings within
it (Mohr, 1982)

Organization theory is substantially more relevant to the practice of
management at the operational level than to Federal policy making at the
macro level, where "policy" is normally construed to operate. But organi-
zation theory as an applied science, "an approach to the systematic study
of organizational 'behavior" (Rubenstein and Haberstroh, 1966:v), provides
useful information for policy makers about what they can and cannot expect
the organizations affected by their poIicies.to do, and hence is directly
relevant to the efficacy of public poiicy formulation and management.

As noted earlier, innovation involves intricate longitudinal pro-
cesses. Since large-scale resources are typicallyvrequired in the develop-~

ment and implementation of innovations, organizations qua organizaticns are
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involved with significant pertions of these p}ocessesk In a modern indus-
trial state it is fruitless to éttempt an understanding of innovation out-
side the organizational context. The popular image of the solo inventor
operating in a basement is largely fiction. The development of an innova-
tive idea into a commercial technology reguires a concentration of experts,
and the implementation of that technoliogy probably requires a cenftralized
means of prcduction, at least in those cases where the technology will have
significant societal éffects. These considerations even apply when "small"
organizations are the foci of innovation. It is necessary, therefore, to
understand the structured and repetitive patterns of interaction and beha-
vior which is the essence of "organization" in order to underétand innova-
tion processes. This is in part the role of organization theory and re-
search, énd, as noted later, of interorganization theory as well.
Organizational analysis draws upon gereral thearies as ¢ne source of
potentially testable. pranositions. Sources of propositions other thaﬁ
general theories iﬁclude both specific empirical results not tied to any
géhe;al theory, ahd experiential insights and questions. Interest in such
propositions within the,gdvernment is not only based on explaining or pre-
dicting organizational behavior itself, but also‘ on identifying factors
that can be influenced by Federal policy or by management practice, either
obviously and directly or subtly and indirectly. This includes determining

the inherent limits beyoqd which such influences will not extend.

Schools of Analysis

As an introduction to this conceptual 1literature, we examine four

dominant generai theories or schools of thought about organizations

S | é;:j
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(Perrow, 1979): (1) the "classical" perspective; (2) the revisionist or

"human relations" approach; and (3) the neoclassical or "contingency"

approach; and (4) the general systems approach.

Classical Uqgénization Thecry

The classical view -is represented> by bureaucratic theofy (Weber,
1947), traditional management coricepts (Massie, 1965; Koontz and 0'Donnell,
1976) classical public administration (Gulick and Urwick, 1937), and
various versions of "scientific manz~ nt" (Taylor, 1947). The common
premises of these approaches are that the goals of organizations are rela-
tively clear and unambiguous (or can be made so) and thaf the members of
organizations can be made to serve these goals efficiently by management's
deployment of rewards and motivating mechanisms concerned with members'
needs for material concerns and security.

From these precises it follows that complex organizations sheculd be
designed to insure the predictable, orderly, and rational flow of work.
Specialization is employed to maximize worker competence in subdivided
tasks, rules are written and employed to achieve coprdination between
workers and units, and a hierarchical orgénizational structure is used to
provide fer centralization of authority and decision making. Communication
is formal, and policy making units separate from the operating hierarchy
are employed to =et and assess organizational goals (e.g., a board of
directors or a legislative body).

As Chapter I noted, this view of orgonization assumes that people can
be combined with machines in linear and rational patterns. It also assumes

that all tasks confronting the organizétion can be rationalized and made
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predictable, at least in the long run. Innovation, in this framework, is a

series of rational decisions leading to a single clearly defined outcome.

Human Relations

‘ Beginning in the 1930's, this classical view was subjec@ to vigorous
questioning. Eventually, what is often called the "human relations school™
evolved. Much of the original impetus was provided by the Hawthorne
studies at Western FElectric (Roethlisberger and Dickson, 1939), anid was
further developed by the analysis'of organizational practice provided iy
Barnard (1938). These new apprdaches pointed out the existence and effccts
of informal, non-legitimized group processes within the orgariization.
“riendship networks, cliqueé, aﬁd informal norms for work pace were all
'discovered" by social scientists to be an irmportant part of organizational
functioning. Several field intervention studies (Marrcw, Bowers and Sea-
shore, 1967) attempted to use this knowledge to impleme;t democratic
management patterns within crganizations (Likert, 1961; White and Lippitt,
1953). This view also contributed to the growth of organizational develop-
ment practice as a professionalized form of management consulfing focused
on organizational structure and process.

Aside from ‘’he theoretical influence of these studies, they had
another important effect. They tended to legitimate the possible choices
by organization designers of non—bureaucratic, non-hierarchical modes of
operation. Henceforth, resezrchers could look at participative organiza-
tions as potentially as prevalent, popular or effective as bureaucratic
ones. Unfortunately, the empirical and the ideological have been hope-
lessly mixed in the literature on participative organizations (Locke and

Schweiger, 1979), and the real effects produced by human relations
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approaches have been agbscured. However, 'he human relations school did

lead directly to the next major qphroach, contingency analysis.

Contingency Theory

The third major school of organizational aﬁalysis is represented by
organizational contingency theories, which blossomed during the 1960's.
These theories assert that there is not necessarily a single "best" organi-
cationsl structure, either hierarchical or democratic, but rather that the
siructure should be aﬁépted to the taéks being performed and the task
environment.

Tasks are the things that individuals (with their tools) must do as
part of work groups in order for the organization to achieve its purposes.
In relating tasks to organization structure, tasks have been variously
characterizéd as "certain" ws. "uncertain" (Lawrence and Lorsch, 1967),
"stable" vs. "unstable" (Thompson, 1967), "uniform" vs. "monuniform"
(Litwak, 1961), "having few or many exceptions" (Perrow, 1967) or "in-
volving few or many repetitive events" (Hull and Hagé, 1281). There is ¢
great deal of overlap in these characterizations.

Contingency theory in general argues thz' tasks which are certain,
stable, uniform, have few exceptions, and many repetitive events are com-
patible.with, and will be accomplished more effectively by, bureaucratic
organizational structures which stress rules, specialization, formality and
a well defined hierarchy. At the other end of the task continuum, organi-
zation structures emphasizing participation, less well-defined hierarchy,
and open communication among mémbers can more effectively accomplish more

uncertain tasks. Tasks are, of course, not necessarily equivalent to

~
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"jobs" or organizational roles. A given role can consist of many or few
tasks, which in turn may be in part certain and in part uncertain.

It should be understood that the description of organization tasks in
contingency theory has not confined itself to the work done per se but has
also included characteristics of the task environment, often external to
the work croup or the firm. In this more qereric characterization of task,
ther: many descriptive characterizations «f task environment. Lawrence
and Lorsch (1967) consider the "turbulence" or "stability" of product mar-
kets and of knowledge bases (concerring the orgénization's products and
production processes). Perrow (1967) focuses on the kncwledge structure,
which he characterizes as "analyzable" or "unanalyzable". Litwsik (1961)
focuses more on the source of the $ocial aspects of task, including its
repetitiveness and its link to social values. Davis and Taylor (1976)
discuss the direction and rate of social chanrge and its influence on jobs.
As a whole. these authors argue that turbulent, wmsnalvzable. unstructured
envi;onments at the macro level result in uncertain, unstable &p. nonuni-
form tasks at the micro level.

Contingency theory has had implications for understanding innovation
processes which are st always appreciated by contingency theorists tham-
selves. - For example, it has gprovided a way to understand why certain
organization structures scem te co-occuf with higher levels of innovation
adoption, or with more productive research teams. If the processes and
stageé of innovation zre construed as a series of organization31 tasks,

most o these tasks will be uncertain; non-uniform, and unanalyzable from

* Chapter IV develops the discussion of the role of organizational environ-
ments in greater detail. ;,
1
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the perspective of the organization. Thus, certain types of structures
might be predicted to be more compatible with different stages of inno-

vation.

Systems Theory

A fourth set of ideas and vocabulary has developed more or less in
parallel with contingency theory, but emphasizes process and dynamic ana-
lysis rather than characterizatidﬁ-and’structural analysis. This approach
is known collectively if loosely as the '"open systems theory". Its appli-
cation to organizations was first fully developed by Thompson (1967) and
Katz and Kahn (1978), and is an extengiocn of many of the principles of
general systems theory (Miller, 1965b, i9%4%, 1972) combined witis the work

of Parsons (1961) at the societal level.

carries information ordered according to some principies ur ruiss. Urgani-
zations are work-performing, goal-directed systems in which the elements
are individuals and their associ .Zed inanimate paraphernalia. All systems
have both structures and process . Structures are the relatively stable
arrangements of elements in systems which can be described at any single
‘point in time; the "role structure", "authority structure", "normative
structure", "communication structure”", "task structure," and others have
all been distinguisted by various researchers (Georgopoulos and Cooke,
1979). In contrast, processes are transformations in matter/energy or
information relationships among system elements over time.

Obviously the structures and processes of systems have some relation-
ship to the things that an organization does. One of the'unique contribu-

tions of systems theories has been a better description of- organizational
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tasks. For example, Georgopoulos (1972) defines se' ~n categories of demands

or problems to be addressed by organizations:

1) Adaptation: change to meet altered conditions in the environ-
ment; i

2) Allocation: distribution of resources within the organization;

3) Coordinatior: assurance that system elements are all acting
toward the same purposes;

4) Integration: the maintenance of a value and purpose structure
common to the entire system;

5) Strain: coping with fricticns between organizational parts;

6) Output: attainment of purposes relating to transactions with
the ervirenment;

7) Maintenance: keeping the system elements in working order.

It is important to note that these core system demands are not "prob-
lems" which are "solved" as such, but are recurrent issues confronting the
organization, each of which may be more or less severe at ainy given time.
They can also be translated:into a8 much richer set of organizational goals
and objectivés than héve usually been employed in traditional organization-
al research (Churchman, 1979).

As systems, organizations have boundaries, or perceived discontinui-
ties between structures. Some boundaries are more easily defined, per-
ceived;'and accepted than others, and it is possible for different partici-
pants in the same organization to have different perceived boundaries
(Cherns,'l976). As Aldrich (1971) notes the maintenance of a senise of
"organizational boundaries" is part of the essential characteristics of an
organization. When a boundary is defined, the structures and processes

occurring within become part of the "organization" and everything else

becomes the environment. Environments are defined primsrily by exclusion.
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A distinction is froquently made between the relevant environment and the
larger surrounding environment.

Most analysts (e.g., Thompson, 1967; Mott, 1972) consider all social
systems to be "open," although subject to considerable variation in the
Fegree of openness. Such variations exist not only between organizations
but among sub-parts of the same organizations. All organizational. systems,
howeyer, have some degree of interaction with the world outside their
boundaries. One of the major contributions of this approach has been to
increase researchers' sensitivity both to the wide variations in activities
within organizations and to the complexity of their external relations, and
to highlight the difficulties of "bounding" behavior in space and time -- a
point noted earlier in conjusction with the comments on defining appro-

priate levels and units of analysis.

The Problems of Goals, Information, and Uncertainty

Ore of the im.:iicit premises of classical theory is that organizo-
tions focus on a limited number of goals ( @ goal being a stafe of affairs
whose existence is valued by the organization), and attempt to "maximize"
goal achievement. In Western culture at least, organizations, like people,
are presumed to strive for "rationality"--that is, uncertainty-reducing
information pertaining to efficient task accomplishment. Assumptions about
the rational nature of organizations' behavior implicit'y or explicitly
underlie many analyses of innovation, particularly those in economics.
However, the ability of an organization to achieve rational behavior re-
guir2s nearly complete information at the very least, and even complete

information does not guarantee rational behavior. In the economic model of
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perfect ratianality, the decision maker is presumed to have the fbllowing
information a priori:

o The whole set of alternatives from which he will choose his
actions, including knowledge of how each alternative works;

o The set of consequences associated with each alternative and

a "utility function" ordering consequences from the most
preferred to the least preferred.

This rational concept of organization goals has come increasingly
under attack in the literature.* For example, March and Simon (1958) argue
that the actual operative goals at any given time are the result of a
"satisficing" balance between a variety of discrete goals, some of which
are only superficially related to the ostensible goals of the organization.
Some interest group- in an organization may be attempting to replace out-
moded practices in order to enhance efficiency and profitability, while at
the same time otker groups are trying to retain those practices in order to
prevent dislocation of personnel. Which "dominant coalition" (Thompson,
1967; Hage, 1980) triumphs is an empirical question, not self-evident from
theory. Moreover, there may be differences among goals depending on the
hierasrchical position and level of their referent (Barrett, 1970; Baldridge
and Burnham, 1975). Ffinally, it is clear that decision alternatives do not
necessarily exist a priori, but are frequently constructed creatively by
participants in the decision as the sequence of events unfolds {Janis and
Mann, 1977) -- a point harticularly relevant to implementation analysis
‘see Chapter VII).

March and Simbn (1958) suggest that "choice is always exercised with

respect to a limited, approximate, simplified modei of the real situation."

*
Chapter II noted some of the problems associated with using "goal"
statements as effectiveness criteria or dependent variables in inno-
vation analysis.
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The "rational man" in decision theory is no longer a maximizer but a satis-
ficer: he selects the first alternative that meets or exceeds all the cri-
teria in his demand set (Simon, 1976). A comparable explanation of the
same phenomenon is offered by Lindblom's. (1959) concept of "muddling
through". The kernel of these analyses is that decisions and choices in
organizations are made on the basis of less than perfect information, with
what information is available subject to variations in costs (Williamson,

195!y, and in a milieu of partially conflicting goals that change over

time.

Several reviews of ChE v t of "organization geai'" are available

(Perrow, 1968; Price, 1972; Mohr, 1973). It is worth noting that the con-
cept is now generally recognized to include the full range of purposes to
be found in the organization (Ghorpade, 1971; Steers, 1975). Distinctions
are usually made between "official" and '"operative" goals, between "formal"
and "informal" goals, and, in Mohr's terms, between "transitive" (output)
and "reflexive" (maintenance) goals. The concept is much richer than the
simple formal/output view AF goals suggested by some earlier work (e.g.,
Etzioni, 196C).

The multi-dimensional goal framewark has hadAconsiderable empirical
application. For example, Pincus (1974) analyzes the incentive structures
operating on public education organizations and concludes that the osten-
sibly "rational" goals of efficiency and productivity are often secondary
to "nonrational", or more correctly '"non-efficiency-directed" system-
survival goals (Yin, 1977; FeIIer, 1981). The goals for consumeré of pub-
lic services may include, for example, elimination of an agency if all the
problems it addresses become '"cured". Such a goal is not likely to be

popular with most members of the organization. Clearly, if the aperational

b
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goals of organizafions are different and more convoluted than the publicly-~
stated ongngthen the concept of "goal" needs empirical specification.

It should also be noted that to the extent that "rational™ goals
become inoperative, social systems may fall back on social infw;=<tion per
se and the satisfaction of non-universalistic norms to guide behavior
(Pfeffer, Salancik, and Leblebici, 1976). It is generally agreed that
social interaction in groups 1is a primary vehicle for defining "social
reality" (Festinger, 1954; Weick, 1979) and for members to achieve consen-
sus about what is normative. In some organizations this may become the end

rather then the means.

Innovation is one of the primary ways in which organizations seek to
manage the environmental uncertainty within which they must operate, and
fulfill their quite varied functions and goals under which they operate.
Thus an organization may attempt to reduc: the uncertainty and disruption
of a falling market share by developing a new product or process innovation
(Klein, 1977). Innovation is.both a response to uncertainty, and a source
of uncertainty. 1Inherent features of the process of innovafion make "norms

of rationality" largely inappropriate, or at least extremely difficult to

apply.

"Innovativeness" as an Organizational Property

As noted earlier (Chapter If), one of the guiding principles of early
study of innovation was the idea that organizations (and individuals) which .

innovated more were inherently more effective or "better" than those that

did not. The concept of "organizational innovativeness" as a global pro-

perty of the organization has received a great deal of attention and has
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significantly shaped much of the analysis of innovation to date. This has
imposed both costs and benefits on the field.

The metamorphosis of the concept of innovativeness is illuminating.
In its original sense (Rogers, 1962), it was defined as "the degree to
which an individual is relatively earlier than ot ~r members of his system
in adopting new ideas". In this sense, the concept refers to both time and
system boundsries. As the field progressed, the emphasis shifted from the
study of single innovations to the study of adoptions of several innova-
tions by the same adopter. Part of this shift can be traced to difficul-
ties in retrieving single adoption dates for analysis (Coughenour, 1965),
part to a desire for greater generalizability (Fliegel and Kivlin, 1966).
Regers and Rogers (1961) demonstrated the feasibility of creating general
scales of innovativeness based on the adoption of several innovations, and
thus established the concept of innovativess as a general characteristic of
individuals or organizations.

When the concept of innovativeness was extended from the individual to
the organizational level, it was usually associated with this "quantity of
adcption" operationalization rather than one based on "time of adoption"
(diffusion studies, as noted léter, largely continued to use time of‘édop—
ticn imeasures). The reason was partly the greater ease of obtaining quan-
tity data a+ partly the seldom-questioned assumption that "more innovation
is better". At any rate, the "total number of innovations adopted" has
become the major dependent var%pble infé whole group of studies.

Innovativeness may. be measured through a closed-list method ('check
off this list those innovations you adopted") or an open-list method ("tell
us what innovations you have adopted") (Aiken and Hage, 1971). Allowance

is usually made for size; small organizations which adopt a few innovations
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may be comparatively more "innovative" than larger organizafions which
adopt relatively fewer of those innovations for which they might'pe candi-
dates. The analytical goal is to secure a single score or valué which

represents innovativeness. Sometimes a more sophisticated approach

measuring a degree of commitment of the subject to the innovation is used,

rather than a simple adoption dichotomy (as in Mohr, 1969).

This approach has proved valuable to the field in several ways. It
forces the analyst to consider internal features of organizational systems
as potential explanatory variables, and it sharpens the analytical focus
beyond the interplays of vague "forces" characteristic of much of the early
organizational change literature (e.g., Lewin, 1947). Unfortunately, it
also imposes some significant limitations. The use of aggregate "innova-
tiveness scores" tends to remove specifi’ : wation decisions from their
social and perceptual context, and to chai,e the level of analysis in ways
not generally allowed for. It also blurs the assessment of effects; pre-
occupation with the quantity of innovation without parallel concern feT the
quality of such processes and the depth to which they affect the organiza-
tion's outcomes and operations does not add much to untangling the rela-
tionships between innovation =nd productive performance. Finally, the
innovativeness approach has tended to rely heavily on correlation, usually
without attention to implicit time-ordering of phenomena, and thus neglects
the dynamics of innovation processes (there are a few exceptions, such as
Hage and Dewar, 1973).

In the rest of this review, the concept of innovativeness will be
referred to frequently. Readers are cautioned to be aware of the multiple
referents of the term (quantity, quality, time, etc.) as well as of thé

problematical relationship of the term to other dependent variables of
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interest. But is is incontrovertible that much of what we think is known

about "innovation processes" is actually what we think is known about

"innovativeness" -- a rather different concept.

The Key Concept of "Organizaticnal Structure"

The structure of an organization "ecan be defined simpiy as the sum
"Ebtal of the ways in wnich it divides its labﬁr inte distinct tasks and
then wchieves coordination among them" (Mintzberg, 1979:2). Structure is
most often contrasted with orgénization processes, but the relationships
between organizational structure and process are ;ifficult to specify with
precision, and there is cons!-ierable empirical and conceptual cont?oversy
as to the distinction between the terms (Blau, 1962; Hall, 1972). ™"Struc-
ture” has usually been the more encompassing term, and has included such
features as siie, degree of hierarchy, numbef of sub-units and others. The
distinction between structdre and process is conceptual, not empirical --
almost any phenomenon can be analyzed as one of structure or process, and
the choice of analytical mode depends on the questions beiny posed.

One analytical problem has.been a tendency to define structure at the
level of the overal: organization, with little recognition that different
groups within an organization interact with different portions of the en-
vironment and may in fact have widely differing internal structures. The

operationalization and measurement of crucial task parameters has not con-

tinued apace with the conceptual growth of the field, and fro "hodo-
logical standpoint there are consideratle limitations tec the icoh
has been done (Tosi, Aldag and Storey, 1973; Lynch, 1974; (.. ., 1972;

Downey, Hellriegel and Slocum, 1975; Pennings, 1975). Accordingly, this
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review of the empirical literature on structuv::e is illustrative and selec-

tive, not comprehensive.

Structure and Innovation

An early structural-functionalist study of innovation was that of
Burns and Stalker (1961). In a multi-site comparison of industrial organi-
zations, they found that those that were relatively non-bureaucratic
("organic") in structure were more amenable to technological innovation
than those fhat_were more bureaucratic ("mechanistic") in structure. How-
ever, the specific divergent properties of bureaucratic or non—bureaucraéic
organizations that contributed most to innovation were not well identified
by the research. This study illustrates a weakness in much of the early

work -- a single variable ("organic/mechanistic structure") was presumed to
describe an entire organizaticn and the manner in which it carried out a
complex process.

Following Burns and Stalker, there have been a variety of structure
and innovation studies at somewhat more detailed levels of analysis
(Argyris, 1965). These studies have usually focused on threeA general
variable domains: complexity, formalization, and eentralization.

Organizational complexity has been empirically linked to innovation.
Unfortunately, complexity has been measured in a number of nonequivalent

ways, most frequently as either the degree of prcfessionalization (number

Generally excluded from this review is a detailed discussion of
questions relating to organizational resources, because of consider-
able ambiguity in how such variables should be interpreted (Mohr,
1969; Bourgeois, 1981; Rowe and Boise, 1981). See the section below
relating to organizational size issues.
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of professional groups in the organization) or the diversity of specialiéts
"Aiken and Hage, 1968; Hage, 1980; Heydebrand, 1973; Diuchesneau, Cohn and
Dutton, 1979) as fhe principal index. Although a relationship exists, the
discrete processes involved are again left unclear, and the level at which
the effects are felt has generally been less than adeqﬁately specified. A
greater consensus among researchers on variables and their measurement and
operationalizatidn would help.

Some empirical evidence relates Formadizat;on (number of rules sand
specified procedures) tinversely taq innovation (Rothman, 1974). Duchesneau,
Cohn and Dutton (1979) attempted to replicate the findings of several of
the above referenced studies in research on the shoe indust: Lut failed to
show statistical support for the importance of formalization to innovation.
However, despite the empirical evidence for the negative relationenio it is
unclear whether an fntentional decrease in rules wauld have an effect of
increasing innovation.

Evidence also links centralization, or the concentration of decision
making activity.and power (Price, 1972), to innovation. Hage and Aiken
(197C) and Daft and Becker (1978) both suggest that the more power is de-
centralized the more inrovative the opganization is likely to be. However,
centralization tends to be eQuated with the number of hierarchical levels
in an organization, a less than adequate measure of the distribution of
power or control (Tannenbaum, 1568). Moreover, there has been considerable
confusion about whether centralization is a structﬁral i a process vari-
able. Its interpretation is largely in terms‘of process, reflecting how
decision making power/ and influence are used; its measurement is largely

structural, reflectiﬁg autharity hierarchies and formal delegations of
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responsibility (Gordon et al., 1974; Moch, 1976). But deriving process in-
ferences from structure is, as previously noted, somewhat ambiguous.

In addition to various attempts to determine correlational rvlation-
ships, some studies have actually manipulated structural variablies and
observed the effects on innovation processes. Experimental studies have
the potential to beqin to answer the question of whether structural
variables have a relationship to change which is generic or innovation-
specific. In such a field experiment, Tornatzky et al. (1980) found that
the intentional involvement of iine pefsonnel in innovation decisions
tended to increase the likelihood of the organization adopting the change.
In another field experiment, Stevens and Tofnatzky (19??) found Eﬁat invol-
ving more people in the implementation process could ?ncraase the likeli-
hood of iHnOVation implementation (this also probably relates to Mechanic's
(1962) observatioﬁs on the "oocwer »f lower participants" in . anizations).
‘Both of these manipulations ¢ he seen as aspects of centr .n*ion/decen-
tralization (e.gq., "participation"), and illustrate how the larger cor~=apt
needs to be disaggregated into more dic ‘ete operational aspects. |

Attempts have been méde to relate various structures to different
accomplishment of stages of the innovation process, particularly as they
relate to different types of innovations. For example, Baker (1977) argues
that a “phase-dominant" innovation process model, structured accbrding to
organizational needs or opportunities. is best suited to "unimodular" inno-
vations (i.e., single-phase inncvations involving only one or a few fields
of technology); while a.ﬁproject-dominant" model, organized accerding to
the needs of the project, is‘best suitéd.to "multi-medular" innovations

(cutting across organizational boundaries, longer time horizons, and sever- .

al fields of techhology).
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While research thus suggests that structural characteristics such as
complexity, formalization and centralizétion are related to innova*ion, the
literature. fails to provide (1) a sense of which, if any, of the structural
fertures contribute most to the phenomenon, and (2) which are most respon-
sive to intervention. Moreover, this literature has tended to ignore
interactive or contingent relationships between innovation characteristics
and organization characteristics’ (for example, "flat" structures may e
correlated with many small incremental innovations, pyramidal structures
with a few, large-scale innovations). Recent works by Mint:zberg (1979} and
Hage (1980) are attempts to overcome these limitations with specific, inno-
vation-rel=ted hypotheses which should now be subjected to empirical test.

A more telling criticism of the empirical 1literatusre involves the
variety of ways in which arious sitructural veriables have been operation-
alized, measured. or manipulated. Some meta-analytic work aggregating
varivus firndings and apnroaches to organizational dimensicias is needed
(Glass, 1978). It might be ultimately possible to create empirical
typologies of oryanizations based on agreed-upon organizational parametzrs.

The methodologicz! "guidelines" offered by McKelvey (1975) are relevant to

Both of .these resez,ch issues.

The Special Problem of Size

Studies dealing zpecifically with the organizational variable of size
have not been included in the previous sections of this chapter. Size
turns out to be a much more ambiguous concept than its apparent concrete-
ness in measurement terms would suggest. Most researchers would agree that
size is often little more than a_proxy variable for more meaningful under-

lying dimensinns such as economic and organizational factors, particularly
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resources (Duchesneau, Cohn and Dutton, 1979). Many of these issues have
beén reviewed by Kimberly (1976b) but need clarification as they apply to
innovation issues.

The general point is that any aggregate index of size (number of em-
ployess, amount of budget, gross receipts, etc.) is correiated “ith other
intraorganizational variables to some degree (frequently a high degree),
but does not reflect directly the degree of vertical hierarchy, the degree

of internal complexity, or similar variables, or capture much about the

proc~3s of internal decision making. For example, one could visualize two

hypotheticai organizations each with a thousand employees, and thus osten-
sibly equivaicrnt in gize. However, one might be strictly organizgd into
éub-unitﬁ ettt ﬁarket;ng, sales, production, and research, sach with its
own distinctive structure (like ma~y large retailing firms), while the
other -inght employ a unitary structure; the comParison betwean them would
probzcly break down in .wany crucial areas. Given previous comments on
multi-level analysis and the need to concentrate on Lhe intricacies of
decision processes, the employment ~f a discriminating variable as crude as
5ize per se seems inappropriate. As -cted esr.ier, size can often confound
the measu;ement of innovation rates as é measure of innovativeness; proper
comparisons b¢iween such rates need some form of norhalization, although
the basis for selecting a normalizing varisble is usually more arbitrary
than analytical.

Hull and Hage (1981) offer one alternative to simplistic analysis of
éize by using a less ambiguous measure. They argue that the "number of
repetitive events occuring withing an vorganization over time", which they
call scale, isomore important than number of employees, number of sales

dollar, or numbef of patients. While scale often correlates with size, the
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two concepts are osalytically distinct. Scale- is an indicator of the
amount of work done in an organization r.:ither than its inputs or outputs.
Scale thus would seem to indicate more about the internal functioning of an
organization than size as it is usually measured. It is an open question,
however, as to ba» f:r this concept can'be extended. Whila it may prove
useful in distir:. '-..:ng among, say, manufacturing settings where numbers
of unit operations are clearly specifiable, its application to other less
routinized settings (such as white-collar offices, for example) is a matter
" fer further study.

Regardless of the measure uszad, there is one area of research in
which size (using any convenient measure) is a useful descriptor -- to de-
limit a class of small firms. Below a certain level of =size, one can
prcbably detect a wajor qualitative difference in the organization. The
small business with less than 2C employees woul! be difficult to operate as
a classical bureaucracy. Unfortunately, the literature has not been pre-
cise in identifying the underlying structural and.process components of
"smallness", and in specifying in other than general terms where smallness
begins. This has hampered targeted interventioﬁ involving structure and
process variables. Chapter VIII returns to the special problems of small

firms and their important role in the innovation proc:ss.

Interorganizational Interactions and Innovation

As the stage-proress model of innovation discussed in Chapter II sug-
gests, innovation is often an interorganizational process (Benson, 1975;
Hall et al., 1977) involving transactions among org:nirstionc. As the

innovation process proceeds from R&D to marketing and dissemination, and to

Q 53(3
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implementation, different organizations or organizational units are often
involved. These organizations are typically involved in "trade relations"
with each other. Intraorganizational research alone fails to account for
much of the variance in organizational innovation. The success of NASA's
space program, for example, has been attributed as much to its authority
over and ability to manage its own laboratories and the thousands of pri-
vate sector contractors working for it as to its technical developments per
se (Doctots, 1969). |

Unfortunatel?, empirical research on interorganizational innovation
behavior has been limited. There are many elegant concepts such as "dynam-
ic loosély couvpled systems", "boundary spanning," "equilibrium"™, and "in-
terorganizationai"networks", but they tend to be operationally ill-defined.
In addition, most empirical work has studied interorganizational concepts
from the po:nt of view of a focal organization rather than include ité con-
tevt directly, an approach which has some conceptusl ar: methodological
failings (Cummings, 1983).

The range of interurganizational studies has been quite wide, and it
is difficult to agrée’on one taxonomy of approaches. One carly attempt by
Marrett (1971) distinguishes five complementary approaches on the basis of
the unit of analysis or focus of study employed:

1) Structural traits: intraoganizational characteristics (Levine
and White, 1961; Aiken and Hage, 1968);

2) Comparative properties: similarity of chéféc&eristics (Miller,
1952; Reid, 1964); L

'3) Relational properties: the nature of their linkageg\ﬁGuetzkow,
1965; Leadley, 1969); .

",
.
\\

4) Formal contextual properfies: impact of the extra-organiza-
tional environments (Evan, 1966; Warren, 1967; Turk, 1970);
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5) Non-organized contextual properties: social processes and
political, economic and demographic factors (Levine and White,
1363; Evan, 1965; Clark, 1965).

Other recent attempts have been made to construct conceptual frame-
works to integrate the admittedly disaggregated literature. For example,
Zeitz (1980:72) offers a dialectical model of social systems. He suggesis
that cc:rent interorganizational theories emphasize stable patterns of
behavior which ignore the "tremendous variety", "pervasive conflict" and
"confounding variables" present in interornanizational relationships, and
outlines several principles of dialectical interaction as thcy relate to
interorganizatioral relationships. Ouchi (1980), extendirg the earlier
work of Williamson (1975), offers a contingency theory spproach to exchange
relations based un two variables: goal incongruence and performance ambi-
guity, which are seen as determining the efficiency of transaciions between
individuals, groups or organizations. Defining organizations as "any
stable pattern of transactions", Ouchi outlines three basic mechanisms for
effectively controlli:q o¢r mediating transaction costs: markets, bureau-
cracies, and "clans", each of which may be optimally efficient depending on
exchange pafémeters. finally, Provan, Beyer and Kruytbosch (198C) combine
elements of the resource dependence and organizational set approaches to
interorganizational relations in a study of other environmental iinkages as
a source of power; they find that agencies with strong links with other
community elements are more powerful (e.g., successful in obtaining re-
sources from the parent organization) than those without such ties.

Two facts stand out in any review of interorgahizational relations as
a factor in‘innovatioh processes. 'First, most studies have focused on

exchange relationships, or transfers of resources between organizations.

Second, much of the interorganizational literature has had nothing to do

8&
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with innovation per se. The exchange relationship is seen ss Cveltent v
activity between two or more organizations which has consequencesg, Lohuml
or anticipated for the realization of the respective goals and objezzi. »g"
(Levire and White, 1961). If one organization needs certain resoﬁrces hz1d
by ancther, .t will try to enter into an exchange relationship with <he
resource—holding>organization. This concept forms the basis of the common
resource dependence view of interorganizational relations. Sirce organi-
zations are not self-sustaining entities, they are forced into relation-
ships with other organizations to obtain resources including money, skills,
and access to markets (Aiken and Hage, 1968). In contrast; the system
change model views interorganizational relations more as an organization's
response to external intervention which Fas createc a problem or oppor-
tunity. 1In this model the impetus for the exchange is "internally directed
froaa the environment and the focus of the exchange is environmental issues"
(Van De Ven, Delbecq and Koenig, 1976). |
While the concept of exchange seems cdnceptually compatible witk the
study of innovation processes, most of <tre existing empirical work is
either limited or not directly relevant. For example, sequential work
flows, such as those occurring in the innovsticn process where the research
development and marketing activities sre handled by different types of
organizations, ihave not been studied (Hetzner, 1980). Unfortunately,
studies of the exchange of "innovative information" have typically dealt
with analysis of networks of individuals within a scientific specialty
(Allen 1970; Griffith and Mullens, 1972), and averlooked interorganiza-
tinnal transaction mechanisms. Moreover, explicitly interorganizational

studies have not generally dealt with innovation, but rather with how best
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to achieve "coordination" among fragm-.nted organi:stions such as hesith or
social service agencies (Zeitz, 1974).

Only a few studies deal explicitly with interorganizational relation-
ships as they relate to innovation as an exchange activity or outcome. One
example is Aiken and Hage's (1965) analysis of 16 health and welfare or-
ganizatians, which finds c:~rvelations between factors such as programming,
organizational complexity, internal communication, centralization, and
innovativeness. In the context of studying the diffusion of social tech-
nology (a community care program for the mentally ill), Tornatzky et al.
(198C) ar=alvze the structure of the information networks between potential
adopting organizations, finding that existing networks emphasized peer to
peer interactions and were determined by geographic proximity. This 1is
consistent with the Findiﬁgs of Eveland, Rogers and Klepper (1977), who
detérfed isnlv interactions within local areas to characterize the interor-
ganizat .~ 21 network in the case of the cumputer-based techncloy, they
studied.

One of the major-stﬁhbling blocks to the further develepment f this

iine of research has been related to level of analysis and unit of analysis
issues. While such issues are endemic to all innovation procesé research,
they have been particulcrly troublesome in the area of interorganizational
relations. This fact bas been explicitly recoynized in the literature, at
least at a conceptual level (Benson 1975, 1977; Van de Ven, Emmett and
Koenig, 1974; Wamsley and Zald, 1973; ZPftz, 1574, 1980; Kimberly and
Evanicka, 1981). ne question has been whe. or what, is the correct
"trarsaction agent". Some questirns hzse been ~zired auri the change in
focus of analysis frem the individu-. tc the or-enizaticn; interorganiza-

tional relations theorists suci: as Turix (1977} nave red. ~ected their fornus



- 74 -

to the organization as the constituent unit of decision making without
wholly convincing empirical and analytical reasons. Klonglan et al. (1976)
question the lack of attention to hierarchy as a mediating factor in
selecting units of analysis. Their study of interorganizatioral relstions
across three levels of hierarchy (state, district, and county) ::ingests a
difference in thevtype and intensity of interactions atleac“ czue l. They
conclude that previous studies which have combined results e v levels
have obscured important differences.

Another issue here is whether the process should be viewed from 2
systems or a "fogal organization" nerspective. ‘Some organizationai con-
tingency theorists preoccupied with environmental uncertainty have tended
to focus on a single "focal" organization in concert with its "environment"
(Lawrencz and Lorsch, 1967; Duncan, 19725 Dowrey, Heliriegel and Slocum,
1976). Specific organizations in the fcoral organization's envircnment are
not identified, but aré lumped together in composite categories such as
direct relationships (i.e., with customers, suppliers, etc.) and indirect
relationships (i.e., with reqgulatory agencies). This has tended to obscure
the fact that interorganizational interactions are discrete behavioral
events that involve sub-units or pecple within organizations and some
tangible or symbolic medium of exchange.

By ‘contrast, organization-set rec .-ch distinguisheg between the
specific ::nd general environments of the organization, and bétween research
dealing.with limited sets of organizations versus research dealing with
entire systems of organizations. The organization-set, or specific en-
vironmen!{, is defined by immediate, continguous, task-related interactions
“ngaled 3 by a foeal organization (Evan, 1966; Jacobs, 1974; Schmidt and

Sonnmin, (P77, In this approach, public policy actions, technologin:al

Ji
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factors, and economic and socio-cultural conditions are often considered as
part of a more diffuse ¢eneral environment. The organization-set concept
may be appropriate fcr - ~rstanding certain kinds of innovation. However,
sirce it is defined 7-om the perspective of a focal organization, it tends
to ignore the potentia’ and =ctual interactions and importance of a larger
array of organizatinns and individuals in the general environment. The
focus on trees tends to blur the larger interorganizational forest.

In oscer to deal directly with the issue of public policies and
actions from an interorganizational perspective it i* necessary to go
beyond the level of immediate organizatiun sets to deal with the system or
network level (Marrett, 1971; Van de Ven, Emmett and Koenig, 1974; Wamsley
and Zald, 1973). What organizations or individuals to include iﬁ the
system is an empirical issue for which the methodology of social network
analysis :s ideally rited (Farace and Mabee, 1980C). This methodology is
designec¢ ‘. dvtermine ‘he extent of interaction befween groups or indivi-
duals over tiae. In contrast to other approaches, the typical unit of
analysis is the interactive node or link (Coleman, 1958). While this ana-
lysis has been occasionally applied to the study of innovation (e.g.,
Wuthnow, 1981; Tornatzky et al., 198C), there have been some limitations in
the generalizability of findings. The problems include homogeneous popula-
tions, unit of analysis, anu small numbers of cases and limited focus of
organizations (Allen, 1970; Garvey, Lin and Nelson, 1970; Griffith and
Mullens, 1972; Granovetter, 1973; Beniger, 1979).

One of the results of the network analysis approach has been an in-
- reased awareness that the next'methodclogical and conceptual step for the
study of interorganizational relations is to use as the unit of analysis

the links between a much larger array of organizations. Thus, not only

O
o



- 76 -

must the study be broadened to include systems of interactions, but the
focus of data gathering must be on discrete‘relations embodied by these
links. In this way, perhaps, a microanalytic data base on links can also
yield macroanalytic inferences about networks of interorganizational rela-

tions.
Summary

Organization’theory is a complex and divergent literature which deals
with many phencmena aside from innovation. Given its diversity, it offers
few clear prescriptions for the conduct of inrovative processes, but muc:
in the way of heuristic vaiuv:. It has contributed enormously fo the d=-
velopment of analytical frameworks, definition of key variables, and speci-
fication eof organizationsi redeis.  Any systematic analysis of innovation
must be carried out within the caqraxt =7 this body of ideas. As subse-
quent themes are developed, the vocabulary and ideas presented here will be

drawn upon; the innovation process is clearly an organizational activity of

major importance.

I3



CHAPTER IV

CONTEXTUAL INFLUENCES ON TECHNOLOGICAL INNOVATION

This chaptér considers various influences origirating .u.side the
innovating prgﬂnization that affect the innovation processs within.* The
role of external influences (or environmental conditions) has been a common
theme pursued by various researchers in the field. For example, Allen
(1977) has studied the role of various sources of external information in
the functions of R&D and ergineer.ng in the firm; von Hippel (1978) has
described the conditions under which firms' external customers are the
source of irnovative ideas and produects; Eveland, Rogers and Klepper (1977)
have discussed the influences among organizations jointly involvest in the
implementation of new technologies.

All of these examples illusf}ate an important characteristic of this
line of research: that is, "environmental" influences on innovation in an
organization range all the way from economy-wide market forces or govern-
ment regulations down to discrete interorganizational transsctions, such as

=
£

suggestions for product redesign by users or transfers of technical per-
sunnel. The integrating concept is that all such variasbles are external to

the innovating organization but are assumed to affect intraorganizational

*
The influences discussed in this chapter are generic rather than speci-
fic. Chapter IX discusses a series of particular governmental initia-
tives which operate within the analytical framework outlined here.

34
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processes (Insull ind Moos, 19745 Moos, 1975). External influences are

significant determinants of organizational growth and decline (Freeman and

Hannan, 14%75).

Analytical Approaches

Within this general orientation, three main conceptual traditions of
research on the relationships betwen organizatioral environments and inno-
vation can be distinguished: (1) diffusion research; (2) the mibroeconomic
theory of tne firm; and (3) sociological or sociopolitical analysis, usu-
ally guided hy general systems assumptions. These approaches are dissimi-
lar in vocabulary, but in fact deseribe many of the same phenomena and come
to some interestingly parallel conclusions. These are discussed in turn,
along with some concluding observations on sector-level effects on organi-

zaticnal environments.

Diffusion Research

Diffuston 1is the pattern by vhich new ideas and practices spread
through a population of potential adopters. The key point which differen-
tiates diffusion research from, say; innovativeness research or other
innovation process models is that diffusion takes as its starting point the
innczation rather than the organizatior.. This approach has a long and
distinguished history (see Rogers (1983) for a complete description of its
developmeni. and content). With the work of Ryan and Gross (1943) on the
adoption of hybrid seed corn, diffusion research became well entrenched .in

American social research. Its major theme is that commnication is the

basic process by which people become aware of new things and decide to use
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them; therefore, the dynam1cs of the communicaticn ‘process are 1mportant to

under°tand1ng 1nnovat1ve behav1or.

The basic theme has  been developed in either of two general direc-;
tions.A One emphas1zes the populatzon aspects of the problem ‘and the mathe-
matics of population behav1or, this end of the spectrum abuts the field of
population ecology. The other d1rection concentrates more on the adopter
as an individual unit, emphas121ng that an 1nternal decision process of.
more or less complexity is involved. Ihe most widely used‘framework.for

analysis of this process jis probably that of Rogers (1983), who distin-
guishes five stages (knowledge; persuasion, "decision, implementation, and
confirmation) Both directions have contributed to innovation research.

This approach has been particularly fru1tful in .its ana1ys1s of’ the 1

Qe

role of_communication.networks as a special sort of environmental feature.
Coleman, Katz and Menzel (1966) of fer evidence that physicians who are more
central in profess1onal networks tend to adopt innoavtions more.readily
- than those'who are not. Becker (1969, l970) finds that the nature of the
innovation seems to affect this pattern,~w1th more central people being
~mlikely to adopt.- only more "rewarding .innovations.%J-Countemandeimberlylm-

(1974) note that trust and chdibility in sojrce:relationships are parti-
Acularly 1mportant. .

The original appllcations of diffusion study were to the-behavior of B
‘ind1v1duals. However, as Katz (1962) ‘noted at that point, increasing
applications of this approach have been made in situations where thex"adop-—
ters"'are not 1nd1v1duals but organizations. 'Diffusion analysis is pre;
sently conplicat°d not only by unit of "analysis: questions but also by prob-‘

lems of the definition of the- 1nnovation, classification of 1nnovations,
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and basic differences between the economic and sociological modes of ...

“analy31s (Warner, 1974) .

In practice, d1ffus1on analys1s has been applied with 1mpartiality to

s1tuat10ns in. which adopters are e1ther ind1v1duais or organizations such

- as firms (Utterback, l974r Martino, Chen and Lentz, 1978) or government

agenc1es (Feller, Menzel and Engel, 1974; helleroandeenzel 1976). . This

lack of d1scr1m1nat10n betWeen the 1nd1v1dual and organizational s1tuations

causes'some problems. For rxample, the data gathered by Becker (1969) are -

- dominated by var1ables describing the personality and locatlon of the7

health officer in h1s communication network, while the dependent variable
(adoption of 1nn0vat10n) is an organtzattonal property Thus, W1th1n thlSv
approach one is either 'forced‘ to "personalize" the organizations under
study or s1mply to assume that populations of organizations and 1nd1v1duals
behave in the same ways, an approach used in the state government 1nnova-
tion studies of Walker (1969) and Gray (1973) ,

Two other pitfalls. of applying the d1ffus1on model to organizational o
innovation are worth noting. First, it is easy to move_from a sense.of
"adoption" as.an. act oﬁ_lnd1v1dual will to.a cons1derat10n of innovation asd”
simply a statistical phenomenon. The prevalence ‘of the logistic curvehin-
difoSion analys1s has been so W1dely noted that it is not difficult to

[

mistake the descr1pt10n for the cause, ‘and assume that membership in a

l ) : .
population is reason “enough for adoption. The mathematical approach-of

- |
Hamblin et al. (1973), which postulates 3 series of highly pred1ct1ve but
1nterpretat10nally barren sets of equations describing adoption probabili-

ties, is the logical outcome of this road. This mode of analysis 1s cer- -

" tainly useful, particularly in market research but 1s not very helpful in

! .
understand1ng proceas issues.

97
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Moreover, 1t is often d1ff1cult to separate the effects of d1ffus1onv

"as a. commun1catlon phenomenon from the effects of 1ntraorgan12atlonal dyé

"nam1cs, as Naroll (1965) polnts out from- on anthropologlcal perspect1ve¢

Where diffusion ends " and organlzatlon;behav;or begins is hard ‘to identify,

particularly where the- commun":tion processes themselues‘vare hardlhto

_retr1eve (Granovetter, 1973)

In sum, d1ffus1on research has been’ one of the maJor traditidns to
investlgate4 1nnovat10n. It has helped strengthen the understandlng of

communication and the flow of,ideas'through_organlzatlonal environments.’

:It'has,‘hoWever;'also occasionally hampered understanding of the'presence

of var1ab111ty in both 1nnovatlons and organlzatlonal contexts, and has.

suffered from an excess of acsumptlons about the 31m11ar1ty of adopters and

their world-v1ews. It is clear that understand1ng d1ffus1on is- only a

'part, albelt an 1mportant part, of understand1ng the complex role of envir-

onmental influences on innovation dynamics.

-

M1croeconom1c Theorx - . : ’ .

a

- Economists were. perhaps the earllest to recognlze exp11c1tly the ﬁnﬁ;w

importance*of the env1ronment to the behav1or of organizations. - " The micro-
economic model is in some:- ways more attractive than most organizational
theory models because it purports to .be pred1ct1ve,'rather than merely

descr1pt1ve. However, like the more mathemat1cal var1et1es of d1ffus1on

[+4

b =

analysis, its pred1ct1ve features depend on. assumptlons 1nvolv1ng a high

“degree of abstraction and remoteness from.reallty._ Th1s greatly reduces

the operational value of. the model outside of applications such as price

and market share determination. It has very:littlelto say about intraor-

ganizational processes.
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~The .basic model 'is that of economic units (firms) with essentially

_ identical products or services competing in markets, the basic focus of

?3 -~

Vanalys1s. ~ The degree of competttion is the critical descriptor of a

market., Competition in turn depends on- the number of firms in the market.

the extent to which -any given firm differentiates its product to enhance

its utility to potential buyers, and the minimdm effic1ent scales of

production and distribution as - they affect the size of the market.l.The
bas1c categories of markets, characterized by increas1ng degrees of compe—

tition, are monopoly, oligopoly, imperfect competition and perfect. compe-

- tition. The a0ﬂregate profit of firms in a market ‘is’ an indicator ‘of the

)
l

: economic dominance (or lack of competition) of its constituenL firms, in

Q.

theory, it ranges from zero under perfect competition to its maximum pos-
sible level under monopolistic.conditions. T *
It is worth stressing that despite an awarenessr in the economics

' . : 3
literature that product differentiation through attractive improvements -- -

one of the determinants of market .dominance--- can he.achieved with active.

"efforts to innovate (i.e., by choosing.agressive R&D strategies), the basic

economic model does not deal With this sourc%ppf change. fInstead,-the
45 .

model treats technological change as annexternal force and has little to
say about how it is shaped by intraorganizational processes.
In addition, the basic economic model does not-really consider the -

impact of the external. environment on organizational behaVior. It deals

with organizational behaVior only in the most rudimentary way, and the only .

"behavior" which counts is the firm-level "deciSion . The organization is -

treated as if it were'a singie individual pursuing a single'goal or deci-
sion criterion (usually'profit)g rather than many individuals or groups of

individuals with multiple, heterogenous,.and partly conflicting criteria.

99
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" No organlzatlonal character1st1cs of process or structure WhlPh medlate the

effectlveness of dec1s1on processes are treated in the bas1c model.

o

Recent Theoretlcal Work in Economlcs

Expans1ons of the m1croeconom1c model 1nto aspects of organlzatlon
behaV1or began with March and Simon (1958), and 1nc1ude the work of Cyert B
- and March (1963) and Wllllamson (l975) While the focus is st111 on the

role and formatlon of economlc goals rather then on broader organlzatlonal

~ - -

dynam1cs, more common: ground is emerglng between m1croeconom1c theory and
systems ‘and organlzatlon-theory.. For example, both Lev1ne and White (1961)
(who represent the organlzatlon theory perspectlve) and Williamson (1975)

(who represents the economLc analys*s trad1tlon) have focused on the ex-

change relationship, and 9uchi (l977) has further developed common themes -

—

in both bodies of analysis. - L L .

Recent work in microeconomices . has begun to deal d1rectly w1th the

reallty of technological change - ‘as an env1ronmental condltlon and, more

1mportantly, as a dellberate element of . flrm strategy. Nelson and Wlnter

o

-.(1974) and Dav1d (1974) have outllned_ratlonal_models of.- how_thls_search_c,_
process tends to occur. Rosenberg (l976) and Nelson and Wlnter (l977) both

: suggest that firms, wlll cont1nue to produce a g1ven product unt11 factor

ped

prices change (in response to chang1ng environmental condltlons) in such a
)

way as to reduce proflt s1gn1f1cantly. Flrms wlll then begin active. search -

.for ways of saving 1nputs or 1mprov1ng output quallty. This ent1re process

o

is r1ddled with uncertainty about future 1nput prices, about the outcome of :
the search.processt and about the marketability of the resultlng techn1cal

5 -

products. . ' o N :
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The fundamental possibilityvexplore&hin this new economic literature B
-is whether trad1tlonal equ1llbr1um-or1ented models should be discarded for
more evolutlonary models of technolcglcal innovation that expllc1tly con-
slder rlsk uncertainty, and firm strategy. Kamien and Schwartz (l974,§
1982) retain the basic mlcroeconomlc ‘market nodél uhile directly'inCOr—
poratlng aggresslve R&D (1nvent10n) and. defenslve R&D (1m1tat10n) as stra-
teglesb Klelnr(l977) offers a conceptual ‘model expla1n1ng,nrrms' reactions
to a changlng technlcal env1ronment which 1ntegrates organlzatlonal vari-
bables wlth the_market‘model of oligopoly. This model explores the kinds of
“incentives and random factors-thatvaffect3firms' future courses of action.--
It'offers a rationale for both defenslve and aggressive RiD and a new view

N

of the 1ntgns1ty of competition. ' .-

i ' In a parallel llne of inquiry, there has also been: slgnlflcant emp1r1-

cal_work investigating the effects onv1nnovat1veness and innovation - Offtb?
distribution of sizes of firms in an industry,_both.uithin'and across'in—t
. dustries. ~Two_conflicting hypotheses are represented"lnfslze4distribUtion_
research" One hypothesis is that'an inereasing concentration of firms en-

———-ables. those firms._to. restrict entry by.- others and. reduces the_ 1ncent1ves of. ..

,.

“the. domlnant firms to undertake R&D and 1nnovat19n._ A c0ntrast1ng argument'
is that some cr1t1cal mass of . firm resources is necessary ‘both -for effi-
cient operations and effective innovatiye activities such as R&D, since
certain: development’ projects may_'require large outlays that only large
firns can afford.’ |

| Neither of these‘hypotheses has been strongly confirmed_throUgh'émpir—
a~_.ical research, althBUgh,the latter appears to characterize some'kinds_of
development' ih some industries, such- as 'petroleum refining, steelmaklng_
(Gold, P}erce and~R0seg§er; l§7d;.Boylan, 1977), and some-chemical process -

- . s ’ ) . ) T e
(-3 (‘
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areas (Kam1en and Schwartz, 1975)." The incentives are greatest where the
1nnovatlon can be applled to products or processes command1ng large market

shares. Such may be the case w1th 1ncremental product 1mprovements and

14
>

process technology (Abernathy and Utterback, 1978).
Emerg1ng ev1dence also challenges the tradltlonal view that the inter-
_action between an organization and 1ts environment is passive and that
g1ven markets are stable (Freeman, 1974). Carter and Williams (1959) and‘
Sc1ence Pollcy Research Un1t (1971) have found that the nature of communi-
catlons w1th external 1nd1v1duals and organlzatlons who have some critical

relationship to the firm contributes 31gn1f1cantly to expla1n1ng the

success of innovations. : S B ' :
_ Another important finding concerns the-stratégic npature of R&Djunderj
taken by firms. “As-noted earlier, R&D programs can be described as-aggres—_'
sive or" defens1ve in nature} that is; ither ﬁinvention" or‘"innovation"
or1ented. "The d1st1nctlon is that flrms w1th aggress1ve strateg1es attempt
to be the first to 1nvent .and develop new products, whlle defens1ve f1rms
let others take the lead but follow that lead v1gorously when 1ts value is
~ --~demonstrated.~—Using—-an-aggressive- -strategy--is. llkely to. allow_the_ firm to _
’earn'avgreater proflt than thelr 1m1tators, but at the expense of " higher
expénditures on Ré&D. - However, few large firms f1t this descr1ptlon
clearly. One often suggested reascn 1s that basic research results are
difficult for 1nd1v1dual firms to appropriate for the1r exclus1ve use. .
On. the other hand, the major ratlonale for conduct1ng defens1ve R&D
programs 1s*related to. uncerta1nty. Defens1ve R&D will enable firms to’
react to maJor new 1nvent1ons being developed elsewhere, and to make. mlnof’///

1mprovements in ex1st1ng products and processes w1thout tak1ng maJor r1sks.

Thls R&D strategy has been found to characterlze most - med1um to laroe

.7




[ firms' R&D programs (Nelson, Peck and Kalachek, ,1967). A defensive "R&D

strategy is not .necessarily indicative of a low commitment to the idea of

—

R&D as such.

iy
N

Findings from Systems' and Organizational Research ' -

The systemszand‘organization theory literaturelon oroanizational en-

N
!

. v1ronments has cons1derable parallels to the’ m1croeconom1c literature. For-

example, the types of organizatlonal env1ronments d1scussed by Emery and

Tr1st (1965), who are systems theorlsts, have at least a plaus1ble COrres-

o

pondence to market structures;."placid randomized" environments resemble
perfect competition or monopoly'situations,,?placid'clustereQﬂ environments

resemble imperfect competition, and. "d1sturbed reactive" environments re-~

semble oligopolies. However, their."turbulent fieldﬂ-env1ronment seems to
have no clear parallel in ecoromic analysis.
However, thiS’literature'has at least.one'feature distinguishinb it

from economics -- that is, the greater 1mportance of uncerta1nty as an

«

inteorating concept. There is llttle preoccupation -- as in the theore-
_ilwtical economics. literature -- w1th hypothetical states_or. plac1d env1ron-
ments. The‘systems literature, rather, suggests that_1n,fact uncerta1nty is -

the dominant Histinguishing feature of organizational life. . Terreberry

. {1968), for example, argues that the categories of environments defined by
Emery and Tr1st represent in fact stages in evolution from the plac1d

‘'randomized to the turbulent field; she also asserts that turbulent f1elds

are becoming the dominant - type of environment. - S

The dimensicns of env1ronment d1scussed by system theor1sts encompass

but extend the microeconomic concept of markets. Concepts common to the

two modes of analys1s 1nclude-transactlons of_labor, material, and capital.

“'O .
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nized by the organization as a factor in the decision prncess -~ that is,
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o
o

The system view addresses'the interactions'among'distributors of'products

or serv1ces, users of products or services, equ1pment suppllers, parts

suppllers, compet1tors for raw mater1als, compet1tors for suppllers, compe-
titors” for customers, government regulatory control, pUbllC groups, and

producers of both product technologles and process technologles (Lawrence'

‘and ’Lorsch, 1967; Duncan, 19723 °Downey,, Hellr1egel and Slocum, 19753

[ BV

Hetzner, 1980)

The "po ulatlon ecology" approach. (e. .y Hannan and Freeman 1977) is
pop ay P g y

=4

- a theoret1cally rich approach for descr1b1ng the behav1or of populatlons of

(a8 “ £y

organlzatlons over t1me, it comb1nes elements of diffusion .and economic

research. w1th organlzatlonal analysis. Its long-term utility to the under-“'

.

standlng of 1nnovat10n processes is, as yet, undeterm1ned.

!

There have been attempts to sort out wh1ch sources of senvironmental

uncerta1nty are most 1mportant. -Pfeffer and Salancik (1978:69) suggest_

environmental uncerta1nt1es -are not in and of themselves 1mportant except
as they affect the 1nternal processes of the flrm'

It is a problem for organlzatlons only when the uncerta1nty in-
volves important interactions. with other environmental elements /-
that are important for the organlzatlon. _ . : :

is hlghly dependent upon this labor supply and then only 1f 1t is recog-

“

if it influences organlzatlonal structure and functioning. Seyeral studiesf

l

have shown that in compar1ng organlzatlons w1th1n and ‘across dlfferent

types of env1ronments, the structure and functlonlng of those organlzatlons,.-

I

which succeed. seem to “match some character1st1cs of the1r env1ronments

l975;

(Woodward, l965; Burns “and” Stalker, 1961; Harvey, 19683 Lawren;7, and‘»;

Lorsch, 1967, 1969; Duncan, 19725 Downey, Hellriegel and Slocum,
- s SO R ™

- - . ;o

An unstable labor supply, for example, is 1mportant only if an organlzatlon
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Meyer,~l979) ,52558554U1 performance under\a high level\of env1ronmental

uncertainty tefds to be. associated with: less strgctured, less formal, and'

decentralized organizations, employing a relatively "professional" work .

force. Success under low levels of env1ronmental uncertainty ‘is, on the

~ -

other hand, associated'with structured, formal and hierarchlcal organiza- °.

tions and a relatively unskilled wcrk force.

o~

In addition to sorting out env1ronmental factors as perceived byeparé

Py

. ticipants, it is also necessary to obtain more "objective" indicators of

anvironments and uncertainty. Pfeffer and Salancik (1978) view the basic
structural elements of environments asvconoentratiohi(the distribution of
pOWer-and authorityf, munificence (availability of resources), and inter-

conhectedness (interaction network) of. environments. These three:charac-

teristics are seen as determinants of conflict and 1nterdependence among”

actors (organizations and 1nd1v1duals) in a social system. Conflict and

interdependence, in turn, determine the degree of uncertainty described

.a

- A maJor problem is that the concept of env1ronmental uncertainty lacks'

clarity. A levél of analys1s problem complicates the operational defini-
tion of - variables describing both’ structure and environment' relatively

"mechanistic" organizations ‘can (and probably usually do) have "organic"

subsystems, and the "environment" addressed by an organization is seldom

homogeneous across different subsystems. To characteriie the structure or

' env1ronment .0f a large organization as being of only one particular type

~

makes very little sense. Some parts may be quite plac1d, others qu1te tur—
bulent. The question is which organizational subsystem 1nteracts w1th

which piece of the env1ronment Dne.organizing concept for this patterning

is the idea of accountabzlmty (Et21on1, 1975) Under this formulation; the-

2

o
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key issue is the relationship of an organiiational unit with some identi-

fiable puint in the environmentj this relationship.is characterized by cer-

N

then be used to account for organizational_decision making.
h >

o a

Anaiytical~ difficulties notwithstanding,'}the increased interest in

organizational environments has important implications for both the study

-

and management of innovation. For mariagers involved in innovation, atten-

tlon to env1ronments 1mp11es that they must now be concerned W1th managlng

- external as well as internal relatlonsnlps, and that external structures

(I -

. viewing innovation exclusively as an intraorganizational process una fected

by environmental conditions cannot'be'appropriate~in situations where the

A

dependence of organizations on their surroundings is high.

Distinguishing between Public and Private Sectors

tain mutually agreed-on terms. Variables describing these interactions can -

and processes may be more 1mportant determ1nants of behaviors-such as inno-

vation than internal‘strUctures and processes. For innovation researchers,
k _ SS9 ik , A las

Applying these concepts of" organlzatlonal env1ronments in cross- -

sectoral (public vs. private) comparisons raises some interesting problems..
. » :

Virtually all microeconomic research and much organi:ational research has
3

focused on priva organiiations (an exception is the implementation liter-

ature d1scussed in Chapter VII) A.common conclusion is that because of

\ -

- the presence or absence of market forces pr1vate and public organlzatlons

.». comprise two entirely dlfferent doma1ns of 1nference, and that one should

not expect to be able to generallze between sectors.

This assertlon is more assumed than proven (Roessner, 1979). In prac-

tice organizatlons of both types often behave in str1k1ngly swm}iar ways,

@ .- : . ) - o 8 - ].L'E;
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and organizations in both sectors increasingly affect each otherls actions.

Interorgan12at1onal networks tend to include both public and pr1vate organ-

a L

izations; the env1ronment of nearly ap r an1zatlon is made up of artici-
3 ‘__,.9 _ of pal

pants in both sectors. This section briefly looks at:both real and appar-.

ent d1fferences between the sectors, and suggests some .implications of
these differences'for the study of innovation. Figure 5 summarizes the

P d1st1nct10ns made in . th1s sect1on.

- °

A _common d1st1nctlon between publ1c and pr1vate organ1zat1ons is. made

on the bas1s of -their ownersh1p (Becker and Gordon, 1966) Public organi-

zat1ons are those over wh1ch no propErty r1qhts are vested in any gruup

smaller than the'soc1ety as a whole. . This usage, wh1le frequ&ntly encoun-

~tered in-"the political literature, is*not- perhaps as prec1se as might be:

° [}

des1red, since the scope of property r1ghts is not very clear. The term

b4

"publ1c sector" is also® frequently used to cover all organ1zat1ons Wthh do
not formally seek "profits" as part of the1r goal set -- this would in- - .

clude, ln addition to'governments, the range of nonprofit and not-for-

profit groups which are not socially owhed but which try to serve societal

purposes rather than those of’ a limited group of formal OWNEers. Moreover,

1t s somet1mes used to embrace as Well the nom1nally prof1t seek1ng bg; in-

fact h1ghly constra1ned regulated monopolles such as telephone companies

> a
.
o

and ut1l1t1es.

- :"These distinctions of ownership and goais are often'quite fleeting at .
L L i :
\\. an operational Tevel. For example, it can be- argued that all normal organ~

\1zat1ons seek to aggrand1ze the1r resources- publ1c agenc1es accumulate
approprlatlons and create cl1ent demands, wh1le pr1vate firms capture mar-
kets and 1mprove profit margins. In. fact the "system resource" model of

organ1zat1onal effect1veness (ment1oned earlier in Chapter II) is basedo
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hexp11c1tly on this 1nterchangeab111ty of effectlveness criteria (Yuchtman
“and’ Seashore, 1967)

In another version of conventional wisdom, the difference .between
privatevand public organirations.lies in the idea that public agencies:are
z"bOreaocracies", while private-'organizations are -not. 'Bureaucracy heret
generally imp;ies.an organization which is‘rule-bound,'generally unrespon-.
sive, and essentially immune to the presumably rational market forces.' In
his generally negative discussion of bureaucracy, Downs (1967)'drew exclul'v
sively. on pubiic organizations for- examples._ Bdt_ others have ekplored
bureaucratization.in the_originai, more neutral, sense of the term (Weber,
1947), as a set of characteristics possessed by dli organizations to vary-
,ing degrees_(e.g.,,Litwak,“lQﬁl),”,Boreaocratization;jnmthis7Sepse_iﬁnépj
proximately equivalent to the "mechanistic' djnension'described earliers
‘It does seem clear_that'there is.no sinole absolute characteristic of heha-
vior or structure (as opposed to legal mandate) which separates organiza-

tions in the two sectors; bureaucracies, and non-bureaucracies are found in

-both - areas.

-

In general, it seems that the dlfferences, such.as they are, between
.publlc and pr1vate organlzatlons may" be more apparent than real in many key
'regardso - There 1s probably as much wmthmn-sector varzabtltty (e.g., steel
companies vs. computer software f1rms) as there is between-sector stmtlar-
ity (e g., pr1vate and pub11c hosp1ta1s) ' If th1s_1s true, it suggests
that cross-sector compar1sons in the study of innovation.processes are not
only feas1ble but ‘can be qu1te enllghtenlng, notw1thstand1ng the fact fhat.
very few such compar1sons have been made. This literature review- draws on
stud1es from both sectors to 1llustrate key points, particularly relat1ng

to structure_and.process. In cross-sector compar1sons and contrasts, -one

| 11u



.should concentrate on those var1ab1es wh1ch are 11kely to be related to
' publlc vs. pr1vate sector lccatlon.
As one approach to SUCh an analyt1cal framework, Bo;eman (1981) has
suggested a set of "d1mens1ons of pub11cness" which can be used where
cross-sector generallzablllty is sought: - |

-

1) Dependenczes: the degree to wh1ch resources are a reward for
output, . L L e co-

2) Creatzon mechanzsms. the nature of the mechan1sms which exist
for formal creatlon and d1ssolut10n of activities;

3) Aecountability for process rather than for output;

4) Goal dependence: reliance on external sources to-set goals and
leg1t1mate purposes. - :

These are seen ‘as dimensions in which "one end represents the extreme .
"public type", the other the extreme "private type". In pract1ce, most
organlzatlons (and components of organlzatlons) fall somewhere between.

A good ‘deal of the dlfference, as Jmolled ear11er, depends on the'
level of aggregatlon of the organizations under study. When one compares~
ent1re firms with ent1re agencies, apparent dlfferences are llkely to stand
out more clearly than if one compares, say, sectlons or working groups.
The 1latter are iikely to concentrate their attentlon on 1ntermed1ate or

-'1nstrumental obJectlves wh1ch are. only loosely related to thelultimate,or_
terminal obJectlves of e1ther pr1vate profit or publlc serv1ce.' Given that
.a large part of the behav1or germane to organlzatlonal 1nnovatlon is 1n
fact "local behav1or" whlch does not involve the ent1re organlzatlon (Downs
"and Mohr, 1976), cross-sector generallzatlon may be even more conceptually
.defens1b1e. -This -is probably most true in cases of process 1nnovatlon
(e. g., offlce automatlon or other manager1a1 tools) Firm decisions about
new product 11nes and governmental dec1s1ons about.new areas of'service'are'

probably lesslcomparable. The process of determ1n1ng the app11cab111ty of
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these dimensions of "publicness" is one of assessing differences betwcen

organizations in the two sectors, broadly defined.

N

Artifactual Differenoes

o~

Some commonly asserted dietinctions are probably not .quantum differ-

" ences but, at best, matters of degree: -

The presence of entrepreneureal-behavior: While entrepreneurealism is

commonly accepted as a norm’of.the_private sector,.it is in‘Fact a;rela- ‘
tdvely rare phenomenon? charaoterizing only a few organizations.and then
~only at particular points in their life cycles (Kimoeriy and Miles, 1980)1
. On the other hand, entrepreneureal behavior, o behatﬁ of both individuals
and organizations, - has oeent documented extensiveiy ~in puolic 'aoencies
(e.gt, Lambright, 1980). It is prcbably too limiting to oonatrue entrepre-
neureal behavior ae profit-seeking in the conventionai sense. ~ More cor-
.trectly, this behaV1or should be seen as resource aggrandzzement (in.people,
money, ideas) or as an attempt to “widen the scope and power .of an organ12a-~f
‘tlon and hence improve its ability to maneuver, A key'part~of the'role of
'either the oublio or orivate entrepreneur is the.oreative maintenance of
conflicts among one's compet1tors, to er101t power vacuums. or economic
| niches - (Sleber, 1974; Rogers and Molnar, 1976) Entrepreneureal behav1or
is also related to personal characterlstlos‘that may transcend sector or
setting,,such as risk taking and achievement motimation. '

Permanence:' 1t 1s commonly believed that publlc agenc1es last con-
_ 81derably longer than do private firms, and there is some ev1dence that

thls is true. Kaufman (l976)-traces ‘the major components of seven execu-

tive agen01es in the Federal government over a period of flfty years, and

]

Lz



s n =95 -
finds considerable evidence'for long-term survival. However, this per-
manence 1is probably more true on the gross level than on" the operational
level. Major organizational units may per31st but the discrete tasks they.
perform are likély to shift over -time and to be reorganized frequently,
This 1s probably more true 1n areas of" government where the public role is -
less established (such as hous1ng,' energy, Ol env1ronmental regulation) |

than in areas where the public role has’ become more-institutlonalized, such

. as public health, agriculture, or taxation. In terms of sheer organiza-

-

tional mortality, surv1val rates are probably higher for the public sector‘
generally, although this may be ‘changing in the current political climate.

'Personalization of.gain: Managers in private organizations can “profit

(or lose)_personally from their efforts, while government managers presum-

Sy

ably cannot. In terms of direct ‘compensation, this is perhaps true, though

it is worth notihg that the vast bulk ‘of private managers are in salaried

-positions where the direct marginal returns to effort' by an individual are

- often ephemeral. But certain similarities are striking. . In both sectors;

the maJor currency which managers gain or- lose is personal reputation,

career in bility, and opportunities for rewards. These depend. largely on.

'the success or failure of their organizations. . For many managers this is a

more -salient’ oart of compensation than 'salary. _.Given the tendency tor

senior‘managers to move‘betWeen.sectors at various points in their_careersz
the‘ personalization of reward in a narrow sense may be. a decreasingly '
salient distinction (Malek, 1978). o |

Une qualification should be noted. The manager.of a smolllhusiness'

firm .is likely to have personal rewards and costs more directly tied: to -

organizational success than are either public sector managers or - managers

-
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in large firms. This may be related in, turn to the apparent innovativeness
of small firmsy discussed elsewhere in this review. - ' -

Freedom to shift goals: Some analysts have suggested  that public

organizationsaare'more-constrained"than'private:ones'in redefinfng their ,
goals.v Again, this is true on a gross level bit less true when one looks
at specific organizations.' Government' programs fare theoretically con-
strained by IEQislative mandates..But the essence'of administration'is.in~
the 1nterpretatlon of those mandates, and agenc1es not 1nfrequently rede—

flne mandates, somet1mes with-legislative author1ty, somet1m§s w1thout. A

classic case of this behavior "is the experience of the Agr1cultural‘Exten-

3
v

Ay

sion Seryice'(Rogers,'Eyeland and Bean,.l?76). It.is this administrative
flexibility which has‘stimulated much of the research on implementation
(see.Chapter'ViI).’ Cons1derab1e variability in de facto program goals and
program operations have been uncovered by this work. In fact, one of the
problems that has piagued:thefoversight‘of puhlic programs has been the
'shifting nature of many;program goals and the resultant low “evaluahility"
of programs (Nay and Kay, 1982); It,is'difFicult~to assert”that,puolic
agencies have morebgoal stability than large firms, Where the tendency to

perservere w1th outmoded products “and strateg1es is common and .well

documented (e.g., Utterback; 1971)

Public control: "It should be hardly necessary to note that the

.,1ncreas1ng accountab111ty demanded from private flrms by the pub11c, either

act1ng through government or through other agencles, has ’blurred the
public/private distinction'stilljfurther.\ PriVate'firms are increasingly
affected by pub11c agenc1es, not only in the qua11ty and . safety of thelrh
outputs but 1ncreas1ngly in 1nternal processes such’ as procurement pOllClES

and personnel practices as well, In addltlon, there has, been in recent
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years @ significant: increase in the number of worker-owned or worker-l
managed f1rms (Tannenbaum and Conte, 1977), a trend that stretches the '
d°f1n1t10n of "pr1vate" ownership and the resu1t1ng const1tuency of the
firm. It 1s stlll an open questlon as to how worker ownershlp has affected4
: management entrepreneureallsm, product 1nnovat1veness, strateg1c plann1ng,

.. and 1mplementat10n of new process technolog;es.'_ The accountability of
"overnment is also being 1ncreased by various policy -devices. Mechanlsmsl
" such as sunset laws, sunshine laws, and freedom of 1nformat10n rules have
resulted in more direct scrut1ny of government agencie;\by both the med1a
and the publlc at large, and evaluat10n systems have made publlc a good

deal of 1nformat10n .regarding the systematlc effects of programs (Rossi and

Williams, 1972; Cook et al., l975 Hatry, l977)

Real leferences B 1 % 4

Some dlfferences between/publlc “and prlvate sectors are probably more

consistent and operat10nally s1gn1flcant

Norms of responsiveness: In general, soc1ety belleves that government

- should fbliow _public ‘concern rather than_antzczpate it. Successful 1nstan-;
ces of ant1c1pat0ry government are few.~ Firms, on. the other hand, are ex-.
plicitly supposed to ant1c1pate what the market wlll support and move .to
supply it even before people see a need for it. Th1s phenomenon of respon- -

s1veness should be d1st1ngu1shed from entrepreneureallsm, noted’ above. Re--

[
-

spons1veness refers “to the societal purpose be1ng pursued, entrepreneureal- 4

ism to the behav10r of the 1nd1v1duals involved. e

Locus of respons1b111ty for consequences° In‘general, the individual

responS1b111ty for consequences is probably greater in the pr1vate sector-

The norm of pUbllC agenc1es is collectlve respons1b111ty, and it is seldom,



‘concentrate on approprlable goods.
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exeept in cases of flagrant 1llega11ty, that personal responslblllty for an
organlzatlonal thlOﬂ will be sought. In pr1vate flrms, responslblllty is

likely to be assigned to 1nd1v1duals rather more frequently. - While it may -

~ be difficult to aoslgn personal respons1b111ty (glven the long 11nks of -

causality in any complex organlzatlon), the tendency and mythology of the
private firm is tovattempt to do so. It is also‘interesting to note that

the recent experiment of the Federal personnel system with ‘an individusal-

'responsibility.eentered rewaro system for senior executives is explicitly i

based on private-sector assumptions. Whether these assunptions are trans-

- -

ferrable is'currently under investigation (Gaertner-and Gaertner,'l982)f )

Concentration on "Public Goods": In generai,'the-coneerns of public

agencies'are focused on'public goods -- that is, those productsﬂand'ser-

vices whlch cannot be un1que1y appropriated to the benefit of one. restric-.

jted group (e. gey highways,'schools, prisons)o Firms, on the other‘hand,

2

Plannlng'Horlzons' Both sectors recognize that ~organizations pursue

multiple purp0ses, but they react rather~d1fferent1y to that fact. 'On one

: level, pr1vate firms. are supposed to pursue proflts, and any purpose which

does not contribute to: the "bottom line" is consldered as at best a com-

pt _

promise.-goal. On the other hand, firms do exp11c1tlyncons1der a range .

- other goals -;'market share; item profitability, time horizons, ete. _—
" which are not d1rectly relevant to maximizing momentary profltablllty. If

Jth;s were not so,.-little R&D,would_be done. In fact, one of the criticisms

that has been made of larger American firms is that»they focus excessively
on short-term profits while ignoring other'ostensibly'public goals such as

increasing general knowledge, training scientific personnel. . This criti- g

cism is premised on the fact that these public goods.enable’privatevfirms

- 116



- 99 -

A -

(in the aggregate) to reach long-term pr1vate goals; this- "soc1al return"

_of research is s1gn1f1cant (Mansfield 1968)

What differences may ex1st in the planning horizons of private vS.
public organizations are ambiguous at best and unknown at worst. ~ Public
sector organizations are t1ed to annual budget cycles and dn 1ncremental,
budget process that constra1n° what 1little long-term planning is poss1blev.
(Wildavsky, 1964). Oh the- other hand, firms must presumably balance the
short term against the long term, and how they do this is not well known.
Hayes and Abernathy (1980) suggest that 'in 4act the public and pr1vate
:sectors are becom1ng 1ncreas1ngly alike in hav1ng short term time horizons.
In addition, all organizations, pUbllC "and pr1vate alike, must deal W1th

changing patterns of general social and economic forces (Bell, 1973).

- Summary

«

The research literature reviewed here illustrates'that innovation is a

| process that 1nvolves many levels of, act1v1ty anc foc1 of snalysis. While

1nnovat10n behav1or is. largely 1ntraorgan12ational this behav1or is 1n1—

t1ated in response to some st1mulus event or to achieve some 1nstrumental

goal. Env1ronmental stimuli such as- d1scussed here are particularly s1gn1-_
ficant for innovation. Hhatever model or vocabulary is chosen to examinej
* environmental phenomena, -they must have, their place  in any innovation

) N
process. model.
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CHAPTER V

ACTORS IN THE INNOVATION PROCESS

Other sections in this review have described aourcee of uncertainty in
‘the-innovation processqand outlined various_organizational variableelperti—
nent to the management of those uncertainties. _However, when data on inno—
'vatlon processes are aggregated to the. organlzatlonal or group level, the
.role of 1nd1v1duals acting within -those organlzatlons can be obscured. The
uncertainties of 1nnovat10n are ult1mately handled by people, e1ther acting
alone or in the context of a work group, .not by abstractlons called "organ-~ |
izations". ' lhe success of any 1nnovat10n depends on the participation of
._any number of 1nd1v1dual actors who are able to carry a new idea through
the innoVation process, from research and development through commerc1a11—

“

zation and 1mplementat10n.v This chapter will review data on how 1nnovatlon“

'processes are shaped by the 1nd1v1duals who part1c1pate in them, and note
some limits on the efficacy of that behav1or and on thls level of analy31s

1tself.

The’ de—empha31s of -the role of 1nd1v1duals 19 a recent development.
‘Much of the early analy31s of innovation was carr1ed out within the "d1f— '
fusion parad1gm"‘ ThlS analys1s focused almost exclu31vely on variables
_operat1ng at the 1nd1v1dual level (e.g., Rogers, 1962' 1983) and paralleledﬂu

31m11ar descr1pt1ve analysea of 1nd1v1dual 1nnovat10ns, described earlier. _

'. g - -
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Personal characteristics of independent inventors or innovators, particu-

~larly. aspects of their values, backgrounds, personalities and demographics,

were the principal focus. -More recently, attention has been directed ‘to

individuals as they act out various roles in the innovation process such as

.technical manager (Gee, l976), entrepreneur (Roberts,.l969), bureaucratic

b

entrepreneur (Lambr1ght Teich and Carroll l977), boundary spanner (Keller

~and Holland, 1978), gatekeeper (Allen, -1977), .product champion (Chakra- '

barti, l974), purchasing agent“{bean and Mogee, l976) or user .(von Hippel,

'1976); This.feview'of the studies will focus on‘aspects of ‘both personal

.characteréstics and roles. Figure 6 depicts graphically the.interactions

of these two foci. ‘ ' .. 5

Actor Characteristics

o

_Researchers have observed many consistencies in the demographic char-

acteristics, psychological/personallty traits, and job skills of indivi-

' duals involved in the innovation process. The prominence and visibilitv'of

1nd1v1duals is,. of COUrse), llkely to be greater at some stages of the pron'
cess (such as 1n1t1atlon or 1nventlon) than at others.' Technical "gate-
keepers" and entrepreneurs, for example, are usually in the1r 30's, hold at
 least a master 5 degree and "have had some R&D work experience with emphas1sl
on development research (Roberts, 19695 Allen, l977) Udell et aZ (1976) o
compare 1nventors and non1nventors, using Gough and Heilbrum's (1965) Ad-.

jective Checklist, and.flnd that inventors are more emotlonally adventur-

_ous, achievement-oriented, independent, resourceful, creative, and person-,

o

" ally goal-centered and hard-working than noninventors. Roberts (1969)

lV' ' | .,- ‘; | ‘5;1'151
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finds that entrepreneurs have<a h1gh need for achievement and only a moder-
ate need for power. Keller and Hol land (1978) find that: boundary spanners
are characterized by high performance, high JOb satisfseotion, .and "orien-

"

tation toward d01ng something different" Finally, many personal~skills,
-have been attributed to effective organizational personnel who are actively
1nvolved in innovation,. such as knowledge about the needs of the firm,'

" "technical competence, political astoteness (Chakrabarti, l974), leadership
(Fiedler, 1967) and great diversity in JOb aot1v1tes. '

Within the framework of the dyﬁfusmon of 1nnovations'(described in .
‘Chapter 1V), the work of'Rogers and Shoemaker (1971) has been ektremely "
1nfluent1al. These authors reviewed hundreds'of studies and usedvsummative
techniques to identify the personality and demographic characteristics most
‘associated in these studies with‘"innovativeness" as expressed in three
crucial activities in the diffusion process: adoption, opinion leadership,-

and change agentry. Thirty—tWo generalizations associated early adoption .

_,w1th various pdemographic, personality and other characteristics of ind1v1-

duals,; Early adopters tended to have, among other traits, higher socisal
status, more - favorable attitudes towards credit, change,-risk, education,'

. _and sciences, greater intelligence, more social part1c1pation, more change

_agent contact,omore exposure to mass media and 1nterpersonal communication
‘channels, less fatalistic views, more cosmopolitan backgrounds, more highly )

1ntegrated links with the social system, and more 1nformation and knowledge

Al

3 - *
about innovations. -

* There is evidence that these character;stiCstay interact with innovatiOn'
' characteristics or social contexts in non-linear ways (Becker,.1970). s

N ~.
!
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: For successful op1n1on leadersh1p and change agentry, the individual

. character1st1c3"were 51m11ar. Followers seek op1n10n leaders W1th h1gher
social status, more educatlon, greater mass med1a exposure, and more change
agent contact, and who are more cosmopol1tan and innovative. Change agent

success was pos1t1vely related to 1nd1v1dual character1st1cs such as soc1al

~

status, educatlon, and cosmopollteness.

Several methodolog1cal limitations should be- noted regarding this body

of research.’ The f1rst concerns the operat1onal definition of the depen-
(‘dent var1able used 1n these stud1es.» This. review has already d1scussed
problems 1nvolved in measur1ng 1nnovat1on, these problems are part1cularly:
. man1fest in the 1nnovator character1st1cs l1terature. For example, the useﬁ
"of a "yes-no" measure of adopt1on obscures the real1ty ‘that 1nnovat1ons are_‘
adopted in d1fferent ways, ‘for d1fferent lengths of time and W1th d1fferent-
effects. Th1s line of analyS1s has rarely employed long1tud1nal measures
of 1mplementat10n, it is almost entirely a literature relat1ng 1nd1v1dual
character1st1cs to a d1chotomous adopt1on measure. .
The trad1t10nal 1nd1v1dual character1st1cs l1terature has - also'seldom
'allOWed for’ d1fferent units or levels of analys1s. In 1t\ focus on 1nd1v1-'

dual var1ables, -it has usually 1gnored the nest1ng of these var1ables in
7

.soc1al contexts. Th1s second l1m1tat1on was of course noted by Rogers and

‘Shoemaker (1971, p. 80)

o

...the focus ‘of the reviewed research has ‘been, upon 1nd1v1dual,,
intrapersonal variables. - This largely excludes social structure
and 1nterpersonal var1ables. :

A th1rd methodolog1cal issue concerns the "vote count1ng" method used
" to aggregate f1nd1ngs., :As Glass (1978\ notes, the vote-count1ng method ‘can

be extre ly m1slead1ng, since the use of a statlst1cal s1gn1f1cance cr1— X

!

-

terion b1ases the tally in favor of large-sample stud1es and d1sregards or/{:u
v & » ,
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obscures 1nformatlon‘concern1ng the relat1ve strength of effects. Finally,
1t is extremely unllkely that any set of generallzatlons represent tndepen- '
dent characteristics of actors. A moré useful profile of 1nnovators and
non- 1nnovators could be developed 1f mult1var1ate techn1ques were employed
;to aggregate varlables. It is poss1ble that a 11m1ted typology oF>1nnova-
tor character1st1cs could be developed based on a few factor or cluster
measures. This -might be a way of- 1ntegrat1ng the 1nd1v1dual character-_
lstics literature w1th,that regard1ng the roles people play. -

It should also be noted that the innovator characteristics literature
' is.premised'on a-trait-style conception of personallty that no longer has.'
wide currency-~inl the‘ personality psychology field. . It is .qUestlonablf
whether a set of personallty tra1ts wh1ch have cross-s1tuatlonal stability

can be 1dent1f1ed or used pred1ct1vely (e.g., M1schel l973) Th1s 1mp11es.

that a framework for looklng at 1nd1v1duals in an organtzattonal context is

*

required. - . o o- :
Actor Roles
The soclolog1cal concept of role - that 1s, the pos1tlon 1nd1v1duals_t

| have relat1ve to other people in an 1nterpersonal system and the expecta-:
_t10ns about therr- beha.v1.or held by_.,others -- is a central’ part of -the
theory of organizatrons, gand lmportant;'to'-underStanding‘ innovation in.
organizational‘settings;_ A pumber of aspectsfof how individuals functlon“ '
-'1n organlzatlons can be conceptuallzed either as. 1nd1v1dgal character1st1csvz

.or as role features. For z}ample, one mlght Tork at "entrepreneurs" as a.

specific type ogf individual, ‘or look at "entrepreneureal behavlorP as a:_f

g
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repertolre of act1v1t1es carried out by 1nd1v1duals occupy1ng such. posi-
tlons.A The ch01ce of a v1ewp01nt depends on the purposes of the analy31s"

and the predllectlons of the analyst0 However, it should. be noted that the

.concept of soc1a1 ‘roles is- one wh1ch permits multlple un1ts and levels of

_analysisAto be exam1ned 31multaneously.‘.As such, it is much more congruent

with a stage-process model of innovation, and it allows internal dynamics

and conflicts to be examined directly'(Whetten, 1978). It focuses on the

system and how it works, rather than on atomisticiunits-within'systems.

The concept of role ‘also prov1des a framework within which the elements of

cross-situatlonal‘1nstab111ty are'not only normal but pred1ctable.

Actors in the 1nnovatlon process perform v1tal 1oles that are both

formal and- informal. = For example, Allen (1977), Keller and Holland (1978),.'

and. Chakrabartiv(l974)'have all observed that a small number of people,ln

/

1nnovat1ve organlzatlons are telied upon . by others to serve as 1mportant

sources of techn1cal 1nformatlon.~ These "gatekeepers" have the ab111ty to

-absorb complex technical information and to translate 1t-1nto a more’ underf

standable form for co-workers and top”management.r-Rersons who perform this

role have a part1cular1y 1mportant functlon in bu1ld1ng awarenesss of - new

‘ products and processes dur1ng the early stages of 1nn0vatlon.

Another important 1nforma1'organlzatlonal role 'is that of the "product

_champlon" who llnks the d1fferent phases | of the’ 1nnovatlon d801810n mak1ng
,proces‘ (Chakrabartl, 19 74) In a case. study reported by Tornatzky et al.
-(1980), two admlnlstrators in a state mental health office functloned as

’ "bureaucratlc entrepreneurs" in 1mp1ement1ng 1nnov ations 1n hosp1tals in

their state. Slmllar f1nd1ngs haVe been reported regardlng 1nnovat10ns 1n:

urban mass. tran31t (Pogers, Maglll and R1ce, 1979). . Other authors note the
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importance of the rale of "defender" against innovation {Klein, 1977),'the

inverse of the product champion. -

There are important interactions between characteristics of certain
fole incumbents and various parts of the organizational miliey. For exam-

ple, Udell et aZ (1976) descr1be a number of‘problems faclng 1ndependent

'1nventors, Wthh stem from the nature of the1r task env1ronment and from

typical features of the1r organizational climate. The inventor is usually
. u’

ignorant of the needs of potent1al user f1rms, due to the inadequacy of

communication networks between organlzatlons and 1nventors, and therefore
has difficulty locating an organlzatlon which 1s 1nterested in his/her. 1dea
(von Hippel, 1978)1 : | | |

As a corollary, 1ndependent inventors rarely receive evaluat1ve feed-

back concern1ng the te:hnlcal feas1b111ty of the1r 1deas,- 1nformat10n

concerning approprlate mod1f1cat10ns to improve the firm- 1nvent10n match,

‘and other data wh1ch could increase the probab111ty of acceptance. " Chak-

rabart1 (1974) descr1bes several pervasive probleme faced by the "product
champion” w1th an organization. For example, he is often seen as an out-
cast by-ot er members of the organlzatlon, and as an advocate of Jdeas

which seep unrealistic. Bean and Mogee (1976) discuss s1m11ar clashes

between the purchasing agents and englneers over cost and performance-conr

siderations. Roberts' (1969) study of new bus1ness ventures flnds that

research lab personnel frequently exh1b1ted strong biases against .young

- - 1
>

entrepreneurs. _ _
Researchers in this area have been able to identify impbrtant organi-
zatlonal roles and varlous personal character1st1cs ‘of actors 1nvolved 1n

theﬂ;nnovatlon process (as noted, - these dlstlnctlons are not absolute) o
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But relatively llttle work has been done in examining the relatlve 1mpor-

.tance of 1nd1v1dual factors as opposed to factors assoc1ated w1th the

‘ env1ronment in which 1nnovat10n takes place, or the extent to whlch situ-

atlons determine wh1ch character1st1c° are 1mportant and wh1ch not.

Research des1gns need to allow for the attr1but10n of" relatlve proportions

| of var1ance to either “situational or 1nd1v1dual dlfference factors.

Relatlvely few ".studies have UoEd technlques to disaggregate these

~

ef‘ects in the 1nvestlgat10n of 1nnovat10n processes.“,Two notable excep- "’

tions are the stud1es by Romeo (1975) and Duchesneau and his colleagues

, (Duchesneau and Dutton, 1977, Duchesneau, Cohn, and Dutton, 1979) But'

‘even here the concluslons tend to be ambiguous. Duchesneau ‘and Dutton»

(1977) note that many "1nd1v1dual dlfference" varlables may actually
operate as proxy variables, i.e., measurable quantltles which represent
more fundamental [processes. " This is related to Mansfleld's (1971) sug-

gestion that the educatlon of the pres1dent of a firm ‘is 1mportant only -

because a highly educated pres1dent 1s better able to understand the im-

plications of innovations, to be -more flexlble 1ntellectually, and to have -

more extens1ve outside contacts. In this sensey the age of the pres1dent

is a proxy for w1111ngness to take rlsks. In a similar.setfof;findings

2 fr0m»dthe area of mental health 1nnovat10n (FairWeather, Sanders'.and fz

Tornatzky, 1974; Tornatzky et al., 1980), some’ personal -and demographlc
characteristics (e.g., age, number of job moves) were found to be reiated

tofinnovation, and they too may, have constituted proxy variables for values

abdut'risk—taking. “
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‘Actoré'biéaggregafed and Aggregated

. ‘ =
. ) 7

The disCussion thus far has moved from the chapaCterisEiEs of indivi- -

dual actors (demogréphic, pérsonal, and social) to the roles that indivi- -

dual actors blayvip relationship to the éitﬁational realities of the organ-

»izatibhél'sétting. This in turn raises an issuerthat has both conceptuél

and methodological implications for tﬁié line of research: - what is the

Ly . - . . 0 L
proper unit of analysis for examining the innovative process, or . rather,

who are the nactors"'invdlved, and‘whatrdegrée of autonomx do.they éxer-

" cise?

It segmé intuitively obviousvthatnin aﬁ'organizational setting -some

aggregation of individuals iélgenerally the actual "actor", and that the
‘notion of a single, unencumbered decision maker may be largely a myth -- at

‘least in the sense of one who makes the major "adoption decision". . Hage

and Dewat (1973) found that the collective ideas of the "innep circles" of

organizations to be at least as important, sometimes more so, in influen-

cing ihnovation tHan:the ideas of chief executives. Individuals-certainly -

act in a manner constrained- by other parts of'the'system;'theVer, they

.iusgally manage to place sdmething'of'themselvés_Qniqueiy on the situétioﬁ
(Endler, 1973; Endler and Magnusson, [1976). . The role of group dynamics
phehomena (e;g.; Cantwright, 1973) in innovation pfocesses has been specu- i
. lated on but not resolved (Bion, 1961). :

Une-inflﬁential treatment related to this broblem has .been Downs and .
Mohr's (1976) argument for the "innovation decision*degighﬂ, that ig,_;@ef
s£udy'of<a singie organization.vis-a-Qis a single}ihnbvationt What is Qﬁ;"

.c1gar, however; is.the definition of "organization" and whether this con-

hotes the work group, the lénger.ofganization, the informal peertstructure,

Y

0t
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or sonething else; Analyses ‘ofu“dominant coalitions" (Thompson, 19673
Hage, 1980).are conceptually integrated into organizational theory,wbut the"
operational and empirical bounds of such coalitions are obscure. In a
s1m11ar manner, Rogers (1975) cr1t1c12es the "dom1nant paradlom" 1n 1nnova—_;'
tlon research, including’ the predom1nant focus on the individual as the
unit of analys1s, but prov1des few suggestlons as1dn from the use of net—b
work - analysls to determine who interacts about partlcular issues and the
" use of,such de’facto organlzatlons as analytical un1ts. ' d

These questlons will need to be settled emplrlcally. As long as
researchers cont1nue to collect data about and frOm several 1nd1v1duals in:
organlzatlons they W1ll also need to decide what are the most useful ways
to aggregate or disaggregate these data (techn1ques for us1ng multi-level
data appropr1ately need to be employed) | Evidence is }ambfguous as to -
xwhether one can pred1ct the course of 1nnovatlon better on’ the basis of
' data from the legltlmated authorlty f1gure,_.from ‘the 1nforma1 product
:-champlon or defender of the status quo, or from some group mean seen as al.
proxy for a group norm._ In one cluster-analytlc trestment of data from
f dlffExPHt levels of aggregatlon (Falrweather, Sanders and Tornatzky, 1974),
responses from the director of an organ12at1on (a hosp1tal) tended to fall
.1n dlfferent var1able doma1ns, and be d1fferent1ally related to 1nnovatlon,.
" than were findings- based on aggregate data" ‘from the staff at large. Hlll
(1982) has studied a complex tra1n1ng 1nnoVatlon which could be adopted byl
e1ther individuals or groups, and finds hat the degree of 1nd1v1dual adop—
-tion was not related to the degree of oollectlve adoptlon. It is also
likely that dlfferent actors nlay dlfferent roles at dlfferent stages of

_the protess, and th1s W1ll undoubtedly complicate draW1ng inferences from

- data gathered from-named individuals,
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Summafz

Who the "actors"'are, or what is the most meanlngful "adoptlng" un1t»
in an organlzatlon, is still conceptually and emp1r1cally muddy. But for
purposes - of stage-process analysls, both 1nd1v1dual actors and larger

1nnovat1ve units are relevant. un1ts of observation for looking at inter-.

actions of people, roles, and systems.
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CHAPTER VI

.. s

- TECHNOLOGY GENERATION,'CHOICE, AND DESIGN

‘Other parts of this revieu'have'considered perceptlons and decisions'
about technology, the actors 1nvolved in those dec1s1ons, and the env1ron;
- ment w1th1n wh1ch they take place.: Th1s part focuses in turn on the actt— _
vities 1nvolved in 1nnovat10n, this’ chapter in part1cular, on generattng
'technologlcal innovation and on detalled appltcatton of technology The
" early phases of the innovation process from the perspect1ves of both the
producer and'user of technology, the generatlon of technologlcal knowledge,
and the'selectlon of technologles from an array,of alternatlves will be. .
considered. Of necessity,bonly'a fraction of'the extremely diverse litera—
ture will be covered. This focus emphasizes‘those parts of that literature
which are most germane to the-stage—process,model‘of-innovation developed

_in Chapter II.

R&D Management: Producing Technology

°

One logical start1ng p01nt for analy31s of innovation: processes is the

act of creat1ng techn1cal 1deas wh1ch are later applled. Early research on

th1s problem tended to focUs ‘on 1nnovat10n producers as 1nd1v1duals, and.

the analysis of "1nventors" (see Chapter V). - As researchers began to un- -

tangle the complex1t1es of organlzatlonal 1nnovat10n, attentlon focused on_"‘
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the crganized generation of ideas, -and ‘toward how individuals and the

soc1al roles they eract interact in the research process. The'field'which ‘

conSiders such questions is generally knoWn as "R&D management" or

"research on research“

Ey one. definition, R&D management is- “concerned with the organization

'~ and management of technological 1nnovation processes“ (Radnor, Ettlie and

Dutton, 11978). Typical issues treated in this vllterature include the

structure of R&D organizations (Keller, 1978), processes of problem defini-

tion and idea generation (Baker, Seigman and RUbenstein,.l967),'project

selection and planning (Baker and Pound 196&), resource allocatioh, anc

'-the performance and productiv1ty of sc1entists and engineers (Blois and

Cowell, 1979). These topics reflect the concerns of formal R&D in large

i

|

industries, where much of R&D management research has been. conducted. ~Such

‘ ’ - - <

R&D has a relatively long time horizon, its outcomes are uncertain but
potentially broad in impact, and it can utilize a poss1bly disproportionate

share of the organizations's resources. As suggested in Chapter 1v, the

genera]ization of such findings to non-industrial settings is debatable, in

.any_event, public agencies conduct - relatively little R&D related to their

ovwn problems (National Science Foundation, 1980a)..

Despite the .growing body of knowledge about the inner workings of

orgdnized R&D, researchers seem only to agree that there are ro hard and

fast ingredients in successful ‘innovation.s The blacement and function of

\R&D within the Ffitm,is often contingent on features of the larger organi-

P4

_zation (e.ge, complexity, formalization, ,and _centralization), qcorporatei

strategies for dealing with technological change, and the technological'and'

market environments.’ The micro-organizational structure. of a specific

_project, on the other hand, seems to depend onuthe type of R&D (basic™

S 132

Ll
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research, applied research, etc.lf and with whom‘intthe organization.R&D
/ - -
most‘interact (mafketing, production; etc.). As a further*’ complication,

organ1zat1onal

v1dual scienfists and engineers may not be- conduc1ve to overall group per-

. formance.
In recent years, American_lndostry has been severely criticized for

the l} iteo time horizons.involved in its planning proeesses (e.g., Hayes
_-and Abernathy, 1980). A maJor man1festat1on of plann1ng is the company's
orientation to research and development in general and to longer-range R&D
‘i particular. For example, Ettl1e (1982, l983) has found that. strateg1c .
&D‘policy planning ls.related to innovatlon and product1v1ty in the food: '
industry. - Stud1es of Japanese management (e.g., Cole, 1984) have~ also
h1ghl1ghted their R&D planning as a maJor contributor to their 1nternat1on-

f al competitiveness. Such f1nd1ngs illustrate that R&D management issues
! are 1mportant not only at the project or laboratory level, but also at thei
/ level of corporate strategy and planning.

; There are several approaches to research on the R&D process. One
"analysis is ‘that of idea and inFormatlon flow (Keldy and Kranzberg,_l978).
| .

k

Researchers have traced the flow of technical information and.its,impact on
\ the creation and development of ideas and on managerial decisions-regarding
1 : : ' :
| the selection of ideas for development and allocation of limited resources

(Myers and Marquis, 1969; Utterback, 1973; Rubenstein, 19683 Baker and

e

Freeland, l972)

.\..

p
l1terature. F1rst, the pr1mary means by. whlch technical 1nformat10n_

&eaches the firm is through oral and znfbrmal commun1cat1on rather than

-

ﬁprmal med1a (Utterback, 1971; Gruber and Marquis, 1969). Second, it has

. A more or less consistent set of f1nd1ngs emerges from the 1dea flow
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been observed that information-seeking practices .differ between basic and

>

applied researchers,. reflecting\ differences about objectives and time

\

horizons (Gerstenfeld and Berger, 1980) ’ o
These findings correspond w1th those of Johnston and Glbbons (1975)

7 U BB Lo ot 3

R ani

- that basic researchers spend more t1me formulatlng and deflnlng prdblems,:'
. \ .

and that their information sources \tend to be peer—rev1ewed Journals and

-~

conference proceedings. The applied researcher,-by contrast, works with s
.well-defined problem and‘mUst‘quickly find an acceptable solution. Time
llmltatlons requ1re easy  access to pertlnent 1nformat10n. The 'applied
reeearcher will frequently communlcate orally w1th fellow prOJeCt team
~ members and other experts within the organlzatlon.. Use of" prlnted mater1al
-by applled researchers .is often 11m1ted to "in-house technlcal reports
-{Marquis and Allen, 1967). It appears that dlfferent types of R&D call for
different_organizational forms. ' \ S “: \

| The field 'of R&D- managagement research lhaa also réeoonizé‘ that
factors external to R&D as such also: contrlbuteyto the/success of t e R&D

V.
program. R&D ~may be dlfferent from other functlons in the flrm, ?ut it

still must be integrated with these functions and ‘be respon31ve to external'
environmental influences. Issues include: (1) the R&D/environment ‘jinter-

'lface; (2) intraorganizational linkage procesées} and (3) project Se}eétion,.

. r ‘ . : :
and initiation. - SR : , o J
: . - /

The R&D/env1ronment interface has been typlcally treated in terms of

re—

communications links. The concepts of "gatekeepers" (Allen and’TCohen,

n

1969), "key commmanicators" (Pelz and Andrews, 1966); and "boundary

?

"spanners" (Keller and Holland, 1978) 1llus rate the imbortance of a rela-

clvely small number of 1nd1v1duals for communlcatlon of out31de technolo-'

glcal knowledge to the R&D°un1t (these roles were dlscussed in Chapter V)

J
~ . ’ <

134
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The litefature on 1ntra-organ12atlonal llnkages (V8r10US concEpts such-

as liaison relations’, coupling, "linking pins", etc.): deals with. the flow =

of 1nformatlon, resources, personnel, and work between R&D departments and -

other units within the firm. The most recent and comprehen31ve example is

Souder s (1977) appllcatlon of cont1ngency theory “to the’ study ‘of R&D'_
management, which suggests that certain k1nds of 1nterdepaftmental llnkage .

structures may be more effective than others in fac’lltatlng the effectlve

deployment and marketlng of new technologles. - Young (1973) examines

researcher marketer dyads to understand nev products' fallure, and finds_

o

“that the two groups disagreed_on such’ 1ssues ‘as the deflnltlon of the~j
.product's market,,the relatlonshlp of the product to the flrm s ob3ect1ves,

and marketing specificatlons.u Further ‘work on the 1nteractlon between R&D -

and other functions such as‘production, flnance, and~corporate_plann1ng B

would 1mprove our understand1ng of "organized 1nnovatlon.

The related issues of need 1dent1f1catlon, oroblem deF1n1tlon,' and

o

..progect selectlon have "also recelved attention. The assumptlon that good

1deas are automat1cally commun1cated to and addressed by R&D sectlons has -

been challenged. "Ideas, and -even the 1n1t1al stages of R&D work, have been

- found to occur outside the firm p10duc1ng the innovation (von Hlppel,

1978). Hollander (1965) observes that .minor technlcal changes are deve-

loped. by plant personnel and equ1pment manufacturers, while the R&D depart-

tment is the locus of major change. In some cases, R&D work is predoml-

nantly influenced by costFreducing opportunities  (Abernathy, 1978), rather

than by technologlcal opportunlttes. v .

While these areas do not cover all R&D management research, they do -

[}
suggest dominant themes. By focus1ng on early stages of technology produc-

tion, it  becomes apparent that many of tHe s0c1al, organlzatlonal, and
A . “—’\"“"‘\:~;_

——

>,
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contextual var1ables that are 1mportant in other stages of 1nnovat1on

.

' operate.here as well. The R&D proce§s is in many ways g m1crocosm of inno-

vation processes oF*greater scope, complexlty, and effect. .Unfortunately,

< in its.present state, with widely diverse sets oficoncepts,"units of ana-'

“

* lysis, and research methods belng employed, "the knowledge that has been

.'created (1s) d1ff1cult to ‘ynthes1ze in - pol1cy relevant and actlonable :

ways" (Radnor, Ettlie and Dutton, 1978)

\

In the earl1er descr1pc1on of ;tage—process models of znnovatlon, 1t

was noted that many models tend ‘to overs1mpl1fy the complex1ty of theu

' phenomenon and . must be extended in s1gn1f1cant ways. The l1m1ted concept
of "adopt1on" for example, makes ' sense only 1f nwtended to 1nclude 1mp1e-

: mentat1on, rout1n12at1on, and phenomena relath to technology dcployment.;

However, more detailed analys1s of adopt1on dec1s1ons per se (where thoy
[

;

~can be correctly defined) 1s also’ needed. , Assum1ng~that some;d1screte_'

"decision’ _is made, that d9c1s1on often is less a matter of d1chotomous

select1on of. this eEc4nology vs. that but rather a select1on from an array;

'of alternat1ves, each- wlth its own advantqges and 11m1tat1ons. In these

s1tuat1ons the adoptnwn proceas. is’ llvely to 1nvolve rather extensive

technology de31gn efforts on the part of the USer.

. This sectlnn exemlnes methods for mak1ng des1gn choices among process

technologies; when *here is a potential - array of alternatives rather than

one‘predom1nant optlon and where adaptat1on rather than adoption is para-

mount. Concéptual‘mddﬁla of the choice of process technology can generally

‘be'cetegorized gs ongz of two major~types: (l)'technology choice models,

136
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-based"on the econom1cs llterature (e. g., Stewart, l977)y and (2) soc1o-

' technlcal systems deslgn models, based on 1ndustr1al englneerlng, psycho-.

_lOgy,'and soc1ology (e. g., Pasmore and Sherwood, l978) ‘These models are.

lconcerned w1th maJor process cholce issues that 1nclude both* materlal'

AtPchnology “and soc1al organlzatlon. ‘Both emphaslze the 1nteractlons of
‘technlcal and soc1al ch01ces, “as Flgure 7 1llustrates, but they do so in.

rather different ways and on the baSlu of rather dlfferent bas1c_assump5

1

. tions.:

" - ~

Technology Choicem

When employed as a pure economic concept the technology ChOlCE argu-

ment states that for a glven product there are a var1ety of 1nterchangeable

- comb1natlons of cap1tal and labor wh1ch are equally eff1c1ent depending on
.the relat1ve prices of cap1tal and labor. It 1s Further assumed that»each-

- choice of technology  is assoc1ated with a given level of labor need, and

that the labor need and soc1al organization® of work are fully spec1f1ed -

. once the technology 1s chosen. Explicit assumptions are .made that alterna-
tive technologles exist, that they are avallable, that dec1slon makers knowi
about these alternat1ves, and that the social organization of production-is

‘ not man1pulable 1ndependent of the. mach1ne system.-

)  The actual array of alternatlve production poss1b111t1es for a parti-
cular product is probably somewhat less than suggested by th1s theory.
Rosenberg (1976), for one,'suggests that the range ofhproductlon possibili-
ties for most products is small; limited to relatively major choices aug;
mented or modified somewhat by R&D. In development economics,"where the’
concept of technolooy choicefis often applied,,some argue that the extent,

of actual choice is even mere attenuated.

-
e
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There are at least some alternetive production possibilities for many -
: products. In developing countries, alternative technologies have been used
in small-scale Village level industries "such. as sugar production, grain
milling, weaving, shoe production, road bUilding, and cement block manufac-
ture (Stewart 1977) In less traditional industries like canning and fer-

. tilizer production, .a narrower range of possibilities has been developed.
The practical range of production possibilities depends on the product

" and the extent to whith one technique is clearly more efficient than

'others. For chemicals or other continuous processes, there are only a,A

7
'

. limited number of* alternatives availeble or that could be made available
through R&D. For all practical purposes, for example; there is currently ‘
only one way to refine oil, and it is. very capital-intensive. By contrast,

in discrete parts manufacturing there are greater possibilities for varia- .
: tions in final products, and- generally less interdependence between subcom-
-ponents of the production process.' As a result there are a greater variety
of production alternatives available (e.qg., group technology,' CAD/CAM,
fleXible manufacturing) In *assembly operations, technologies may vary .
"~ from entirely hand assembly (in developing countries) to automatic assembly"
”operations (in the developed countries). ~ However, . some ex1sting tech-, -
niques, whether labor or capital intensive, may logically preclude certain '
choices (Abernathy, 1978). | o R |
_ Despite the potentially large range of production possibilities in
discrete parts manufacture, " the rate of’ adoption and utilization of some of:
these possibilities has been slow. This raises the question of whether or
not alternatives are in fact alternatives. Since some less used options

have excellent records of economic return (e.g., group technology) it is

questionable whether profit ‘maximization can adequately explain decisions

-
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concerning alternative prodgction,technologies in the “fashion posited by
the economics-based teohnology choice model. |
v -As noted, the technology ch01oe model assumes that the organization of
workﬁls fully spe01f1ed once - the technology is chosen, and that one and
‘only one organization can efflclently operate ‘a g1ven technology. Some of
the early organizational work on technology (e 9oy Woodward, 1965) seemed
.to encourage th1s view. In reality, the range of production possibilities
is limited primarily oy the orgdhization which operates: the technology: Re;
search in  the soc1otechnlcal systems de31gn perspective 1nd1cates that
alternatlve soc1al systems can eff1c1ently operate almost any g1ven mater-'
ial technology, and moreover that there are permlssable and often efficient
}varlations within related organlzational forms.- Hickson, Pogh and Pheysey
- (1969) argue_that_work organizatlon is a function of organizational size
and not operations technology; Tr1st and Bamforth (1951), Dav1s and ChernS'
(1975), and others indicate that spe01f1cation of work organizatlon is very.
much a ChOlCe process and not an 1mperat1ve of either the technology or ‘the -
number of employees._ = |
Resolution of'the technological imperative vs. organizational varia-
~tion points of view depends largely on the level of aggregation of organi-- -
;ational-behaviors chosen . for analysis.(see Chapter II).  In one sense, all
assembly-line productionvsystems are identioal in operation. However, if
one looks‘belon the‘sorﬁace one can identify a.great many different kinds
of ‘specific. social\vpatterns, all of which are recognizable as assembly
lines. ~ | | |
The assumptions ofbthe economic modellof technology choice about the

process of decison making are equally oversimplified. Even when the model

- considers inputs beyond just capital'and labor inpots, such as,energy: the

<
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level at which these inputs are considered is quitedabstract. Labor is

: treated as undif ferentiated as to skill. Management requ1rements are

‘1gnored Likew1se, various capital reqUirements such as ease of maintenance

and embod1ed skills are. not cons1dered Various external conditions such-

~ tions, and the organization of the labor force also may 1nfluence the

decision making process, but do not appear in models of technology choice.

The assunption of . profit maximization as the only s1gn1f1cant decision

tend to be systematically more 1abor-intensive than large enterprises

(United Nations Industrial Development Organization,.-1969). Morley_ and

_Smith s (1974) study of mu1t1nationa1 de01s1ons in Bra211 1nd1cates that

branches of mu1t1nationa1s tended to use the same technology that 1s used

in their home country, and that there is no search for the more labor—

gintens1ve technology that ‘would theoretically be -more efficient .

as the size of the market, its organization, cultural and soc1a1 tradi-

. cr1terion is also. questionable. Studies show that small-scale enterprises

In sum, the pure economic model of technology choice tells us only a

_'little about how dec1s1ons about process technology are made.- Attempts to

verify this ‘model emp1r1ca11y do, however, suggest a number of 1mportant

issues. First,. process i hnology does 1nvolve a choice among alterna—

tives. Second, these a1ternat1ves are both technological and organiza—.

-

tional'in nature. Third, the cr1ter1a used in evaluating these alterna-

tives include more-than ‘just economic factors.

)

Sociotechnical Design Perspectives -

A second maJor model focused on thé issue of process choice 1s soczo—

technical systems deszgn. Class1ca1 organization theory genera11y viewed

organizational design as a machine design prob1em (Bright, 1958), in which

Lo~ -~
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_people and machines were thought to be interchanoeahle. The basic premise

of the sociotechnlcal approach, ‘by contrast,‘is the interrelatedness of the

: soc1al system of an organization, its materlal technology, and the environ-

ment in which it operates (Pasmore et aZ., i983). Theorists 1n~th1s f1eld;-'

- have attempted to 1dent1fy the most appropriate social- and organizational. .

configurations relative to a given technologytfor accomplishing a given

task, and to recognize how'technical and social systems-effect'each other

. as they"evolye over time. Unlike clas31cal theory, the sociotechnical

approach does not accept either. the. technology or the soclal system as a
given. Nor - does 1t postulate that system de31gns are ever flxed ‘rather,
sociotechnlcal systems are seen to be in constant‘flux as-soclal~and teqﬁl.
nical elements change.  Thus, thls approach. emphasizes the .process of -
design as much as lt does the design itself.. - L
‘Sociotechnicaltdesign concepts.are'drawn;from research.on human moti-

vation,»industrlal“engineerino, systems theory and organizational'designf'

"The literature, which is.extenslve, falls into four broad categoriesi

1) Descriptions of the characteristics'of sociotechnical systems;

2)'Principles of system operation°

| 3) Interventions in deslgnlng or measuring the effectiveness of..'
sociotechnical- systems- ;

4) Model development.

o o . . o . -
System Characteristics: The two primary elements of sociotechnical

S

systems-as”discussed in the literature'are, obviously, the social system

and the technical system. The social system is comprised of organizational

jroles and their 1nterrelatlonsh1p, the technical system consists of the
. :tools, techn1ques, procedures, skllls, knowledge and other devices used by
" members of the social.system to accomplish organlzatlonal-tasks‘(Pasmore et

al., 1980). Theories about and techniques for,manipulating the technical
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subsystem -are more un1Form and better artlculated, and currently there is

no consensus about how to analyze the soc1al elements of a so;10techn1cal

-isystem. Cherns and Wacker (19762 l) conclude.

...Wwe are able to spec1fy in considerable detail the requ1rements
_ that the technical system of an organlzatlon places on its social ’
" system, but we have no adequate way of describing thlt social
system, let alone identifying its character1st1cs..
This is despite the development of several 1nstruments ostensibly,desioned
to assess soc1al systems, such ~as the Job Descr1pt10n Survey (Hackman and
01dham," 1974\ and the Survey of 0rganlzatlons (Taylor and BoWers, 1972).

Related to this llterature is research on the "quality of work 1ife"

(Davis and Cherns, 1975, Taylor et al., 1973; Taylor, 1977,.Hackman and

“Suttle, 1977), which emphaslzes the 1mportance of "human needs" in the

design of work (e.g., the need for challenglng work, task variety, support
systems, rewards, Feedback and - self - d1rectlon) SoC1otechn1cal deslgns
have as a bas1c goal the ‘improvement of quallty of life for participants,
1nclud1ng but not 11m1ted to trad1t10nal gconomic eff1c1ency cr1ter1a
(Czikszentmihalyi, 1975) )
Autonomous work groups are w1dely utlllzed in rede31gn1ng organlza—
tlons accord1ng to soc1otechn1cal pr1nc1ples, and the 11terature on the1r
impact on worker product1v1ty is extens1v For example, the early work of
Tr1st and Bamforth (1951) demonstrated that sem1-autonomous ~work teams

could better operate new mining techn1ques than could traditional organlza-

tional structures,' although both could employ the same - var1et1es of

. machines. Similar concluslons were drawn from the research of R1ce (1958)

in the textile mills of India and in- the Tavistock Institute prOJects to
increase natlonal product1v1ty in Norway (Emery and Thorsrud, '1969). These
studies suggest that more than one soc1al/organlzatlonal system can effec-

tiVely operate spec1f1c technologles. More 1mportantly, the 1literature

?.“1..4,3. o
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suggests that some combinations of social and technical considerations are

=

more effective (productive) than others;*

Principles of System Operation: Three."principles" of sociotechnical

‘design have received extensive coverage in the literature:

1)-Joint optimizdtioﬁ (Davis 'and Trist, l972§.Cummings and Sri-
~vastva,  1977); s o . S T

2) Minimum eritical specification (Cherns, 1976"Taylor 1980),

3) Organzzatzonal chotce/eauzftnalzty (Trist et al., l963, Cooper
and Foster, l97l)

The pr1nc1ple of JOlnt optimization states that for optimum organizational:
i.effectiveness, both - social and technical system requ1rements should be met
concurrently " The open- system’ perspect1ve expands this principle to

)

1nclude attention to env1ronmental .demands as part of both s001al and tech-

nical systems.' That 1s, organizations must also be able to respond to. .

-anticipated and unanticipated env1ronmental changes (Pasmore et al., 1980)
and to the accountability demands 1nherent in 1nterorganizational.systems.
In practice, however,'joint optimization is difficult, and organizations
tend to optimize 1nternally around the technology by choosing a technology
or set of technologies first, and then designing the social system to. "fit"

‘the technology (Randolph,-l979).

‘The - principle' of minimum critical .specification states' that con- -

straints on design should be limited to only those rules which arelessen—

tial to organizational functioning. In contrast to other'approaches, the

rules for sociotechnical systems are seen as evolving over time. There is

little effort to rationalize the system completely, or to specify a priori

Hackman (1982) has noted that in practice sociotechnical analysts
virtually -always recommend autonomous work groups, and has ques-
tiored whether or not there may be an element of. ideology at work --
'a point acknowledged in principle by Trist (1982).
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the choice options raised by Variousucontingencies: If the process of
des1gn is adequately organized, the results should be adequate as well.
- The concept of organ1zat10nal cho1ce/equ1f1na11ty suggests ‘that there

are many paths to the.- same goals, thus focuslng concern away from the

detalls of system operat1on.. In contrast to the econom1c based technology -
.cho1ce model, wh1ch postulates tnat there.1s a- s1ngle opt1mum technology“
.for any given process, th1s pr1nc1ple suggests that there is no "opt1mal
technology" but rather a cholce of alternatlvps (Pasmore et al., l980)

In effect, .these pr1nc1ples vary from abstract standards (e. g., Jolnt
opt1m1zat1on and cho1ce/equ1f1nal1ty) to guidelines wh1ch can be. operat1on—

alized (e g.,'minimum-crltlcal spec1f1cat1on). In’general,~however, the

‘lack of- concreteness of operat1onal1zat1on of key pr1nc1ples has proved to

. be a maJor barr1er in mov1ng soc1otechn1cal systems des1gn from what is

- largely an art. form toward sc1ent1f1c r1gor (Hackman, l981) Finally, it
should be noted that although major system characteristies and pr1nc1ples

have'been identified, the theory lacks a cons;stent set of assumptions,

&

partially because theory has been developed largely from. practice rather

-than viece versa.

MaJor Intervent1ons to Enhance Product1v1ty' There is a.large litera-

.ture concerned with soc1otechn1cal 1ntervent1ons. These have"sometimes
been termed "exper1ments" (Pasmore et al., l980), but that term is .methodo-
log1cally 1naccurate. In fact,_the vast maJor1ty of these stud1es are
s1ngle—s1te case stud1es, w1th all the threats to val1d1ty 1nherent in th1s
° design (Cook and Campbell, '1979). A major weakness -of all the soc1otechn1-
cal design literature is the lack'of studies in which confound1ng factors
such as Select1on, history, and volunteer1sm have been controlled fer by’ an

&
appropr1ate design -- that is, a true exper1ment "

r__\
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These problems notwithstanding,.it is worthwhile to examinejthE‘inter— .

B

‘vention llterature._ _The first efforts in sociotechnical” design ‘were

attempts to apply World War II 1ndustr1al production improvements to peace-
—time industries. Early studies in Europe by Trist and Bamforth (1951) anr}
Rice (19585-have preViously been described ln the U.S., inferventions in
thiSﬂarea_were begun by corporations 1ncluding General_Foods, Proctor and "’

Gamble, and TRW More recently, Steers and forter (1975) have tested the

effects of semi-autonomous work teams in the automotive 1ndustry, and found

the change to -be effective.

Soc10techn1cal interventions have also been applied to "human-inten-
sive" technologies as well as to - those w1th large hardware components.
Taylor (l9BU) discusses a sociotechnical interventipn~in a-computer opera-

. tions division‘of a larger~R&D firm which was developed using the*principle
of minimum critical specification; He.reports that design_changes reSulted.
in a better informed organiration'and a higher quality product. Bostrom
and Heinen (l977a, 1977b) describe a sociotechnical redesign_study in a
large metropolitan newspaper uhich found that an "ongoing management phase"

_ was necessary to insure continued congruence between_organizational goals:

and needs. Einally,vthe Center for' the Quality of Working Life - (1978)

outlined thg flexibility arid adaptability of sociotechnical design for
service oriented settings.\ . -

Major reviews of\these studies have\been provided by several authors.
However,~they.vary‘in>the percent of studies showing improVementsjin pro-

" ductivity, -from about 41% (Taylor, 1975; 1977a) to 93% (Srivastva et al. .

1975). The difference in sampling accounts for some of this discrepancy
along with the vary1ng rigor of research criteria (Pasmore et aZ., 1980).

One p01nt is central to all thevstudies._ the success of the intervention

» -
. - . . o .- -

-~

e .. 0 148




~-.129 -

= is part1ally dependent on the cont1nued commltment of the organization to

the’ soc1otechn1cal design process -~ a p01nt we return to in our discussion

"of lmplementatlon (Chapter VII).

>

Model Development: Ihe fourth part of* the soc1otechn1cal l*terature

presqnt° various conceptual and analytical models ~and examples of model
'application. Most _of these models follow the early work of Foster (1967) _
‘and Emery (1963). The Foster model identifies several steps 'in’the ana-y
lysis of soc10techn1cal systems. They inolude scanning of'thevwork unit
and its env1ronment, 1dent1f1cat10n of unlt,_openatlons ,andL_key__process“l_,
variances; analysis of the soc1al system and_worker perceptlons of the1r '

roles and env1ronmental analysis. Emery's model identifies worker needs

(e.g., job status, task var1ety, optlmum work cycle length, ete.) and group

needs (e g., the need for JOb rotation pr phys1cal pr0x1m1ty where jobs are .
1nterdependent or highly stressful). ; .

In summary, . the llterature relating to s0c1otechn1cal design has
expanded cons1derably. Recent stud1es emphasize’ the 1dent1f1cat10n of
intervention_ strategles to 1mprove product1v1ty, and 1mpress1ve ga1ns have

E )

d been quoted. However, 1nterd1sc1p11nary -differences. in. def1n1ng systen
'characterlstles and '1n operat10na1121ng baS1c pr1nc1ples restrict our
ability to generallze f1nd1ngs. The extrapolatlon of theory from pract1ce
vfurther.-threatens the validity, of model development. - Future research

" sheuld .include’ controlled experimental comparisons of well defined

concepts.

147
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. Summérx'

This chapferjhas-reviewed:literature bearing on the creation of tech--

nology, as well as two different perspectives on how thatjtééhhology is put
into placé in the organization. The important point is not ‘that one or . .
another persbective is correet, but rather that each view constitutes not

only a vdcabulary bu£ a set of implicit aSSUmptiohs about béth technblogy '

s ! . .
and organizations. When one tries to synthesize findings from -different

—research traditions, it is eésy‘tofTOrgeF the assuhpflons Oﬂlwhlch those
Findings are basedt The comparisons bétwaeh thesé differént mbdels in‘tHis.'
chapter' should serve as a suitable cautionary nbte in _the exgrcisé of

. rgsearch synfheéis. | |

-
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' THE USER'S.ROLE: IMPLEMENTATION ESSUFS . .
. % ’ -

.

- In recent years. a "neww“stage or phase has been worked into most con-

ceptuallzatlons of. the innovation process.' Although there are»few precise

definitiens of . 1mplementatlon, a substantlal and highly var1ed llterature
has developed around this concept. The term descr1bes a~host of act1v1t1es
which take péase betWeen "adoptlon" (some point of organlzatlonal comm1t-

- ‘ment "tothe" 1nnovat10n) and the permanent 1ncorporatlon of the 1nnovatlon' -

-

into the oroanlzatlon s repertolre of pract;ces. But there are few models
which ’ explore the 1nterna1 dynamlcs of 1mplementat10n as a process, and-

there are even fewer descr1pt1ve schemata for- categorlzlng 1mplementat10n

L

events or. mllestones.

I

At least three bod1es of "1mplementat1on" llterature, whlle they all.

-

relate to the same general*phenomena, are largely separate in conceptual

terms, vocabulary, and levels of aggregatlon.

‘1) The "poliey 1mplementatton 11terature (e.g., Bardach,. 1977;
Pressman and Wildavsky, 1973; Sabatier and; Mazmanian, '1980;
. van Meter and van Horn, 1975; ‘Smith, l973° Williams, 1975;
~ 19803 Hargrove, 19763 Nelson' and Yates, 1978) -- developed
largely by pol;tlcal scientists, its concern is primarily with
the creation of administrative structures and procedures to
carry out legislative goals, and w1th the effects those struc-

tures have on societys :

.2) The program implementation llterature (e.g.y.: G ross,: Glacqu1nta“
- and Bernstein, 1971; Berman, 198C; Charters and Pellegrin, .
1973; “Fairweather, Sanders and Tornatzky, 1974; Fullen and
Pomfret, 1977; Scheirer, 1981) -- developed largely by psycho=
loglsts, its concern is for effectlve use of partlcular proven

P . 5
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human serv1ce techn1ques, typically in _education'»or mental
health; : ' :

3) The management science implementation llterature (e.g., Huys-
mans; 1970; Schultz and .Slevin,. 1975; White, 1975; Wysocki,
1979, has a reasonably complete b1bllography in. thls area) --
developed largely by industrial eng1neers and operativns . -
research specialists, its concdern is for the effective deploy-
-ment and use of decision aids (OR/MS models and: techn1ques,
management information systems, technology assessments, etc. )

in organlzatlonal decision mak1ng.

The progrﬂm 1mplementat10n llterature is relatad to "research utili-
zatlon" analyses (Welss, l977 Caplan et aZ., 1975; Human Interactlon Re-
. search Inst1tute, l976), whose empha81s is on the ways in whlch research~
based (usuallyhsoclal sc1ence) 1nformatlon'1s-or is not_used in the mak1ng
of organizaE&onal decisions. 4Considerable attention has been given to the
problem of the ncn-use by . pollcy makers of the f1nd1ngs from evaluation
5 research (e. g., Larsen, l982) The research utlllzatlon llterature is con-
cerned less w1th organlzatlonal dynam1cs and more with attltudes and. be~ .
llefs of organizational decision makers. It does, however, offer some use-~
vﬁful-observations on the ways-in which new 1nformaf10n 1nteracts wzth organ-’
“izational systems, and hence can 1llum1nate 1mplementatlon analy81s.

The program and management sc1ence llteratures tend to be normat1ve in:
the seénse of equating "success" with full 1mplementatlon of the‘part1cular
innoVatlon under’study. The assumption is that .there is some optimal level

" . . . ) )_, . ? .. .
of implementation (a level defined either by prior program development :
research or analysis of practice). The pollcy llteratur° is- generally less
normative and more descriptive: It is also less llkely to be shocked by
'fallure, perhaps because the political scientists who have contributed most
heav1ly to 1t are generally more comfortable with regarding ‘conflict and
'compromlse as a normal state of affairs, and have less teleological crien--

tatlon to "outcomes" than do, say, ‘engineers.

- 15y



- . - 133 -

Given the complex1ty of public programs and the high levels of uncer-~
tainty involved in their ‘operation, it is not surprising that implementa-
tion analysis has many of its origins in the public sector.’ Implementation

difficulties have been most visible (often embarrassingly ao) in-theicon-

- text of public service“organizations; Although'implementation variation

. may be more appsrent as-a problem in the public sector, it does not follow

)

that it is a problem only in these organizations. However, except for the
OR/MS, iiteratdre, analysis of‘implementation as a-“problen“:in the private
sector is uncommon (Scheirer, 1982). There-is a sdbstantial body of work
on "reeistance to change" (e.g., Coch and French, 1948; Zaltman, Duncan'and
Holbek,_l97}), which does tend to cover some of the same ground.
Theﬂintegration of implementation insights from these diverse per-
spectives (and othera)'into a coherent analysis of organizational innova-

tion is a relatively recent development. Conparisons across.the litera-

tures, except at a general reference level, are rare. Oneluseful exception

which tries to make genu1ne comparisons between them is Yir's (l980a) study
of 1mplementation research approaches. Elmore (1978) d13t1ngu1bhes beween
views of inplementation as "system management", "bureaucratic process",
"Organizational deVelopmentf, and “conflict/bargaining“, and suggests that

each of these "models" has distinctively differentanSumptions, goals, and

!

implicit research methods for analyzing them.

As Chapter 11 noted, some of this d1ver31ty is probably accounted for

\

by different foc1 or levels of ana1y31s. Berman's (1978) distinction be-

tween macro-tmplementatzon (pollcy implementation at ‘the Fede<.l level) and

)

mmcra—zmplementatton'(organizational incorporation of innovations) is based

Yy -

‘on the recognition that there is not neceasarily one orocess of implementa--

tion, but rather a. diverse set of activities loosely grouped under the same

- s
P
'
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general head; This d1st1nction is frequently mirrored w1th1n the organiza-f
"tion itself, as certain parts set "policy" and other parts structure the
actions ‘necessary to ‘embody that policy in behav1or. The burden of the”
discussion in this review focuses on the more operational and intraorgani-'.
zational aspects of 1mplementation, 'since th1s is the level where the pro-
cess is likely to involve the. actual deployment of new technology.

The idea that 1mplementation const1tutes an 1mportant phenomenon (not
zmerely noise, error variance, endogenous irrelevance, ‘or 1nd1v1dual per-
‘versity) has been slow to-be incorporated into models of_innovation. In
i the classical diffusion literature (e.g.,:Rogers and Shoemaker, 1971) the’
implicitﬂassumption was that adoption -~ .a decision to use‘or nptvuse an
innovation.-f vas the end point in the innovation‘process; Once a decision
to.adopt a technology had been made, it was.assumed:that-its deployment
followed more;or less automatically.

However, a variety of empirical studies (e.g., Eveland, Rogerssand
Klepper, 1977; Klonglan .and Coward, 1970; Fairweather, Sanders'and Torna-
’tiky, 1974; Tornatzky et aZf; l980)-have led!to the:conclusion:that this
assumption is not sustainable. Implementation is not a.certainty; it often
_does‘not happen at all, and(rarely does_the'process result in a simple
_ "on/off".deployment of new technology as the traditional innovation litera-
ture suggested., These "revisionist"'findings have resulted in a markedly
increased level ol *pirical investigation of the phenomenon.

The term implementation is used to convey at least three different
concepts: |

1) As a generic, "umbrella" term to cover - all post-adoption
1nnovation-related activities (Zaltman, Duncan and Holbek,
1973), , '

'1:.‘). ' S ’ oo
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~ 2) In-a relative sense, equ1valent to "early stage" post-adoption
activity (as opposed to "routinization", or later-stage 1mple-
mentation processes (Y1n, 1979);

3) To focus attentlon ‘'on the. decision events which can be re-
garded ‘as -"commitment ~points" with reference to adoptlon
(Pressman and Wlldavsky, 19733 Eveland, 1979) :

The gener1c use .of the term has the advantage of loglcal clar1ty. However,
w‘th1s use is unfortunately misleading 1n a llterature rev1ew, since most
-Hstudles of 1mplementatlon are relat1vely short-term (one year or less), due
“to the expense of longer studies, and the difficulty involved in "tracing”
implementation.events. Therefore, although many authors whose work is re-
viened.hereln‘havehprobablv intended the termv"implementationﬂ'to be under;
stood in its generlc _sense, it is more eccorate to interpret their_tindings
as relevant largely to early-stage 1mplementatlon. Theadegree to which
such short-term analyses describe the full range of the process depends on
the size, cost;'and scope of the change and the nature of the organization.
Moreover, the vaer of'effects produced by an innovation is clearly depen-
dent at least in part on-when.the effects are measured. ° ‘. |
The'prooesses involved in later stages have recently beceme a focus
Tof.research interest. These.processes have.been variously termed-rautiﬁi-
zation '(viﬁ', 1980a) ; . incorporation (Lambright, 198C), stabilization (Pelz.
and Munson, 1980), . institutiandlizatibﬁ (Eveland, Rogers and Klepper,
1977), or canttnuattan (Zaltman,»Duncan and Holbek, 1973). 'These are all
terms for the processes by which an innovation becomes part of the more or

o

less permanent standard oractlce of an organization. It is worth noting

that routlnlzatlon is not necessarlly cou1va1ent to permanence, and does

not necessarily Jmply any particular degree of interc onnectlon w1th the.
i

rest of the organlzatlon (Eveland 1983).. The term simply indicates that

the 1nnovatlon has come to be an accepted part of the system.

15 3
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It is generally agreed that parflofvthe‘orgahizational:innovation_

process involves changes in the innovation itself which arise in the course

of putting it in place in the organization (see Figure 8). Where this pro- .

cess begins with a'geheral idea which becomes different things in practice,

_ the term. adaptation is often used. Where a Well-épecified innovation re-
-ceives minor changes, modification is sometimes found. Where é~well;speci-

. fied innovation undergoes major change, the term reinvention has some cur-

rency. Pelz and Munson (1980) describe these three”levels as "borrowing",
"adaptation", and "origination”, énd suggest that'implemenﬁatibn dynamics
may'differldepending.on the level involved.

The specific terminology is less important than -the recognition of the

phenomenon. In any case, what is being described is 'a process of "organi-

zational evolution" (Majone and Wildavsky, 1978), a seduence of complex - -
decisions- not unlike the gradual shaping of policy decisions described by

Mintzbgpg, Raisinghani and Theoret (1976). Clearly, such evolution affects

‘tﬁe thaVioral components of innovations more than the phyéical or hardware

ébmponents. This fact explains why much resgarph on implémeﬁtation has
been conducted in the public agency context. When the technology at hand
is purely éacial and has no material components (or very limited ones), the
issue. of whether adaptafion 6f'?einvention is benign or threatening is of
considerable intérest (Calsyn, Tornatzky and Dittmar; 1977; Larsen and

Agarwala-Rogeré, 1977; élakély, 1982). | |

Two research strategies have been followed in studying implementation.

" One approach has concentrated on the "dependent variable" of implementation

itself, and on conceptualizing and measuring the degree of implementatidn

‘or the fidelity of the prbcEss to particular models. A second group, of

researchers has been lesé concerned with the conceptual and methodological °
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issues in measuring implementation and more concerned with identifying
variables that affect - implementation behavier. These variables have in-
cluded indices of organizational structure, media of information exchange,

and the like. In the remainder of this chapter, some ideas and findings

relating to defining and measuring implementation are presentéd, and some

. variqbleé which may influence the process are introduced.

Measuring the Implementation Process

‘Unfortnnately, there "is little consensus on what spécific'orgéniza-
tional behaviors define the degree or extént'pf implementation.h Varibus
abproaches.diffe; on whether degree of imblementation is to be conceptual-
ized and measured as a general phennnendn or as a feature relative to a
spgcific innnvation.or'fami;y,of innovations. One technique is‘to~try to
define a set of }épecific activities (generally administnative éctioné)'
which all implémentation sequences must incorporate af somélpoint. Yin's
(1979) definition of "passages" (soft~ to nafd money; . jon 'de9crintions}
professionaliéation; organizatiognal establishmént; legislation; long-term.
contracts) and "cycles" (annuél budgeting; new personnel; ‘promotions;
training; equipment turnover; widespregd. useS is an example of a: very
general approach which in his study was applied to a variety of innova-
tions. 'Hage and-AiQen (i970) employed a lergely similar-fechnique;

Another approach i;'to define a set of mofe ébétract castegories of

decisions, and define behavior relevant to particular innovations within

the conceptual® definitions of-the categories. This apprdach is used in

'Eveland, Rogers ‘and Klepper's (1977) framework defining five stages

(agenda-setting, matching,.redefining, structuring, and interconnecting),

?
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each characterized by a set of specific decisions which vary'according to.ﬁ
the innovation. ~In this study 'the conceptualization was _applied to a
family of innovations related to computer‘applications. |

A third strategy 1s to define and measure degree -of -implementation in’
terms 1diosyncrat1c to a particular technology. In this sense, for any
given innovation’ to be fully deployed, a part1cular number of d1screte '

steps or tasks will need to be completed. No assumptions are made about
the orderind'of the choices inyolved. Measurement involves checking off‘or.
rating accomplishment 'of eacn task, and countingt up- a composite score.
This approach has been used by Fairweather, Sanders'and Tornatzky (1974),
Tornatzky et aZ., (1980), and Hall and Loucks (197%).

'However, determining in what stage of an inpnovation implementation
process a particular organization “or technology may be is not really
,equ1valent to constructing a un1var1ate dependent variable in the normal
manner (Mohr, 1982). As Eveland kl982) notes, an indicator .f stage by
itself does not osefully discriminate between organizations as # dopendent
(or 1ndependent) variable should Assuming the process'“conttnues; ali
organizations 1mplement1ng the innovation will be expected to pc-e thr ough:
the stage.. Using a process marker for a dependent variable is raunar iive
using "age" as a dependent variable, predicted by; say, height and weight.
The analysis is feasible bot very difficolt to interpret.

Process markers can be used as independent or control variabiss for
determining hon much of a process has"passed,;to sUggest wpat implementa~
tion behav1ors might usefully be compared between organizations, and‘to
'1dent1fy points at which interventions might be worthwhile. While process

indicators such as those proposed by Y1n or by Eveland, Rogers and Klepper

do not themselves ‘make good’ dependent variables, they can thus be used a3 a

.
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2

basis for constructing a number of interesting variables, 'such as degree of

implementation or fidelity scores.

Adaptafion and Fidelity

One of the most potentially useful variables charécterizing implemena
tation sequences is how the definition and nature of the innovation itself

changes during the implementation process. Complex innovations usually

comprise a number of relatively discrete features, some of which are more .

central to the basic idea than others. As.noted in the eariien discussion

of sociotechnical design, some of these features involve the nature of the

technology itself and some involVe the nature of the human ‘behavior related.

to this technology. Different combinations of feétufes may be impleméntéd

at-different innovation sites. The relative number or degree to which core

features which are implemented at any point can be used as an index of im-

plementation or replication of a prototype tecﬁnology (Hall and Loucks,

1977). - The level of use (or degree of developmerit sophistication), for

example, can be crossed with various innovatiun dimensions such as content,

objectives, and materials, to prodﬁce "jnnovation profiies" (Leithwood and

Montgomery, 1980) for use in comparative resear..li.

- Degree of implemeﬁtation ‘is, in thiz apprush, inherently a multi- .

variate phenomenon, and single univariate dependzrit variables are inappro--

priate. Thé degree to which. the concept ca: be t:plesénted as a’ single
index rather than a set of distinct dinznsi.au is a point currently in
empirical debate. Selecticn of variables is. =ar :lwaye, & functiszn of the

. '~-, . "c
research questions being pursued; there is no siiie mer-tory implementa-

tion variéblé;tq be included ‘in all cases.

1 59
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One can look at the converse of the same phenomenonlg- that is,:the
extent of adaptation, ‘or infidelity to a prototype model. Adaptation is
the process; some "degree" Ameasure is’ an indicator of. its -occurence.
Whether adaptation is helpful or"harmful is dependent on the results

achieved by the technology as eventually deployed. One approach.has been

“to try to identify whether the features altered are "core" or Just. super-

fluous elements. However, the evolving nature of most inmovative techno-

logies (due in fact to this adaptation) makes the identification of such

~ immutable core features quite difficult, and presents researchers who WISh‘

to use this concept with serious measurement problems.

-

The exact degree of implementation for any specific innovation, and

“what features distinguish its core from its bells and whistles,vis largely

a judgment which depends on the perspective of'the user of the term.‘.In-
ventors, developers, disseminators, policy makers, consultants, users of an
innovation, ‘and others affected by its use may perceive ‘the same "actual"
extent of implementation’ in quite different ways. Those using this ap-
proach must, therefore, specify their criteria for,measuring implementation
as carefully and visibly as possible. In general, attention to measurement
precision in implementation analysis has been rather less'than‘careful inA
most cases (Scheirer, 1982). “

vAlthough the empirical literature concerned with adaptation 4is not
large, a number of studies have dealt with adaptation in the course of
looking'at something else. For the most part these studies have set out
to study implementation of particular innovations, and discovered that this
process did not result in the unequ1vocal appearance of the recognizable
"innovation" in the organizations in question. The earliest explicit dis-

cussion;of "adaptation" as a functional response, rather than as some form

160
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- of pathological perversion, was Charters and Pellegrin's t1973) stody of an

. educational’ innovation. Many subsequent atUdlEo have focused on education
as well (Berman and McLaughlin, 1974, 1977; Havelock and Havelock, 1973,'
Rogers'et al., 1975;AHa11 and Loucks, 1978. ‘fhe same process of adaptatlon'
has been noted in budgeting (Browning, 1968), urban modeling: (ngwef,'
1973), health programs (Hymah, 1973; Kaluzny, Gentry and Veney, 1974), com-
puter systems (Eveland Rogers and Klepper, 1977- Kraemer and’ ﬁotton;.
1979), mental health programs (Larsen and Agarwala-Rogers, 1977) and the
use of program evaluatlon (Calsyn, Tornatzky and Dittmar, 1977) Material
technologles also vary‘greatly in their 1mp1ementat10n, but to date we have
only case descrlptlons of this phenomenon (Trist and Bamforth 1951; Pas-"

more and Sherwood, 1978).

Fullan and Pomfret (1977) review sever ' studies in which the degree
of implementation was measured explicitly. Examining this literature, it
becomes clear that despite'this extensive documentation of the existence of
variation in degree of implementation, there is no systematic Wellfgrounded
terminology as yet ‘developed to describe the factors which producetthis
var1at10n. Recent exploratory work by Rogers, Magill and Rice (1979) has
been spe01f1ca11y concerned with developing hypotheses concern1ng the .fac-
tors which infleence such reinventiony and some progress has.been made
towards deveioping a conceptual framework for these factors.

. Some research has looked not only at variation in.implementation but
also the degree to wh1ch 1mp1ementat10n fidelity determ1nes effects. In
one ‘study, Hall and Loucks (1977) ‘find that a measure of the degree of
1mp1ementatlon of various educational practlces was correlated with student

ach1evement. . Moreover, this index was a more important pred1ctor of

achievement than whether a school was a nominal adopter and had beén




- 143 -

‘assigned to an experimental condition (training intefvention) or control

" treatment (no intervention). In a comprehensive review of program evalua-
tion iiterature, Boruch and Gomez (1979) judéé that a considerable-percén-
tage of negative evaluation findings can probably be éccqunted for by loss
of fidelity in implementation, or, as they put it, the "confamihation" of
the independent ,vafiable (the iﬁnovatiye program). The implementation
proééss‘—— or the lack thereof -- can influence the extent to- which the
innovatiqn.effécts can be asseésed (Tornatzky and Johnson, 1982).

In a less normative vein, hall‘and~Loucké (1978) argue that replica- -
htions of an innovation can assume a whole host. of "configurations" Tin
various settings% Some of these configurations.can be .assumed to yield
positive outcomes cimilar to those achieved by the prototype; others are’
likely to be aberrant versions. It is not infrequently the case that |
innovations which are”presumably different (according tovtheir dgvelopers)
may be obseryationallxw‘indistingUishable after ‘implea;ntation (Barker,
Bikson, and Kimbrough, 1981). It has also been suggested that variations
wﬁich do not.achieve full output in terms of their developers’ criteriawmay
yet'produce substantial benefits in terms of their own criteria for organi-

" zations which use them (Pelz‘and Munson, 1980).

7he. crucial issue of measuring degree of implementation is therefore

reduced to three related and equally important processes: T
1) Iaentifying the "core éspects"_whibh define'an¢innovation;

‘Z)IDetermining whether these core attributes are in fact imple-
mented in the field; ' : ‘ ‘

3) Distinguishirg empirically between those modifications which
represent desirable "adgptations" and those which represent
accidental or deliberate negative distortions of the techno-

logy. - :
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“ «

The first is largely dependent-upon a priori data-based-judgments'(e.g.;
understand1ng the generic technology of wh1ch a part1cular 1nnovatlon is an
exampleﬂthrough interviews wlth innovation developers) The second involves |
difficult mult1var1ate measurement problems. The th1rd 1nvolves emp1r1cal _
assessment of the effects. produced by various hlgh probab111ty mutatlons.'
The underlying purpose of measuring degree of 1mplementatlon 1s, of

course, to understand better why innovations mutate .and whether such muta~
tions are generallw‘functlonal dlsfunctlonal, or not amenable to evalua-'
tion. But all:of these issues pbse major loglstlcal and conceptual prob-
lems for researchers; For example, do self-reports yield "equivalent" im~
plementation scores to those produceo by obser;ations? Who are the most
useful informants for'ihterviewing_with regard to degree 5% implementation,
particularly when few participants are involved with more than a narrow
window of.the-whole process (March and Romelaer, 1979)? whose criteria are
being used for evaluating effects? X
It should be noted that there is another literature bearing onithe
fidelity problem. 'This is the singie-inyovation case study in many indus-

trial and governmental settings.* Usually related retrospectively from the

"polnt of view of the 1mplementor, these studies frequently descrlbe ma jor :

relnventlons or adaptatlons as though they were s1mple,dloglcal responses

" to a situation -- regardless o} how they may have changed the original

idea. Brady's (1973) description of operational planning in HEW is a

\

* As Yin (1981) notes, many studies wh1ch have osten31bly large num-

bers of respondents {e.g., individuals in organlzatlons) are in famoct
studies. of single organizations and/or single innovation experien-
‘ces, and should not be confused for generalization purposes with
real cross-organizational analyses, either quantitative or qualita-
tive. As noted, the unit of response is not always equ1valent to

- the unit of analysms or tnference.'“- v

P
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reasonaBle etample' the OR/MS implementation literature;_is‘ particularly
full of sUch cases. In terms of ootcomes, the nature of adaptation in such

studies has tended to be positive, although not unlformly sa.

Factors Affecting Inplementatlon

~

The generic =thod of‘implementation research is to determine where a

decisiOns have and-have not been made. But this measurement prohlem is °

only the flnSt half of- the process, and does not address the ‘reasons why

g

. one m1ght be 1nterested in 1mpl€mentat1on. Whatever nethod is employed fof

measur1ng degree of 1mplementatlon, most resenrch in this area has concen-
trated on account1ng for why the process takes one. d1rect1on or another.
.Thére are cons1derably more data on the determ1nants af early-stage 1mp1e-
mentatlon than later—stage 1mplementatlon, for the logistical reasons noted

earl1er - few have had either the resources or. the pat1ence to study or-

~

ganizational phenomena for,very iong.

Fullen and Pomfret (1977;, Fof example, note that broad~scale poli—-

_cies and incentives (e. g., Federal policy initiatives) have 1little 1mpact

. on 1mplementatlon, and that the -global. cheracteristics -of the 1nnovat1on

per se (such ‘as cost s1ze, ‘and trlalab111ty) are not as 1mnortant as m1ght

“n

be expected in’ account1ng for d1fferences 1n 1mplemen+atlon behav1or., The

-

7 1mportant ;nfluences are: ~(1) the 1mplementat1on 3tratea es enployed, in-

-

cluding'who is lnvolVed in dec1s1on mak1ng; information exchange, etca.and
(4) characterlst1cs of the 1mplement1ng organzzatzon and their 1nteract1on

w1th thEABVOIUtIOH of the use of the 1nnovat1on (that is, characterlot1cs

| emphaslzlng the f1t between the organlzatlon and the technology)

';f%' .fjil%;‘ 164

t,particolaf organization is in the implementation process by looking at what |

-
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Intraorganizational Influences on Implementation

Several studies reinforce these points. In two experimental studies,
(Fairweathe » Sanders and Tornatzky, l974° Tornstzky. et al., 1980) use of a
* mental health 1nrovation was’ related statlﬂtlcally to partic1pative deci-
~sion making in organizations, and to inte;thlioﬁ/con ultation techniques
which emphasized.Faoe-to;tace interaction. Stevens and Tornatzky (1979)
find implementation'of a management innovatiéﬂ (program;evaluation)_%o be
-enhahced by an experimental manipulation whichﬁinc?eased ti@ participstisn f
of statf in consultation'sessions. Corbett and $Uttinger (19775 find teem,
as opposed to unil ateral, 1nvolvement in workshop claining to increase the
likelihood of implementation, although the definition/measurement of im-

]

'plementation is somemhat obscure in this case. Both Berman and Motaughlin
(1978) and Yin \1979 1980b) also_note the correlation between‘a general '
‘Faotor of Zocal'znmtzative (in local-Federal rclations) with the sucoess of
implementation. Kraemer and Dutton (1979) and Keen (1981) both note that
the effects of perceptions of political interests may be crltical to inno- |
'_lvation'b°hav10r, which seems-to‘be another way. of making the same point.
_ Studies by Berman and McLaugblin (1978) and Yin, Heald and Vogel:
(1977) Find that. greater practitiower involvement in 1mplementation (e.g.,
. teacher partic1pation during strategy sess10ns, early practitioner First-,i
. hand experience with innovative teohnologies, recognition by practitioners
of the innovation's reIative-advantages, etc.) Facilitated subsequent im-

plementation: Also, both of these large-scale emp1rical studies revealed
that the use of an innovation for a core’ application (one of cruc1al 1mpor-

tance to the organization) and the continuatior of top management support

)

16"
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¢

for the innovation were substantially associated with degree of later-stage

V-

implementation. _

Gross, Giacquinta and Bernstein (1971) note that the extent of
participationiby teachers in implementing innovations was closely related.
to the durability of change. This phenomenon in a local governne“t context
has been termed "owrership" of the innovation, and seems Very 1mportant in
securing acceptance (Rogers, Magill and Rice, 1979). But as Charters and .
Pellegrin (1973) suggest the more participation there is in an implemen-
tation process, the greater the likelihood that the 1nnovation W1ll be
modified. As noted below, the effect of this may be either p031t1ve or
negative in terms of outputs; while it almost always increases the satis-
faction of particioants with the process,fand‘hence their self-reports of

success, it may compromise the efficacy of the technology perrse (GiacQ

quinta, 1978). Adaptation in thch'organizational members become inyolved

is generally'viewedipositively regardless of outcomes . People aspparently
like to becone involved in the design of techn010g1es they will have to

11ve with (Bikson, Gutek, and Mankin, 1981; 1983). . The trick would seem to

be how to employ such part1C1pat1ve approaches in a way that maintains the

core beneficial features of- the technology and produces only benign adap- -

tations.

Berman and McLaughin s (1978) study concern1ng educational 1nnovation

compares the 1mpact of a tradltional policy lever (funding level), with

other 1ntraorganizational and strategy variables. The results clearly.

indicate that the latter were much more Jmportant in securing implementa-
tion. Moreover, Cooke and Malcolm (1981) suggest that the nature of the

strategy chosen to ‘govern 1mplementation by the organization critically

mediates the effects of external policy influences.

166
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~ Macro Influences on Implementation

- There have been few comparative assessments of the relative impects on
impleﬁentation of trasitional Eroéd-gauge na?ional éoliéy'inqgntives (such
‘as funding and reguiziion) versus more organizationally.%oéuséd incentives
(such as techni;mi.ﬁssistance). Williams and Elmore (1976) aptly point oﬁt
that geographic spread and organizational layering of Federaliy-initigﬁed
"pfograms often precludé effective rcentral directionlof implementation, but
few empfrical-d§ta are offgred. It i#® impprfant that there Ee_an increase
in studiés ‘tying together the maﬂgqmimblémEﬁtation (policy) and micro-
implemehtation (orgénizational) perspectives. | | o
In a similar vein, the importance'of guidelines in.innovatioh“impiem-
entation has been poiﬁtéd out (Rabinovitz, Pressman and Rein, 19763
MpGowan, 1976) but virtﬁally no empirical datsz afé,availabie. To emphasize
' the.eérliervpbint about the necessity for a longitJdinal pbint of view,l:
~Kirst and juﬁg (1980) studied implementation over a ten year period, Jnd.l
found _thét increésingly specific and straightforward Federal guidelines
graduaiiy”;roduceq more complete implementetion relative to the briginalv
legislative mandate, and more pervasive.program effects.” This.latter point
is_echoednin Boruch and Gomez' (1977) review of the social program evalua-
tion literature. They argﬁe that negative of negiigible outputs from such
innovatiors are often the result of incomplete implementation of the inﬁo¥'
vation (the "iﬁdependent variable") in.tge first place. Datta (1981) cri-
ticizes the Be;man’and;McLaughlin sfudies on similar grouhds, suggeéting‘
that Critiqismé'bf;;;pposedly "natiohal" programs is ill-founded when there

1

is really no intensive national program to ensure implementation to begin

with.
A

167y
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A common preoccupation of policy makers is_the attenuation of effects
of national programs at the local level. The usual response ie a further
twisting of thé traditional policy levers of regulation, financial support,
and over31ght. But if in fact most of the phenomena that oovern effective

1mplementatlon are the results of tntraoroanlzatlonal events, then some

significant rethinking of Federal strategy would be 1mp11ed. For example,

an increase in the use of change agent mechanlsms such as. those uaed by the

National lefUSlon Network in the Department of Educatlon (Emrlck, 1977)
might prove te have wide applications. As “noted, there is very . 11ttle
cross- referencing betkeen the policy™ 1mplementatlon 11terature and the
organlzatlonal implementation literature, and v1rtua11y no studles wh1ch

directly compare mactQ ¥ersus micro approachss to 1mplementatlon.,

a

Innovation Outcomes and Implementation

Determing the "effectiveness" of innovation is,. as Chapter II de~
'scribeo, a multidimensional task. A 'distinction_-is often made between
characterlstlcs related to the production efftctency of the 1nnovatlon,vand
" those related to its poltttcal vtabtltty, the "bureaucratic self—lnterest"_

e
of decision makers and users. Studies by Bzrman (1980) and by Yin, Heald
and Vogel (1977) suggest innoeations seen as enhancing the latter set of ~
purpoaes are more readily'implementéd. This distinction between "ef%r-
'ciency“ and "eelf-interest" factors isxalso found in‘the~literature speci-
 fically concerned nith later-stage implementation. " For examp}e? seif- '
interest concerns such as union influence, con31deratlon of promotions,
~client demands, etc. are reported by Bermah and McLaughlin (1978}, 3eyer

and Stevens (1976), and Yin,: Heald and Vogel (1977) to be of 1mportance to

later-stage ;mplementatlon; they frequently outwelgh con81deratlons of

168



~ 150 -~

efficiency, "which tend to bé defined at the level of the organization
rather.thén at that of the person actually doing the implementing. This
has implications for tracking the' coufse of interlocking imple%entation
decisions (Elmore, 1982) -

The process of innovation; as noted earlief, tends to inQolVé_some
parts of the overall orgamization MUcpAmore thanfother parts. fhis implies
that’ characteristics of the lafger ofganization may not be very helpful in
accounting fﬁr such local behavior. it is likely ;that _{oCai decision
making critéria:may be more.influéntial in shaping.the:de;ision process .
than are more global, organiiation-ﬁide; criteria. ﬁf course, .the confiict'.'
bgtﬁéen these two factors is mbre assumed théa'empiriéally verifiéd.

Thesé distinctions are also clearly felatedﬁéo‘classic sociological
coﬁ¢eptualizations such as the esvablishment of social legitimacy during
organizétional change (Perrow, 1970) and the conflict-Between efficiency
aﬁd institutionalization criteria (Meyer and Rowan, 1977). These fesdlts
echo and elaborate & provocative ‘argument presentgd by Pincus (1974).
Based on his revieﬁ of the literaturé, Pincus identified '"buréaucratic
safetyﬁ, "reSponse to external pressure", an& "approval 6f peer‘elites" as ‘
the factors most importaﬁt to ‘the implementation of educational (largely
software) innovations. These factors are obviously subsumed in the "self-
interest" category of incentivgs -- and are obviously more applicable to

the professional and administrative levels.of arganizations than they are

to the policy levels.

There have been very few studies which have independently measured
spécific innovation characteristics and associated them with implementa-
tion. Moreover, the characteristics measured have not generally reflected

the mainstream of the "innovation characteristics"™ literature. For’

169 ‘
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' example, Berman and' MclLaughlin report that the nature -of the'innoVations

(educational methods) chosen for 1mplementat1on determ1ned prOJect outcomes
only to a limited extent, in that "ambitious"™ innovations were more likely

to elicit staff comm1tment than routine projects. But the change process

itself seemed to be more cruc1al to ultimate 1mplementat1on than ther-

innovation per se. Their overr1d1ng conclusion was that the use of certain

change strauégtes (e.g., concrete and extended tra1n1ng, teacher

,part1c1pat1on in project dec1s1ons) as opposed to those found to be "in-

effective” (e.g., outside consultation, "one-shot" tra1n1ng,: packaged
management approaches) was of much greater 1mportance./ Nonetheless, Yin,

ald and Vogel (1977) do find one innovation character1st1c to ‘have ex-
planatory powers "Task-spec1f1c" (s1ngle appllcat1on) 1nnovat1ons are

assoc1ated w1th more clearcut 1mplementat1on than are "task d1verse"

(multiple appl1cat1on) 1nnovat1ons.

t-

during earlier stages has” been. reported to be s1gn1f1cantly related to

‘ later-stage SUCCESH. “For example, the 1mportance of early and sustained

plann1ng (for resource supply, displacement of ex1st1ng technology, per-

-sonnel turnover, 1nterorgan1zat1onal relat1ons, ete.) vto the success of

later-stage 1mp1ementat1on has been generally observed (Ettl1e,}l982) A
number of authors (e g., Sarason, 1972, Yates, 1978) also note’ that funda-
mental conflict concerning the goals of 1nnovat1ve prOJects can make imple-

mentation difficult and subsequent rout1n12at1on impossible.. Finally, a

limited project acope (1 Eey extent of innovation appl1cat1on) dur1ng the

1n1t1at1on phase was reported to be related to successful later-stage im-
plementatlon by both Berman and McLaughl1n (1978) and Yin, Heald rnd Vogel
(1977).' It is a truism of the planned change literature “that change in
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small increments is generally more palatable to organization members than

is a single large jump. -

Undoing Implementation

The procession through implementation stages ‘leads loéically to the
study of term{nation, or de—;mplementation of innovafions (Bardach, 1977).
This part of the process hés been termed "exnovation" by Kimberly {1981).
. Thé effecfi&eneés of any innovation is constpained'by a given social and
economic context. When fhat conté;t changes, the innovatibn may no longer
,be useful in that setting (althpugh it . may remain Qseful in other set-’
gingé). Determining the degree_of "success" of any innovation is "thus
likely to be a.function of when one looks at i£s e;fects, whiph are likely
to change in value as criteria are éhanged by the passagéiof'time.

1F6r mény reasons; and particularly in the case of puﬁlic sector inno-
'vations, many .innovations far outlive their usefulness. In fact, getting
rid of outdatéd-innovations is perhaps one of the mest intergsﬁing pro-
cesses one might study, -in terms of relevance to bublic_pqlicy. Some of
the effort devoted to improving the abiiity of innovators to fasfen their
innovations on drganizaﬁions might usefully be devoted to finding ways to
unfastén them when appfépriéte; However, this area has;_been _largely
ignored by innovation resgéfcheis, perhaps indicating,what Rogers (1975)
calls tqe "pro-innovation" bias of the fieid. Where it has been explbred,
terminaﬂion is generally valued negatively, as in Rose's (1977) study og.
the "evaporation" of management by objectives. There is a neéd to iqfe—
grate iAto innovation anaiysis the insighfs of analysts of organizational’
decline (e.g., Hirschman, 1970; Whetten, 1980). ' There is also a need for

better indicators of the obsolescence of innovations. Much of the attention.

_1 7{i R .



- 153 -

to this problem is currently confined'to economic analyses of hardware life
cycles. More attention to the problems of obsolete behavtor (or social

technologles) would be useful, although the progrem evaluation fleld has

fulfilled this functlon to some degree.

Summary

" The thrust of all the work on lmplementation reviewed here is to
: extend significantly the time frame within which innovation must be
studied. Deployment (and pethaps eventual. disuse) of technology is a
process that almost always involves years, not just weeks or months  --
still less the single points et which 1nnovat10n has frequently been:
measured in. the past. Moreover, 1mplementat10n phenomena represent the
arena in whlch the success or failure of technology in meeting organiza-

tional purposes is ultimately determ1ned. ' In Chapter IX the role of

-4
N

government pollcles and practlces in 1nnovat10n is reviewed; the reader is
invited to conslder the relet1ve perslstence of those governmq -1nfluenced
factors in tme‘long and complex process of implementation just reviewed,
and perhaps gain some sense of why such government.interventions are.often

less than satisfactory in meeting their expectations.
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CHAPTER VIII

THE SPREAD OF TECHNOLOGY

Thie chapter focuses on the processes-oy which technology is diffused
among organizations, and on a.series of specific mechanisms which have been
created to enhance and promote this spread. The first part sets the
' general context for such programs, and subsequent sections review specific
“initiatives which have been employed. The general discussion draws on the

earlier outline of the diffusion research tradition (Chapter IV) as Well as

other ‘sources.

General Perspectives on Marketing and-Dissemination

Marketing of.innoVations is used in this~review to describe "processes
of moving innovations frcm prodocer to user. in the private.sector, while
diseemination is used here to describe the transmission of information '
about 1nnovations where a public sector actor makes adoption decisions
(particularly where development is Federal and use°1s made at the state or
local agency ]evel). Information dissemination strategies are in effect
the public-sector analogue to market strategies.. All comments in this sec:

tion regarding the muses" of technology should be viewed in light of the

preceding treatment of implementation and related issues.
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The distinction between marketing and- dissemination is somewhat arti-
ficial. Marketiﬁg obviously involves-tfénsmission of information as well
aé hardware; dissemination frequénkly involves pﬁrchaseAdecisibhs or
expenditures of resources (although the resources so expended may well be
more symbolic or in-kind than actﬁal money transactions). Moreover, there
js‘éubstantial interplay beﬁween private sec;or'vendors of technologyﬁand-
public sector users, as well as betweén public sector technology developers-
.and‘private users (Wilemon, 1979). However, since these two concepts.have
represented largely difﬁgrent.research traaitiops and ﬁave attfacted atten-
tion of fatﬁer different groups of investigators; the distinction is re- ;
tained in this section;

Marketiné activities or dissémination. efforts are .pért of a w©road
group of activities which-thé National Academy of Engineering (l974)_called_
"technology delivery éystems". A technology delivery sysfem encombasées a.
sequence of activities ranging- from basic researcn to implgmentation of
innovative products. The sequence‘usually involves many organizations, and
often different gfoups within the same organization. Different levels of

o

authority may be involved with innovation activities within each functional

group.
The marketing component within such a system can be simply described.
.as an information flow from innovation producers'to innovation users. In

the remainder of this section some of the evidence bearing on the relative-

efficiency of mgrketing and dissemination efforts is reviewed.

Evidence from the Private Sector

One -of the most.important general findings emerging from marketing/

innovation research ié that the marketing function should not be separated

'17t1
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fron other activitieshin'an innovation sequence, If information from pro-
duct Users relevant to marketing can be recycled into the R&D process, tne.
cnances for commercial success seem to be enhanced. Dean (1968) presents
many examples of the 1mportance of an extended view of marketing to private
manufacturing firms. Project SAPPHO (Science Policy Research Unit 1971)
found downstream linke to user organizations to be extremely 1mportant to
the commercial success of innovations. Phase II of the SAPPHO study found
that strong links to users minimized the users'LSUbsequent efforts to adabt
the innovation to their unique needs (for good or ill). ' It also suggested
that greater levels and faster ratee of diffusion among users resulted from
higher awareness of the wants of the users. “Mansfield and Wagner (1975)
also concluded that greater integration between the R&D and marketing
groups of a corporation enhance the chances for commerc1al success. Von
Hippel's (1978) o us -based 1nnovation, Litvak and Maule's - (l972)
study of survival rates of new ventures in "high- technology" product areas,
and Llangrish and Gibbons' (1972) study of prize-winning technolOgical
innovations all support thiS-COﬂClUlene_ o

It is not surprising that a high proportion of studies have concluded
“(on the basis of logic, practice wisdom, or actual data) that the eFfective
‘integration of marketing and R&D is important. In a superficial way, the
point is tautological. However,.the many ekamples of ineffective integra-
tion, and the. stark contrasts in success between innovations tnat have been
developed with and without the benefits of marketing~based information,
serve to stress the need‘ for continued attention to these operational
' issues.

Given the consensus about the utility of 1ntegrat1ng R&D and market-

ing, several authors have struggled with how this mlght be accomplished.

- 175 -



_.of personnel 1Q marketing and R&D positiéns.

. . 158 -

" Robertson (1971) suggests that "the product .life c'cle" is one 1mportant

B

determlnant of a well-designed blueprint: for coordinating R&D with mar-

e

~ keting functions. Clarke (1974) reviews literature treating operatlonal'

s P

questions about effective integration, apd concludes. that marketing and R&D
personnel should be brought together at various stages ‘in a product‘s def'

velopment. Souder (1977) explores di?ferent orgenizational.coordinating

‘mechanisms for 1ntegrat1ng R&D and . marketlng, and c0ncludes that the best

method for a given organization is cont1ngent on a comblnatlon of factors

relating to technology, overall organlzatlon structure, and characteristics

)

Special Problems of the Public Sector

wWhnn the focus shifts to the public sector, the importance of coordin-

" ating R&D and marketing (or d1ssem1natlon) deserves further emphasis for at

~least twe reasons. Firstj. the coordination problem is freque: i much
o u -~ ) )

larger, since different organizations (or agencies) may have primary res-

ponsibility for Ré&D and dissemination. The functions may be located in’

different, possibly competing, parts of the same agency. Targets may be

la}ered, involving both'industrial firms and households (as is the case,
for example, ;ith°efforts to commercialize both soiar energy and many man-
agement technologies such as word processingj, and the budgetary authority
controlling outiays for product development may be only loosely coupled to

the resources available to R&D performers.

In addition, technology of interest to government agencies is often

" very difficult to evaluate. Many new t- 1ies that have-received-heavy
< o .
‘government promotion have been serv: .ny, but also occasionally

budget-increasing or agency-disrupting. Frequently, complex hierarchies of

) El

176



- _ - 159 -

L9 B
_authorlty exist in layers owssr the agency (Roessner, 1979). Finally, itnis -
often the case that technologles be1ng disseminsted .in. the pub11c sector
are "soc1a1 technologles", which are, often WeakJ in e1ther operat10na1
specifics or clear evidence #i" outcomes.

In’ the public setting, therefore, d1ssem1nat10n of information often
must go well beyond routine transm1sslon of messages ‘among profosslonals
w1th common goals. D1ssem1nat10n strategles need to cons1der the folloW1ngf _
points: (1) the purpose of the message; (2) the type of receiver s (3) the
rout1neness of messages sent along the 1nd1cated pathWay, (4) whether
organlzatlonal boundaries are crossed' and (5) the complexity of the goals
of the receiving unit.

v}

The conclusions that canlbe drawn from the empiricalfliterature on
dissemination are fairly straightforward., There is c0nS1derable 11terature-
on what types of communication channels ought-to-be employed and at .what
phases during a dissemination eFfort. A common theme .and conclusion
throughout this 11terature is that face-to-face ‘communication has a strong,
~ positive effect on d1ssem1natlon. Both Ryan and Gross s (1943) hybrid corn
study and Coleman, Katz, and Menzel's (1966) ‘medical innovation study high-
light.the_importance,of such“oersona1¢contact;

These 1nf1uent1a1 studles focus on fw”‘\idual ratherlthan organiza;
tional behavior, but the f1nd1ngs have been consistently borne out in
organizational sett;ngs. Fox and Lippett (1964), Falrweather, Sanders and

Tornatzky (1974), - Glaser et aZ. (1967), and Glasér and Ross (1971) all

report empirical findings wh1ch point. to innovation adoptlon being facili-

£

‘tated by interpersonal d1ssem1natlon efforts. Included in this array Ofm

*-

dissemination techniques: are conferences, - workshops, and site visits.

Greenberg (1967) specifically. points to the va;ue of interpersgnal contact

i
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in government-*n1t1ated technolooy transfer éf%d;ts. _Blksonls Zﬁ?BD)

- review of Lk 1ed utilization .Yiterature strongl" supports
» n C . o .

, of 1nteract1ve dissemination. S . S _ _

Several f1eld stud1es concerned w1th d1ssem1natlon of . 1nnovat1ons to

organlzatlons have compared various d1ssem1nat10n methods “and tactlcs.
Havelock (1973) summarlzes f1nd1ngs as of that date, most of wh1ch voint to:

“the need for a personal "linkage" act1v1ty between technology producers and

]

"users.f A series" of related studies in mental health sett1ngs (Larsen et

. o °

'”‘aZ., 1974 Larsen et aZ., l976, Roberts and Larsen, l97l) have found that -

---” .
potent1al users prefer,: and make more effective use of, 1nformat1on g1ven ”

d1rectly by people.rather than. med1a; In an experlmental study, Fa1rwea1ﬁ

{

ther, Sanders and Tornatzky (1974) €ind that’ workshops and demonstrat1on;

- ~ sy
: programs are s1gn1f1cantly superlor to wr1tten medla as d1ssem1nat10n tac-,;“’

t1cs. In another exper1ment Flelscher (l978) f1nds that s1te v1s1ts by po-?
tent1al adopters marglnally enhance the llkellhood of adoptlon of mental¢ o

health.annovatlons in contrast  to, workshop-only d1ssem~nat10n.' In addl-ld

t1on,_several well—controlled exper1ments (Conrath et al., l975 Chapan1s,v

’ 1971) po1nt out the ut111ty of 1nterpersonal c0mmun1cat1on“1n transmltting e

h1ghly complex subJect matter. .
Despxte theSe f1nd1ngs, there is l1m1ted understandlng of the deta1led .”;ﬁ

proces9es 1nvolved 1n 1nformat;nn d1ssem1nat1on. The general concept of‘

1 :
' uncerta1nty-reductlon d1srussed elsewhere in th1s volume may . expla1n part

. .of the phenomenon. ‘It w1ll be recalled from the d1scuss10n of organi la-"‘

»

tlonal c0nt1ngency theory that more 1nformal‘ less bureaucratlc organlza-f"

,,.,,.~ {

tlons may ‘be more effectlve din deal1ng w1th nonun1form tasks. 5001al-psy-A

ch'log1cal data (Bem, 1972 Festlrﬂer, 1950 Schachter. 1959) suggest that-
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' of stimulus ambiguity; innovation is usually a situation of stimulus ambi-
guity. This would explai.‘ both the findings concerning interperSOnal
- dissemination and those cgardlng part1c1pat1ve decision mexlng and innova-.
tion. As a corollary, some studies (Rothman, 1974; Rogers and Qhoemaker,
1971) indicate that chenge,agents and dissemination strategies which are
_congruent with the norms and values of adopters and target syste#sg are more
likely to lead to adoption. InAany event, the meéhanics_of such interac-
tions need substantial“furtherlexploration. An'integration‘of cognitive
science3,organizational theory, group dynamlcs, and innovation theory is
called for, although probably some distance in the future.

Technology Trarn T Systems and Initiatives |

It s Jld be noted that most governm E programs to promote tne spread

aQ

of technoiugy are not characterlzed as "d1ssem1nat10n"; the term techriology
ytransferlls‘usually applled. The government agency is the prov1der of thea
technology (e1ther d1rectly or through subs1dy of R&D), and other agencies
or firms assume the role of clients served by such a technology transfer
) structure. Th1s model of 1nteract1on is certalnly the oldest approach used ’
by the government to the d1ssem1natlon of technology; but it is by no means

v i

the only one. Structurally, 1t is ‘an example of Schon s (1971) "center-

'per1phery" d1ffus1on model, in that it 1nvolyes a central1zed screen1ng and

,;

market1ng of technolog1es for use by un1t of government or pr1vate f1rms£

Whlle the accompl1shments of technology transfer have been substant1al in

[,

';many areas,'a number of 1ssues rema1n unresolved about the un1versal ut1l<

\

1ty or effect1veness of these systems, such ‘ass

Y e s
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1) Ehoesing the technology to be transferred;
2) Choosing the .transfer mechanisms to be used;
3) Assessing the "success" of the process.
Before addressing these generic concerns, it would be useful to review past

history and current practice in government technology transfer.

History and Current Practice

The classic version of a technolégy ;ransfqusystem is fhe égricul-
tural extension program. Tﬁis very large-scale operstion dates back ori-
ginally to the 1870's in pafsllel witﬁ the laﬁd-grant college system, and
has beep a focus of many analyses in recent years (e.g., Rogers, Eveland,
and Bean, 1976; ‘Hightower, 1972; Feller et al., 1982). The ag;ibulfu:al
exténsionJSYStem is perhapé the most "complefe" pf any of the ﬂgisting
technology trénsfef programs. ‘It has'incorﬁorated features that aré either‘
absent or minimal in other agency efforts. Figﬁfe §, adapted from Rogers,
Eveland and Bean (1976), defines eight—major“aspgcts df this system and how
they are or afe‘not.carried out in other parallgifsyst;ms.

Until the middle 1960's there was little in£erest seyond the field of
égriculturev;ﬁ teghnology'transfer_progféms. Federal research was either_
conducted to benefit the'federal governMBnt direéf}y‘or was communicéteb -
through professional channels, and there waglno wideépread consciouspess of
a need- to share this feéegrch through marketing procedureg.//TH;’greater '

competition for tax revenues which accompanied thg/eipansion_of Federal
, , e

-~

programs during fhe'1960's and 197C's leq/ggxa_much greater consciousness

on the part of Federal officials of a need to expand and demonstrate "util-

" ization" of research. In this climate, "interest in and commitment to

"technology transfer" as a way of increasing research utilization became
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common in Federal agencies w1th any research support programs at all. Some

of these programs represent sp1n-off utilization (usage of research origi-

_nally developsd for other purposes); some represent directed research

created in response to user demands (Greenberg, 1967). ° fhere is an

intefp]ay of incentives for agencies to create such programs (Chakrabarti,

1973; Chakrabarti and Rubenstein, 1976).

Most emphasis in government technology transfer has been placed on

hardware technology. Such technology is readily observable, identifiihle,

and portable. However, some of the more elaborate technology transfer sys-

=

tems outside of Agricultural Extension have involved "g..7t" technology of

one sort’ or another. Most notab.z has beer the’National Diffusion Network

in education (Emrick, 1977) which has a highly complicated omd "interper-

sonally rich" tra:sfer structure. Since it is likely rirs 3i¥ficult to

are perhaps inevitable. Still unanswered is the question'af whether com-
plex social technologies can be “transferred“ in any precise repllcable

form {Gottschalk et al., 1981 Blakely, 1982).

Associated with the structural complexity of various transfer systems.

have been questions about what modes of communication should be used., . Two ~

general modes of technology transfer are currently in operstion:

1) Active systems - Those systems where active transfer agents
interact between researchers and clients often interpersonally
or face-to-face (e.g., the county extension agent);

2) Passive systems - Those  in which the access. to the body of
research is wholly the responsibility of the user, and an
intermediary relates the two with a heavy reliance on formal
or impersonal media. s

Passive systems. have obvious advantages. They are much cheaper to

maintain and operateh‘wifhout the high labor overhad of active systems.

With the advent of sophisticated computer information processing, even

disseminate cemplex and uncertain social technologies, such ‘developments

&3
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felativeiy unsophisticgted users can theoretically find:their way through
large data bases with some efficiency. These facts havé'not been lost on
governmeht program managefs. Of the fifty teqﬁnology 1ranéfér pregrams
described in.the most rerent inventory (Federai Coordinating Council on
Science, Engineering, and Technoloéy, 19;7), most can bévcategorized as
largely passive in nature. Moreover, in a recent survey of Federal manu-
facturlng technology transfer programs, Hetzner, Tornatzky and K1e1n (1983) -
found all but two to be essentlally p3351ve. The wisdom of that particular

set of policy choices will be considered below.

Ch0031ng the Technology to be Yransferred

Assumlng that government tecknology transfer programs are to be 1n1-?
tiated, a basic questlon needs to be resolved: which technologies or re-
search findings should be %757 .red? In_the'early days of the Agricul-
fural Extensinn syst-. chcourse, such a question was lesé tgpubleseme.
The actual volume of researctherfo;meq was cdnsidergslyvless,uand the
utility of emerging technclogies prbb;bly had more.readily apparent face
validity)to botential adopters. However, the very volume of government-
supported research, the bewildering.mix oflbasic'and user~oriented results, -
and the limitations-on resources available for transfer activities wouldu
suggéét that. some strategy is ﬁeeded by information managers to choose

which techhologies should be emphaéizgd. Tnis has not ususlly been sys-

tematic. : o e

One approach has been to consider ‘all findings and technologies as

equally worthy of transfer, and to attempt to disseminate #ii. Obviously,

" this strategy usually implies that a very passive, if uéually rather large,

183
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ructure is created. . For example, the approach taken by many re-
- search agencies has been merely to list completed projects, file final
reports‘in_the'Nationél Technical Information Service (NTIS), and enter

information into computerized information retrieval systems.- ‘A heavy
- o . -

‘ reliance is thus placed on the user community te pursue findings. ,
‘An alternstive agency strategy has been to identify those research
resﬁlts and technologies wh&ch are "more equal" than others. .Thus; ageﬁ;
cies may eétablish screening ¢ ructures to identify "exemplary" products,
findings and technologies: The Joint Dissemination Review‘Paﬁel, éffilia-
ted with the Nafional Diffusion Net;ork, is one exaéple of such a function_
(Emriqk, 1977). The assumption is that, once highlichted as exempléry, the
givén technology will be aggreizively marketed or disss : ©a trans-
fer structure. The agricultaral extension systeni hag : this flavor;

2

university researchers, local extension agents, ‘and individual farmers

jointly (if loosely) set the agenda for the system.

Obviously, this issue is far from reéolved,éither empi;ically or in
different agencies and different techniéal afeas. For examéle, it mignt be
quite appropriate for an agency Sﬁch as_the National Science Fgundation to
‘useva passiv; approach Qith its academic research audience rather than at-
tempt to make discriminations of importance or qualit;. Such an approach,
in turn, might be,quité inappropriate with "social technologies" for un-
sophisticated users, such as local service sagency administrators despera-

tely looking for "proven" programs.

18,



Choice of Transfer Mechanisms

The above comments notwithstanding, iiere are many issues remaining
concerned with the communication processes and organizational structure of
transfer mechanisms. For example, there may be situations in which passive

transfer systems make economic sense or .can provide some low-level visibi-
e . -

/ .
iity of technology, €ven though available evidence generally indicates that

passive systems do not work very well/fhen resilts are judged by volume of

technology transferred thfough the/ system and eventually implemented. A

number of studies reviewed in Rggers, Eveland and Bean (1976) of various

technology sharing programs/;péfeted by NASA, the Department of Commerce,

and others all come to sgéntially the same conclusion.  Reviews of the
{ ot

performance of the Educatlonal Resources Informatlon Center and NTIS have

“likewise concluded that passive access..does not lead to & high volume of

-

~

activity.

In the last few years, there has be&n considerable interest in a vari-
ation of—the active syetem which differs from the clasSic.technology tran. -
- fer approach in that it iaoks the:clearly defined "center" or “periphery"
of Schon's (1374) modei. That is, there is no single eothoritative pro-
ducef of informatioh,,and no clearly—defined user. Each point in the.sys—
tem is presumed to have. information that the others can use to some degree
... {Rogers and 'Leonard;éarton, 1980) These “network" models _(sooetioes
called "peer match" approaches) have only recently begun to function,. and
relatively llttle is known about their effectiveness compared to tradi-
tional technology transfer modes (Bingham,,l981), The techoology shering
systems formerly operated byﬁPublic Technology Inc. (PTI) under NSF spon-

sorship the "innovation networksﬁ, the International City Management Asso-

ciation Peer-Match programs,” and other versions need eystematic study; to:
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determine how they ditfer from ‘traditional practice, what thair strengths
and weaknesses might be? and the long-term effects of their activities
(Naticnal Science Foundation, 1980a;‘Yin, l98db), ‘

» Another structural iﬁno_va"t‘ion ih technology transfer - is eapacity-
bu?lding_or capacity sharing (ﬁmerican Association for the Advancement of
Science, 1991). Some would argue that this is a contradiction of techno-

logy transfer in the normal senge of the term. Rather, it’is a system for

‘1ncreas1ng the/cépabllltles of recipient Jurlsdlctlons to make educated

1udgmen/s about technology rather than a program to "push" technologv
dzfectly. iAs Roessner (1979) phrases it, such systems are a1med at -
"strengthenlng analytlc and evalutlve capab111t1es of state and local
governments rather tha1 the development and use of partlcular aOlUthﬂS"-
If this approach receives further support it will be in tact a major
re-thinﬁing of the entire technology transfer model. It deserves careful
research attention in the future. 2Of partlcular interest would be "the
degree to which agencies with a greater capaclty to analyza problems really
make better decisions about the role and use of science and technology"
(National Science Foundation, 1980a). As Datta (ivsl) notes, the emp1r1cal

evidence for e1ther side of this debate is s11m. .

Evaluating the Success *of Transfer Efforts

Another wunanswered cuestion concerning technology transfer programs
has concernes: their success or effect. Since few governmént'programs have

been in uperztiun long erough to enable gatherlng me..angf'uT ’ongJ ud1nal

" data, the eviderce i« scshigred. dowever, even in well-established pro-

El

grams u vsiiety ef eveluation issues abc'we’, mostly ‘involving controversy

-sbout what crit.-~ia should be used to determine succues (sea Chapuzr TV,
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For example, it has been contended that in the agricultural extension

system _"success" has been more problematlcal than many would onnclude.
nghtower (1972) presents a severe critique of the effects of thi a2ystem on
the distribution of agricultural land, the 4ualltyiof crop outaut, and the
‘quality of American life in generai- This is a a’ pointed example of wa
-analysts who agree on the same generﬁi swda can use it to derive'ﬁuite dif-
ferent pqlicy cghelusions. fhere iv wivs little agreement on the relative
value of output measures (e.g., practiees "adopted") versus proeess

measures (e.g., farmer: reached with informatior) for assessing the effec-

tiveness of technology transfer systems. For example, Roessner's (1975)

analysis used exclusively activity indicators. As we noted before, the

choice of a dependent variable is a-crucial value decision.
nical assistance as well as information is necessary, a more seccessful
orogrsm is likely to have to allow-for (1) the role of-"knowledge‘vendors"
as a llnk between public agencies and prlvate technology suppllers, (2): the

1mpact of the transfer process on ex1st1ng organizational structure, (3)

the "uneveness" of the 1mplementat10n process within dlfferent parts of the

organlzatlon, (4) the potentlal modification or re1nnovat10n of the techno-

While most Federal technology transfer programs recoéhize that tech-

logy by usersj and (5) the difference between design and 1mplemenat10n:

failures. Further research into each of the areas shouid enhance the

. 1
° 0]

<

effectivehessxof the technology transfer process.

University/Non-University Interactions

University/non-university interactions represent one of the more

- useful areas: in which to apply concepts of 1nter0103nlzat10nal relatlons

.87
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and technology transfer as they relate to the innovation process (Baer,
1977; Shaperd} 1979). Tne innévation‘process is often conceived @ anving
in a line from basic research, tﬁ apﬁlied research, to development, and to
marketing and dissemination (Havelock,il973); with different institutional
performers involved in different stages of that-longitudﬁﬁal process. The
stage-process modél outlined eérlier.is compatible with thisAview; Iﬁ this
formulation, the university's rcle is séén as primérily the p~rformer of
basic ‘feséarch and lit is widely assumed that this research provides a
knowledge base which indust7y and'goVerhment utilize (Battelle, 1973; IIT
Research Instituté, 1968; Sherwin and Isensen, i967}.

Not surprisinglys; this modél of a linear and unidirectioral flow. of

infdrmationpbétween universities and industry has bepn'challenged more than

once. As Mogee (1979:3) &tates: .

These models are admittedly oversimplified; in real life the pro-
gress of an innovation s never that stralghtforward _Somet iiies
stages are shortened, skipped, or overlapped. :

In effect the university has nct been considered as an active parti-
cipant in the innovation process, but as part ofithe'"environmeht" cf the .

public or private user organizations. The "gatekeeper" literature, for

,example, examines ‘how" scientific and technical information enters and

diffuses through user iorganizations (Allen, 1970; Keller and Holland,

1%76), and how a relatively few people_linked to a network ofAresearchv

o

. . S . .5 .
(such as in universities) facilitate the acquisition and dissemination of

needed i:-formation. -

" Part of the problem in defining the university's role in the innova-

‘tion process is based on the lack of ewpiricsl research in  this area.

Analysis of university/non-university - interactions .iias been generally

X, : . : .
N\ . ]

\
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limited to case studies of "éuccessful" interactions and attempts to cate-

Tooker (1979) define and describe sixteen types of gptivities ranging from
corporate—fuhdeg university research to consultancies and cbnéihuing edu-~
cation progréms; Baer (1976) develops a similar list. While the literature
does identify hypothesized "bar;iers" to successful interacticms, it doeé
not clearly define measﬁres of succeés, and‘generally fails to pkovide data
about which imechanisms transfer what kinds of information best.

However, current Z2velopments are forcing Qﬁyérnment,_ industry and
zcademia to look more closely at these'éollabﬁvftive éffqrts.* Govern-
ment“s'qpncern is based on a perceived decline in U.S. product%yity which
has 2een related ;n pa;t to insufficient R&D. Universities'are'concefned

gheit diminishing financial support, decreases in enrollment, outdated uni-

wzrnifty research facilities, and the increasing federal emphasis on accoun-

tabiiitv %ar sumrort (Brown, 1980). For industry, inflation, taxes and the

jncreases- in government regulations have led them to look for ways to in--
: : <

: crease their science ,base without increasing in-house R&D_expenditures.

<

Future sttempts at providing more Stpble‘and productive university/
non-university exchanges are ... part dqpendentton a greater understanding

of these transactions. In effect these inferactidns~should be viewéd as

o

resource exchanges of money, personnel, facilities and knowledge.

Johnson and Tornatzky (1981) offer a preliminary analysis of univer-

-
.

sity industry transactions within a general framework  of ‘interorganiza-

tional relations. They suggesfjthree hajor factors which shape the degree

“

-
0

e

' : - »
Considerable interest has been focused on the cooperative university/
industry research center model as one well adapted to current condi-~
" tions (Eveland and Hetzner, 1982; Tornatzky et ab., 1982), but it is

by no means the only such appyaach which is viable. X

':; - : ‘ ‘ 8?1ﬁkf . o . : ‘;



‘of interaction: (1) goal congruity and compatability; (2) boundary-

spanning structures; and (3) organizational incentives.

- traineJ scientists and engineers (industry).

‘example, industry is primarily interested in commercializing products

~demic 1nqu1ry.

Goal Congruity and Capability ) - .

When an organization interacts with ancther ;rdénization there are
varying;degrees of goal similarity and goal ~ompatability. There is a con-
siderable evidence in the litératﬁﬂﬁ'that $## degree of mismatch is felated

to the amount and édccess of ip o wition (Reid; 1969; Levine and White,

1961: Tornatzky and Lounsbury, 1979). Universities and industries. may

share the goal of increasing the knowledge base in & scientific field
AY .

(albeit ‘for different reasons). They may also have compsiable If not

identical interests, such as training scientists (universities) and hiring

Other goéls and;objectives may be less similar or compatible. For

processes for, profit and is thus by definition more interested (in the
short run) on de;lCBtlonS, unlver31t1e , at least in recent decades, have
emph331zed basic researuh, dlsc1p11né7bound science, and the" norms of aca~
The time frame for task accomplishment is al @ =i« =" gant. The

course of basic science is typizally not g Lime-bour... .= l..:%y for its

e

practltloners, in contrag., the expendit.te of scaice raplta; by industry

‘on research prOJects has built-in t1me and resource limitations. The

o

success -or failure of - un1ver81ty-1ndUStry transactlons can perhaps be

0

understood in terms of the operative goals and the obJectlves being sought.

-

Research should examine the transaction.structures and desired end .states

-
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“of both university and industry participants and consider the degree of

S

congruity or compatability invoived.

Boundaky-Spannigg Structures

nInteractions" between un1vers1ty and induskyy involve real people,

things,_and ideas. As such they must occur in a defined spiace, time, and

4 ) ° g
setting. The units 1nvolved in such transactions are "boundary-spanning"
. : i ' , .
units. Depending upon;What is being exchanged, these structures could be
! J ’ ) '
| .
part of the university, part of the industry firm, or could cccupy some

organizational space in between. For example, one common transaction

typically 1nvo1ves the movement of ‘trained students to 1ndustr1a1 employ-

ers. The boundary—spanning units 1nvolved are placement -gervices in the

.

university and personnel uni d/:n’lndustry.g The: result is a network of

orgdbizattonal sub-units w1th ompatible functions. At issue is the extent

l

F
to which these units are suff1c1ently tied together tHat they really do
s
1nterséct and’ 1nteract. Other types of boundary-spanning structures govern
. N l N N ’ ) ‘ T ..
interactions stich asijoint'research. Here the'boundary—spanning structure

mJght be a un1vers1ty—based research 1nst1tute, an, industrizl lab, or some

'Jointly-administered and geographically neutral setting in which university

and industry”“scientists can 1nteract Ny,

k)

-One often neglected organizational design issue is the necessity to
legitimate and structure the inforinal un1ver31ty-1ndustry 1nteractions that

already exist and to define the 1mp11c1t boundary-spanning structure 1n-

a

volved. In most universities there is often a great deal of informal . inter-

action with 1ndustry, usually in the form ofnconsulting. But un1vers1t1es
A o B
often do not prov1de structures for such act1v1ty to occur, and the

normative‘status of such act1v1ty is often quite nebulous. One unanswered

19 -
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empirical and‘policy question is whether such interaction is facilitated by
being openly supported and structured.

Firm size is another important consideration in the design .of univer-
sity-industry boundary-spénning units. There is considerable literature --
some anecdotél and some empirical -- that suggests that the small firm is
heavily involved in innovation, productivity, and technological change
(Gellman, 1977; Birch, 1979; Abernathy and Utterback, 1978). This may be
due to the organizatioaal structure of small firms, bbecause' or their
ability to commercialize R&D more effectively, or their role relative to
large firms. At any rate the planning of university-industry linkages that
does not take into account the special role of the small firms is probably
ill-informed. Unfortunately, when university or government move intention-
ally to create university-industry boundary-spanning structures there is a
tendency to focus on large, Highly visible firms as participants.

Equally important are the processes that nest within these boundary-
spanning structures. The modes and style of communication among partici-
pants is probably at least as important as the structural setting. For
example, empirical data (Tornatzky ez al., 198C) and practical experience
suggest that information exchanged via person-to-person interaction is more
readily assimilated. Data also suggest (Allen, 1977; Souder, 1977) that
research activity is more productive amidst certain organizational pro-
cesses than others. The designer of university-induvtry boundary-spanning
units should consider findings such as these.

Finally, it should be noted that transaction structures assume some
minimal degree of geographic propinquity. Universities that are rural and
isolated may not be likely to develop viable boundary-spanning units, since

the "span" is too wide in a practical sense. Similarly, industrial firms
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(particularly small companies) that are not adjacent to universities or do
not have resources to support travel may be less likely to pick up innova-
tive activities. There are some interesting empirical questions involved

here, which might be answered using methodologies such as network analysis.

Organizational Incentives and Rewards

Organizational goals and objectives operate at the micro as well as
macro level through incentives (and disincentives) for individuals involved
in university—induétry interactions. In designing and implementing trans-
acticn structures,:university admiaistrators and industry executives need
to ensure that individual rewards are built into participation. The actual
opératipn of such incentives also needs further rerdfication.

The reward system in academia is typically centered around salary,
promotion and tenure decisions. The performance criteria for these réwards
usually concern Scholarly publication, training of étudents, performing
researcﬁ, etc. Data are needed on how these objectives are attained by

faculty in university-industry collaborative settings, and what parallel

‘incentives affect industry personnel. These issues bring to focus a possi-

bly irreconcilable problem. Although personnel involved in boundary-span-
ning'activities in any organization are "different" in the sense that the
tasks that they perform are at variance with other organization members,

they are still part of and drawn from the larger organization. They are

thus subject to the norms and reward ‘systems of two probably incompatible

sub-groups of the parent organization.

The individual in this situation can get caught by cenflicting role
demands and reward systems. The boundary-spanning organization must devise

ways of resolving these cultural oiscontinuities by "impedence matching”
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compatible norms and rewards'(Van Rennes, 1982). In effect intra-organi-
zational boundary-spanning is an issue in bath university and industry
organizations. "Boundary-spanrers" may become co-opted by those outside
(or inside) the organization with whom they work (Selznick, 1éa9).

This analysis suggests a number of areas for future research, inclu-
ding studies of the perceived incompatabilities between university and
industrial goals, the relative success of different kinds of linkage mecha-
nisms, the role of federal funding as a determinant of university-industry
links, and the impact of intraorganizational-structural characteristics on
interorganizational relations. As noted above, the literature on univer-
sity-industry interactions is more speculative and déscriptive than empi-

rical; this should be rectified.

Special Initiatives Involving Small Business Firms

Chapter III suggested that the class of small business firms might
have innovation dynamics rather different from those of larger firms.
Partly for theoretical reasons and partly for reasons of political advan-
tage, a number -of government policy initiatives in innovation processes
have been directed toward encouraging "small" business firms through set-
asides, low cost loans, and programs of technical and managerial assis-.
tance. This ié an excellent example of policy directed toward a large
class of economic units. To understand the rationale for these interven-
tions, it would be useful to understand better the,advantages.;ﬁd disad-

vantages of small size, especially as they affect innovation.

Claims and counter claims have been made concerning the importance of

small firms, the productivity of R&D projects conducted in small firms, the
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similarities or differences in the roles played by small firms and large
firms in the innovation process, or the inherently high capacity of small
fFirms to innovate. A major research tradition has been to track the pro-
ductivity of such firms, and one index bf productivity has been the rela-
tive contribution of small businesses to employment growth. A recenf study
(Birch, 1979) estimates that two-thirds of the gain in employment in the
private sector of the U.S. economy during 1969-1976 occurred in firms with
1-20 employees. These findings and the underlying methodology have been
quéstioned in recent work by Armington and Odle (1982), and the issue
remains an important line of empirical research.

Another research approach has been to compare the role of R&D and
in?ention in small firms with that of large firms in the same industry.
Kamien and Schwartz (1975; 1982) review much of the literature ih this
area, and conclude thal the sales/R&D ratio peaked among the group of
meaium sized firms, as did the production of inventions and innovations.
These indices dropped off for large firms. |

However, one problem with such studies is that "emallness" is measured
in a purely relative sense, not in terms of some specific level-of total
employment in the firm. In absolute terms, thus, "smallness" tenﬂs to
differ from one study to the next. 1In Qddition variables such as opera-
tions technologies employed, the repetitiveness of operations, and the
specific organizational structure tend to be ignored. Frequently, smaller
firms in some industries (particularly process industries like chemical and
petroleum refining) are in fact quite large. As noted earlier, what small-
ness means in a social/organizational sense is often quite obscure.

Perhaps the most pervasive finding is that smaller firms have higher

R&D productivity. They seem to produce more for their Ré&D budgets than do
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large firms (Mansfield, 1968), in terms of innovations, patents, and the
like. However, these conclusions depend on the assumption that it is legi-
timate to use simple counts of patents or inventions as productivity indi-
cators. These studies in practice assume that an innovation is the same to
a large or small firm, despite the fact thatvsome small nigh technology
firms may be spin-offs from large firms and their innovations are thus not
events independent of the experience of the larger firms. Without further
data involving observation of causal relationships, such conclusions must
be qualified. |

Jewkes, Sawers, and Stillerman ‘(1969) have studied 61 significant
twentieth century invéntions, and attempt to determine the origins for
these inventions. They attribute only twelve to large R&D labs. Gellman
(1977) analyzes firms with total employees of less than 1CC0 and finds that

these firms were 24 times as productive (as measured by innovations per R&D

- dollar) as large firms with more than 10,000 employees during 1953-1973.

In explaining these.results, two dominant themes emerge, one focusing on
the unusual role of R&D in‘the small firm, and'the second on the advanta-
geous organizational makéup of small firms.

First, no more than 10 percent (pfobably a much smaller proportion) of
these firms engage in formal R&D activities (Freeman, 1974). A large pro-
portion of the small firms that are engaged in R&D at any given time are
new small firms, possiblé spinoffs from large corbofations or from univer-
sity research laboratories, and operate in small specialized markets that
are uneconomic for large firms to pursue. As a number of writers héve
observed (Gold, 1967; Pavitt and Wald, 1971; Freeman, 1974; von Hiﬁpel,
1976), small firms and lafge firms frequently play complementary roles when

they operate in the same broad market area. In other wdrds, the role of
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R&D in the s»1all firm may be much more focused on exploiting a particular
technological opportunity than fulfilling a general function, as it may be
more likely to do in the large firm.

Not surprisingly, it has also been suggested that small firms have
jnitial advantages over large firms in developing relatively radical, risky
inventions up to the point of early commercialization (Abernathy and Utter-
back, 1978; Science Policy Research Unit, 1971). These arguments point to
the organizational flexibility of small firms and determined inventors,
including more rapid and thorough communication, more detailed relevant
knowledge applicable to the product area, and greater ability to respond to
new opportunities.

An interesting corollary of this argument is that small firms will
tend to disappear after they have expleited their relative advantages in
"technological trajectories" (Nelson and Winter, 1977) created by new pro-
duct inventions and innovations around which they have been formed. Tech~
nological trajectories are conceptually clear lineé of development work
designed to improve products~and processes in a number of different ways.
Such firms tend to spend a high proportion of their budgets on applied R&D
because they are exploiting potentially significant technical. opportunities
(Freeman, 1974). Ultimately these small firms will grow out of the small
category, or disappear by merger or acquisition.

It appears,lbn the basis of fragmentary data, that small R&D based
firms are highly involved in innovatazon, techﬁological change, and produc-
tivity growth. However, why this is so remains somewhat obscure. It may
be the case that in smaller organizations individual rewards and interests
are tied more directly to the success of the whole organization, with less

of a tendency for behavior to reflect npureaucratic safety" criteria. The
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orevious comments on the problems of using number of‘employees as a proxy.
for size are particularly relevant here; the number of employees per se
does not contribute much conceptually to explanation and/or prediction.
What appears needed are a set of well-operationalized and micro-level
analyses of these issues.

Interestingly, it is in the area of small business innovation that
there is the clearest relationshipvbetween government policy levers and
intraorganizational variables. In fact, many Federal interventions in this
area are explicitly intraorganizatioéal in focus (e.g., NSF's Small Busi-

ness Innovation Research Program, its~yariations in other agencies, and the

Small Business Administration's agsist nce programs). If research . can
identify a certain type or size ofiorganizatio as a seed bed of innova-
tion, it may be in the national interest to promote such organizations. It.
is eclear that various policy instruments can nave a significant impacf on
the fecundity and mortality of these organizations. In particular, tax and
assistance mechanisms (see Chapter IX) can be easily used to manipulate the
supply of venture capital resources so critical to such firms (Bean, Schif-
fel and Mogee, 1975; Charles River Associates, 1977). By extension, these

policy instruments can be employed to expand or contract the populétion of

firms having such organizational characteristics.

Commercialization Programs and Demonstration Projects

Over the past two decades, the Federal government has greatly in-
creased its support of research and development on products wﬁich are
ultimately to be marketed to private industry, state and local governments,

and to the public in general. This direction is a significant departure
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from previous practice in which research and development activities were
primarily to obtain products for the government's own use (e.g., the acti-
vities of the Department of Defense and the National Aeronautics and Space
Administrétion). These RAD funding trends have yielded a vérietx of
practices and programs generically labeled commercialization initiatives,
designed to facilitate this inter-sector knowledge transfer. Commercial-
ization efforts have, in general, been managed by government R&D planners

and mahagers with little experience and few guidelines to deal with this

process.

Commercialization of research and development, publicly funded or not,
is accomplished largely by_private sector actioné. As large as Federal
procurement is, it rep:esents normally only a small percentage of the total
commercial marketplace. By definition, the issue involves promoting inter-
actions between organizations and actors in rather disparate sectors of the
ecohomy. A number of common themes run through the policy and research
debate. Dné concern is the respective role of government and orivate sec-
tor in commercialization, cne aspect of which is the essentially ideologi-
cal question of whether government should support R&D on commercializatle
products or processes at all. A second area cf concern is the specific
tools that government managers need to employ to enhance the process.

| There are relatively few strong empirical studies of commercialization
phenomena generally. Arthur D. Little Inc. (1973) examine "barriervs" to
effective industrial innovation. and conclude:

...the dynamics of the market and feedback control through profit

make private business the most effective innovator and resource

allocator....We need to create open and mutually trustful com-

munications between the public and privaie sector...so that$

private industry can play its full role as innovator.

How this is to be done is nbt specified.
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A report of the Joint Economic Committee of tne Congress (Gilpin,
1975) cuggests that commercialization in the civilian industrial sector is
in difficultyv due to the divorce of the government's technology policy from
socioeconomic realities. The basic premise of this analysis is that market
demand is the primary determiﬁant of successful commercialization, whereas
many Federally-funded research and development programs use the "techno-
logy-push" concept. The report concludes that, outside of basic research,
Federal research and development should be coupled to demonstrated demand.
It also sugoests that research and development funding should complement
privaté funding rather than substitute for it, that government should avoid
funding of direct commercial development, and that government should sup-
port R&D only in areas where industry, for varinus reasons, has tended to
underinvest. As can be seen, tﬁese conclusions also tend more to restate
the issues than provide specific operational cuidelines.

A 1978 task force on demonstration projects as commercialization in-
centives in the Department of Energy observed that if DOE's objective is
commercialization, it should be heavily staffed with entrepreneurs rather
than technocrats, R&D managers, and their economic advisors. An analysis
of DOE's roster of several hundred R&D executives, on the other hand,
revealed that only eleven had significant commercial experience. As a
cerollary, the task force observed, mosf DOE contracts were "overmanaged,"
which had implications for the net cost of the contracts and for the
ultimate degree of commercialization achieved. More work needs to be done
on this apparent disparity between the experiential background of Federal
R&D managers and the norms and practices of the private sector.

These studies on commercialization are of course only illustrative,

although there are certain consistencies. Most agree that market demand
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and the relationship between public and private sector participants are key
elements. Many of the authors argue for the need for more empirical data
for changes in procurement policy and patent policy, and for the allevia-
tion of many problems faced by small firms. All of these issues are dis-
cussed elsewhere in this revéew.

Issues involving demonstration projects in particular are closely
reiated to those involving commercialization in general. Since demonstra-
tion projects have been used as 3 major vehicle in Féderal commercializa-
tion efforts and have obvious visibility, they merit some special concern.
The attractiveness of demonstration projects is congruent with interest on
the part of Federal policy makers in "getting S&T products off the shelf"
(House and Jones, 1977). Unfortunately, the results of many demonstration
programs have been disappointing in thg long run-

.Demonstration proiects can be viewed as a special kind of information
dissemination or technology transfer. They are scaled-up proofs of concept
or field trials, typically demonstrating hardware or social technologies
that have not.been employed at significant levéls of operation outside the
Federal establishment. Demonstrations are assumed to reduce risks for
potential users as well as to provide infofmation, since they actually
"show and tell™ a new technology. It inay of course be the case that an inl
vivo demonstration may enhance rather than reduce a user's perceptions of
the impossible complexity or incompatibility of a new technolooy, but that
should be as legitimate a function of demonstration as technology promo-
tion. |

There is growing awareness in government circles that demonstration
/

projects do not work as well as once assumed. This conclusion is supported

in a number of evaluative reports and publications (House and Jones, 1977;
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Jacoby and Linden, 1976; Bean and Roessner, i978; Abernathy and Chakravar-

thy, 1979). The reasons for this lack of success are reviewed by Glennan
[

et al. (1978) in their study of demonstration projects, which concluded

that success was enhanced by the following factors:

1) A high degree of reproducibility of the innovation demonstra-
tion;

2) A well-developed technology base;

3) A well developed institutional envircnment or "home" for the
" technoliogy;

4) Little need for cooperative action among the institutional
entities involved;

5) A high level of need for.the innovation by users;

6) A low degree of time pressure and a high degree of operatipnal
flexibility.

A éeemingly simpler view of the cause of success or failure is pro-
vided'by Abernathy and Chakravarthy (1979) in their review of ten demon-
stratiﬁn projects. They stress the importance of stimulating demand f{or
new technologies, and note that efforts to push new technologies via
development and demonstration are ineffective unless coupled with.dgmandf
creating activities. Demand could be stimulated by establishiﬁg new
requlatory requirements requiring modifications in product design or
process technology, or through provision of financial incentives such as
government purchases, price subsidies, or tax breaks.

‘There is considerable overlap between Abernathy and Chakravarthy's
framework and Glennan's "conditions for success". When innovations are
developed in the private sector, there is usually a strong awareness of
market considerations and potential demand. Technology "push" by sup-
pliers_will not continue very long unless there is an expectation that

commercial success will be achieved. Thus, from the point of view of
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Glennan's six conditions for success, it is obvious that~conditidns (3)
through (6) are fulfilled "naturally" in the private sector.

The isolation of technology-pushing organizations froi. the markets for
their innovations is probably the fundamental cause of difficulty in
achieving success in demonstrating them. The recommendation of the above-
noted task force to staff Federal agencies more densely with entrepreneurs
instead of technocrats to increase the.incidence of success from dgmonstra—
tion projects probably would help. Others recommend even more fundamental

changes in demonétration programs. For example, Glennan e% al. (1978:36)

recommend that demonstration projects should nsimulate the workings of the.

normal market...". In all fairness, however, Federally sponsored demonstra-
tion projucts usually operate in areas where private sector activity has
been weak. In these special situations, the political system may choose to
ﬁoverrule", or at least substitute for, the market.

Because the demonstration project has been a politically popular too;
to implement national policy in both technical and non-technical areas; it
will continue to be used, as much for its evident visibility and signal of
political concern (symbolic and concrete) as for its bresumed effectiveness
in promoting technological change and lasting innovation. The policy rele-
vance of further research in this area seems obvious, if only to provide

some empirical gquidance to a commonly-used policy instrument.

Summary

This chapter has reviewed some of the different conceptual and admin-
istrative perspectives on how technology gets communicated to its potential

users. Some illustrative types of organizational arrangements -- large and
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3mall firms, public and quasi-prlic#“agencies, university/nonuniversity
cooperative systems -~ are briefly suwmarized, and many possible variations
in technolégy transfer approaches are indicated. Like many of the other
areas covered in this review, the distribut%gn functien is disaggregated
both in theory and in practicé. To” the exte;é\that this critical set of
events in_thg life cyclesubf organizational technology can be integrated

more fully into the>mainstream of research reviewed here, the purpose of

this chapter will have been fulfilled. .
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CHAPTER IX

GOVERNMENT POLICY AND INNOVATION

Thus far, discussion has focused largely on the internal dynamics of
organizations trying to innovate. But, as noted, organizations (and sec-
tors) affect each other in crucial ways. This chapter describes some of
the approaches that have been taken by government to structure those inter-
actions -- both the efforts of the government to affect innavation in its
own agencies, and government attempts to affect innovation in other Ppublic
agencies and private organizations, either in terms of products or proces-
ses. Some of these interventions operate at what is usually called the
"policy level". That is, they are general actions intended to apply to a
large class of organizations (or to the whole population) more or less in
the same way (although not necessarily with identical effects). Scme are
"programmatic" interventions, intended to affect particular smaller groups
of firms or individual organizations. In general, they represent more
specific varieties of policy mechanisms than those described in the pre-
ceding chapter.

Somewhat different reasoning underlies the government role in innova-
tion processes in public versus private agencies. The rationale for the
government role relative to its own agencies, or to other units of govern-
ment such as states and local governments, is usually developed in terms of

the efficiency of the governing process as a whole. It is assumed that

g
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new, more "ef%ective" programs or practices will result in more social
benefits via better or cheaper government services. This is particularly
complicated where intergovernmental divisions of responsibility for funding
and operationé are irvolved.

In an analogous manner, government's rationale for inflbencing innova-
tion in the private sector is that some actions are simply beyord the scope
of any single private economic unit. Although benefits might accrue to
all, no single company could realize enough economic gains to offset the
costs of innovative actions. For example, increasing the supply of basic
scientific manpower demands a considerable increase in educational spen-
ding. However, no single company could, or would need to, command more
than a small percentage of the output in new trained personnel. Similar
arguments can be made in the case of the generation and promotion of ad-
vanced manufacturing technology, particularly given that the ‘'government is
the primary user of many products to which such -technology is applied
(Hetzner, Tornatzky and Klein, 1983). The pros and cons of a gcvernment
role in public and private innovation have been frequently debated (Nation-
al Science Foundation, 1980a), but the prevailing consensus is that govern-
ment does have some role in fostering.at least some kinds of innovation in
the interests of national productivity.

Previous discussions have summarized various processés of commercial-
ization, demonstration; technology transfer, and other devices that have
been extensively employed by government. The following sections summarize
what is known regarding the other traditional general "policy levers"” of
regulation, taxes, and patents, and the newer and less well structured

levers of personnel policy, acquisition and assistance, and mandating of

technology.
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It should be noted that these government policies and practices form

part of the milieu for each single organization involved in innovation.
They constitute some of the background or exogenous variébles that pre-
sumably influence organizational decision making. It is also important to
realize that these various government ‘influences dc not comprise an orche~
strated whole. They are typically the result of a composite of several

agencies' activities and the residue of several administrations' political

mandates. Rarely if ever are such policy choices considered systematically
as discrete alternatives, and direct comparison between policies exists
virtuélly entirely in the mind of the analyst. Thus, the rationality of
the relationship® betwean "policy" and organizational response is likely t»

be apparent only in retrospect.

Regulation

Two groups of regulations that affect private firms can be distin-
guished: (1) environmental, health, and safety (EHS) regulations, and (2)
economic regulation of firms in the energy, transportation, and communica-

tions sectors. Both groups of regulations have come under increasingly in-

tensive scrutiny in recent years. It is noteworthy that the current admin-
istration has slowed the introduction of new regulations and has began to
study cancelling certain existing regulations. However, these changes are
for che most part not based on an assessment of their effects on innova-
tion, although such effects may be expected. In the large bodies of criti-
cal, evaluative, and historical literatures about regulation, iﬁnovation

has received very little empirical attention.
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What literature exists ‘. concerned primarily with innovation (usually
in process technolegy) to meet specific EHS requirements, rather than the
impact of EHS regulations on the more jeneral innovativeness of firms in
devéloping hew products or processes. For example, there has long been a
controversy regarding the effect on innovation of two different compliance
strategies -- setting standards vs. dictating the actual compliance techno-
logy to be used by affected firms. The former approach defines targets or
desired end-states of compliance; the latter approach specifies the techno-
logical means by which compliance is to be achieved. This issue has now
been seemingly resolved in favor of standard-setting because it permits
flexibility and thus may result in more innovative and cheaper approaches.
Regulatory areas now covered by the direct standards approach are: (1) air
and water pollution; (2) drug requlation; (3) workplace safety and consumer
product safety; (4) registration of pesticides; and (5) identification of
toxic substances (MacAvoy, 1977).

In the case of air, water, and workplace safety regulations, older
firms may experience serious technical problems in meeting standards
designed for fairly mcdern plant and equipment, or may find they can meet
the standards only with expenditures on pollution abatement equipment which
are frequently rather large. Relatively large amounts of additional capi-
tal may be diverted from production to compliance. When technical problems
arise which were not allowed for in the original planning, firms may spend
more than they can recover. In response, firms may ask the regulatory
agency to lower standards, or may spend increasing amounts of funds on
legal delaying actions, lobbying, and public relations designed to discre-

dit the regulatory agency and its standard-setting processes.
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The capital costs of compliance, or the costs of delaying tactics,

divert resources that could be used for activities related to innovation.
But the tradeoff is not direct; firms arz often able to pass on some of the
added costs of regulation to their customers or to find slack resources.
Data Resources Inc. (1978) estimate that each dollar spent on pollution
abatement equipment reduced sbending on productive plant and equipment by
33 to 40 percent. fﬁ general, techniques are much bétter developed for
estimating the costs of regulation (which are localized in a given firm)
than for estimating tﬁe benefits which are likely to be much more spread
out over the population and over time.

Since standard setting is inevitably a political process (either in
legislative bodies or in the workings of regulatory agencies) there is
always uncertainty about the fuﬁure course of regulatory activity. This
uncertainty, in turn, may impede innovation processes. For example, com-
pliance is not always achieved by add-on equipment, and may require funda-
mental changes in process technology. Industries are reluctant to focus on
innovat%ons in process technology if there is a possibility that the new
technology might conflict with future standards (Eads, 1972).

Much of the analysis of innovation and regulation has‘involved firms
engaged in the production of potentially hazardous substances, since they
face a particularly uncertain situation. Examples include pharmaceuticals
(Grabowski, 1976; Jadlow, 1970; Jondrow, 1972; Lasagna, Wardell and Hanson,
1978; Peltzman, 1974; Schwartzman, 1976); industrial chemicéls (Eads, 1978;
Greenberg, Hill and Newburger, 1977; Hill, 1975; Iverstine, 1978); and

automobiles (Grad, 1974; Heywood, Allen and Masterson, 1976). There is a

strong social interest in the products of these industries, and existing
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standards are often based on weak scientific evidence. Thus, these stan-
dards change frequently as new knowledge about harmful effects is accumu-
lated. Changes in standards have become a function of growth in scientific
knowledge concerning the phenomenon, or technolqu used to measure its
effects. Firms ave sometimes even held responsible for the consequences of
past behaviors which arfe now viewed as aversive given new knowledge or
measurement techniques; while this may make legal sense, it dces add to the
uncertainty in predicting the consequences .f decisions about technology.

Studies of pharmaceuticals have been the most comprehensive. Negative
connections between innovation and the establishment of standards have been
demonstrated more frequently than not. ' However, these findings are not
likely to be generalizable to other industries. Only preliminary results
can be claimed from the studies of industrial chemicals and automobiles.
For example, in the automobile industry it has proved difficult to separate
the effect of fuel economy standards from those of emission standards.
There is some evidence to suggest that regulations have forced innovations
in core product technology onto an industry that had long competed largely
on the basis of non-technological product features such as styling, non-
functional accessories, and the like.

Providing economic penalties for polluting manufacturing operations is
frequently mentioned as the most efficient method of achieving EHS goals of
air - water quality (Selig, 1973). This approach sets financial penal -
ties toxic discharges and allows each firm to determine whether the
penalties are sufficiently severe to induce it to clean up its operations.
The fees are, in essence, the costs of not complying. The impact of the

economic incentives approach on innovation is expected to be less harsh
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than under direct standard setting. Firms developing and adopting innova-

tive process technologies do not run the danger of encountering tougher
standards that negate the gains made through innovation. It is even pos-
sible that R&D programs will generate process innovations that lower total
unit costs.

The empirical findings concerning the effects of the regulatory‘lag
(the typical delay by regulatory commissions) ére somewhat conflicting and
contradictory. Commission flexibility in reacting to changes in available
technologies and associated unit costs or market shares appears, . however,
to be an important variable. Greater flexibility appears to be associated
with fhe encouragement of innovation, and vice versa.

The ability of regulated firms to pass on costs to their customers
seems to have uncertain technological effects. There is weak empirical
evidence that it discouraged cost-cutting process innovations and encour-
aged service innovations in the 1950's and 1960's (Noll, 1971). But per-
sistent inflation during the 1970°s may have invalidated those observa-
tions. Ir requlated areas where firms are protected from actual or
threatened competition, the ability to pass on costs may lead to managerial
laxity, reducing the incentive to innovate (Leibenstein, 1969).

When regulatory commissions permit or encourage rates which in effect
subsidize particular market regions or service areas, technological impacts
seem to depend on the degree of competition and the attitude of the rele-
vant reqgulatory commission. Market regions and service areas with rates
that are below unit costs need not discourage process innovations directed
at cost savings that would contribute to system-wide profits. However,
rates below unit costs would likely discourage innovations by unregqulated

competitors, actual or potential, especially if requlatory commissions are’
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committed to preserving the market shares of existing firms (Wilcox, 1971;
Shepherd, 1971). |

Market regions where rates are above unit costs may encourage service
innovations under competitive conditions (as a form of non-price competi-
tion) if the regulatory commission is flexible (Barber, 1964; Sloss, 1978;
MacAvoy and Sloss, 1967; Friedlaender, 1969; Eads, 1978). If the commis-
sion is inflexible and committed to preserving the current market shares of
firms, then process innovations may be discouraged, and service innovations
will be discouraged (Noll, 1975).

Finally, in those regulated industries where profit is constrained by
the value of the firms in total assets or total revenue, the rate of inno-
vation may be retarded if the allowed rate of return on invested capital'
exceeds significantly the cost of raising capital (Wilcox, 1971). But this
does not appear to have been a widespread occurrence in the last decade.
Also, innovation may be biased towards substitutiné capital for labor, if
allowed profit is constrained by the value of the firms' total assets
(Averch and Johnson, 1962; Smith, 1974). Shepherd (1971) offers an example
of this effect in satellite communications.

It should be noted that some forms of economic requlation may also
have an impact on innovation to the extent that they intersect with
research and devélopment functions of the firm. For example, Horwitz and
Kolodny (1978) find that recent financial reporting requirements seem to

have had a negative impact on R&D spending in small firms. Other such

disaggregated effects need to be assessed in future studies.

Thus, existing literature suggests that the effects of regulation on

innovative activity are mixed and heterogenous. While some may argue that

this indicates a failing of the literature, it is more likely an accurate

elj



- 195 -

reflection of reality. The effects of reqgulation are likely to be industry

and technology specific, and also, to vary as a function of the nature and
practices of the involved regqulatory agency. This is one area of innova-
tion processes in which broad-brush generalizations are not likely to be

seen.

Tax Policx

Tax policy has an obvious relationship to the amount of slack resour-
ces available to a firm. Such resources may be used in irnovation either
for capital investment in new technology geherated by the firm or by
others, or for investment in R&D, the direct generation of such technology.
Tax policies can affect either variety of spending. The most direct effect
of taxation is probably on firm decisions about how much is spent on R&D or
about the distribution of R&D by categories. A\portfolio of research and

development projects is assumed to be ranked iA some order of priority,

based on expected financial gain and other inveétment possibilities. Tax

concessions for R&D would presumably tend to induée a firm to include more
projects in its portfolio, to intensify its effofts on existing projects,
and possibly to include a greater number of high fisk projects. The pre-~
mise is that there is a direct relationship betwaén committments of extré
resources to R&D and discernable gains in innovatioh (Collins, 1981).

These issues can‘be examined empirically, at l?ast in principle. Spe-
cial tax programs enacted in past years seem.to have some positive impact
on innovation (or at least on R&D spending). One df the earliest of these’
(Section 174 of the Internai Revenue Service Code, eéacted in 1954) allowed

|
firms to treat that part of their R&D expenses that were not plant and
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\



- 196 -

equipment as current expenses in order to reduce their immediate tax burden

(Economic Report of the President, 1978; Kendrick, 1977). While the growth

in private R&D was impressive during the next 15 years, it is virtually
;mpossible to determine retrospectively how much of this growth was due to
these tax concessions. It should be noted that this 1954 change in the
U.S. tax ccde has probably been the change most directly targeted toward
promoting innovatioﬁ: If the effects of this specific a tax program on
innovation are.unclear, then determining the impact other of less specific
adjustments in the tax code is likely to be even more difficult.

Other changes in the tax code during the last three decaOc;‘should
also have influenced innovation in the private sector. These include
changes in the corporate and orivate income tax schedules and changes in
the capital gains tax rate. There also are a variety of special purpose
tax codes that might have an effect on innovation if they were changed,
including several focused on small business firms and their sources of
capital. For example, small firms can treat capital losses as ordinary
income losses for tax purposes, which is less damaging to their short run
cash flow. This could make them more likely to take chances with "innova-
tive" capital resources. Further, regulated investment companies, inclu-
ding venture capital firms and small business investment companies, get
special tax breaks. For example, the income of regulated venture capital
firms is not taxed when paid out as dividends.

Since most of these rules are intended to serve purposes broader than
promoting innovation and since innovation is affected by a variety of
factors aside from tax codes, designing empirical studies to uncover the

direct effects of tax changes on technological innovation is conceptually

and methodologically difficult. The lack of a control group in effect
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forces resesrchers to use time-series data (before and after the change) as

a quasi-experimental proxy for control and experimental groups. This

approach creates the additional difficulty of requiring adjustments for the

complex array of other external and internal factors influencing innovation
over time. Given the many threats to validity of such a design (Cook and
Campbell, l979)vit is not surprising then that effectively no empirical
research has been conducted from which one might clearly infer the direct
impact of the tax code on innovation.

Some empirical studies have investigated the link between increased
investment spending (assumed to be related to tax rates) and increased

innovative activity in the capital goods sector (Kaplan, 1976). Other

_studies have examined the connections between the level of investment and

‘changes in sales, the investment tax credit, liberalized use of accelerated

depreciation, and other special tax incentives (Break, 1974; Fromm, 1971;

Klein, 1974; Visscher, 1976). The strongest connection seems to be between

sales and investment, which has led to suggestions that Federal policy

should be concerred with maintaining aggregate demand and stable prices

(Jorgenson, 1971; Okun and Perry, 1978; von Furstenberg and Malkiel, 1977).

Recently, there has also been a recognition that tax policies regarding

capital gains and depreciation have negative effects on corporate income

under severe inflation. The Financial Accounting Standards Board has been

very active in seeking remedies for problems of this type, and changes in

the tax treatment of capital values may soon follow.

Despite the lack of empirical researcn, or direct links between

changes in tax code and innovation, the area is still of obvious conceptual

importance and pelicy significance. Changing the tax code is one of the

few direct mechanisms by which private sector activities can be redirected

216



- 198 -

without constructing a Federal bureacratic intervention, as does requlatory

or subsidy activity. Moreover, it is an activity with great visibility and

therefore great political;symbolic importance (Edelman, 1964). It is not

surprising that a large array of changes designed to stimulate innovation

'in the tax code have been either proposed or enacted.. Such proposals fall

generally into four categories: (1) special tax benefits for R&D expendi-
tures (the investment tax credit); (2) .larger allowable deductions for
support of research in universities; (3) lower tax rates for business
income derived from successful innovafions; and (4) expanded opportunities
to use business losses from technoiogy-based enterprises as taxable inqome
offsets, either against successful enterprises under the same ownership or'
against future income from the same enterprise.

Analytically, one must‘attempt to determine if these policies would
result in increased innovation, and if the benefits of incfeased innovation
offset the loss of tax revenues and increase R&D funds (Kaplan, 1976; Ken-
drick, 1977; Mansfield; 1977; Slitbr, 1966; Wolfman, 1965). These are ag-
gregate questions, however, which may have relatively little connection
with the ultimate innovative behavior of firms. As current changes in the
tax codes evolve, there will be opbditﬁhi’fie‘s' for real-time studies to deal

with these questions at both the éggregate and disaggregated levels.

Patent Policy

The primary issues in the area of patent policy and technological

innovation wan be subsumed under three general questions:

1) Does the granting of exclusive rights to inventors promote

utilization of government-sponsored technologlcal R&D better
than acquisition of title by government?. .
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2) Do patents in” general act as incentives or. impediments to
technclogical inngvation?

3) Does the currently available patent data support the conten-
tion that the U.S. is "losing its genius" for technological
innovation when compared to other developed nations?

--- The - first -question-.concerns -the circumstances in which'uFederallyr...“

funded R&D activity leads to a patentable product or process. Since 1963,

Federal policies have involved either (1) a title poliey, where the govern-
ment acquires title to the invention and the contractor/inventor retéins a

royalty-free, nonexclusive licensej or (2) a license policy, where the con-

tractor/inventor retains title and the government acquires a royalty-free;

nonexclusive license. The Bayh-Dole Bill, which took effect on July 1,

1981, introduced additional changes, primarily favoring small business in

obtaining patent rights from Federally-funded research.

The largest and most comprehensive effort to provide data concerning
the effects of patent policy on Federally-supported innovation was under-
taken by Harbridge House (1968). The study investigates the effects of
patent policy on (1) commercial utilization of government-sponsored inven-
tions; (2) business competition in commercial markets; and (3) participa-
tion of contractors in government researcﬁ and development érograms. The

report concludes that permitting inventors to retain exclusive rights

(license policy) promotes utilization better than title policy in at least

the following circumstances:

1) Where the inventions as developed under government contracts
are not directly applicable to commercial uses and the inven-

ting contractor has commercial experience in the field of the
invention, which occurs most frequently with DOD, NASA and AEC

inventionsg

2) Where the invention is commercially oriented but requires sub-
stantial private development to perfect it, or applies to a

small mé}ket, or is in 'a field occupied by patent sensitive
firms and its market potential is not alone sufficient to

bring about utilization (Harbridge House, 1968:7).
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Patent policy was revised by Presidential Memorandum in 1971 to
enlarge the authority of agency heads to waive title to contractors, and to
authorize the grant of an exclusive license under a government-owned
patent. The Commission on Government Procurement (1972) recommended the
prbﬁpt and'uhiform”impléheﬁtafion of this'reQised policy. -

Concerning the issue of whether patent policies function as incentives
for government-sponsored R&D, the Harbridge House report concludes that
educational and non-profit resesrch institutions require some measure of
exclusive r;ghts to motivate them to invest in the work necessary to com-
mercialize fheir inventions. The effect of patent policies for industrial
firms was coﬁtingent on the firm's relationship with the government. Firms
placed differing weights on the need for exclusive rights in using govern- ‘
ment inventions. At one extreme were firms who rely heavily on patent
rights tc establish their proprietary position in commercial markets and
would hesitate to invest in an invention in which they could not obtain
exclusive rights. At the other.extreme, some firms were so completely in
the government market that they attached little or no importance to patent
rights for commercial purposes.

Finally, an important difference was observed between the research-
oriented firms doing business with DOD, NASA and AEC, and the product-
oriented firms aligned with the Department of Agriculture.and the Tennessee
Valley Authority. The former were much more aggressive in their search for
useful innovations in the work they performed; the latter tended to rely on
government laboratories for innovations in their fielos.

Kitti (1979) observes that since many inventors use the protection éf
both patents and state trade secret laws, the éeparation of the effects cof

these two modes of protection is difficult to make empirically. This has
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resulted in an abundance of theoretical modelling and a paucity of empiri-
cal pesearch. Kitti summarizes the research on patents-as-incentives as
supporting the argument that longer patent life is likely to lead to both
higher levels of innovation and earlier introduction of innovations. = How-
’ever;btﬁe maghitude of this effect is not overwhelming.

Patent policy can also function as an impediment to innovation. Kitti
(1979) cites a number of studies indicating that a major barrier produced
by patent policies was the high frequency of challenged patents declared
invalid by the courts (approximately 50%). Excessive litigation is a
threat to any patent system, and is a particular problem for small firms
with limited resources for legal assistance. Other impediments meptioned
were the perceived shortness of patent life and goverriment requlations that
consumed patent life by requiring non-developmental activity (e.g., safety
testing) to occur after patents were granted.

A popular current theme is the decline of U.S. technological innova-
tion relative to other developed nations. However, the empirical data on
this matter are equivocal. For example, the ratio of U.S. patents licensed
abroad to foreign patents licensed in the U.S. declined 47 percent between '
1966 and 1975, with a corresponding 91 percent increase in foreign-origin
patents. The share of U.S. patents granted to foreign fesidents more than
doubled in 15 years, reaching a level of more thaﬁ 35 percent in 1975.
Since 1970, Japanese patenting has increased more than 100 perceht in
almost every major industrial category. However, Schiffel and Kitti (1978)

reanalyze patent application data and draw quite different conclusions.

-

{
They examine each country's filings bbth as a percentage of total foreign

patent applications filed in the U.S., and as a percentage of that coun-

try's national applications. U.S. applications in the eight countries are
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also analyzed. They find that: (1) annual U.S. patent applications in the

eight countries remained relatively stable for 1965-1974, even in Japan;

and (2) the data "reinforce the notion that rising levels of exports or

generally greater economic interdependerice explains a good deal of the rise

in foreign patent filings" (Schiffel and Kitti, 1978:334).

In summzry, while the jury is still out on the patent balance issue,

patenting still plays an important role in innovation-related research as

both an important independent variable and as an often useful indicator of

innovative activity.

Developing Scientific and Technical Personnel

Conventional wisdom dictates that an advanced industrial society
requires the best science and technology personnel available. A recent
report captures this view:

Behind achievements and performance lie the availability and

effective use of sufficient numbers of well-trained scientists,

engineers, and teachers of science and engineering at all educa-

tional levels (National Science Foundation, 1980b).

Two generic issues cut across this general perspective: (1) the ques-

tion of the supply of technical personel, and (2) the issue of movement and

flow. The manpower issue will also be discussed oh two levels: (1) the

aggregate supply and flow of well-trained scientists and engineers on a
general societal level: and (2) the supply and flow of R&D personnel within

and between discrete organizations.

Suoply Issues

The adequale supply of knowledgeable manpower is an obvious, yet often

overlooked, underlying variable of major importance in innovation. Studies
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often conclude that technical innovators are usually highly productive PhD
scientists or engineers (Pelz and Andrews, 1966). Several researchers have
advanced the notion of manpower supply as human capital 1-.3 type of in-
vestment in people (Becker, 1964). Nelson and Phelps (1966) suggest that
the technological progressiveness of a society directly depends on an edu-

cated populace, and as an example cite the remarkable progress in U.S.

~agriculture as a function of the improved education of farmers. In a com-

périson of the U.S., Japas, and newly industrializing countries, Hayami and
Ruttan (1971) conclude that aggregate investment in human capital (public
education expenditures) is a major contributing factor in a country's capa-
city to accommodate the transfer of agricultural technologies and to in-
crease tﬁe use of local technologies.

If one considers fhe supply of technical manpower &s human capital it
is also important to realize that this capital stock is not homogeneoué.
The mixture of necessary technical skills is always changingias a result of
the uneven advances across te nologiés. As a result a conéeptualization
of human capital must also consider éoncepts such as depreciation (obso-
lescence) and renewal (replacement of resources and updating of skills)-
For example, Bell et al. (1976) propose a framework for -assessing the edu-
cational system of a modern industrial society that allows for the obso-
lescence of professional skills and the necessity for long range planning
for continuing education. Updating is critical in a highly technological

age in which breakthroughs create new science and engineering challenges.

‘In one empirical study Roney (1966) finds that at least one engineer in 15

eventually becomes out of date within his/her current job assignment and

over one-half do not keep up with their general profeséion. Bell et al.

(1976) see active roles for both employers and universities in providing
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continued education through on- and off-campus courses, conferences, jour-

nals, and other means. The role of government agencies in such efforts

would be g&:otal.

Though the need for professional updating is rewdily acknowledged,

questions arise about which methods are effective, which methods would

P
e

enéineers and scientists utilize, and how much updating is necessary.
Kaufman (1974) suggests that one-fifth to one-third of an engineer's
working time be devoted to updating activity depending on area of special-

ization and job responsibility. Margulies and Raia (1972) questioned 290

scientists and engineers about methods they use for maintaining competence

in their field. As . perceived by these respondents, the most valuable

sources of updating were "on the job problem-solving" and "collegial inter-

action". Little importance was placed on formal coursework. - Given these

findings, work environment would seem to have an influence on remaining

professionally competent and current in one's field. Margulies and Raia in

fact observe that settings featuring openness of communication, team effort

in problem-solving activities, and autonomy of individual scientists and
engineers were most likely to enhance skills maintainance.
In addition to .concerns about the skill repertoire in this pool of

human capital, there is also concern about the number of people represen-

ted. Much controversy concerns the issue of current and projected supply

of scientists and engireers. Various government agencies and science and

engineering organizations routinely collect statistics on college enroll-

ments, degrees gran.ed, and emplcyment to monitcr for possible shortages.

The consensus of these surveys is that except for spot shortages in some

subspecialties basic science fields have adequate supplies of manpower.
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However, some cypes of engineers, computer scientists, and other special-

ized technologists are in short supply, and that trend is expected to
continue into the next decade. Such supply mismatches may put some public
and not-for-profit organizations under pressure to shift resources and
priorities radically.

Deficiencies in the aggregate manpower supply lead to questions simi-
lar to those raised about skills updating.. What institutional preparation
and incentives are there for individuals to receive training in highly
technical areas of Study? What is the influence of early school training
on career choices (Gordon, 1980)7 Are.secondary school teachers qualified
to teach science courses and are school fgcilities édequately equipped for
science education (Weiss, 1978)? Are high scnools exposing students to
enough science curriculum (Welch, 1979; Terleckyj, 1977)? At the univer-
sity level there are concerns about tne relaxatien of degree requirements,
reduction of Federal funding of research brojects and fellowships, short-
ageé of teachers in certain subspecialties, and lack of Federal support to
replace obsolete instrumentatio:.

Not only does technological change creates uncertainties as to what
science and technology skills will be in demand in the future, but this
uncertainty is exacerbated by Federal policies and attitudes toward re-
search and education. Johansson (1978), in a study of one university which
was heavily committed to federally funded research, examines the short run
consequences of decreased funding during 1968 to 1970. Natural scientists
were found to be more affected than social scientists; and full-time re-
searchers were more adversely affected than faculty members. The end
result was that the scientists crossed over from research to full-time

teaching, or from basic research to applied, changed from one subfield to

224



- 206 -
another, or changed jobs. The short term effects may have significant long
term consequences such as an impairment the ability of universities to

train new researchers.

Manpower Flows

Interest in manpower flows, or "the movement of people across orgami-
zational boundaries® (Ettlie, 1980:1086); arose as a result of studies
suggesting that technology transfer and innovation processes are heavily
dependent upon the infusion of new personnel into organizations (Grusky,
1960; Jervis, 1975; Ettlie and Vellenga, 1979). Such studies have given a
dynamic quality to scientific personnel issues and have forced researchers
and policy makers to look beyornd simple aggregate supply data. For exam-
ple, researchers have found evidence that scientific mobility may either
hinder (Gilfillan, 1935; Blau, 1973) or stimulate (Carlson, 1962; Ruben-
stein and Ettlie, 1579) innovation. To account for tHese contrasting out-
comes, Price (1977) and Ettlie (1980) propose that the positive effect of
mobility on innovation is subject to the laws of diminishing returns. That
is, the infiltration of new scientists info an organization results in in-
creases in technoiogical inngvativeness up to some point at which the dis-
ruptive impacts of personnel turnovgr become evident.

Manpower flows may hkzve a unique institution-building role in innova-
tion. For example, spin-off firms form when one or more researchers leave
an employer to start a new firm. Such firms may gair entry into new mar-
kets if they can find a competitive edge over other less innopative firms
in the industry (Goodman and Abernathy, 1978). Biggadike (1976) finds a
close relationship between thé presence of personnel with scientific skills

and the undertaking of significant technological innovation as a corporate
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strategy, and that the addition of a new employee with unique technical
skills could mean a radical change in corporate stratégic planning.

Seversl studies suggest that manpower flows leaé more often to radical
rather than incremental innovétions (Ettlie and Vellenga, 1979; Rubenstein
and Ettlie, 1%79; Morison, 1966). In a study of 18 textile machinery
innovations, Rothwell et al. (1974) conclude that the transier of indivi-
duals to compensate for deficient in-house technical resources would be the
"most efficient method of transferring technology". To qualify this view,
it should be noted that merely increasing skilled manpower in itself is in-
sufficient to affect the innovativeness of an organization. In order to
maximize the effect of an infusion of technical personnel, managers must
recognize the need to establish interpersonal ties among scientifié per-
sonnel (Blau, 1973; Holland, Stead and Leibrock, 1976) and to foster indi-
vidual commitment to job vs. organization (Hall and Schneider, 1972), just
to name a few.

Government cah.play a significant role in influencing manpower flows
within and between states and regions. Tax allowances for moving expenses
and differential property taxation can cushion the effects of relocation
and significantly affect migration. Conversely, disparities in social
benefits between regions are likely to affect mobility in the inverse

fashion. It is necessary 'to factor manpower flow effects into any general

strategy for affecting innovation through Federal policy.

Effects of Government Transaction Devices

Those Federal activities that involve monetary transactions between

government and the private sector, or between different units or levels of .
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government (such as Federal assistance to states or local governments), are
particularly important for innovation. These transactions involve either
acquisition (purchase via contracting devices) or assistance (transfer of
funds in the form of one type of grant or another).

A variety of such financial transactions may have an impaéf on tech-
nological change. Acquisition often involves the direct purchase for
government use of research and development and the subsidizing of technolo-
gical development, while assistance in turn may be particularly important
in the maintenance of an R&D infrastructure (such as the supply bf scien-
tific manpower), or in providing incentives and structures for the transfer
or dissemination of technologies.

This area of policy activity has not attracted much empirical re-
search, and much of the analytical work is comprised of government reports,
often with little supporting data. The most comprehensive analysis of this
nature was in the report of the Commission on Government Procurement (1972)
which was established by statute and included members of the Congress, the
executive branch and other non-governmental appointees. As noted 1in 3
follow-up performed by the Gzneral Accounting foice (1979), the Procure-
ment Commission concentrated much of its efforts on the process of buying
research or other goods or services, rather than on the results achieved by
alternative mechanisms. For example, one of the recommendations of the
Commission was that an alternative transaction mechanism be éreated, to be

in effect part grant and part contract. This cooperative agreement mecha-

‘nism was authorized in the Grant and Cooperative Agreement Act of 1977

(P.L. 95-224), although its actual implementation by executive agencies has

varied widely.
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Accountability vs. Innovativeness

Whenever public funds are expended by government there are always
questions of accountability. Government typically responds tr this need
for accountability by developing rules, guidelines, requlations, and
various devices to "protect" the public investment. However, this approach
may be particularly innappropriate when the thing being procured involves
research and development. Often the government is involved\in the purchase
of something that hgretofore does not exist, and may be investing in a pro-
cess that will likely not be repeated again. The result is that systems
designed to insure accountability may be at odds with the processes in-
volved in creating innovation and fostering technological development.

A variety of approaches have been proposed to deal with this general
problem. For example, fairly complex contracting procedures have been de-
veloped for the acquisition of 'major defense systems. These guidelines
provide for a sequential series of decision points, designed to ensure that
bidders for a contract will not be unduly constrained in their technologi-
cal tasks at each stage of the decision process, but some rational contreol
is maintained by Federal program managers. The applicability of such pro-
cedures to non-defense areas of government activities is in some dispute.

The issue of accountability vs. innovativeness is not exclusively con-
fined to contractual telationships. Equally unclear is what the structure
of the assistance relationship should be when the activity involves basic
research conducted in academic or other not-for-profit institutions under a
grant. As Staats (1979:18) describes the issue:

The fundamental dilemma here is how to achieve adequate accounta-

bility for public funds without imposing excessive controls, di-
rection, and administrative burden on reseach grantees, which

would inhibit freedom of intellectual inquiry and efficient per-
formance of research. ‘
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Although legally grants are relatively unencumbered in terms of the degree

of controcl exercised by the grantor, there are still issues of accounta-

bility involved. At the very least, it must be determined whether the

researcher did perform the research at all or squandered the money. At the

extreme, what evidence of a public benefit is there from a grant award? A

variety of administrative and accounting practices have been employed by

goverrment to address acountability concerns; it is still empirically

unclear how these practices affect the research process and/or innovation.

Transaction Devices and the Traggfer/Dissem;nation of Technology

Not only are transaction devices implied in the development of innova-
tions, but they are often a botentially powerful tool used by government to
insure dissemination and use of research findings. It is useful to con-
sider at what stage in the innovation process should government expendi-
tures be used to maximize technology transfer. Earlier we ciscussed the
differences between transfer strategies involving centralized diffusion and
those involving capacity-sharing. These two strategic alternatives have
different types of transactions or grant mechanisms associated with them.
The institution-building aspproach would be more compatible with "no
strings" block grants; the directed, centralized dissemination approach
with highly structured mechanisms, including contracts and cooperative
agreements.

Unfortunately, empirical data on the comparative effectiveness of
various transactiort mechanisms in facilitating innovation are singularly
lacking in the innovation process literature. The relative effectiveness

of large scale block grants, targeted special purpose grants, or contracts

in improving the functioning and technological sophistication of local
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agencies in areas such as education and law enforcement is particularly

debatuble. Recent choices by the current administration have suggested a

turn towards the block grant formula and a reliance on local initiative and

decision making. Ideclogical inclinations aside, there are very limited

data tc support this move (Datta, 1981), and there are, in fact, contrary

data (Kirst and Jung, 1980} to suggest that highly structured, centrally-

directed assistance mechanisms may be quite effective in influencing change

and innovation in target systems. At any rate, there are a variety of

questions for subsequent research. In fact, given that assistance mecha-

nisms may be changed radically over the next few years, we may be in the

midst of a natural experiment worthy of some data collection.

Transactions and the Science and Technology Infrastructure

Many grant or contractemechanisms involve duevices and funds designed
to have an impact on the scientific infrastructure itself. For example,
defense contracts have a certain percentage of funds earmarked for "inde-
pendent research and development", which is in effect "blue-sky" money for
the contract winner and which can be employed to pursue research directions
largely at the firm's discretion. In a similar manner, funds for overhead
are a substantial part of virtually all grant awards. The aSSuﬁpfion
behind giving credit for overhead expenditures is that such money is a

legitimate and necessary expense for research institutions in maintaining
research capabilities, lab facilities, computer centers, and the like.
However, it is also possible for institutions to use overhead dollars in a
variety of different ways, some of which may bz related only peripherally

to research capabilities.

N 23y



- 212 -

Virtually no studies examine the empirical relationship between these

various approaches to infrastructure develophent and research productivity

or innovation. All of these various devices are based on largely untested

premises and accounting approaches adopted with little theoretical or prac-
tical assessment. However, there is probably enough spontaneous variation

in the éctual implementation offthese various devices that some interesting

comparative studies could be conducted.

Mandated Technology -~ The Case of Management Decision Aids

There are occasions when government involvement with technological
iﬁyégg;g;; takes the form of mandating or encouraging the use of certain
sp%cific techniques by some population of organizations. The processes and
effects involved in this approach have been relatively little studied. In
hard technology areas, this technique has been used (as noted earlier) in
regulations to ensure environmental quality control -- in particular, air
and water pollution control devices. The approach has been much more
widely applied by the government .—- although not always recognized as such
-- in conjunction with social technologies.

Particularly prominént among government-mandated or prbmoted social
technologies have been several "decision aids" or management technologies
employedmin<éoth public and private organizations. These include brogram'
evaldation tebhniques (Abt, 1976; Sechrest and Yeaton, 1981), PPBS, ZBB,
computer modeling, environmentalximpact analysis, and téchnology assess-~
ment.  The effectiveness of these aids is determined by the nzture of the

dec}sion being made, the organizational setting, the feasibility of imple-

A. '
menting them (Berg et al., 1976; Brewer, 1973), and the inherent match (or

v

: /‘.I
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nonmatch) between criteria and situation (Cpchran, 1980). The Planning,
Programming and Budgeting System (PPBS), for eXample, Qas widely pushed in
the 1960's as a way to provide a structured B8rrangement .for feeding the
information obtained from other managemer:t teChnologies into the decision

making process (Weiss, 1972).

It should alsg be noted that the use of formal decision aids and

methods has not been restricted to public service programs or to non-mater-

ial technologies. Wherever "effects" are not adequately evaluated by
market mechanisms and where an obvious publiC interest is involved, such
techniques are likely td be employed. ExamMpleS are large scale experimen-
tal evaluations of clinical treatments or Surgical procedures. Results of
these studies have considerably altered the pPractice of private sector
practitioners. In fact, the Federal government, through the regulatory
process, has mandated the use of some evaluatiZn systems in industry during
the development of particular products, t0 aSSess their impact on public -
health and safety. Mandatory testing of neW drfugs is an example.
Maniagement technologies represent interesting innovations in their own
right, and can alsp be seen as important iﬁ?ervening factors in tﬁe process
of innovation in other areas. Thus fhey may bs both dependent and inter-
vening variables, both innovatiqn outcoﬁe and innovation Dprocess.  Such
management technologies play a crucial pﬁrtkin decisions throughout the
innovation process. In circumstances invol%ing higﬁly'complex innovations

with multiple and ambiguous effects, formal protesses of evaluation provide

a way of "keeping score" in the absence of market cues (Edwards, Guttentag

and Snapper, 1975). Such tools are used by th® dewveloper during the proto-
type stage to assess the worth of the oridinal innovation. This informa-

tion in turn, serves as a decision aid te potsntial adapters during the
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dissemination progegss. During implementation, evaluation is used to decide

how to adapt gnd whether to expand or continue the technology, and whether

to incorporate the innovation as standard practice.

Unfortunately, relatively little empirical work has been done con-
gErning the impact of decision aids.and the use of knowledge derived from
Lhem in decisjign making; Patton et al.'s (1977) study of the impact of
Federal health evgjuation research pinpoints the importance of the "pé:i
sonal factor" of highly motivated individuals in the utilization process.
Caplan (1977) guryeyed Federal policy-level decision makers to analyze
their utilizatjon of social science research findings. They conclude that
the factors whijch reduce utilization involve value and ideological differ-
ences between gecjsion makers and social scientists. On the other hand,
Weiss and Bucuyalas (1977) find that research which challenges the status
quo provides an "glternative cognitive map”, and is characterized as faci-

litating the fyture development of innovative programs and policies. Other
work in this area is summarized by Weiss (1977), but the field is quite
dissaggregated,

Management decjsion technology also plays an important decision making
role in private sector innovation, though the development of operational

frameworks generaljzable to more than one firm or industry has yet to

occur. Models for project selection, project termination, and other criti-

cal decision pgints must carefully incorporate information about external

and internal uncertainties, information often not uniformly obtainable or

even reliable. Regearchers have attempted to pinpoint critical factors

considered in R4D decisions (Bruno, 1973; Rubenstein et al., 1974) and

subsequently to jncgrporate these factors into normative frameworks (Baker,

1974; Schwartz gpd vertinsky, 1977). But progress in conceptual refinement
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of R&D decision making has not been attended by equal progress in research

on the actual use and impact of such frameworks on the innovation process.

B N .
As has been noted, decisiop aids and management technologies can be

viewed as innovations per se, and their dissemination, adopfion and imple-
mentation-of such techniques can be studied in a manner analogous to other
technologies.. The use of OR/MS techniqd;s is, as noted earlier, a major
strand in the implementation perspective (Bean et al., 19.5; Bean and
Radnor, 1980). In these studies the dependent variable is typically a sur-
rogate -- that is, some measure of the %ethodological quality or sophisti-

cation of the process being deployed, rather than a direct assessment of

the contribution of the management technology to productivity. For exam-

pie, Bernstein and Freeman (1975) examine the use of evaluation research
methods in a sample of 152 studies. The key variables predicting "evalua~
tioc: quality" (defined as the use of the best methodology available) in-
cluded the nature of the award (grant vs. contract), duration of the pro-
ject, its theoretical underpinning, type of organization, project outcome,
project director's academic discipline, and organizational arrangements

between the research team and the evaluated program. Stevens and Tornatzky

(1980) studied the adoption and implementation of program evaluation metho-

dologies as an innovative practice in drug abuse programs.

Management decision technology, viewed as both an intervening variable

and an innovation, can be seen as an attempt to reduce organizational un-

certainty regarding the characteristics of an innovation or its optimum
usage or effects. Clearly it is a subject for future research. One area

needing work is the impact of evaluative research, as an innovation, on

organizational structure and technologies. In addition, only a few studies

such as Stevens and Tornatzky (1980) have focused on decision aids as the
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innovation per se. The use of such non-material technologies in both

public and private sectors pose particular problems of implementation, and

can fruitfully contribute to that literature (as, in the case of management

science techniques, they have in the past). In any event, it is clear that
the use of certain social technologies is rather more complex than usually

allowed fdr by government policy makers.

) Summary

This chapter has reviéﬁed a wide variety of mechanisms- intended to
increase the overall deployment of technology in the U.S. through Federal
interventions. The generai impression is one of diversity and indeed
minimal coordination. On the other hand, considering the lack of empirical

evidence bearing on the relative effectiveness of such transactions, it is

perhaps better to "let a hundred flowers bloom" than to rush to premature

consensus. The field remains open to conceptual and empirical development.
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SUMMARY: LESSONSLEARNED AND UNLEARNED

236




SUMMARY: LESSONS LEARNED AND UNLEARNED

This review has moved widely and rapidly through a large and diverse
body of literature,  with relatively little attempt at synthesis. This
final part briefly summafizes what seem to be the most important conclu-
sions to.be drawn from the review. Some conclusions are specific to par-
ticular bodies of knowledye; some cut across fields and disciplines.

As noted at the beginning, an understanding of technological change
must focus on the organizations where technology is used. Moreover, a
working definition of technology should include both its material/physical
aspects and the social/behavioral implications involved in the use of such
physical tools by people. Innovation -- technology new to a given organi-
zation -- is bounded in its effectiveness by beth technical and social

‘dimensions. Starting from this base, the following points stand out:

Part I: Definitions and Approaches

o Innovation is usually a lengthy process (often spanning years)
that involves relatively consistent steps or stages charac-
terized by discrete decisions and behaviors. '

o There are two major points of view from which stages of inno-
vationn processes are commonly defined: the point of view of
the producer of the technology, and that of its user. The
former encompasses activities ranging from basic research/idea
generation to marketing and dissemination; the latter encom-
passes activities ranging from awareness of technological
opportunities to eventual implementation and routinization.

_37



Part

II:

- 218 -

The innovation process involves many social units rangii.qg from
individuals to groups to organizations to industries to vocie-
ties, and any mode of analysis tied exclusively to a single
discipline or one which focuses on only a single social unit
wiil be incomplete.

Characteristics of technolovies as perceived by users seem to
be related to their adoption and implementation. There 1is
some debate, however, as to the extent to which these charac-
teristics are inherent in the technologies or a function of
the setting in which the technologies are deployed.

"Knowledge-based social technologies" involve replicable pro-
cedures of known efficacy rather than material artifacts.
They should, however, be analyzed in the same terms as mater-
ial technologles

The usual indices of innovation -- adoption and implementaticn
-- are not ends in themselves, but rather means to ends such
as productivity, profit, or effectiveness.

Organizational and Contextual Component

Organizations and organization members usually experience high
degrees of uncertainty about how technologies are defined and
used, and this uncertainty affects the organizational context
within which technology is applied. Organizations which can
cope with a higher degree of uncertainty are more efficient in
accomodating to innovation than those which are highly struc-
tured, linear, and "rational".

Characteristics of organizational structure such as complex-
ity, formalization, and centralization seem to be related to
innovation, but the mechanics of those relationships are un-
clear and there is high variability in the magnitude of the

effects.

Organizational size seems to be an important factor in tech-
nological innovation, but size has seldom been adequately
conceptualized or measured and may reflect the effects of a
number of other variables.

Innovation often involves exchanges of knowledge and resources
between organizations, and the manner in which these boundary-
spanning relationships are transacted is affected by the norms
and procedures of the interacting organizations and the re-
wards for the interaction.

Organizational contexts or environments can be described 1in

many different terms, both economic and social; they signifi-
cantly affect organizations' capacities for innovation through
constraints on resources and information required for making

effective organizational decisions.

. \
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o There are more similarities than differences between public
and private sector organizations at the level of their innova-
tion behavior, despite apparent major differences in their
economic milieu and incentive structure.

o A number of characteristics appear to differentiate indivi-
duals who are "innovative® from those who are not, but these
findings are probably barely generalizable either to the or-
ganizational level or to complex innovations.

o Certain social/organizational roles played by individuals
(e.g., "product champion™ or "entrepreneur") appear to be
particularly important in the innovation process, but it 1is
unclear whether people exercisiny these roles are born, devel-
oped, or the results of serendipity and circumstance.

o The relative importance to innovation of individual behavior,
group dynamics, organizational context, and economic/societal
factors, and how these influence and condition each other,
remains a major question for future research.

Part III: The Sequence of Innovation Activities:

o Since innovation 1is a set of activities which takes place
within organizations, it is helpful to look at what is known
about organizational dynamics. Public policies - succeed OT
fail at the level of the organization acting in response to
them, such as a production facility, R&D department, oOT

school.

o The organization, placement, management, and interconnection
of the R&D function is particularly important to innovation,
but the relationships are highly contingent and do not lend
themselves to simple prescriptions.

o The choices involved in designing complex technological sys-
tems (such as production facilities) involve many tradeoffs
among technical, social, and economic components; such designs
are never permanent, but must be constantly adjusted as these
components change.

‘o Implementation -- deploying innovations from concept to prac-
tice -- is the part of the innovation process where succesS OT
fFailure of the effort is critically determined. It is very
unclear, however, to what degree implementation can be influ-
enced by macro-level policies.
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A crucial implerentation research question is the degree to
which innovatiors get changed or adapted from their prototypes
as they are put into practice, and the circumstances under
which such changes reduce or enhance the effectiveness of the
technology. This involves identifying the crucial elements of
technologies and developing ways to determine whether they
have in fact been deployed.

Successful implementation seems to be related to interpersonal
interaction, participation in decision making, a percention of
control and on the part of those affected by the implementa-
tion, and decentralized and non-bureaucratic strategies for
intreducing change.

Product R&D that is tied to the firm's marketing functicne and
strategy is more likely to yield commercially successful inno-

vations.

Effective dissemination of innovations is strongly enhanced by
face-to-face interactive communication.

Systems of technology transfer which place the major responsi-
bility on the user to identify needs and possible technical
solutions do not transfer much technology; however, strcrg
"technology-push" systems run the risk of transferring inap-
propriate or unusable solutions which have a low rate of ef-
fective implementation.

The more a technology transfer system encourages direct com-
munication between source and user in the choice of the know-
ledge to be transferred, the greater will be its success as

seen by both sides.

While university/industry research interactions and knowledge
transfer promise much in the way of technological innovation,
there are significant incompatibilities between industry and
the academy in goals and rewards and a limited understanding
of what structures and processes best facilitate such cooper-

ation.

Evidence attesting to the innovativeness and growth potential

of small high-technology based firms is suggestive if ambi-
guous. The operational meaning of "smallness" and the defini-

tion of what specific factors are responsible for such success
remain to be established.

Commercialization and demonstration projects operated by
government have had a checkered pattern of effects, primarily
because of neglect of market forces in project selection and

staffing.
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Parc IV: Government Policies

o The effects of regulation on innovation are likely to be in-
dustry and technology specific and to vary as a function of
the nature and practices of the regulatory agencies and the
political climate in which regulation is decided. Few broad

generalizations are feasible.

o At an undifferentiated level, tax and patent policies can
affect decisions about resources available for R&D and for
implementation of new technology, but the effects of specific
choices about such policies are difficult if not impossible to

determine even in retrospect.

o GCoverrment policies intended to affect the technological in-
frastructure through use of different transaction devices
(grants, contracts, procurements, mandating of technology,
etc.) are based largely on legal and accounting criteria, and
have little demonstrated relationship to innovation outcomes.

o Movement of technical personnel is a major vehicle for techno-
logy transfer, and the aggregate supply of technically trained
individuals is associated with aggregate innovation, but the
mix of public and private initiatives which can most effec~
tively influence such supply and movement remains largely un-
known.
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