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ABSTRACT . ‘ .

In recent years economists have attempted to estimate
the private and social rates of return from investments in education.

 Another area that must be considered is the effect of education on
the rate of technological change and on capital formation, Still
another factor that must be taken into account is the organization of
education and research and development (R&D). Because education
contributes to economic growth by influencing the rate of diffusion
of innovations and because American educational institutions
influence the diffusion process directly as well as via their
students, government and industry must cooperate to develop R&D
efforts that focus on future demands and training programs for
researchers and scientists:. Among the types of studies that are
particularly needed are the following: econometric productivity
studies that include education; investigations of the educational
level of inventors; examinztions of the effect of educational. levels o
on the nature and shape of learning curves; analyses of the
relationship between the educational level and speed of response to
innovations; and constructions of simple mathematical models relating . .
educational levels, the rate of diffusion of new technology, and the

rate of economic growth. (This analysis is one in a series on the
relationship between education and productivity.) (MN) :
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Ll In this paper, commissioned by the National Institute of Education, I .

have been asked to address the following questions- (1) boes education affect
p:oductivity growth apa:‘:f £rom its effects on the quality ‘of the labor force?
“(2) Does education have 1a.rge and potentia.lly measurable external econcmies
not captured through wages and salaries? (3) wWhat chanqes in the organization
of R and D activities - including the ways in which R and D is linked to user
organizations, universities,.‘ and tl-’xe‘ goveniment -~ might ihcrease the impact
of R and D on productivity growth? (4) Are prospective supplies of research
scientists, engineers, and tech.nicians sufficient so that productivity grcwth
will not be greatly hampe:ed by personnel "shortaqes"" (5) To x_vhat degree is
chere cooperation and/or competition between priva.te industry, univcrsities,
and govermment in the provision of R and D and the employment and training of
researchexs? ’ ’ | ,.

at the outset, it shculd be recocgnized that my treatment ~”of these questions
must be brief. and selectivo. In the available space, I can only describe

cursorily scme of the relevant facts and models, s marize some of the salient

\)

g work cazried out to date, indicate some majo;. methodological problems, and

E sketch out a half-dozen types of research that seem feasible and worthwhile.

“ The pu:r:pose of this paper is to discuss the existing state of the art in this.

8 area a.nd how it can be improved th::ough futu.:e regearch, not to_ carry out such
resaarch. Sections 2-3 take up the measu:ed :eturns from education and

o education's effects on ths quality of labor input, as well as its externul
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effects. Sectians 4-6 discuss the znterrelationships between education,
R and D, and capital formation in the process of economic growth, as well as~
the importance of the organization of education and R and D. Sections 7-9

deal with education's effects on the diffusion of innovations; Sections 10-12

. take up the supply of scientists and engineers; and Sections 13-14 deal with

the cooperation and competition between various sectors of the economy with
regard to R and D and.the supply of manpower. Sections 15-20 suggest six types
of research that, in my opinion, seem worthy of consideration. Section 21

provides scme concluding remarks.

G

2. Rates of Return and External Effects of Education

In recent years, econcmists, following the lead of Theodore Schultz,

Gary Becker; and othexs, have attempted to estimate the private and social

1

rates of return from investments in education. Studies pertaining to the
1950s and early 1960§'genera11y found that the private rate of return was
relatively high. (for example, see Table 1l,) But with regard to the market
for college graduates, there seemed to be a notable change in the late 1960s.
The large increase in cdllege enrollments added to supply, while a levelzng off
of the upward trend in some professicnal and managerial joks resulted in a less
than prqportioﬁal increage in demand. Richard Freeman has estimated that the
privatea rate of return to B.A, training fell from 1l.5 percent in 1969 to
8.5 percent in 1974. (See Table 2.)t |

Of course, social rates of return can be quite different from private
rates 5% return. Because students and their families péy onlx-part of the
social costs of education, the social rates of return may he §§law the private
rates. (For example, see Tables 1 and 2.) The difference may be larger in

countries where higher education is more heavily subsidized %han in the United
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Table 1 =~ Private and SociallRates of Return from Investment in
Schooling, White Males, U.S., 1959

_Marginal .. Marginal
Level of Education : . private return social return

Eighth-grade education : 48.7% 19.8%
one to three years of high school . 25.4 16.9
High school graduation . . 14.5 o 11.3

\
t

One to three years of college ' 12.1 8.3

College graduation 7 15.1 : ' 11.0

Source: ’Fred Hines, et al., "Social and Private Rates of Return té Invest-
ment in Schooling by Race-Sex Groups and Regions," Journal of Human
_Resources (Summer 1970). - '




Table 2 =-- Social and Private Rates of Return from COiiege Training, -
Males, 1959-74 N

v e mmmaes my e - - C e e -

e . . Social | .. . rprivate
Year : Rate of Return _ Rate of Return
1959 B 10.5% o 11.0%
1969 : i 11.1 E - 11.5

1972 ‘ ’ - 9.5 , . 10.5

1974 o - 7.5 8.5

Source: Richard Freeman, "Overinvestment in College Training?," Journal
of Human Resources (Summer 1975). o '

—
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States. In the United Kingdom, Mark Blaug has estimated the private rate of
return from higher educataon to be 14 percent, in contrast to the social rate '

of return of only about 6.5 percent.2

v

_ Such rate-of-return calculations have drawn criticism on a number of

“

counts, one being that they do not take adequate account of the external effects‘7v

@

~of education. The education of one . person, besides ra131ng his or her ewn -+ = T~

productivity, benefits others. Many have argued that a better educated
citizenry should be more active in public affairs and better able té agsume
the respongibilities of citizenship. LBetter educated parents are lzkely to-

be better able to, and perhaps more inclined to, provide a stimulating environ-

ment for children in their pre-schecol years, as well as later. Moreover, as
Ty
we shall indicate in much more detail in subsequent sectiens, education has

an effect on the rate of technological change and on the rate of diffuszon of .
\

innovations. These external effects may be verwv great., However, very little
igs known about their size, due largely to the enormous problems involved in

measuring them.

o
¢

3. Pducation's Effects on the Quality of Labor Input
I'd
Studies of the relationship between education and economic growth have

tended to emphasize education's effects on the quality of labcr input
Without question, these effects are very important. A person's education

helps to determine what jobs he or she can perform and how well he or she can ~-

perform them. 5 continual increase in the educational level of the American

 labor force has-improved-the gkills and versatility of labor and contributed

‘to economic growth.
According to Edward Denison and others, this effect of education has been
an important»source of U.S. economic growth at least since 1910, and

o
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Particularly since 1930.3 TebleZB shows the changes during 1948-76 in the
educational d@stribution of persons employed in the business sector. It ;s
AeVLdent that there has been a very szgnifzcant increase in years of school -
completed For example, only about 12 percent of males had some college
training in 1948; in 1976, this pexcentage was about 32,

As Denison and others have pointed out: various educational éroups should
be weighted by relative values, or marginal'prodncts, of the work their members
do, not by the years‘their members spent in school. Table‘4'shows the earnings
differentials among various educational groups,‘based on census data for 1959
and 1969. When these data are adjusted for academic ;ptitude‘and socioeconomic
status of parents, the weights obtained by Denison are shown in the last two
cdlumns of Table 4. One noteworthy point is that there seems to have been a
reduction between 1959 and 1969 in the earnings differential between the most
highly educated group and the least educated group. , -

Besed on Denisocrni's figures,_b.s percentaqe points of the 2.4 percentage

" peint annual insrease in national incomevper person employed during 1948-73
were due to education“s effects on the quality of labor input. During 1?75;76,
Denzson s results -are eveén more impresszve-‘ Although national ihcome per
person employed fell by 0.5 percent per year, education'’s effects of this
sort increased national income per person employed by O. 9 percent per year.
Among the przncipal reasons for the bigger contribution of education to the ‘

increase of national income per person employed in 1973-76 than in 1948-73

were’ that government absorbed a smaller share of the increase in the highly

educated: and that the average age of adult workers fell.
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» o Table 3 == Percentage Dzstributzon of Persons Employed in the Business

° _  Sector, by Sex and Years of School cOmpleted 1948, 1964,
and 1976 . _ -

vears of school . - Males . Females

completed 1948 1964 1976 1948 1964 1976
None : < 0.67 0.32 0.34 0.26

‘ . 8,76 4.37 {
Elementary, 1l-4 3.56 1.65 ~1.,67 0.72
Flementary, 5-7 14.64 8.90 4.65 9.88 ;- 5,93 2.75
Elementary, 8 21.04 14.13 6.36 .18.15 11.72 4,92
High school, 1-3 - 20.17 19.78 ° 15.68 18.77 * - 19.58 15.97
High.school, 4 23.10 32.50 38.80 37.33 46,02 49.88
College, 1-3 6.58  1c.23  15.69  7.51  10.14  16.28
College, 4' . : 6.25 10.00 " 3.42 6.42
5.71 3,98

College, 5 or more 3.97 6.85. 1.20 - 2.80 -

Total : 100.00 .. 100.00 100.00 100,00 100.00 100.00

Source: Edward Denison, Accounting for Slower Economic Growth (washington,
D.C.: Brookings Institution, 1979).
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== Standardized Earnings and Weights, Nonresidential Business, .

rable 4
1959 and 1969

13 ‘.‘?
o .

R - gtandardized earnings Weight
vears of school (Elementary, 8=100) - (Elementary, 8=100)
comple¥ 8 1959 . 1969 1959 1969

* None 71.6 82.1 ' 75 87
Elementary, 1-4 86.5 " 89.7 89 93
Elementary, 5=7 95.5 95.6 T . 97

Elementary, 8 100.0 £  100.0 100 . 100
High school, 1-3 - 112.6 112.6 111 : 111
High scheal, 4 127.3  125.6 124 122
College, 1-3 153.9 148.5 147 142
College, 4 201.3 195.6 - 189 184

Callege, 5 or more 264.2 243.2 219 - 207

Source: E. Denison, op. cit.




4. Education, R and D, and Technological Change

Besides having an important effect on the quality of labor input,’

education also contributes to economic’qrowth via its effects on.the rate of T _. _ ..

T technological change. />Clearly, a nation§s rate of technological change depends

on the smze and quality of its educational system. In this regard, it is

important to point out that science and technology are two quite different
\

R
things that have drawn together only recently. Until the twentieth century,
it was not true chat technology was built on science. Even today, many

%

technological advances rely on little in the way of science. However, in more
and more areas of the econcmy (such as aircraft, electronics, and chemicals),
technological change has come to depend on a strong scientific base. Merely

¢ to imitate or adapt what others have developed, a nation needs high-caliber

‘Scientists.

_ A nation's educational system influences its rate of technological change

---in at- least three ways. First, and perhaps most obviously, it determinés how

many scientists and engineers are graduated, and how competent they are.
clearly, the rate of teqhnological change depends on the quantity and quality
of the available scientific and engineering talent. Second, the educational
system influences the inventiveness and adaptability of the nation's work
force. Despite the closer links between technology and science, workers and’
independent inventors remain important sources of inventions in many .. areas.

\

Third the educational System also influences.the rate of technological change
and innovation via the training of managers.

Industrial managers are a key agent in the'innovative‘procEss. It is
important to recognize that the proper management of innovation is much more
than cstablishing and maintaining a .xesearch and development laboratoxry that

‘pProduces a great deal of good technical output. The coupling of R and D

10
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'premium on workers’’ being able to learn new techniques quickly,‘ Highly

10

with marketing and production "is crucial. Many good ideas are not applied

z

properly because the potential users do.not really understand them, and many
R'and D projects are technically successful but commercially irrelevant

because they were not designed with sufficient comprehension of market realities.

' The crucial coupling task is up to manjgement.

o

®
S. Sorting out the Effects on Economic Growth of

Education, R and D, and Capital Formation

Whgn one fecoqnizes that educatién affects the .rate ofve;onomic growth
via its eéfects on the rate of technological change, as well as through its
effects on thé égality of labor input, it becomes much more difficult to )
measure the contribﬁ£ion of education to econimic growth. The effects of
edugation and’'R and-D are.mixed up«%n_a'variety of ways. For example,‘current
invésémenté'in educatior. reduce the cost of generating téchnological change
in the future because they push the. supply curvés fbr Scientists and engineers
ﬁo the right. At the‘samé time, a rapid fate of technological ;hange is
likely to increase the returns from greater education. Thus, some of %ﬁgﬂﬂ
returns apparently due to education may reflect the rate of technologicél
change, ‘ ; ’

To see why a rapid rate of technological change is likely to increase the s

returns from greater education, note that rapid technological change puts a

educated workers ffequently are required in the plant when processes are new -

1

because these processes have not been routinized and laid out for people who

. .
do not understand many aspects of them, Similarly, highly educated workers

12

frequently aré required in the sales force when products are new because oply

7

such workers are able to grasp quickly the nature and advantages of these

3

products and to communicate them effectively to potential purchasers and uéers._

. T

~
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Befofe'qeinq any further, it’ should be recognized that there also are-
great difficulties in separating the effects on economic growth of education
or Rand D frcﬁ those of investment in physical capital. To a considerable

extent, new technology must be embodied in physical capital to be used. For

13

° example, a nume:ically controlled machine tool must be built to take advantage

of certain advances in machine. tool technology. At the.same time, advances in
technoloqutend to increase and sﬁstain'the returns from investing in physical
capital. Without the technological advances that have occurred since his day,

some of Ricerdo’s dire predictions concerning the returns from such investment

might well have.ccme true,

6. Importance of the Organization of
Education and R and D

IS

_ Still another factor that mest be taken into account is the organization
of education and R and D. The contribution of both education and R and D to
economic grcwéh depends’on their organization and their relationship to
industry and management. In ehe UniQed States, much-besic research is carried
out in educational instituﬁions. In contrast to industrial and government
laboratories, the tradi;ional responsibility of the universities has been to
expend the.frogﬁiers of basic science, rather than’td develop particular new
prodﬁcts. Universitiss perform oﬁer half of the nation!e basic research,
and have the unique responsibility of providing the scientists and engineers
of the future. These two functions = basic research and graduate education -
are closeLy related; in many cases, the president's Science Advisory Committee's

1960 statement that "each is weakened without the other" is quite corregt.

Turhing to industrial R and D, the probability that’an R and D project

will be commexrclalized (given technzcal completzon) is directly related to

the degree to which R and D and ma:keting are integrated. In some firms,

12
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the R and D staff has not always worked very olosely with the marketing staff ,‘
the result being +hat the R and D output has not been as well mated with

market realities as it might have been. The R a::d D staff should be able

and willing to respond to the marketing staff's needs, and the marketing staff
should be involved in R and D project seleotion. Successful innovation n

depends on R a.nd D being integrated with marketing. Detailed data indicate

< that tims that effect a clogser integration. between marketing-and R and D

A«

tend to increase the probability of commercialization (given ‘technical comple-

tion) sigmificantly. Case studies of successful and unsuccessful innovation

‘seem to point in the same clire::'t'.:i.ou.4

>

To illustrate, cons:.der;rthree chemical firms of roughly the same size and

with very smilar R and D upenditures. At about the same time, they all ~~ "7~ 7

experienced reorganizatiéns. In two firms, the result was a closer integration
of Rand D with marketing. ” CQmunication channels and networks linking th

were inproved, and marketing s input +o R and D decision making increased
eubstantially. On the other hand, in the third firm, the reorganization
resulted in J.ess integration of R and D with marketing R and D tended to
establish its own,c::iteria and priorities regarding pro'jects without paying

nearly as much attention to marketing as before the reorganization. Based on

;data ‘concerning more than 330 individual R and- D projects that ocourred from -

three to -seven years before ths reorganization to five to eight -years after
it, we could compare the probability Yog” comnercialization (given technical

comp;.etion) before the reorganization with that after the reorganization 'in

each f£irm, (See Mansfield (L981b) ) This probability increased by about

20 peroentage points in the two firms that effected a cloeer integration of . ~—
R end D with mrketing, and it fell by about 20 pereentage points in the firm

that pemitted less integration of R. and D with marketing

. -




.. A.substantial pe:oentage of a firm's R and D results may lie fallow
because other parts of the firm do not make proper use of them. According to
estimates made by executives of i8’o£ the firms studied in Mansfield et al. (1977),
the percentage of R and D projects that were economic successes.would have
increased by about one=half if the marketing and production -people had done a
proper job in exploiting them. (And it is important to note that the non=R and D’.A
executives seemed to agree on this point with the R and D executives ) 1If this
figure is anywhere close to the truth, it suggests-thatAfaulty interfaoes

between R and D and the rest of the firm result in a very substantial decrease

in the productivity of industrial R and D.5

7. Education and the“biffusion of Innovations
Education contzibutes.to econcmic growth by influencing the rate of

diffusion of innovations,'as well as the rate of technological change., The

rata of diffusion of innovations is, of course, of great importanoe,‘since

no matter how splendid a new technique or product may be, its effect on econcmic

growth will be nil unless it gains acceptance.' According to toe available

data, it frequently takes a decade or more before ope—half of the

pajor £irms in an industry begin using an important innovation. And in many

cases, it takes longer. The rate of diffusion varies widely. For example,

zt took ahout f£ifteen years for half of the mejo: pig-iton p:oduce:s-to use the.

bypreduct coke oven, but only about three yea:s for half of the majer coal
producers to use the continuocus mining machine.' (See Mansfield /1968/.)

ﬂ!ﬁe:e is considerable evzdenoe that better educated manaqe:s tend to be
quzcker to adopt new technology than poorer educated manage:s. In agrzculture,

Everett Roge:s (1962) reports that a numbe: of studies have found that

’eduoation was related to how rapidly a farmer began using a new techoique;

1
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This would e expected, since better educated farmers are likely to be better
informed and better able to judge the benefits and costs of innovations than
less well educated-farmers.

' In the tool and die industry, Mansfield (1971) found that whether-or not

a firm adopted numerically controlled machine tools before 1968 was related to

the education of the firm's president. Better-educated entrepreneurs were
in a better position to understand the igsues regarding numerical control, )
to have the flexibility of mind to use it, and to be in contact with technical
and universzty centers and® the relevant literature. Most of the users (for
which we haveudata) were college graduates, but most of the neonusers f£inished
high school or less. The difference was statietically siqnificant. |

Anothe: variable that might be expected to influence'whether.or not:a"—“*“”"
ool and die firm adopted numerically controlled machine tools is the age of
the firm'e president. Younger entrepreneurs may be more 1ike1y +o make the
break with»the past, their emotional attachment +o old skills and old
technology being weaker'and theiz willingnece to take risks probably being

greater than their older rivals. The data are consistent with this hypothesis,

" the median age of the Gsers being about 48 and the median age of the nonusers

K

being- about 55. ‘However, age and education are themselves correlated, and
when a multiple'regression is run (age and education being independent variables,
the dependent variable being a dummy variable showing whether or not a firm
used numerical control before 1968), the effect of education‘is statistically
igniﬁicant, but the effect of age is not. | Q” |
In a eubsequent study in Mansfield et al. (1977); it waS'determined that
education had a szgniticant effect on how rapidly a tool and die firm began

using numerically controlled machine tools, when several other variables are

" held constant. The relevant regression equation'is;

4
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I‘ . ) . .
(L) X = 0.129 + 0. 03221 - 0. 123ni’+ 0. 014Hi - 0.0273; + O. 212, ,

(1.257) (1.497) (3.608) (2. 201) (3. 135)i

- - - . -

where xi equals one if the ith firm used numerically cbntrolled machine tools
by the beginning of 1970 and zero otherwise; H; is the f£irm's size, measured

by the number (in thousands) of employees; ny is the number of people in tha

- £irm who had to approve a decision to’adopt numerically controlled machine

o

tools; Yi is the number of years that the managers of firm i had known of numeric-‘
ally controlled machine tools (as of 1970); and A, is the age (in 1960) and Ei -
is the education (in years beyond the eighth grade) of the managers involved in |
the decision. The coefficients of E;, H;, and A; are all significant at the |

5 percent level, the coefficient of ni is szgniﬁicant at the 10 percent level,
and the coefficzent of ¥y ig significant at the 15 percent level © {The

t-statigtics are shawn inuparentheses.)

Dat;;are also available for industries orher %ﬁan tools and dies. Basqd -
on information cnncern;ng 104 firms in ten industries (aircraft engines,
airframes, printing presses, coal-mining machinery, digital computars, large
staam turbines, machine tools, farm machinery, tools and dies, and industrial
ingtruments), an increase of 10 percent in the years of schooling_of the
company's presidant; other things egqual, is assqciateé with.a 0.02 increase

in the probability of use of numerically controlled machine tools by 1970.

8.-VEducarion and Diffusion; A Simple Model

About 15 years agé, Richard Nelson and Edmund Phelps (1966i pub1ished .

a model\relatihg education to the diffusion process. Although this medel

2

is "as simple a one as we can inyént," according to the authors, it is worth -

scme consideration. It is assumed that

(2) | Q(t) - r/x(t). At) L(E) / ' 16 |

A(t) is the index

where Q is output, X is capital, L is lahor, and t is time




of technology in practice. T(t)‘ is the level of technolegy that would ‘prevail
if technological diffusion were completely instantaneous. Supposing that

the la.tter technology level advances at a constant rate )\, .
- At
(3) T(t) = ’!.‘Oex .

Assum.ng tha.t the time lag (w) between the creation of a new ’technigue and

its adoption 'is inversely related to some index o£ educational attainment ’ h,
(4) A(t) = T(t - w(h)),

_ where w'(h) < O.

One interesting implication of this model is that, all other things equal, '

the retui:n' .to education is directly related to ), the rate:of advance of the

theoretical level of technology. Specifically,

v

(5) QQ;%),.;W- (h.)” x Wage Bill

Consequently, the marginal productivity of education is an increasing function

of )\, given the wage bill, and is positive only if x> 0.7 v

9. Educational Institutions and the Diffusion Process

HAmerican educational institutions have influenced the diffusion process
directly, as well as via their students. Particularly in the agricultural
sector, universities have played an active role in the dissemination of new
technology The federal extension staff serves as partners with state
governments, through theix land-grant universities and county governments,
to form the Cooperative Extension Service. These levels of government share
in financing and conducting educational programs to help the public learn
about and apply new technology developed at the land-grant universities,

_ ]f? ]
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the Department of Agriculture, and elsewhere. Therstate land—grant universities
have a staff of specialists, plus area and county agents working with
individuals and groups, to help them apply new technology

In 1965, the State Technical Services Act was passed by congress. It
author? zed for industry a program somewhat analogous to the agricultural
extension service — universities and technicul schools throughout the country
distributing technological information to local'firms andvserving as economic
planning centers for their areas. The program, under the direction of the
Department .of Commerce (which proposed a similar plan in its earlier Ccivilian
Industrial Technology program), was expected to include about 30 states in
its first year. The major purpose of this industrial extension service was
to inecrease the rate of diffusion of new technology. Some firms, particularly
small ones, are slow to adopt new techniques because.they are unable to
comprehend and evaluate technical information. The industrial extension sexrvice
provided demonstrations, short courses, and conferences, as well as referral
to specialized consultants and experts. In this way, it hoped to narrow the
gap between average and best practice.: o

After a relatively short life, this program was discontinued by the
_ govermment. Unfortunately, the industrial extension service faced problems
' that were .absent in the case of the: agricultural extension service. Whereas
the latter could deal with a relatively homogeneous group of clients, the
former could not, whereas it was possible in earlier days foxr an agricultural
extension agent to be familiar with most relevant aspects of agricultural
technology, it is impossible now for anyone to be familiar with most aspects

Q?

of industrial technology whereas individual farmers seldom view each other as .

competitors, in manufacturing, one firm's gain in productivity and sales may

be partly at the expense of another. In addition, it is'more difficult in the

.-184 —
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Gase of the industrial extension-service to delineate the set of'appropriate

clients; ‘The f£irms that were most eager to use the service and those that

. were easiest to nersuade to adopt new techniques were not nacessarily those

for whom the service could do the most good.’

3

10. Scientific and.Engineering Employment
Since world war II

In any discussion of ‘education and R and D, it is essential that attention
be devoted to the adequacy of existing and prospective supplies of engineers
and scientists. This is a question that has arisen continually over the past

30 years, Since:-World Wwar II, there have been three quite distinct periods

with regard to the employment of engineexrs and scientists. Tne‘first period,

frcm about 1950 to 1963, was marked by rapid grcwth of "jobs for engineers and

scientists. As shown in Table S5, the employment of engineeks and scientists
grew by over & percent per year, which *vas far in excess of the rate of grcwth

.of total nonfarm employment. In part,. this rapid increase was due to increases

in defense activities and in the space program. During thiswperiod, there
were many complaints of a shortage of engineers and scientists. | |

The second period, from about 1963 to 1970, saw the employment of engineers
and scientists grow at about the same rate as total nonfarm employment. The
employment of scientists grew more*rapidly‘than the enploynent of engineérs,
because there was a relatively rapid increase in college enrollments and
research programs. The relatively slow rate of iacrease of engineering
emplcyment reflected c;tgacks in defense programs and space exploration, among |
other things. v . . :

The third pexriod, from about 1970 to 1976, was marked by a very slow
grcwth of scientific and engineering employment Whereas total nonfarm

enplcyment grew by 1.9 percent per year, the emplcyment of engineers and . I; -
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' Table 5 == Average Annual Percentage change in Scientific, Engineering, and
Total "Nonfarm Employment, 1950-63, 1963-70, and 1970-76 :

* Type of Employment 195063 1963-70 1970-76 _
—— . - (percentages) :

Scientists 7.0 4.8 : 4.1

Engineers B 6.5 2.5 0.4

Scientists and engineers 6.6 - 3.2 : 1.5

Nonfarm wage and sala:y 1.7 3.3 ' ' °1:9
workers.. :

Source: National Science Foundation, Science Indicators, 1978 °
(Wwashington, D.C.: chernment'Printing office, 1979).

«

Excludes psychologists, social scientists, and computer specialists,
for which ccmparable data are not available.
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scientists grew by 1.5 percent per year,: (indeed, between 1970 and 1972,
there was a 20,000 decline in engineering employment.) In considerable part,
this was dde to a slower growth (oxr curtailment) of college enrdllment,

...... | R and D expenditures, and defense activities -=- particularly in aircraft andv

related products. | alithcit s

e

Unemployment rates for scientists and engineers have tended,to be very

low. During the 1960s, the unemployment rate for these workers was. below one

hY

percent. But in 1971, duevpartly to the cutbaecks in defense spending and

a

some R and D programs, the unemployment rate for scientists and engineers rose .
to abodt 3 pergent. By 1973, it fell beiow one percent'once»again. However;
in 1975, the unemployment rate for engineers increasedwto_gig P§F§9Ptn.qge.

— L o ¢+ - e S e bttt i ot e

to the recession.’ | . o

. Most engineers and scientists are employed by industry. over one million
were employed in the industrial sector in the mid-l9705; aséccmpared.with about
300,000 in universities and colleges, and about 200,000 in the federal govern-
ment.v Table 6 shows the allocation of industry's labor force among various ‘ .
work activities. About 37 percent of the scientists and 26 percent of the

engineers are involved-in R and D or R and D management. However, this;ﬂoes‘-_'

| not'mean that the'others do not play an impcrtant role in the process by which
technology is developed and applied.{;%he interface between R and D'and the |
rest of the firm is of fundamental importante in determining the rate of
:.nnovation, as Mansfield et al. (1971, 1977), Freeman (1974), and others have

indicated. Production*engineers, sales engineers, and other non=R and D

engineers and scientists play a significant part in the innovation process.

Given the slowdown in the demand for engineers, it is not surprising that

;‘ the percentage of bachelor’ s (and first professional) degrees awarded in

engineering declined continually and significantly between 1960 and 1975;

Q o S ;. : 231_\\ -




Table 6 == Percentage Distribution of Industry's Sczentzfic and Engineerzng
- Labor Force, by Primary Work Activity, 1974

, ®

| : Work ) i . . and
Activity : .. Scientists ~ Engineers Engineers
(percentages) - '
R § D and R & D management 37 ) 26 29
Management of non=R & D - 15 ' 20 - 19
activities : - : L T '
Production and inspection .13 - o 17 16
Design ‘ _ 1 18 . ' 14 .
Computer applications 19 . . 2 8.
Other activities B 15 , ‘ 17 16
Total - 100 - .+ ,100 . 100

k":; o ’ -

2

Souree: Nationei Science Foundation, Science Indicators, 1976 (washington,
. ‘ D.C.: Govermnment Printing Office, 1977).
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In-lSGO,_engineering degrees wers 10 percent of the total; in 1975, they were
dxpezggnt of the total. The percentage of bachelor's (and first professional)

degrees in the physical and environmental sciences fell from 4 percent in
1960 to 2 percent in 1975. (In contrast, the‘percentage in the social sciences

o e . e

o gy T e e

increased from 8 percent in 1960 to 14 percent in 1975.) Turning'fron

undergraduates o graduate students, enrollments foxr gdwanced degreses in-

e = o i S e

gscience and engineering decreased from 38 percent of all auvancedldégree —— *~;

enrollment in 1960 to 25 percent in 1975~ By late 1981, there were many

warnings from leading engineering schools of a shortage of doctoral engineers
in partioular. According to Paulfcray,'president of Massachusetts Institute
‘of Technology, there was a need for more young people'conprepare for faculty

careers in engineering and some areas of applied science.

“’”“"“"-v—éu—"-emem_is 1l. Pro;ected Supolx and Utilization of
' Scientists and Engineers e

Government agencies = in particular, the Bureau of“ﬁabor Statistics and
 the National Science Eoundation == have’ made projections of the supply and
utilization of scientists and engineers in the.lQBOs. Tn its 1979 Annual
Report, the National Science Board reviewed these projections. ‘The Bureau of
‘Tabor Statistics is quoteé[as saying that there will be an ample supply ofv
scientists through the nid-1980S. ;or engineers, demand and supply were
‘estimated to befroughly'in,balance, and engineering qraduates were_expected to
engounter good employment opportunities through the mid-lSBOs. S

Turning to individual fields of science, there seemed to be considerable

variation in the outlook.9 In geology, there appeared to be.favorable employ-

: ment opportunities, due in part to increasing exploration for oil and other
minerals, If recent trends continue, a shortage of geophysicists -eemed quite | .

‘[fRJj: ;possible. Favorable opportunities were projected for chemists and physicists ’

in'thernonacsdemic.sector. About threewﬁourths of chemists! total employment
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" was erpected to b

appreciable increas

'the situation seemed likely to be less rosy.
in astronomy wesgexpected to continu

‘were expe

_also were expected to have good opportunities.

B

Cu

EP{}C

- 2

: e in industry.; In physics, the genexrally favorable proepects

—.fiected an anticipeted cutback in the supply of pnysicistg, not an

e in the demand for them. In astronomy and mathematics, -

The number of degrees granted .

e to exceed fob openings. Mathematicians

=ted to face keen competiticn for jobs.

In the social and life sciences, there was also appreciable variation

among £ields. Econcmists with advanced degrees were expected to have favorable

job opportunities in nonacademic work. Life scientists with advanced degrees
. , N

But those with trainingfin

anthropology and sociology seemed likely to encounter keen competition for

jObS. For psychologists with advanced degrees, job opportunities appeared

greatest foxr people Specializing in applied areas such as industriai psychology

and clinicel counseling.

Both the National Science" Foundation and +he Bureau of Labor Statistics

made projections of the supply and utilization of doctoral scientists and

engineers in the mid-1980s. Depending on the rodel used, the number of

ed to receive science and engineering doctorates (corrected for

students expect

international migration) was 185,000 (the Bureau of Labor Statistics' projection

for 1976-85) to 210,000 (the National Science Poundation's projection for

1977—87)' Based on these projections -and- estimates*of"attriticn;"the‘labor

force of doctoral scientists and engineers was expected to be about 415,000

in the mid-lQBOs. or these people, about 345,000 wexe expected to be engaged
in scientific and engineering activities.

What will happen to the remaining 70,000 doctoral scientists and‘engineers?

Clearly, there ie a very small chancé that they wil’ be unemployed. Instead,

they were expected to move into othexr fields. Among methematicians and social

s!ientists, the situntion 1ooked perticularly bleak. In mathematics, it was

-!ﬁected=that 21-30 percent of mathematics th.D.s will be working outside

K2
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. 4n the -private-sector;- The- National'Sctencerfonndattcn“"tﬁi “Buread of

24

-

science and engineering., In sdcial science, the proportion was expected .to-

be 19«27 percent.

3

Finally, it is worth pointing out that the existing evidence seems to

indicate an underinvestment in c}gilian,&echnology in the United States, -from-

4

'an economic point .of view. Because firms frequently cannot appropriate many -

of the gsocial benefits arising from ‘their innovatifons (due to imitation), and v\ e

for other reasoms, the social returns from innovative activity seem to exceed /

the private returns. (See Mansfield et al. (l977) ) Thus, it would be -

-

hazardous to assume that the earnings of R and D scientists and engineers '

4

measure at all accurately the value to aociety;of their efforts. Futther,
[ 7

. e

their earnings in sqpe periods seem to have differed from what would arise
under competitive conditions, which also makes this assumption questionable.

(See Arrow and Capron (1959).)

12. Accuracy of Firms' Forecasts of Eggineering Emp lovment

v

In government, universities, and business, policy makers must make *decisions

that depend; exolicitly or implicitly, on forecasts of the number of scientists
and_engineers employed~in various sectors of the economy ativarious points in
time. For example, -in evaluating the adequacy of existing engineering manpower, ,
public policy makers must try to forecast how many engineers will be'employed’
Statistics, and other groups have made forecasts of this sort for decades.
While such forecasts sonetimes are based on a collection‘of forecasts made by
firms. of their own engineering employment, very little is known concerning Ehe
accuracy of firms' forecasts of this kind,. : o ':

ln this section, we present information concerning the accuracy of such

forecasts and suggest a simple model that may be useful in improving their

accuiacy. Very detailed data were obtained from a well-known engineering

‘355 ' o v SR
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association which has collected such forecasts‘from.firms for many years. For
54 firms in the aerospace, electronics, chemical, and petroleum industries,,
comparisons were made of each f£irm's forecasted éngineering employment with its.
actual engineering employment during 1957 to 1976. Since data were obtained

concerning a number of forecasts of each firm, the accuracy of 218 such forecasts

' icould be evaluatfed.]'0

Our findings indicate substantial interindustry variation in forecasting
accuracy. In the aerospace industry, the forecasting errors for individual

. firms have beean-large, as can be seen in Table 7. For example, even when

H

firms forecasted only six months ahead, the mean percentage erro% was about
10 perceat. ILa the electronics, chemical and'petroleum industries, the
forecasting errors for indiv1dual firms have been much less, although the mean

percentage error for two-year forecasts in the electronics industry was about

.12 percent. The relatively large forecasting errors in the aerospace"industry )

(and to a lesser extent,'the electronics industry) seem to be-due to its heavy
dependence on government defense and space programs which were volatile and
N - B % L ~ I L3

hard .to predict. : . S ,

~

While the forecasting errors “for individual firms are substantial, they

s
tend to be smaller when we consider the total engineering employment for all

firms in the ‘sample. On the average, the six-month forecasts were in arror bf_
about 2 percent, the two-year forecasts were,in error by 1 perceat, and the
five~year forecasts were in error by about 3" percent. hThe fact that there was
io little bias in the forecasts ‘is encouraging sincc, for many purposeﬁ, the' 4
principal aim is to forecast total engineering employment in some sector of
" the economy, not the engineering employment of a particular firm, = . -
Models are sometimes constructed in which it is hypothesized that firms

[

O at each point in time have a desired employment level forua particular

.
26 - |
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Table 7 == Monn Percentage Erxor in a Firm's Forecast of Its Emgincering
\ mployment, 54 F:!.rtns, 1957=76 v .

—Forecasting Interval  (Years) ,
. Industry : 0.5 — 2 5 10
| R : (percentages) .
Aerospace ’ 10.3 15.9 41.2 88.7 ]
Electronics 48 12.4 15.4 26.5
Chemicals | 3.2 5.7 - 17.3 22.0
Petroleum 2.8 . 5.5 . 13.1 9.4

e}

e

2he forecasting interval is the length of time between the date
when the forecast is made and the date to which it applies.

<
-

¢

Table 8 -- Estimated Regression coefﬁ.cientsya Equa’ci_én .

. A : . Indeﬁ dent variables . -2
. Indust:.y . . : ‘¢° - D () v %i t) . R
I . .
Chemical - .32 -4.61  0.74 0.78
petroleum . =1.,21 ; -6.55. 2.33. 0.51

(1.2 (3.1) . (2.35)

N
]

r o
e

2he t-stati:tic, is shown in parentheses below each regression
eoifficient. ) _
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kind of labor, and that they set their actual employment level for this kind
of labor so as to move part way towa:d this desired employment level. Thus,

- in the case of enginee::s, £ix:m= are continually adjusting theixr employment

towa:cl the. level tha.t they would rega.rd as optimal if changes in employment L

_- ___levels__cnuld be made instantaneously and if the inefficiencies involved in. B
too rapid a change in engineering smployment could be avoided. 1I£ Ey (t) is S —
the :i.th firm's engineering employment at time t, and if Ei(t+l) is its optimal

or desired employment one year hence, then Ei (t+l) can be represented as

() - By(eH) = E (£) + 8y (t) [ B, (£41) - E (£)/.
In other words, © (t) is the proportion of the way that the i firm's engineer-
:.ng employment moves toward the desired level between time + and time t+l.

Assuming that: one can estimate 8 (t), equation (6) can be used to foreoest

o E (f.+1), since data can be obtained at time t regarding E; (t) and E (c+1). The

. ~ engineering association collected data conoerning Ei (t+l) for various times

between 1957 and 1968, so we were able to obtain direct estimetesJ of ei (t)

for seven major chemical' £irms and six major petroletm firms du:ing this period.
These were all of the f£irms for which appzopriate data were aveilahle.u The

mean- valmeﬁo/ffei_(g),is very simila.. for the two industries~ it is 0. 73 in

chemica.ls and 0,72 in petxroleum. 'rhese results are quite similar to those of

e —————

Freeman, although his estimates of the rate of adjustment are based on quite

5 -

different kinds of _‘data.

To ‘explain differences among time periods and firms in the value of 'ei ),

it seems reasonable to hypothesize that

"7 8, (t) = §y + Oy Dy (E) + @y Ty(E) + U, (L),




-
Ca -

- this £m will move a relatively snall p::oportion of the way toward this

where D (t:) is t:he desired proport:ional increasé in engineering emp loyment betwe.en

time t: and time t+l, I, (t) is the ratio of the i firm s profits in time t

R ) ~t:hose j.n t:ime t-l, and ui(t:) “_Ls a random error term. 12 A priori, we wou.].d

expect QI to be negative since, if attaining its desired employment level means

that the f£irm must increase its employment by a relatively latqe pefcentage,

desired level because of the costa of rapid change in enployment 1evels. ' —
Similarly, we would expect bz to be positive because relatively larxge _i.ncrea‘sea -
in pzofits will influence fi::ms' expectations and make them bolder in moving
;wud desired employment levels. | |

. To determine the goodness of fit of the hypothesized model in equation (7), we

ad

- obtained lea.st-squa:es estimates of %, ¢1, and 92' as shown in Table 8. 'Th=

results show that each of the regress:.on coefficients has the expected siqn

and is statist:.cally significant. 'mi.s moo“.el explains over three-quarters of .
the varia.tion in ei(t) in chemicels and about one-half of such yariation :Ln ‘
petzoleum. Using the least-squares estimates of ¢O’ (bl, and 92 , one can
agtimate ei(t) for each gi.rm on the basis of its values- of Di (t) and ILZ(@"
Inserting this est:l.mate of Gi(t) :Lnto equation (6) , one can forecast Eg (t+l). T

pased on the data for these £:|.::ns, the resultinq forecasts are appreciably

bette: than thoae of »the £irms thmelves. This reeult seems encouzagi.nq.

Although much more work needs o be done, it appeera that better forecasts may

result from the application of this s:l.mp:l.e sort of model.

"~

13.. ComEtition and CooEration of
. R and D and gducation

As we have seen in tne previous three sections, the educational edtablish~-

-

- ment produces manpower that is of great importance :Ln R and D. .But this ‘is

not the only way in which Rr’ and D and education re].ate £o one another with

29 .




regard to mnpower; in addition, R and D o:ten competes with higher education :

| for ma.npower. The size and allocation of government and industrial R and D

e:penditures, as well as verious policies of govement and indust:y inrluence
the allocation of scienti..‘.ic and engineering etfort betwesn teaching, on the
- one hand, and applied research and development, on the other.

| -Fritz Machlup and others have pointed out that applied programs. cempets
w:.th teaching for scaxce scientific and engineering talent, and that increases
in these applied programs can be dangerous if, by curtailing the supply of
teachers, they reduce excessively the rate of increase of the supply of.
scientists and engineers. udies have been made of the distribution of
scientists and engineers between teaching and other work, " and simple models
have been used to derive “optimal® allocation .~:1.1.les.]:3 Unfortunately, as their

‘authors are aware, these studies suffer from the fact that applied work and

teaching may require somewhat different sorts o£ talents, that the availab]_.e .
data completely overlock the crucial differences in quality among scientists.
and engineers, and that the models oversimplify the relationships be-meeng
‘teaching and R and D, ‘Nonetheless, the basic point == ;;a€ applied research
and development compete with basic researc!r and teaching for scarce talent - '
is worth making., Moreover, in recent years, this point has been brought home -
to many universities, which have £ound it difficult to- compete with industry

£or new Ph.D.S. cording to one recent statement ’ starting salaries in

industry are about double those in the universities in Scue £i6lds, (See’

Bromley (1981) )

- -m t -

There has also been considerahle interest in the effects of £ederal
research grants to universities on the quality of undergraduate education.
During the 1960s, the ‘House Subcormittee on Research and 'rechnical Prcqrams

O  claimed that federal reseerch prograns "have harmed scientific higher education




) by excessivelgﬂdiverting scientiiic menpower from teaching, and by overemphasiz-
ing research to the detriment of teaching...." (It claimed too that an important
imbalance nad developed between the natural sciences, on the one hand, and the
social sciences and humanities, on the other.) Because it is so difficult to
measures the quality of undergraduate education, it was difficult to know how
seriously.to take these criticisms. Although the subcommittee seemed to think
that the adverse effects of goverrment research programs were borne out by

the published tastimnny of university professors and administrators, a close
examination of this testimony showed that a great many of the respondents did
not agree with this conclusion. The subcommittee report seemed to oversimplify

' tne gituation. ergraduate education has been faced with many problems, -

but it is not clear that government reseaxch grants and contracts have, on -

@

balanc~ done more harm than good.

. 14, Comggtition and Cooperation of Federallz Financed | -
and Industry Financed R and D , o . !

Just as thers has been considerable controversy over the effects of

increased government and industrial R and D programs on higher education,
so there has been considerable contrcversy over the effects of federally
supported R and D on privately £inanced R and D.' Some economists argue

| utha.t increases in govermnent R and D > funding are likely to zeduce the R and D
'expenditures of the private sector because (among other reasons) firms may
raceive govermment support for some projects they would otherwise ‘finance t
themselves., Other economists ‘say that government Rand D is complementary
to private R and D, and that increeses in the former stimulate increases .
in tne latter. It is universally recognized that this question is of great

'IERJj: importance poth for policy and analysis, but little is kncungconcerning it.,




" ‘1o shed light on the effects of federal support on .p:ivetely'fina.nced e
"R and D in the important area of energy, wé recentiy chose a sample of 25
major firms in the chemical, oil, electrical equipment, and primary metals
indust:ies.m Togethexr they carry out over 40 percent of all R-and D in these i
indﬁst:ies. To estimate the extent to which these firms obtained gove:nment
funding for energy Rand D projects that they would have, ea:ried out :Ln |
any event with their cwn funds, we cbtained detailed data on this score
from ea.c_h of the firms. Moreover, even more detailed dat.a were obtained
concerning a sample of 41 individual federally funded energy Rand D projects;» ,”
The=se projects account for over 1 peteent‘of all federally supported energyp
R. a.nd D performed by industzy |

The following are some of the eonclus:.ons stemming from this study.

First, it appears that these firms would have financed only a reletively smell

proportion of the energy R and D that they pe:formed with gove::ment support.

[ I

‘Base‘d on oui: sample of firms, they would have fina.need only about 3 percent

if the government did not do so. Based on our. sample of individual projects ,. ' _
they would have fina.nced about 26 percent if the government did net do so. '
It would be ve:y useful if similax estimates "of this sort could be obtained
for various kinds of Rand D outside the £ield of energy.

©.°7 .7 Second, if a 10 percent increase were- to have occurred :Ln--fede:el - .-
:Eunding for thei: energy R and D in 1979, the response (for all 25 fi.ms
taken as a whole) would have been that, £o: each ‘do].‘la: increase in £edenai;
support, they would have ine:eas’ed their own support of'ene:gf R and D by
about 6 cents per year for the first two years after the ine:eese in federal
funds. In the thixd yee: after the increase, there would be no ef:!eet at -
‘all. This finding is based on careful estimates by senior R and D officials

of each fimm. It is worth noting '_ that thereﬂlue _si;bstahtial differences




.-.among . £irms in their response. Note too that the results are quite consistent

with those obtained by Levin and Reiss: (1981) and Terleckyj and Levy (1981)
in their eccncmetric stndies of the aggregate relationship between federally |
funded R and D expenditu:es and p:ivately funded R and D expenditu:es.

Third, if a 10 percent cut were to have occurred in fedeg:al funding for

their energy R and D in 1979, the response (for all 25 firms taken as a .

.whole) would have been that, for each dollar cut in £edera1 suppo:t, they

would have reduced theizr owm support of enexgy R andvD by about 25 cents in’
each of the two years following the tax cut. In the thi:u year after the
federal cut, there would have been about a 19 cent cut in their cwn“spending;~
Taken at face value, it appears that a 10 percent cut in federally funded

energy R anq b,would have a bigger effect on privately funded enexgy Rand D

- than would a 10 pexcent increase, But until more and better data are

obtained on this score, we feel that this difference should be:viewed with

.

considerable caution. ‘

Fourth, in modeling the afflects of £ede:a11y #unded R and D on the
economy, our results indicate that it may be moxe realistic to view such
R and D as a factor that facilitates and expands the profitability of

privately £unded R and D, rather than focus solely (as most econometric

productivity of the firms and industries performing the.R.and D. Based on
our sample of federally funded projects, it appears that such projects

typically make only about half as large a direct contribution.to the firm's

performance and pmoduc*ivity as would be ‘achieved if the £irm spent an

equivtlent amount of money on whatever R and D it chose. But in about
one=-third o£ the cases, the faderally £inanced R and D projects suqqested
scme. further R and D into which the fimm invested its own funds..(The

11ka1ihocdiqt%such a spinoff is enhanced if ‘the £irm helped to formulate

' gtudies have done)--on-the-direct-effects of-federally..funded. R-and.D on-tne-t_ii:ﬂi .
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- the ideas on which the project was based.) If federally funded R and D is " ' -
vigood in this way, eoonometricians may have more.sucoeoS'in measuring its - '

effects on productivity in the private sector.

15. Inclusion of Education in Econcmetric Productivity Studies

Based on our discussion in previous sectiono; it is clear that
Aeducation,affects pzoductivity growth apart from-its effects on the quality -
of labor input. Eﬂuontion, as pointed ont in~5ection’2, results in external
effects of various kinds. In particular, education affects productivity
growth via its effects on the ‘rate of technological change and the rate of
diffusion of mnovations, as indicated in Sections 4 to 8. In this

_ conne.ction ' the a.dequa.cy of the supply of scientists ‘and enqinee:s, taken

up in Sections 10 to 13, is of obvious‘ im’t_:ortanco.

"Having reached this conclusion, and having discussed reievnnt igsues’
concerning the organization of Riand D‘activities and the degree of

peration or competition between private industxry, univorsities, ano

govermment in the pcovision of R and D and the employment and training of
researchers, ve must turn now to a discussion of how education's effects
en p:oductivity growth (apart from its effects on the quality of labor
~ input) haf'ﬂbost--be‘analyzod‘-andf“nt some"'futu:e time, measured, '”In Sections
15 to 2b; I shall suggest.six‘kinds,of studies that, in'ny opinion, seem
important and wo:thwhile. At the ontset, it shonld be recognized that'they Yy
are unlikely “to provide more than a. fraction of the info:mation that policy '
: _make:s would like to have on this score. But they seem to me to be sensible
places to ‘start, | |

To begin with; it may be possihle to cbtain scme useful . information by
extending econcmetric stuoios of Rand D and productivitg to include -

'cducition.. In the.typiellistndies that have been ca:rigd out in this a&é;,




it is assumed that:
gt J. l- "
(8) Q=2Ae 5 }r .

vhere Q is the valuo-addcd o£ the industry or firm under considoration '
'R is the industry's oF £im's R and D capital (defined as the sum of its

p:eciated past R and D upcndituzcs) : K is its physical capital stock ’
and L is its labor imput. Frequently, too, it is :ecognized that the - ’
R.and D ex“pendi*mzes of' {ndustries ‘or £irms supplying equipment ox- other’
inputs 0 this industxry o: " #4ym should be included in this produccion - e
.function as woll. (See wansfield [T980a, 1980b 1981a, 19687.) |

Accordins to our previous discussion, higher lavels of. education (among

managers aod workers, as well as engineers or scientists) may affect the
productivity of R and D. Thus, education might be inclt:ded as an additional
variable in this equation, or- some sort of interaction torm betwccan and D and
education might be introduced. A limited amount of investigation a.long this
line has already been bcgun. " For exanplo, Brown and Conrad (1967) carried | \ .:’ '
out a study that proceeded in this direction, based on tne CES production fumc-

tion. Also see G:ilichcs (1964).

In addition, educational levels are likely to be relevant to the spced
and extant of technology rransfer from souxces outside the industry or fi.m
':L‘hus, {J, which is a measure c£ the rate of technoloqical change resulting -
from factors otherthanthsindustrysor £im'scwnRandD,maybea. _ | '.:,%
function of the educational level. fhis, of cocurse, is quite consistent with .

the evidence concerning the aiffusion of innovations prescnted in section 7.

 There is no :eason why education could not be included in some such way
in econometric p:oduction £unct:ions of this sort. As noted abova, prown and
Conrad conduc!:cd a s!:udy about #ifteen years ago that included cducation. -

Ai: the same time, however, the dizficultios should not be minimized or 91ossed o
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EKC the bulk of the imrento:s in a pe:ticula: £ield had less than. fou: yea::s

designate the people who are ‘most di.rectly involved in the relevant decision '

° . . ~ .

) ;ove:: For one thinq when we talk about educational level, are ve talking about

the ‘educational level of the managers, the- workers ’ the R and D pe:sonnel, o:

some combination or subset thereof? In small firms, it can be faizly eesy to

i -naking process or in utilizing the relevant new technology But in la:ge, fa::-

flung organizations, it can be eu:t:emely difficult to decide whose o S |

" educational level should be included in such a model.

Also, it is difficult to measure “how much education a person has,

L-‘-‘

*zea::s of schooling obviously ares not a satisfactory measure for many

purposes; e.9., a year at one school may represent far more education than

< a year at ancther school. Also, education is fa:r: from homogeneous, It -

is possible to spend a year at school studying Greek,. physical education, e
or civil engineering, and it gseems doubtful that each should be qiven the |
same weight in such a production function. | | | |

FPor these and many other reasons, a study of th:.s type would call for
cons:.dera.ble ingenuity. There are substantial problems in carzying it out.
But work during the past decade concerning the economics of R and D has
demonstrated that models of this sort, while crude, can be quiteh useful. -

Adding education to such models may be very difficult, but nonetheless .
’ ’ ' :

worthwhile. B h

16. The Educational Le«iel of Inventors

Anoth - kind of study that might be usee}i is an investiqation of the

. educational levels of inventors. Of course, it ca:mot be assumed that an -

inventor raquires the educaticnal level he achieved in order to function

as an inventor. perhaps he could have done just as well\ (ox better) with

less formal education. But '{nformation concerning the eduéational lavel

of invento:s would help to indicate the maximum formal education requi:ed

to do vaxious kinds of inventing. For example, if one were to ﬂind that e

e ——— Y




' of college, it wo‘uld a.ppea.r thet g:adua.te degrees vere not :equired, in the

- -— ———— - A

pest at leest, to do such work. Of couxse, it is alweys possi.ble that

) inventors in this field would have been more effective--o-r— more proliiic '

i they hed had more schooling, but one would think that, {f more scr'ooling
“had been very important to such work ’ potentia.l and actual inventors would

have found it worthwhile to get additional schooling, and if they did not do i

sc, they would ha.ve found it difficult to. compete as inventors with people

who had the extra schooling. | | | ‘

Almost 25 years ago, Jacob Schmookler (1957) published a ‘sma.ll'-'-scele‘ |

‘ survey of ‘inventors in which 1~e found that about half of them were not

.' college gra.dua.tes. He concluded that the common impression that inventicn :
" was ‘the province of a ‘highly frained tdchnological elite was over-drawn..

It would be interesting to cbtain such information for more recent years

cé.mﬂ. for larger samples of inventors. Given the changes in the educational

e
distribution of the populaticn at large during the pa.st 25 yea.rs, one

wou.ld acpect the situat:.on now to be quite different £from that descr_bed
by Schmocklezr. But it would be useful to know whether the change has been
grea.terv or less than would be expected for this reason alone.
In addition, it would be interesting to break down the results by

technological field or industry, since it geems much less likaly that a
' person with a limited forxna.l education could be a successful inventor in

some fields than in othexs. Obviously, a person lacking considerable S
training in chemistry wauld be very unlikely to invent a new polymer, and
someone untrained in medicine or science would be unlikely to invent a

na.jor new drug. But in other areas, ingenuity and practicel experience

- may be much more important than formal scientific and engineering ‘training.

'!here may be a tendency for sormal education to be less important in
areas where independent inventors ere a mejor force. However, this tendency

Q may not be as strong u might appear at first sight. l(any inde‘pendent

-

inventors have very ertensive formel trainingl For example, Edwin Armstrong,

M



- who played a central role in the use of frequency modulation in radio, o
. was Professor of Electrical Engineering at Columbia University. y

| A study of this type would nbg provide a direct estimate of the effects
of education on the rate of proauctivity increase.A In this respect, it is.
unlike the study suggested in the previous.section, which, if successful,
might provide information of this -gort., Nonetheless, it seems to me that

a study of this sort would be worthwhile.

C17. Effect'of'Education on Learning Curves

2

A third type ‘of study that might be carried out is concerned with the

- effect of %ducational levels on the nature and shape of learning curves.

At least four decades ago,

. labor-hours expended in the production of an airframe decreases as the

total number of airframes previously produced goes up. Specifically,,the

_‘amount of labor required to produce the N airframe of. a particular typs

seemed to be approximately proportional to N 173, This relationship; or

"learning cuxve,” has become basic to the production and cost planning of

the Air Force. (See }sher /1956/ ) In addition, a variety of other studies
carried out in the 19503 and_early 1960s showed that learning curves of

| this sort were. to be found in a wide range of industries other than aircraft

production. For example, Hirsch (1956) found the same type of learning”

- curve in the production of other kinds of machines, but the rate of learning
is not the same as in aircraft. tundberg (1961) referred to a vary similar
phenomenon as the. "Horndal effect.” He'found that the norndalﬂiron works

in Sweden had no new investment for a periocd of 15 yeazs, but experienced

_an increase in output p?r manhour of close to 2 percent per year on the

average.
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Kenneth Arrow (1962) brought the ‘learning curve into the mainstream

- of economic discussion. 'He emphasized two fundamental propositions. h
(1) “Learning is the product of experience, Learning can only take place
through the attempt to solve a problem and therefore only takes place during
activity. - (2) "/ L/earning associated-with repetition of essentially the
same problem is sub?ect to sharply diminishing returmns, The;e is an
equilibrium response pattern for any given stimulus, towards which the
. behavior of the learner tends with repetition.‘ To have steadily increasing
pertormance, then, implies that the: stimulus situations must themselves be .. ..
steadily evolving rather than merely repeating."
There is widespread agreement that learning by doing is an important
‘gource of productivity growth in many industries.~ Indeed, leurning by. '
ing can be important in the R and D process, as well as in manufacturing.
(See Mansfield et al. Zibjj?.) vYet the underlying factors responsihle for
the'rate at which learniﬁg occurs are not well understood. Clearly, the
" learning cur;e is different in some organizations'than in others, but_ little -
.is known about the reasons. | ST S
. ‘An econcmetric study might be conducted to determine whether (and if
so, how) the learning curve depends on the educational levels of the members
of the organization. one might suspect the existence of such-a relatigh=-"
ship, at least in some industries, ‘But so far.as I&kncw, no evidence of
this sort has been presented, If there is such a relationship, it might be
used to helpiestimate the effects of education.on productivity growth
emaaatinqbirom leaxnins by doinq; Of course, learning by daing is not dependent
only on formal, deliberate training or education. Moreover, for some kinds of:

2

simple repetitive tasks, formal education may have no effect (or even a negative
effect) on the rate of learning. But for a variety of important tasks and

industries, the le;rning curve might be enpected to depend on the level of
- aducation. ' ‘ '
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- - 18. Education's Role in the piffusion Process : , A

o

KV

A fourth type of study that should be carried out is concerned with . '?-
the relationship between educetional level and speed (and nsture) of
response to innovations. As“we saw in Section 7, agricultural studies

“ 7 indicate that bettez educated managers tend to be relatively quick to aéopt
- ! new technology. Moreover, studies_of the diffusion of numericelly controlled
hachine tools indic;te the same thing in manufacturing, But aside from
these rather limited investigations (described in Section 7), very little
is known about educationls role in the diffusion process.
Studias-othhis type should address.at'least four kinds of questions.
First, practically nothlng is known about the 2255 of eoucstion that is best
correlated with a manager's speed of response. bo peoplo msjoringmln .
sclence and technology adopt new technology faster than others with -
equzvalent years of schoolzng? Do MBA'S adopt new technology faster than -
M.A.'s in BEnglish? = Second, in small firms, it msy be possible to identify
the people involved, and to see the mixture of educational levels and types
they tepresent.“ Are some mixtures more conducive than others to rapid ‘
utilization of new technology? Third, in large firms, is it possihle to
_..single out and identify a small numbexr of people that vere responsible £or
the-decision, and relete their educstions'to the firm's speed of response?
FOr are socme of ‘thessa decisions the product of so msny people end committees
that such an anslysis would not be possible or meaningful? Pourth, aze
nbetter educeted managers more likely than othexs to adopt unsuccessful new o
technology, as well as successful new technology?ygrn other. words, ere..
ebetter educated ﬁsnsgers better able than others to disc:iminste between

successful and unsuccessful new technology, or are. they more 1nclined to

adopt new technology even if it is not superior ‘to the old?

» : | -y
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_ More empirical studies of education s role in the diffusion process are both

' section should help to suggest the form and nature of some of the relation- .
‘ ‘help to indicate scme of the empirical work's implications regarding the

’ ma‘gnitude of educa.tion's effects on productivity (apart from its effects

“eon the quality of J.abor input).

: the very simple models they constructed then. And so £ar as I knoy, ' .

-

In my opinion, existing studies of this sort only scratch the surface.
For example, increased education of a particular sort is 1ike1y to have

more of an effect on the speed of response €0 some sorts ot innovation than |

others, but the vexy limited amount of information that has been derived

to date cannot tell us anyth:.ng about this or a host ‘of other questions. - -

feasible and badly needed. - .

19. Simple Models of Education, DiEfusion, afd Growth
‘;; ‘s
A fifth type ot study ‘that should be carried out is concerned with the ,
construction of simple mathematical models relating educational level.s, e
the rate of diffusion of new technology, and the rate of econamic growth %
This type of study should complement the work suggested in the previous

section in at least two ways. (1) The empiricaln—work in the previous : i

ships in these models. (2) 'rhe models described 4n this section should

as pointed out in Section 8, Nelson and Phelps began work on models |

ot this sort about 15 years ago. Unfortunately , they have not extended

neither has anyone else. Although this can be ‘interpreted as an indication ‘
that. the relative].y primitive models they constructed were a dead end, I o

suspect that this is not the case. ‘ ‘ o : -

‘My guess is that interesting models could ‘be constructed to analyze

education's effects on productivity growth via the rate of diffusion of

- ke
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innovations. As” Nelson and Phelps point out, ‘their own work is far £rom

fsatisfactory or complete., But I see no reason why others cduld not build

on these beginning steps. Indeed, I would think that such work, which would

&

be relatively inexpensive, would be a very valuable complement to the

empirical work described in the previous section.

20. The Supply of scientists and énqineers

s . -

A sixth type of study that should be carried out is concerned with the

supply offscientists and engineers. There is"already considerable work | .

_ going on in this area. Both the Bureau of Labor Statistics and the'National

w
Science Foundation are responsible for comprehensive projections of the

supply and utilization of doctoral scientists and engineers. The National

Science Foundation uses econometric models to help estimate'the'number of

-

science-and-engineeringhrelated‘positions that may be available By £ield
for ph.D.s. For the two largest categories of employment for Ph.D.
scientists and engineers -- academic and industrial R and D =~ demand

ations4are estimated, using standard softs.of regression analysis. Among

' the variables included in these equations are the level of R and D spending

and the number of baccalaureates awarded in science and engineering (an
index of teaching loads).
o Although models of this sort have been subject to criticism, it seemsm--—n- -

to me that work of this sort is of importance. In addition, I think that

studies of the demand for engineers and scientists by individual £irms

and o£ the accuracy of firms' forecasts are worthwhile, as indicated in

Section 12 above. Public policy in this area has suffered because the

mrkets for scientists and engineers - and the process by which people choose

and enter various £ields == have not been well understood

Py
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Besides lcoking at the supply of scientists and engineers, it is'also
important that we understand more about ‘the supply of technicians and other
sorts o£ R and D support personnel My own results indicate that the wages
of support personnel rose more. rapidly than the wages of scientists and
engineers during 1969-78 in +he sight major industries for whicn we have
collected data.l'5 what factors accountedcfor this difference? Can we

construct models to help forecast the rate of price increase- for various

‘R and D inputs (such as scientists. and engineers, support personnel,

materials and supplies, and. the services of R and D, plant and equipment)?
In sunm, many interesting questions of both ‘analytical and policy

importance exist in this area, and further efforts to help answer them

‘would be very"worthwhile.c

‘ ) 21. ‘Conclusions

pased on the previous discussion, it seems clear that education affects

" productivity growth apart from its effects on the quality of the labor

force. Education certainly has external. economies not captured through
wages and salaries. Basic research and graduate education are complementary

in many ways, and thus often ‘take place together. With regard to applied

"R and D, it is very important that R and D be properly coupled with'potential

< usersr(marketing and production groupsﬂin the case'of jindustrial R and D);

In efforts to tell whether existing and prospective supplies of;scientists
and engineers are ample, the Bureau of Labor Statistics and the National
Science Fbundation attempt to forecast the demand for, and utilization of,

@

various‘kinds of technical personnel. Increases in applied R and D can be

‘dangerous if, by curtailing the supply of téachers, they reduce excessively )

the £uture'quantity and quality of scientists and engineers. Based on

-

.
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f""recent r:escarch, it appears that p:ivately £inanced and. fadc:ally' financed .
R and-D are mildly complementary. . | ”

In the previous six sections cz;f this papezr, I have sketched out a
number of types of studies that night be carried out. In my ‘opinion, all
are wo:thwhile , £ staffed with good people. But it should’ not be assumed
' that these studiu will result in a precise or ccnplote estimate of the
effects of education on the rate of technological chanqo and on productivity»
growth. Because the effects of education are so widely scattgxad, the
extent and nature of education arxe so hard to characte:iza , and the rate
of technoloq:.cal change is very difficult to measu:e , it seems :ealistic to
expect that studies of this sort would provide only a small f:act:ion of
what economists and policy makers would 1ike to know. The problems axre

inherently so difficult that it wcula be foolhucfy to believe that a few

) stuaies of this sort would be mors than 2 beq:Lnn:an Nenetheless, such a
beg:!.nning would be very useful. A
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ISee Freemah (1975) and Welch (1979).

2gee Blaug (1965).
35ee Denison (1966, 1979).
bSee Mansfield et al. (1977) and ‘Freeman (1974).

' S1pid .

61n cquatibn'(l), the sample consisted of 15~firms. Obviously, more data
are neaded. ’ : : '

" Tpo derive the result in equation (3), note that

-

Q) = PG, Tt @ ey, -

®

according to Nelson and Phelps.
AnvIntprview with MIT

o~

SSee."Engineering Education at the Crossroads}
President Paul E. Gray," Policy Choices, Fall 1981,

Nation;i.Science_Foundatibn

- Ihe forecasts summarized below come from _
Freeman, and

-(1979), and reflect the situationm at that time. Also, see Cain,
Hansen (1973). . . ) b

1QSee Brach and;Mansfield (forthcdhing) and_Mhnsfield'eéAal; (forthcoming).

_ llthis model assumes that Eké+1) s E, (t), which vas typically the case
in the relevant period. Of course, if tﬁis is not the case, a different

model should be used. °
1 : - z ~ ~ ' : : o
ZMbre specifically, Di(t) equals [Ei(t+1) - Ei(t)] + Ei(t). For the
chemical firms, Ii(t) is the i-" firm's net income in year t+l divided by its
net income in year t. See the references in note LO. o

13gee Machlup (1962) and Intrilligator and Smith (1966).

14Seebniusfie1d and. Switzer (1981).

158@3 Mansfield, Romeo, and EWitzer (1981).
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