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We formulate a theoretical model specifying the underlying knowledge
Wi king Paper £5-19 and procedures whereby human subjects can generate effective initial de-
scriptions of scientific problems. This model {is prescriptive since it does
not necessarily try to simulate the behavior of actual experts nor assume

that their performance is optimal. The model, elaborated in the domain of
PRESCRIBING EFFECTIVE HUMAN PROBI EM-SOLVING PROCESSES:

mechanics, specifies explicit procedures for redescribing problems in
i

PROBLEM DESCRIPTION IN PHYSICS terins of a relevant knowledge base. To test this model we devised care-
fully controlled experiments where human subjects are induced to act in
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oan elier an ¢ accordance with alternative models and where their resulting performance

{s observed in detail. Such experiments :rried out with undergraduvate
physics students, show that the proposed model is sufficient to generate
excellent problem descriptions, that these markedly improve subsequent
problem solutions, and that most components of the model are indeed
necessary for good performance. Detailed analysis of the data also shows
how the model predictably prevents the occurrence of many conmon errors.
Such a validated model of effective problem description provides a useful

basis for teaching students improved scientific problem-solving skills.
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Prescribing Problem-solving Processes

Problem solving is a centrally important and intellectually demanding

activity in any science. Mence it is a challenging task to design instruc-

tional methods for teaching students good scientific problem-solving skills.

Effective instructional design, however, depends .rucially on an adequate

understanding of how good scientific problem-solving performance is
achieved and of how novice students perform before instruction.

Recent years have witnessed considerable interest in analyzing cogni-
tive processes and knowledge structures underlying problem-solving perfor-
mance in several scientific domains, e.g., in geometry (Greeno, 1978),
physics {Simon & Simon, 1978), or computer prograrming (Polson & Jeffries,
1981). In particular, problem solving in the domain of physics has been
studied by an especially large variety of approaches. A number of investi-
gations have exumined the problem-solving performance of subjects of
different levels of expertise {(e.g., Simon & Simon, 1978; Larkin & Reif,
1979, Larkin, McDermott, Simon, & Simon, 1980a; Chi, Feltovich, & Glaser,
1981). Other studies have identitied naive conceptions or misconceptions
of physics students (e.g., Viennot, 1979, Champagne, Klopfer, & Anderson,
1980, McCloskey, Caramazza, & Green, 1980: Trowbridge & McDermott, 1980,
1981; Clement, 198, di1Sessa, 1982). Efforts have also been made to
develop process models of physics problem solving. These have included
psychological models to describe and simulate the performance of human
subjects of different levels of ability (e.g., Larkin, McDermott, Simon
& Simon, 1980; larkin, 1981), models recently summarized by Chi, Glaser,

& Rees (1981). They have also included some artificial-intelligence models
embodied in computer programs less concerned with simulating human per-
formance (e.g., de Kleer, 1977, Noval 9.7, Bundy, 1978, Bundy, Byrd,
Luger, Hellish, & Palmer, 1979, Byrd & B rning, 1980; Luger, 1761)

4
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Although studies of the thought processes of experts and novice. have
yielded valuable insights about effective proplem solving, they have signi-
ficant limitations. For example, it is unwise to assume that the per-
formance of experts is necessarily optimal. Furthermore, educational
efforts must do more than merely teach students to perform like experts.
Instead it is often necessary to teach studenis to use explicit procedures
to accomplish tasks which experts perform almost automatically because they
recognize patterns familiar to them as a result of years of experience.

Accordingly, the work discussed in this paper has sought to study
human problem solving from a more general point of view which transcends
the investigation of naturally occurring intellectual functioning. rln
particular, our aim has been to specify cognitive processes and knowledge
structures which lead to good human problem solving in a realistic scien-
tific domain, without necessarily trying to simulate what actual experts
do and without assuming that experts always perform optimally. Such a
"prescriptive" approach is clearly more general than a descriptive one since
it allows greater freedom for theoretical inventiveness and controlled
experimental manipulations. For example, although a prescriptive
theoretical model of good intellectual performance may be partly suggested
by naturalistic observations of experts, it may also be proposed on the
basis of purely theoretical task analyses. Correspondingly, the sole
criterion of validity of such a prescriptive model is that it lead o
predictably effective performance when implemented by a person, even V¥ it
doe; not mimic what actual experts do.

An analogy may help to clarify the distinction between a prescriptive
point of view and a descriptive one. Imagine that a hypothetical cognitive

scientist, working in the era of Julius Caesar, had been trying to formulate
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a theoretical model ot good performance in arithmetical problem solving.
If thys model had groposed the use of the mode-« place-value representation
of nuwbers, it would have led to very good arithmetical performance and
would thus have been an excetleat prescriptive model. However, it would
have been an unsatisfactory descriptive model of the behavior of
conteny,orary experts since they used Roman numerals.

A prescriptive approach is quite common in artificial intelligence
{Ai), but can alsu have considerable interest in work on human cognitive
processes (Reit, 1979). In particular, by identifying essential knowledge
required for good performance, it can help, to make explicit expert knowledge
which is oftten largely tacit. Furthermore, a prescriptive approach is of
essential wportance for any etforts alming to improve human performance,
to desiygn ettective insiruction, or to exploit the potentialities of
person-computer interaction.

lhe prescriptive appreach adopted in our work on human problem
solving has some similarities to work in Al. (a) As in Al, our main
tnterest §s 1n tormuiating rodels of effective functioning on complex
lntelle(‘.tnaI tasks, without necessarily trying to simulate what human
experts du  However, since our models are specifically designed to be
fmp lementable by human information processors rather than by computers,
they presuppose explicitly that these Information processors possess
certamn distinetly human limitations {e.y., limitations of short-tern
memory and processing speed) and human Capabilities (e.g., abilities to
understand natural lanyuage, to.construct and interpret diagrams, etc.). A
corresponding advantage is that one may then focus primary attention on

centrally important’problem-solving processes, without the need to deal

Prescribing Problem-solving Procecses
5.
explicitly with more basic prerequisite skills whose existence may be
assumed without special analysis. (b) As in Al, the efficacy of a
theoretical model of good performance is tested by expressing it in the
form of an explicit “program® which can be implemented by an information

processor. lHowever, in our experiments {(described move fully in later

'sectlons) the information processor is a human subject, rather than a

computer, and the program expressing the model consists correspondingly

of instructions designed to be reliably executable by a human subject. The
_dvantage of this method (unlike some foi.xs of computer simulation) is that
a model of human cognitive functiorning can be tested in a way which is
clearly valid and relevant to human subjects. Furthermore, once such a
model has been validated empirically, it is already in a form well

adapted for human use. llence it provides a ready basis for designing
methods to teach problem-solving skills to human subjec.ts.

In seeking to specify the knowledye and procedures leading to good
human performance in a scientific domain, we have focused our attention .
on problem-solving in basic vollege-level physics, specifically in the
field of mechanics. This scientific domain is realistically complex, often
difficult for many students, and representative of other quantlt‘atlve
scientific or engineering fields. On the other hand, this domatn ic
sufficiently simple and well-defined to be amenable to a detailed analysis
of underlying cognitive processes. Furthermore, such an analysis can draw

upon insights derised from previous observations of experts and novices in

this domain,
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6.
PRESCRIPTIVE MODEL OF PROBLEM DESCRIPTION

He have presented elsewhere a prescriptive theoretical model of
effective problem solving in physics (Reif & teller, in press). This
model specifies some general procedures to be used in conjunction with a
knowledge base about & particular scientific domain. The general
procedures subdivide the problem-solving process into three major staves:
(a) the generation of an initial problem description and qualitative
analysis designed to facilitate the subsequent construction of a problem
solution; (b) the ééneratlon of the actual solution by methods
facilitating judicious decisions needed for efficient search; and (c) the
assessment and improvement of this solutloﬁ. The domain-specific knowledge
base has characterlstlzz specifically designed to facilitate the
jmplementation uf these procedures. In particular, it contains
declarative knowledge of concepts and principles useful in the particular
scientific domain, is organized hierarchically and described at various
levels of detail, and includes explicit guidelines facilitating
appropriate application of the declarative knowledge.

The work described in the present paper has aimed to study specifically
the generation of effective initial problem descriptions. Hence the study
deals only with one aspect of a more encompassing model of effective problem
solving. But this aspect is of crucial importance since the initial
description of a problem often determines how easily the problem can
subsequently be solved or whether it can be solved at all. Furthermore,
observations of actual experts provide relatively little direct information

about the description process since experts tend to describe problems
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rapidly, and almost automatically, on the basis of large amounts of
tacit knawledge.

According to our prescriptive model, the generation of an initial
problem description can usefully be decomposed into two successive stages;/
The first of these uses general domain-independent knowledye to generate a
"pasic description" of a problem. This basic description merely aims to
identify explicitly the information specified and wanted in the problem, té
identify relevant processes and subprocesses in the pfﬁblem situation, to
introduce useful symbols; and to express the relevant information in
various convenient symbolic representations (e.g., in pictorial as well
as verbal forms).

The second Stage of the description process aims to generate a
“theoretical description" of the problem by deliberately redescribing the
problem in terms of the special concepts provlded_by the knowledge base
for the relevant domain. In particular, the generation of such a
theoretical description involves identifying the special entities of
interest in the p;oblem. describing these entities in terms of the special
concepts provided by the knowledge base, and exploiting the known
properties of these concepts. Since all principles in the knowledge ba.«
are expressed in terms of these special concepts, the theoretical
description of the problem makes all these principles readily accessible
for the subsequent qualitative analysis and later solution of the problem.
Hence the initial theoretical description of a problem greatly facilitates
the search for its solution.

The basic description of a problem can usually be generated re'atively

easily by a procedure outlined in Relf and Heller (in press). The

J
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. .

generation uf the subsequent theoretical description of a problem is more
~

|
i .

| complex and is the main topic viscussed in the following pages. Thus we

’ shall tirst vutline a prescriptive .modul specifying the knowledge and

| procedures needed to yeneirate guod throretical problem descriptions, with
paiticular emphasis on problems in the prototype domain of mechanics.

Then we shall delineate some special experimental methods useful for
testing such a prescriptive model. After these general remarks, we shall’
describe in detail the implementat;on of these methods by specific
experiments.  Finally, we shall discuss the results of these experiments

and some of their implications.

Theoretical Problem Description in Mechanics

As already mentioned, the theoretical description of a problem aims
w0 redesertbe the problem in tems of the concepts and information provided

by the knowledge base for the relevant domain  An effective knowledye base

about any particular domain should, therefore, have characteristics which
facilitate the yeneration of a theoretical description of any problem
encountered  in this domain.  Accordingly, any such knowledge base should
specify the entities of particular interest in this domain, the special
concepts most useful for describing these entities, and the important
properties of these concepts. Hurthemore, the knowledye base should
include explicit guidebines specifying how the preceding declarative
kmMquu is to be used to describe any situation in this domain.

The praeding general coments can be elaborated into the following

presa iptive model specifying the structure of the knowledge base and
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associated procedures for generating a theoretical description of any .-
~ e L

v

pf‘oblem io the domain of mechanics.

The knowledge base about this domain specifies that the entities of

.

particular ihterest in this domain are particles (i.e., objects small or

> .
.

simple enough to be adequately described by single points) and mo're
complex systems consisting of many such particles {e.g., strings, rigid
bodies, etc.). As indicated in Figure 1, the knowledge base introduces

two different kinds of special concepts to describe such particles,

Yindividual descriptors” and “interaction de;crlptors“. The individual
descriptors describe particles by thems'e.}ves. without regard. to interactions
between them. Some of these {ndividual descrlptors’ are merely “intrinsic
descriptors” (such as “mass" or “electric charge") qze;to characterize ‘

any pi;rticle; the other individual desc.rtptors aré}?‘m‘;:lon descriptors"

(slxch es “position”, "velocity", “acceleration*) specifically used to

describe the motion of any particle. B8y cor':trast. the interaction

descriptors do not describe individual particles, but theyinteraction

between such particles.. For example, the “force" exerted on a particle by

some other particle is one such interaction descriptur, “potential energy“l,
is another one. . - ¥

The knuwledge base for mechanies specifies tmportant properties of the
preceding descriptors. In particular, "interaction laws" specify how the
interaction descriptors are related to the individual descriptors of the

interacting particles (e.g., how the force on one particle by another is ’
related to the intrinsic characteristics of the particles and to their
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intrinsic motion force, potential energy,
mass position
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acceieration
r . ‘41}
4
INTERACTION LAWS
long-range  short-range
- MOTION PRINCIPLES
Figure 1. Overview of the knowledge base for mechanics

12

Prescribing Problem-solving Processes

10.

positions). Such interaction laws are specified for various kinds

of interactions encountered in nature. These interactions can be
classified into the following two types: Some of these interactions are
"long-range" because they are appreciabie even if the interacting particies
are separated by an appreciable distance. (The prime example is the
gravitational interaction of a particle with the earth.) The other
interactions are "short-range” because they are only appreciable when the
interacting particles are so close that they "touch" each other. (Examples
are the interaction of a particle in contact with a string or with the
surface of a solid object.)

Lastly, the knowledge base for mechanics specifies important "motion
principles" which specify how the motion descriptors of particles change
with time as a result of the interaction between ghrtlcles {e.g., how the
acceleration of a péﬁilcle depends on the force on this particle by other
particles). These motion principles provide the science of mechanics
with its great predictive power. \

The preceding factual knowledge in the knowledge base for mechanics s
accompanied by explicit guidelines specifying how this knowledge is
to be used for generating an explicit theoretical description of any
problem in mechanics. According to our prescriptive model, these guidelines

specify a description procedure consisting of the major steps summarized

ip Table 1.

Note that the description procedure of Table 1 exploits extensively

the specialized factuai information in the knowiedge base of mechanics

13
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lable 1

Sumuary of Procedure for Generating a Theoretical Problem Description

* Relevant times and systems: At each relevant time (previously identified
' the basic problem description) identify those systems (particles or
other special systems of interest in mechanics) relevant in the problem
because information ahout them 1s wanted, or because they interact

with such systems divrectly or indirectly.

Description of relevant systems: At each relevant time, describe each
relevant system as follows, introducing convenient symbols and expressing

»

sumply related quantities in tenns of the same Symbol:

* bescription of wotion: Draw a “motion diagram” indicating available
information about the position, velocity, and acceleration of each
particle.

* pescription of forces: Draw a “force diagram” indicating available
Intormation about all external forces on the system. Identify these
torces as fuollows:

* Long-range_forces. Identify all other objects interacting with
the given system by lonyg-range interactions (ordinarily ths is
just the earth interacting by gravitational interaction). For
each such nteraction, indicate on the diagram the corresponding
torce and all available information about it.

Short-range forces: ldentify every other object which touches

»

the given system and thus interacts with it by short-range in-
teraction. For each such interaction, indicate on the diagran
the corresponding force and all available information about it.
* Checks of description: Check that the descriptions of motion and inter-
action are qualitatively consistent with known motion principles {e.g.,
that the acceleration of each particle has the same direction as the
total force on 1t, as required by Hewton's motion principle ma = £

1]
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(see Figure 1). 1lhus it describes explicitly every system of interest in
this domain in terms of the special motion descriptors (e.g., velocity

and acceleration) and interaction descriptors (e.q., forces) specified by
the knowledge base. It deliberately uses the classification of interactions
into long-range and short-range types to specify explicit criteria for
identifying all ferces on a system. It also incorporates in the description
known relations between all these descriptors. For instance, the knowledge
base of Figure 1 is used to incorporate in the description known relations
between individual descriptors {e.g., relations between motion descriptors
such as acceleration and velocity), known relations between interaction
descriptors {e.g., sewton's third law specifying that the mutual forces
between interacting particles are of equal magnitude but opposite directions),
and known relations specified by interaction laws (e.g., relations
specifying how gravitational forces, or forces exerted by strings, are
related to the properties of the interacting systems). Finally, the

motion principles are used to check that the resulting theoretical
description is internally consistent

The description procedure of Table 1 will be elaborated more fully,
and illustrated in specific cases, in connection with the experiments
discussed later in this paper.

Our prescriptive theoretical model would predict that the implementation
of the description procedure of Table 1 by a human subject should lead to
the folluwing important consequences:

(1) it should generate an explicit and detailed initial description
of any mechanics problem in terms of the special concepts of this scientific

domain. In particular, such a description should be appreciably more

15
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explicit than descriptions overtly generated by actual experts or than
descriptions comonly presented in textbooks.

{2) 1he description procedure of Table 1 should help human subjects
to avoid many of the errors commonly committed by stidents. For example,
the explicitness of the procedure should help to avo d errors due to the
osission of relevant forces or due to the enumeratior of extraneous
forces not produced by interaction with any discernible objects.

(3) The description procedure should sometimes lead to significantly
easter reformulations of certain problems. (For example, a question
asking “when a string becomes slack" would automatically be translated into
a question asking "when the force by the string becomes zero". Similarly,
a question asking "when a particle slides off a surface" would be
translated into a question asking "when the force on the particle by the
surface hecomes zero”. Such reformulated questions, involving the
properties of familiar forces, are much more easily interpreted and
answered).

(4) The explicit problem description generated by the procedure of
Table 1 should appreciably facilitate the subsequent solution of 2 problein
(since this description incorporates already much information needed for
the subsequent generation of equations and since it helps to limit
appreciably the range of plausible alternatives to be considered in the
decisions needed to generate such equations). Indeed, the generation of
the initial description cf a problem may sometimes constitute the majer

difficulty of a problem and, once implemented, may make the subsequent

solution of the problem fairly trivial.

16
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Methods for Testing a Prescriptive Model

In the preceding sections we have outlined a prescriptive model
whereby a human subject should reliably be able to generate useful initial
problem descriptions. As mentioned previously, the ultimate criterion of
validity of such model is not whether it simulates closely what actual
experts do, but whether it leads to predictably good performance.
Accordingly, the basic paradigm for testing the validity of such a
prescriptive model is the following: lnduce_a human subject to act in
accordance with the prescriptive model and observe whether the resulting
performance is effective in the predicted ways.

The particular way in which we have sought to implement this general
paradigm is in experiments in which a human subject is induced to act under
"external control”. To clarify this experimental method by an analogy,
consider the familiar situation where a pilot lands his or her plane in bad
weather while following directions from an air-traffic controller on the
ground. Under these conditions, a human information processor (the pilot)
makes extensive use of his or her sophisticated knowledge, but relegates
higher-level control of this knowledge to external directions.
can be viewed as an experiment with the following interesting
characteristics: (1) It allows a separation of high-level control knowledge
from lower-level implementation knowledge. For example, if the plane were
to crash, the information retrievable from the taped conversation between the
pilot and ground control would allow one to distinguish whether the crash
occurred as a result of appropriate control directions improperly executed
by the pilot, or whether it occurred as a result of faulty control

directions. By contrast, if a pilot crashed the plane while flying

17
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entirely under his o1 her uwn control, one could not distinguish whether the
tault was in the prlot's higher-level control knowledge or lower-level
niplementation knowledge. (2) A set of control directions,specifying how
te land a plane,can be viewed as a cognitive theory specifying how « human
subject, with sophisticated human capabilities, can land a plane. In other
words, such cuntrol directions weuld constitute a good theory of plane
landing if, and only if, the correct execution of these directions leads to
reliably effective landing of planes. (3) Such a validated theory of plane
lundlng could ultimately be used as the basis of a theory of instruction
for landing planes. In particular, such an instructional theory would
need to teach humen subjects to internalize, and carry out independently,
the control directions which had previously been external.

tet us now turn from this analogy to external-control experiments
designed to test other prescriptive wodels of human performance, e.g.,
models of etfective problem description. To carry out such experiments,
one needs first to desiyn a “proyram” consisting of step-by-step directions,
and assuciated knuwledye, whereby a human subject can be guided to act in
accordance with o specified model of performance. For example, such a
program might guide a human subject explicitly to execute the description
procedure outlined in Table 1. The program should be problem-independent,
i.e., equally applicable to any pioblem in the specified domain. Furthermore,
one musi make sure that the directions in such a program are properly
matehed tu the characteristics and pre-existing knowledge of the human
squccls fur whom the program is designed. In particular, the individual
directions specified by the problem must be reliably interpretable and

executable by the humen subject. They must also be formulated at an

18
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appropriate level of detail, i.e., detailed enough to provide adequate
guidance, but not so excessively detailed as to be burdensome or
distracting to the subject.

In the actual experimental procedure an individual human subject is
then asked to carry out specified tasks (e.g., the description and
subsequent solution of various probleﬁk)‘by executiné on-line successively
stated directions according to a program\;peqlfied by the model. While so
doing, the subject is asked to talk out loud abaht his or her thought-
processes and the whole session is tape-recorded. Detafled data can thus
be gathered about the subject’s written output and verbalized thought
process2s while responding to the external control directions.

Such detailed observations allow one to obtain the following kinds of
information to test the proposed model of performance:

(1) One can ascertain whether the proposed model of good perforifance
is, in fact, sufficient to lead to good performance. This can be done by
determining whether subjects, working under external control in accordance
with the model, do indeed achieve good performance. (Note that such
experiments do not imply that the proposed model is unique since other
models might conceivably also lead to good, or even better, performance.)

(2) One can verify that the prerequisite basic knowledge, which the
model presupposes of human subjects, is by itself pot sufficient to produce
good performance. This can be done by letting subjects, with such

knowledge, work without external guidance of the model and observing that

the resulting, performance is poor.
{3) One can ascertain whether selected features of the proposed
model are, in fact, necessary to achieve good performance. This can be

done by comparative experiments where human subjects work under external

19
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control of a modified model which lacks selected features of the proposed
model of good performance. Predictable performance deficiencies should
then occur.

(4) Finally, one can test whether the proposed model of good *
per formance, when implemented, leads to specific predicted features in the
resulting performance. For example, one can ascertain whether, and how,
the occurrence of specific errors is prevented when human subjects act in
accordance with the model. .

It should be emphasized that the aim of such external-control
experiments s to ascertain the merits of a proposed model of good
performance, but not to teach. Subjects may, of course, learn incidentally
while working under conditions of external control. However, such learning
need not occur hecause external control directions may not become
internalized. For example, a subject, performing very well while working
under external control, might revert to poor performance when external

control knowledge is subsequently removed.

EXPERIMENTS TESTING THE MODEL OF DESCRIPTION
We implemented the yeneral approach, outlined ¥n the preceding section,
in specific experiments designed to test the proposed procedures for
generating effective theoretical descriptions of problems in mechanics.
In particular, these experiments were designed to answer the following
questions: (a) Does the procedure lead to explicit and correct descriptions
of the motion and interaction of systems in various problems? (b) Do the

resulting theoretical descriptions indeed facilitate the subsequent

-
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generation of correct equations and hence of correct ultimate solutions
of these problems?

In the following sections we describe the method, results, and
implications of an experlment;l investigation to test these aspects of

the prescriptive model.

Hethod

The experiments compared the problem-solving performance of individual
subjects working under different external conditions. One group of
subjects, the “model group” (M), worked on partlcul r problems while guided
by external control directions implementing :Fb\prgiosed model of good
performance. (These control directions were r:ad to them by the experi-
menter according to a written script.) Another group of subjects, the
“modified-model group" (M‘), worked on these problems while guided by
external control directions implementing a modified model different from
the proposed model of good performance by the omission of certain selected
features. (The performance of these subjects would be expected to
deteriorate in predictable ways {f these omitted features are necessary for
good performance.) Finally a last group of subjects, the “comparisor aroup

(C), worked on these same problems without any external guidance.

Subjects ’

The subjects in these experiments were 24 paid volunteers, all
undergraduate students currently enrolled in the second course of an

introductory physics sequence at the University of Callfornia in Scrkeley.

These students had previously studied, in the first course of this sequence,
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the relevant physics principles and types of problems used in our
experimental stedy. Hence the subjects in this study could be assum;zd to
have learned this relevant knowledge just a few months previously.

The subjects werve selected randomiy from those volunteers who had
received a grade of B- or better in their last physics courses. These
subjects were then randomly assigned to the three groups, eight in each

group.

Procedure

A pretest, consisting of three mechanics problems, was first

administered individually to each subject. Subjects were asked to talk
daloud about what they were thinking while solving the problems, and their
verbalized statements were recorded with their permission. During this
and subsequent sessions, the subjects were provided with a printed sunsnary
of relevant mechanics principles to which they could refer at any time,
Because our interest was not i the subjects® knowledge about algebra or
trigonometry, apparent errors in the application of such knowledge were
pointed out or corrected by the experimenter when they occurred.

Subjects in groups M and M* ‘then recel-v-ed brief training to familiarize
them with the directions they were subsequently going to be asked to follow. .
This training consisted of a s'lngl'e practice run through the nnjor steps of
the problem-solving pracedure.

Lech subject then returned for one or two subsequent sessions during
whach three problems, approximately equivalent to the pretest problems,
wcr.e administered individually. Groups M and M* were guided through the

solution of these problems, while Group C again worked without external
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guidance. The subjects were again asked to talk out loud and were tape-
recorded. The subjects' written work and verbalized conments compriced

the data for this study.
Subjects working with external guidance were read the standard
directions one step at a time. Each directfon had to be implemented by

the subject before the next one was read. If a step was not performed.

the directions were repzated.

External Control Directions

Standard external control directions were developed for use with
subjects in groups M and M%. These directions provide very specific
guidance through problem solutions but are problem- independent--1.e., the
same directions are applicable to any mechanics problem that can be solved
by applications of Newton's motion principle (his “second law"). A
sunmary and comparison of the kinds of knowledge included in the directions

for groups M and M* is provided in Table 2.

.........................

The extérnal control directions s;;ecify procedures for accomplishing

two major activities lnvollved’ in problem solving: Constructing an initial

- theoretical problem description and subsequently synthesizing the problem
solution by generating constraints in the form of equations or inequalities.
As indicated in Table 2, the modified H¥ version of the model consists
essentially of a subset of the steps included in the JuiM versiop of the )

model of good performance. For example, the full model specifies explicit

descriptions of both the motion and the interaction of systems; but the
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Kajor Components of Externa) Control Directions

Components common
to both models

for Model (M) and Modified Model (M*)

Additional components
in model M only.

s mmemeee———meo cC S e

Motion Description

Explicit mention of motion
when generating equations.

Direction to draw separate
motion diagrams indicating
position, velocity, and
acceleration of each Systen.

Special menticn of knowledge about
motion (e.g., knowledge about
components of acceleration for
circular motion}.

Interaction Description

Direction to draw separa‘e force
diagrams indicating all forces-
exerted on each system by all
other systems.

Specific algorithm for
enunerating forces.

Special mention of knowledge about
properties of interactions (e.g.,
explicit rules for determining
directions of forces).

Checks_on Uescriptions
Reminder to choose useful symbols.

Check that all given information
ha¢ been used.

Check for consistency of
motian and interaction
descriptions.

Check that mutual forces are
described correctly (equal
in magnitude, opposite in
directionj.

Synthesis of Solution

Assessment of current problem state.

Explicatiop of kinds of decisions

to be made¥during application of
motion prirgiples (choice of princi-
ple, of system, of direction).

®
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modified model includes only a description of interaction. Furthermore, the
full model specifies an explicit algorithmn for enumerating all forces
involved in the interaction; but the modified medel specifies only that

all forces acting on a system be indicated, without specifying in

greater detail how these forces should be identified. Thus the modified
model corresponds roughly to the kinds of suggestions provided by a typical
physics textbook (i.e., tec draw “free-body" force diagrams of systems,
without providing explicit rules for identifying or describing relevant
forces).

The‘}ull model also includes methods for checking that the motion and
interaction of systems are correctly and conveniently described. One check
involves the comparison of motion and interaction descriplions to ensure
their consistency. (This is only possible in the full model where both
motion and interaction have been explicitly described.) A second theck
involves examination of interaction descriptions to ensure that constraints
implied by Newton's third law have been considered-~-namely, that mutual
forces (i.e., "actions" and "reactions”) are described as equal in
magnitude and opposite in direction.

Directions for synthesizing solutions are essentialiy fidentical in.
both versions of the model. Of major interest here are the directions to
choose explicit)y a principle, a system, and a particular direction (or
coordinate system) when applying Newton's motion principle to generate
equations.

The way in which the differences between the full and modified models

were actually implemented is exemplified in Table 3 which contains excerpts
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g from the seripts used to direct subjects through the enumeration of forces Data Analysis

acting on a chosen system. In order to assess the quality of students' problem-solving behavior, it

was necessary to identify and define =xplicit performance measures. Table 4

The adequacy of every solution was assessed with respect to the

| ) Insert Table 3 about here
------------------------- 4 sumarizes the specific criteria used as measures of good performance--and
‘ the ma,?or classes of errors used to assess deficiencies of performante.
i Problems for_Assessiny Performance ' «  HNote that the first two measures in Table 4 were des{gned to reveal the
‘ Three approximately matchingpairs of mechanics problems (tisted in the _ - a.dequacy of problem descriptisn, whether explicitly exhibited in diagrams
- - Appendix) were selected from coqmonl’y used introductery physics texts (French, (e.g., by subjects lndu:(e::lg to act in accordance with the model) 01: or'ﬂy
%’ 1971; Resnick & Halliday, 1977; Symon, 1971) and reworded slightly for implicitly generated (e:’g.. by many subjects in the pretest or in the
{ increased clarity. The pairs of problems were split into two Sets, A and B. comparison group). Hence these measures assessed the completeness and
| Half of the subjects received one set as a pretest and the other set during correctness of the descriptive information incorporated in the subjects’ -
} treatment sessions; the other half of the subjects received thesg sets in equations, even if these subjects did not exhib any explicit prior
oppusite order. - - descriptipn.
| All of the problems used in the study could be solved by appllcatlon' ......................... ' - l
- ! Insert Table 4 about here
) ) of one fundamental motion principle, Newton's second law (ma = F}. Twoof ~  =es=cscommomsemoseosocons 1
the thiree pairs of prol;lems (1A, 1B; 3A, 3B) required aon-trivial force .
' descriptions because they involved several forces {both long-range and Results 1

short-range). [hese problems were included to allow assessment of procedures

for enwnerating forces. The third pair of problems (2A and 28)‘requlred non- performance measures listed in Table 4. The data in Table 5 and Figure 2 T

trivial motion descriptions; they involved systems in circular motion, the

problems were -included to allow assessment of procedures for describing;

show the mean number of each student's solutions (on the three preblems
solved during pretest or &reaunem. sessions) that were correct on each of

thése measures. The data are summarized for students in each of the three

5
treatment groups M, M*, and C. The rightmost columns in Table 5 {indicate

analysis of which is frequently performed incorrectly by novices. These
5 wotion.

which of the dlffere‘nces between these groups are statistically

~

significant. Table 5 and Figure 2 also summarize the performance of all

24 students on the pretest. There were no significant differences between

<
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Table 3 - ’ Table 3 (cont'd)

Excerpts of External Control Directions Modified Model M*:
for Constructing Interaction Descriptions

£: Let's now draw diagrams describing the forces on each
T = system of interest. Which system...do you wish to

ﬂodel‘M: consider first/next?
£: Let's now draw diagrams describing the forces on each S: (Names a system "X".)
system of interest. Which system...do you wish to consider
first/next? £: Draw a force diagram indicating all the forces exerted

on X by all other systems.
S: (Nawes a system "X".)
S: (Draws a diagram.)
£: First name each system that touches X, including those
that exert applied forces. As you identify each system, E: Are there any other forces exerted on X by any other
indicate all external contact forces exerted on X by systems?
that system.
$: (Indicates no others or ¢raws additional forces.)
S: (Names systems and indicates contact forces.)

**IF NAMED SYSTEM INTERACTS BY SURFACE CONTACT:
Note: E = experimenter, S = subject
E: Remember, the force exerted by a surface ordinarily,
although not always, has two components, the normal
force and friction. Check to be sure whether both
components exist in this case.

Also, remember that the normal force is perpendicular
to, and directed away from, the surface exerting it.
The friction force opposes the relative motion of the
contact points; it opposes the motion of X relative
to (interacting system).

£: Now name al} external systems that directly interact with
X without touching it or through any other physical
contact. Then indicate the long-range forces exerted on
X by each such system.

S: (Names systems and indicates long-range forces.)
E: Are there any other systems touching X?

S: (Indicates no others or names additional system(s) and
indicates contact force(s).)

E: Are there any other systems directly interacting with X
by long-range forces?

S: {Indicates no others or names additional system(s)
and indicates long-range force(s).)

E: If not, you are finished describing all forces on X.
DO NOT ADD ANY OTHERS.

. 29
Q
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Table 4

Performance Measures and Error Types

Performance Measure

1. Adequacy ot motion information:
Was information about the magni-
tude and direction of each
system's acceleration correctly
included in the equations?

2. Adequacy of interaction
Tnformation:  Tere all required
forces included in the equations?
Were directions and magnitudes of
those forces correctly indicated?

3. Adequacy of constraint equations.
Wére the number and kinds of
equations generated sufficient to
determine a solution? Were all
equations correctly
instantiated?

4. Correctness of final answer:
Was corrvect answer obtaTned?

o
<
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Major Error Types

Wrong direction of acceleration.

Wrong magnitude of acceleration.

Missing forces(s) in equattion.
Wrong direction of a force.

Wrong magnitude of a force.

“

Missing required equation.

Incorrect information contained
in equation.

Meaningless equation (e.g.,

inconsistent choices of systems).

Incorrect {or no) final answer.

23.

the various groups on this pretest, nor between these pretest results and

the performance of the comparison group C in the treatment.

Sufficiency of the Model

The purpose of this research was to evaluate selected aspects of the
proposed model of good p;oblem-solving performance in mechanics. The
major question of interest is whether the kinds of procedures proposed by
the model are sufficient for producing successful solutions. If the ki=ds
of knowledge included in the model are sufficient, students working in
accordance with the model would be expected to perform well.

The performance of subjects in group M, working under external
control, indicates that the proposed procedures did indeed lead to very
good performance. As is apparent from Table 5 and Figure 2, these students
performed nearly perfectly: All of their solutions contained every
required equation, and all their equations contained correct and complete
{ntormation_about motion and interaction. (The slightly lower incidence
of correct final answers resulted from incorrect combination of equations
on problem 28; instead of performing a required vector addition, some

students treated vectors like numbers.)
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Table 5
Mean Number of Solutions with Correct
Performance on Specified Measures
b Statistical
Performance \ Treatment differences®
nmeasures Pretest
o M H* C MMy N0 Mo M :guided by model
Correct motio 1.83 3.00 2.63 1.63 . MEAN M* - quided b dified del
rrect m n . . . . - quide mo ed mode
informat fon NUMBER 8 y
Correct force 1.33 3.00 2.00 1.38 ok * CORRECT C :comparison (no guidance)
information
Sufficient and 0.83 2.88 163 0.75 *x bl K3 SRR --+=4100 °/°
correct equations
Correct final 0.79 2.7 1.38 0.63 * *h
answer 4 80
oL .
Note: Maximum score = 3.00. -1 60
2 oa 24,
b - 40
n = 8 per group. i1 “. \
c . " R RERREEEE o pretest
Kruskal-Nallis Test results: *p<0.01; **p<0.005. . Tree-® ¢ - 20
0 [ 1 1 ] 0
motion force  equations answers
descr. descr.
PERFORMANCE
Figure 2. Graphs of mean number of solutions {out of three) with
‘)<
‘3‘8 correct performance on specified measures.
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Inadequacy of Performance Unguided by the Model

The previous results indicate that subjects, irduced to act in
accordance with the model, perform excellently. lowever, one may ask
whether the subjects might not have performed equally well without
guidance by the model, since they had studied mechanics in a previous course
a few months before and might thus have the requisite knowledge to solve
independently the fairly standard kinds of problems used in our study.

As indicated in Table 5 and Figure 2, the subjects' performance on the
pretest, as well as the performance of the comparison group C, indicates
that the subjects® prior knowledge was definitely not sufficient to solve
these kinds of problems adequately. On the average, the subjects solved
correctly only less than ona third of the pretest problems. Furthermore,
only less than one third of their solutions contained enough equations to
achieve a solution, and less than one half of these solutions incorporated
correct information about both the motion and interaction of the relevaut
systems. (The performance of the comparison group C in the treatment was
virtually identical to the performance of all subjects on the pretest.)

The precediny results indicate that the kind of knowledge students
acquire as a result of ordinary instruction in an introductory mechanics
course is nut sufticient to endow them with the ability to solve typical
mechanics problems at the level of this course. However, it should be
noted that the subjects in our study did have an adequate knowledge of
basic ;?wsics concepts and principles, i.e., enough knowledge to interpret
and taplement the external control directions used in our experiments.

However, the additional procedural and factual knowledge provided by these

Q :3(2
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directions was necessary to help the subjects achieve good problem-solving

performance.

Necessity of Components of the Model

s

The results already discussed show that subjects, working in
accordance with the proposed model, perform very well on problem-solving
tasks. However, one may ask whether all components of this model are
actually necessary. For example, it might be that some of the procedures
and knowl;dge incorporated in the model are superfluous and that performance
might be equally good (and perhaps more efficient) without these components.

This question can be answered by comparing the performance of group M,
which worked in accordance with the proposed model, with the performance of
group M* which worked in accordance with a modified model omitting certain
components of the proposed model. (See Table 2.) If these knowledge
components, contained in the full model but dealeted from the model used to
gutde group M*, were in fact necessary for good performance, the observed
performance of ‘roup M* should be less adequate than that of group M. In
particular, since the major differences in the models, and in the
experimental directions based on them, lay in the complateness and
explicitness of ,the initial problem descriptions, the descriptions of motion
and interaction by group M* would be expected to be inferior to those by
aroup M. Correspondingly, the subsequent equations generated by subjects
in group M*, and hence also the final problem answers obtained by them,
should be less often correct than those generated by subjects in group M.

The data in Table 5 and Figure 2 reveal essentially this pattern of

results. A1l results are statistically significant, except in the case of
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motion description, where the performance of Group M* was not significantly
poorer than the perfect performance of Group M. Tt thus appears that the
kinds of knowledge included in the model are both sufficient and necessary

for achieving good problem solutions.

Detailed Analysis of Subjects' Performance

A closer examination of the subjects' performance provides insights
into the ways in which the proposed model facilitates good performance.
In this section we discuss some specific examples of typical difficulties
subjects encounter during problem solving. For each such example, we
indicate the particular components of the model that lead to good

performance by reducing such difficulties and preventing conmon errors.

Onission of relevant forces. One of the most common errors committed

by subjects, working unaided without external control, involved the

omission of some relevant forces acting on a system. Indeed, about 75% of
the subjects omitted some relevant forces in at least one of their pretest
problem soldtlons.

These difficulties in problem description may be illustrated by
problem 3B used in our study. This problem (11lustrated in Figure 3 and
described more fully in the Appendix) deals with two blocks A and B
connected by a string passing over a fixed pulley. The block B may slide,
with friction, relative to the horizontal floor beneath it and relative to
the block A on top of it. It is desired to find the magnitude of the
force F0 needed to pull the block B to the left Yh constant velocity.

36 ;
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The description procedure, specified by H’le model summarized in
Table 1, would describe the motion of block B by its velocity v and
acceleration 3, as .lndlcated in Figure 3. It would also describe the
interaction of this block by using the procedure of Table 1 to identify
all forces on this block. Thus it would first identify the long-ran;:—
gravitational force fg on block B by the earth, Then it would identify
all other objects which touch the block B and correspondingly identify an
the short-range forces acting on B. As indicated in Figure 3, these are
the force fo applied by the system pulling this block, the tension force 1
by the string, the normal and friction forces (ﬁ and f) by the floer, and
the normal and friction force (tj' and f') by block A.

Identification of all these forces presented particular difficulties
for the subjects unguiGed by the model. For example, the friction force f

an B by block A was omitted in half of the pretest solutions of this’

on B by the string,were omitted in 25% of the pretest solutions.

These errors were eliminated entirely ,in the solutions of 3ubjects
gui‘ded by the model. The reason is that the model (Table 1) custains an
explicit algorithm which enumerates all short-range forces by identifying
all objects which touch the system of interest--and the identification of
objects tguching a given system is trivial for human subjects. Furthermore,
the algorithm includes an explicit remiﬁder of factual knowledge in the
knowledge base, 1.g., that the force exerted by a surface consists

ordinarily. of two component forces (the normal and friction forces)
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Figure 3. Problea 3A involving two blocks connected by a string, with
motion and force descriptions of block B. (Forces frequently omitted by

subjects are indicated by dashed arrows.)
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perpendicular and parallel to the surface. MHence the explicit description
eliminates automatically the common error of omitting some short-range
forces acting on a system.

In this particular problem subjects in group M* also did not omit
any forces on block B (although they were merely told to “indicate all the
forces exerted on block B by all other systems® and then to check that they
had identified all such forces), However, subjects in group M* did omit
relevant forces in the solutions of the other problems (as indicated in
Table 5 and Figure 2}, while subjects in group M never omitted any relevant
forces in any of the problems. Thus the detailed description procedgre
specified by the full model is far more reliable than the less explicit
procedure provided to subjects in group M*. HNevertheless, the latter
procedure still leads to better performance than that exhibited by subjects

working without any external guidance.

Wrong directions of forres. A second very common error exhibited

on the pretest was that ofyascribing the wrong direction to a force. Half
of the subjects made this error in at least one pret.est solution. An
exanple of this difficulty occurs in problem 1A f1lustrated in Figure 4
and described more fully in the Appendix. In this problem blocks A and B
ara connected by a thin light string which passes over a fixed pulley.

It is specified that the block C, which lies on top of block A, remains

at rest relative to A without sliding off.
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To solve this problem, all the forces on block C must be correctly
identified and described. However, in 83% of the pretest solutions of this
“ problem, subjects asserted that the friction force on C by A was directed
PROBLEM SITUATION to the left, when it is lnfact. directed to the right. (Indeed, if the ;
friction force were directed to the left, block € would certainly slide off

block A. It is only the friction force exerted on C by A which moves C to

the right along with A.)

This error appears to be the result of the following inaccurate, and
frcquently verbalized, rule used by many subjects: to determine the direction

of the friction force: “Friction opposes the motion of C". This rule is

4
too general'and leads to correct force descriptions only under certain

MOTION OF c FORCES ON C special conditions. The correct general rule s that "friction opposes
N the relative motion of the contact points"; i.e., in this case the friction
v force opposes the motion of C relative to A and must thus be directed to
.-»f .
¢ the right. Subjects in group M, who used this rule included in the model
F9 of description, never erred in ascribing the correct direction to the

friction force, By contrast, subjects in groups M* and € made this error

o

as frequently as the subjects on the pretest prc lems.

The model (Table 1) provides not only explicit rules for correctly
describing forces, but includes also checks to ensure thet forces have
been described prepérly. One such check requires that the descriptions of
the motion and interaction of each system by consistent. In order to

perform this check, both the motion and interaction of each system rust
Figure 4. Problem 1A involving three blocks, with motion and force

have been described explicitly, as required by the model. Such descriptions
descriptions of block C. (The friction force f, indicated by a dashed

for selected systems have been indicated for the problems 11lustrated in
arrow, Is frequently ascribed the wrong direction, i.e., to the left.)

F{gures 3 and 4.

I
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The check fer consistenny, between motion and Interaction 1s based on

——

Newton's uption principle ma = F which inplies that the acceleration a of
any particle must have the same direction as the total force £ on it.
-Accordingly, the detailed program implementing the model for Group M
contained the following direction for checking the consistency of motion
and Interaction descriptions: *in your diagrams, are the forces on the
selacted particle such that, with proper magnitudes, thelr vector sum can
have the same direction as the particle's acceleration? If not, there 1s
something wrong.®
The power of the preceding checking procedure can be 1llustrated in
the case of the problem of Figure 4. It is quite easy for subjects,
describing the motion of blocl.< C, to determine that its acceleration is
directed to the right. If such a subject, describing the interaction of
block C, then claims that the friction force f on this block is directed
to the left, the checking procedure wonld lfumediately reveal that the
diraction of this force is inconsistent with that of the acceleration and
must therefore be incorrect. Thus the check of consistency between motion
and Interaction provides a rellable means of detecting and correcting the
comion ervor of incorrectly ascribing the wrong direction to the friction
force in this problem.
The explicit qualitative comparison of motion and force diagrams in

our experiments also seemed to provide sutdents with a powerful graphic

demonstration of the meaning of Newton's motion principle. Many of the
students in group M spontareously reacted to this comparison with
conments indicating a new understanding of the implications of Hewton's

motion principle ma = F, e.y., with coments such as “Oh, that's neat! I
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hadn't thought about it that’ way beforel™. This kind of qualitative
comparison procedure may thus have a substantial potential for enhancing
students' understanding of physics principles, a potential which may be
worthy of further investigation.

Another check on the inftial theoretical description of a problem
involves determining whether mutual forces between interacting particles
{1.e., "actions*” and “reactions”) have been correctly described in ; manner
consistent with “Newton's third law". To be specific, subjects in group M
ware directed to do the following: “Check to make sure that all action-
reaction pairs of forces are described as equal in magnitude and opposite
in direction. For exampie, 1f systems A and B interact, the force on A by
B in your force dlagram of A should be opposite in direction, but should
have the same magnitude, as the force on B by A in your diagram of B."

Most students, working independently without guidance in the problem

of Figure 4,d1d correctly state that the friction force cn block A by
block C is directed to the left, even though many claimed iIncorrectly that
the friction force on block C by block A is also directed to the left.
Since the mode? incorporates an explicit check on the consistency of mutual
forces, subjects working in accordance with this model detect the

inconsistency of such force descriptions and make appropriate corrections.

DISCUSSION AND IMPLICATIONS
The work discusst in this paper has aimed to formulate and validate
a prescriptive theoretical model specifying some of the knowledge and
procedures leading to good human problem solving in 2 quantitative science

such as physics. We have focused particular attention on the generation of
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effective initial problem descriptluns which facilitate the subsequent
solutions of such proolems. Thus we sought to specify explicit procedures
for generating a “theoretical problem description” which deliberately
redescribes any situation in terms of the special concepts specified by
the kgggledge/E;;; for the relevant scientific domain. In the science of
| ’EEEE;nics these procedures specify explicitly how to describe the motion of
any system in terms of concepts such as velocity and acceleratign. how to
describe the interaction of any such .stem in terms of specified kinds

of forces, how to exploit special ¥ :iedge about the properties of such
forces, and how to check the resulting descrlption(by fts consistency with
known physics principles.

The special experiments, discussed in the preceding pages, show that
human subjects, induced to Follow such description procedures under
carefully controlled conditions, do indeed reliably generate explicit and
correct descriptions of the motion and interaction of systems in mechanics
problems. Furthermore, these descriptions markedly facilitate the
subsequent construction of correct problem solutions.

The generation of effective initial problem descriptions is far from
trivial. Inderd, our experiments show that many students, after receiving
good grades in a recent course where they rcceived formal instruction in
mechanics, nevertheless generate incomplete and/or incorrect descriptions
of fairly routine problems--and thus fail to solve them properly.

As we have pointed out, these problem-solving deficiencies exist even
if students have a good understanding of prerequisite physics concepts

and principles. They still lack the more strategic kinds of knowledge

specified in our prescriptive model, i.e., the meta-knowledge that it fis

Q 41’1
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important to describe a problem with care before attempting to search for
its solution, explicit knowledge about what types of information should be
fncluded in an effective description, and explicit systematic procedures
specifying how to generate such a description. These kinds of knowledge
are usually possessed by experts, although predominantly in tacit form,
and are rarely taught exélicitly in physics courses. The work discussed
in the preceding pages shows that such knowledge can be made move

explicit and that, if used by students, it can strikingly improve their
problem-solving performance.

Qur theoretical ideas about the generation of effective initial problem
descriptions have been illu:trated in the particular scientific domain of
mechanics. However, they can readily be extended to other scientific
domains (e.g., to electric circuits, or thermodynamics, or even to domaing
outside of physics) provided that they are used in conjunction with the
particular knoviedge base of the relevant scientific domain.

The generation of effective initial problem descriptions, discussed
in the preceding pages, is very important to achieve effective problem
solving, but is not sufficient. A complete prescriptive theoretical model
of effective problem solving must, thefefore, also deal with other central
issues, e.g., with decision processes facilitating the efficient search
for a solution, with useful forms of organization of the knowledge base,
etc. MWe have outlined such a more encompassing problem-solving model
elsewhere (Reif & Heller, in press) and hope to validate other aspects of
this model by experimental methods Similar to those used in our study of

problem description.
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The particular experimental methods, discussed in the preceding pages
to study wodels of problem description, have involved the detailed
observations of human subjects working under “external control® in
accordance with prescriptive models of performance (either a proposed mode}
of effective performance or alternative models). This method permits one
to explore in detail the efficacy of any proposed model of human task
performance and to manipulate experimentally various parameters of such a
model. Accordingly, this method may be broadly useful to study theoretical
models specifying cognitive processes and knowledge structures for
achieving intellectual performance in a wide variety of domains.

The work discussed in this paper is highly relevant to the design o

. 1nstruqtion for teaching students improved scientific problem-solving
skills. Indeed, such instruction requires a well-validated prescriptive
wodel specifying how good problem solving is to be achieved by students as
a result of instruction. (As pointed out in the introductory paragraphs,
such a model must do more than wmerely simulate the problem-solving
behavior ot actual experts.) Our model for generating effective problem
descriptions, together with the experiments verifying its efficacy, is thus
an essential prerequisite for teaching students important problem-
description skills needed for good problem solving.

Such teaching efforts would require students to internalize, and learn
to use habitually, control knowledge which was explicitly externalized in
our experiments. 1n other words, instructional design must use insights
about good performance and then deal explicitly with the processes whereby

such performance can be learned. Indeed, our model of problem description
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has already been quite useful in some of our practical efforts to teach
problem-solving skills to students in physics courses. e hope to go beyond
such informal efforts to develop more explicit and systematic instructional

methods based on our analysis of relevant cognitive processes.

APPENDIX

Problems Used in Experiments

The following are the three pairs of problems used in our experiments.
Each problem was presented to a subject tojdethar with a tabular swmmary of

the information specified in the statement of the problem.

Problem 1A

Figure 5 shows a cart A (of mass 2m) free to move without friction
along a horizontal table. This cart is attached by a light string, which
passes over a pulley of nepligible mass and negligible friction, to a
block B (of mass mB) suspended from the other end of the string. A block
C (of mass m) lies on top of cart A. The coefficient of static friction
between A and C is u. What s the maximum value of my for which block €

will remain on the cart without sliding?

............................

P R T L LT

Problem 18

Figure 6 shows a cart A, of mass ®y» ¥hich moves with negligible

friction along a horizontal floor when it is pushed to the right by an

' 4%




Figure 5.
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applied force of magnitude Fo' A smal) biock B, of mass Mg is {n contact
with the right vertical side of the cart. The coefficient of static
friction between the block and the side of the cart has a value u. How
large must be the magnitude Fo of the applied force so that the block re-

msins at rest relative to the cart, without slipping down?

Problem 2A

A pendulum bob, of mass m, swings in 2 vertical plane at the end of a
string of negligible mass fastened to the cefling. At the highest point of
its swing, the pendulum is in the position shown in Figure 7, with the
string at an angle 0 from the vertical. What is the magnytude of the

tensfon force exerted on the bob by the string at this iastant?

- . o o o S S

- - -

Problem 28

An object of mass m slides along a circular track with negligible
friction. When the object passes the point P in Figure 8, the magnitude
of the force exerted on the object by the track is 3mg/l§. What is the
magnitude of the object's acceleration at that instant? (Use the vaiues:

sin 45° = cos 45° = 1/Z.)

---------------------------
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Figure 7. Diagram for problem 2A.
Figure 6. ODiagram for problem 18,
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Problem 3A
- AN

A man, of mass m, stands on a board, of mass M, which he previously

" placed on a mud-covered hilly grtcce-making an angle 0 with the hori-

zontal. The man holds on to a rope {of neglibtble mass and parallel to
the surface of the hill) whose other end fs fasteaed to a wall at the top
of the hill, (See Figure 9.) The man .finds, to his dismay, that the board
beneath him starts sliding down tt;e hi1l. The coefficient of sliding fric-
tion between the man's shoes and the board is uy and the coeificient of
slidﬂl/q friction between the board and the surface of the hill is Yy

What is the magnitude of the acceleration g with which the board beneath
the man slides down the hill while the man, holding on to the rope, remyins

at rest relative to the gr(’)md?"

- o T

" Problep 38

Two blocks A and B are connected by a light flexible string passing
around 2 frictionless pulley of hegligible mass. (See Figure 10.) Block A
has a mssw,\a:d block B has a mass mg. The coefficient of sHJlng fric-
n th

tion betw two blocks, and also between block B and the horf'uontal

it, has a value y. MHhat-is the magnitude F, of the force

11 block B to the left at constant speed? N

53




X0 v
“ . “

A «(S’J PraN

q?f: & %M/ B e

w
RIS ‘»“t‘g’tui»na io).)\ M‘Q‘A ’»?\ {‘(@' ’wx}‘ h‘&é

f'\ %v PR M« o

figure 10. Diagram ,or problem 3B.
Figure 9. Diagram for problem 2A.

o
LR TN

T




Pré??rlblng Problem-solving Processes
38.
References
éundy. A. Will it reach the top? Prediction in the mechanics world.
Artificial Intelligence, 1978, 10, 129-146.
Bundy, A., Byrd, L., Luger, G., Mellish, C., & Palmer, M. Solving mechanics

- problems using meta-level lﬁference. Proceedings of the 6th Inter-

national Joint Conference on Artificial Intelligence, Tokyo, 1979.

Byrd, L., & Borning, A. Extending Mecho to solve statics problems (Tech.

Rep. DAI 137). University of Edinburgh, Cepartment of Artificial
Intell igence, 1980.
Champagne, A.B., Klopfer, L.E., & Anderson, J.H. Factors influencing the

learning of classical mechanics. American Journal of Physics, 1989,

8, 1074-1075.
Chi, M.1.H., feltovich, P.J. & Glaser, R. Categorization and representa-

tion of physics problems by experts and novices. Cogritive Science,

1981, 5, 121-152.
Chi, M.T.H., Glaser, R., & Rees, £. Expertise in problem solving. In

R. Sternberg (Ed.), Advances in_the psychology of human_intelligence

{Vol. 1). HRillsdale, N.J.: Erlbaum, 1981.
Clement, J. Students® preconceptions in introductory mechanics. American
Journal of Physics, 1982, 50, 66-71.

de Kleer, J. Multiple representations of knowledge in a mechanics problem

solver. Proceedings of the 5th International Joint Conference on
Artificial Intelligence. Cambridge, Mass.: MIT Press, 1977.

diSessa, A. Unlearning Aristoteiian physics: A study of knowledge-based
learning. Cognitive Science, 1982, 6, 37-75.

French, A.P. Hewtonian mechanfcs. Hew York: HW.W. Norton, 1971.

Ty
!

Dt
Q

Prescribing Problem-solving Processes
39.

Greeno, J.G. Nature of problem solving abilities. In H.K. tstes (Ed.),

Handbook of learning and cognitive processes (vol. 5). Hillsdale,

N.J.: Erlbaun, 1978.

Larkin, J.H. Enriching formal knowledge: A model for learning to solve
textbook physics problems. In J. Anderson (Ed.), Cognitive skills
and their acquisition. Hillsdale, N.J.: Erlbaum, 1981.

Larkin, J., McDermott, J., Simon, D.P., & Simon, H.A., Expert and novice
performance in solving physi s problems. Science, 1930, 208,
1335-1342. ()

Larkin, J.H., McDemott, J., Simon, D.P., & Simon, H.A. Models of compe-
tence in solving physics problems. Cognitive Science, 1980, 4
317-345. (b)

Larkin, J.H. & Reif, F. Understanding and teaching problem solving in

physics. European Journal of Science Education, 1979, 1, 191-203.

Luger, G.F. Mathematical model building in the solution of mechanics

problems: Human protocols and the MECHD trace. Cognitive Science,

1981, 5, 55-77.

McCloskey, M., Caramazza, A., & Green, B. Curvilinear motion in the
absence of external forces: Haive beliefs about the motion of objects.
Science, 1980, 210, 1139-1141.

Novak, G.S., Jr. Representations of knowledge in a program for solving

physics problems. Proceed'ngs of the 5th International Joint Con-

ference on Artificial Intelligence. Cambridge, Mass.: MIT Press, 1977.

tolson, P.G., & Jeffries, R. Problem solving as search and understanding.

In R. Sternberg (Ed.), Advances in the psychology of intelligence

(Vol. 1). Hillsdale, N.J.: Erlbaum, 1981.

W

-y -




9
Prescribing Problem-solving Pro
Reif, F. Theoretical and educational concerns with problem solving:

the gaps with human cognitive engineering. In D. Tuma and F. Rei

cesses
40.

Bridging
f

(eds» ), Problem solving and education: Issues in teaching and research.

Hillsdale, N.J.: Lawrence Erilbaum Associates, 1979,

Reif, F. & Heller, J.I. Knowledge structure and problem solving in physics.

Educational Psychologist, in press.

Resnick, R. & Malliday, D. Physics (3rd ed.}). New York: Wiley, 1977
Simon, D.P., & Simon, H.A. Individual differences in solving physics
problems. In R.S. Siegler (Ed.)}, Children's thinking: What deve

lops?

Hillsdale, N.J.: Erlbaum, 1978.

Symon, K.R. Hechanics {Ird ed.). Reading, Mass.: Addison-Wesley, 19

.

Trowbridge, b.t. & McDermott, L.C. Investigation of student understanding

of the concept of velocity in one dimension. American Journal of

Physics, 1980, 48, 1020-1028.

Trowbridge, D.E. & McDermott, L.C. Investigation of student understanding

of the concept of acceleration in one dimension. American Journa

1 of

Physics, 1981, 49, 242-253.
Viennot, L. Spontsneous reasoning in elementary dynamics. European

Journal of Science Education, 1979, 1, 205-221.

Do

ERIC

Aruitoxt provided by Eic:




