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Abstract CoS

- ' . : " . " '>.

In congrast to the usual counseling outcome asséssment procedures

¢
!

. R 4 ~ K . H . O N ‘.
which rely on individual change scores on selected outcome instruments,

_the contemporary interactional perspéétive would suggest that the
<o e . ¢ .

assessment \0f outcome should focus on
process itself, i.e., a change in.the
counselor and client. Three analytic

-

X pattétn éhange) are presented in this

determiningvchapgés»ip the counseling

.
“

- interactional patterns between the

Voo

agproaches for. assessing pattern (and‘

paper: Markov chain'analyéis, lag

. sequential analysis, and information théory analysis. While the
R g :

specifics of each of the. approaches differ, each is derived from the - .
conditional, sequential dependencies among the events of the counseling

o . N ‘ v

process (interaction sequence).

W




METHODOLOGICAL EXPLORATIONS OF .
. : : »

5 ‘ COUNSELOR-CLIENT INTERACTION
o ‘ James-W. Llchtenberg

v . Un1ver51ty of Kansas

N3
/

A distinction has generally been made between "process'" and "outcome!
\ S
research in' the counse11ng and psychothé&rapy 11terature -- the two be1ng

3

'd1fferent1ated from one another in terms of their’ respectlve focti.
Y

Process research, on the one hand, has attended primarily to the nature
L ‘ of the Qherapeutlc encounter or "w1thln interview behaV1or, : On the

other hand, outcome research has focused upon the effects of that en- ‘ «

)

counter or\on the re1at1ve1y endurlng changes in the c11ent as a result

4 L3

) . § of the therapy process. (Cartwright, 1957; Kiesler, 1966,. 1971, Strupp &
a . Luborsky, 1962). In recent years, however, ?hls dlstrnctaon has blurred,
and recent speculatlons in ‘the therapy 11terature 1ead one to question

~

where process ends and outcome begins (Kiesler, 1971)

In Contrast &o earlfer views of dlsturbed or dlsordered client
behav7pr which postulated 1ntrapsych1c or s:tuatlonal determlnants of
that behav1or (and the dlsrupted 1nterpersona1 re1at10nsh1ps that fol-
T lowed), the: contemporary interactional perspectlve (Watzlawick, Beav1n,
é Jackson, 1967; Watzlawick & Weakland, 1977) focuses on client "symptoms"

Y

. as habitual and problematic patterns or .sequences of interpersonal

- !

behavior -- patterns which are perpetuated by the way clients behave and -

(
by the 1nf1uence of others intimately 1nvolved with them (Weakland,

P

Fisch, Watzlaw1ck & Bod1n 1973). Cashdan (1973 1981) refers to these

patterns.as "strategies.'" As trad1tlona11y conceived, a strategy refers
Yy . . oy
y to certain tictical maneuvers used to achieve some goal. Applled to

o interpersonal“relationships, whether within. counseling or‘outside of

o -~ B

ERIC © - ! o
~t ' . -
PAruntext provia c . - - ¢ > .
. N : . .
- . . s l.
> . B N i




i +
[

counseling, a strateéy refers to the relatively discrete'modes of be-
havlor through wh1ch a person develops and ma1nta1ns ongoing interper-

sonal relatlonshlps. Spec1f1ca11y, they are the behavioral (communlca-
a .

tive) maneuvers that clients use to try-to meet their interpersonal

needs. -Strictly speaking, the maladaptiveness of a client's strategy is

not a function of the strategy itself, but of fhe way- it meets'or fails

to meet the ‘expectations of the fecipient. When a person's strategies :

are extreme, in their effect on others (and held to be outside of the ‘

person's volitional control), these strategies are labeled as "symptoms"..

(Haley, 1963). '
' ' 5N ‘ _ -

‘It is an extension of this view that in the therapeutic relation-
4 .

ship, like other 1nterpersona1 relationships in which clients become :

N r

involved, similar interactional patierns and sequences’will emerge; and

that ultimately it is the role and responsioility of the counselor to

v

alter these 1nterpersona1 sequences Indeed, while counseling.involves .

many factors (1nc1ud1ng supgort encouragement of self- express1on,
educatlon, etc. ), it is of ‘crucial importance that the counselor deal
successfully with‘changinglthe client's usual interaction pattern as it

L}
. . . T
emerges in counseling. Unless this is accomplished, the counseling

process will simply model and perpetﬁate those'same problematic (sympto?f

’

o -
matic) regponse sequences$ which initially brought the client'in for

counseling (Anchin, 1982). S ' :

s

It follows from this’ perspectlve that, inrcontrast to the‘usual
counsellhg outcome assessment procedures which rely on 1nd1v1dua1 change
,scores on selected outcome }nstruments, assessment of outcome should
focus on'determining change(s) in the counseling°process itself, i.e., a

change in the interactional patternshbetween the counselor and client.

'

.
v
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The 1ssue of pattern in counselor-client interaction rests funda- °

mentdlly on an assumption of behaVioral interaependency or the mutual

-

and reciprocal communication between participants. In a general sense,
o . . -7

communication is said to occur between persons,whenever they behave in a
non-random manner with resﬁect to each other. ‘Moreispecifica11§, it
means that one‘person's actions are dependent (at least to.'some degree)
. ! A ‘
on %ge preceding behaviors of the other. Indeed, were this not the
case, (i.e., were the'participants to not respond.oifferentially/
nonrandomly to each other), it would be impossible‘to‘say that there was
any exchange process as such hetween the‘participants (Barnlund, 1981).
By this definition.of commdnication,$it shoﬁio be understood that commun-

ication is not simply the response one person to another, but essentially

the relationship that is set up between their responses (Cherry, 1957) --

a relationship of mutual and rec1proca1 constraint upon the behavioral

-~
+

Xallablllty of -both the cbunselor and the client By virtue of this

constraint, the interaqtive behaviors of the counselor ‘and client, which

v

- are' the "stuff" of the counseling process, become predxctable, at least

to some extent -* and ‘it is this predictability that is referred to as

«

"pattern" (Bateson, 1973).

The raw material for studying these patterns are the various counselor-
client interactive behaviors as they occur gnd order themselves over
time (i.e. across the process). It has been noted (Raush 1969) that
while the observational protocols or codings of these events are gathered

in a temporal ordet, generally it is Simply because the events occur
that way.' Most often in-the conversion to data for analysis, the order-
ing of these-events is either lost or ignored. Hertel (1972) has noted

the major failing of most process research methods employed to investigate/

6 .
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explicate the counseling process has been their inability to incorporate

¢

the tempora1 or sequential rElationships among the’ ohosen process units. )
The unfortunate consequence of such failing is that the notion of "process" >
as operationally defined by those methods is rendered little more than a’
metaphor to the construct purportedly under investigation

Hertel (1972) and Raush (1969) have both ‘hoted the desirability of
models and methods for process research whereby researchers could cap- . '
ture and investigate the temporal nature of counselor-client interaction
through ana1ys1s of the sequential ordering of its events. Such'models
and methods gguld potentially moveiprocess research from investigation
premised on static- states to one more capable of dealing w1th both T
' structural continuities and continuous changes: and toward the illumipa-

tion and documentation of the kinds of sequential phenomena (i.e. pat-

terns) that provide the inference.base for our views of counse11ng

»

process and change. \ e o ‘ °
‘The approaches presented in this paper mpy generally be referred to. T
‘as '"'sequential analyses". Sequential analysis is the term given to a

‘pumber of statistical techniques used for analyzing sequences of behavior.
. . ' s 2
Common to each of these techniques is the search for sequential patterns

»

or redundancies among events/behaviors. While the specifics’ of each of .
‘ S ' 3

the approaches differ, each is derived, at 1east’conceptua11y, from the

conditional, sequential dependencies among events in the sequence ] \

For example, suppose one observes a sequence. of counselor-client

exchanges using two observitional c;des (A and B). T1f one observes the

AN

interaction sequence . " L

.

ABAABABBABBAAABABBABAAABBAAABB . . ,




one can de§cribe the  interaction nonsequentialky by simply observing '

, . RS .

that the frequency of occurence of A is i6, and the frequency of B is‘

' . 14? The unconditional probability of A is‘thus p(A?.= 16/30 = .53; and
| the unconditional probahility of B is p(B) = 14}30 = .Q]. The conditionalr
probahility of the occureuce‘of B, given that-A has occurred just prior o
to B, is the proportion of time that B(occurs immediately after A: A
. ' » occurs 16. times and of those 16 times B occurs after A nine times. ' Thus

the cond1t10na1 probabillty of B g1ven A is 9/16 = p(B/A) = . Hence

one can reduce the uncertainty in our knowledge of B's occurence by

knowing the immediately preceding event in the 1nteract10n was A

?

Sequent1a1 analysis- may thus reveal. the 1nteractlon patterﬁang (redundan-

N -

cies) between'two 1nd1v1dua1s ‘(Raush, 1965). That is, to the degree

that the actions of one person "depend" on (i.e. are constrained by) the

¥
>

jmmediately precedlng behavior of the other, the first person's response
iAY
y X probabilities have altered in response to the behaviors of the other.

- . In the methods presented here, the dependency need not necessar11y be
limited to the effect of the immediately preceding event, but 1nstead

'may allow for the discovery of more complex patterns of 1nteract1ve

-dependency among the commun1cat1ve events of both the counselor and

Vv

] , . | .

client.

.Markov chain ana1ys1s

Using the above example of a "counselor-client 1nteract10n sequence,

1t is possible to describe the sequence of coded events by speC1fy1ng .

‘ _— the likelihood of the various event to event transitions. These proba-

et

bilities can'then be arranged in a matrix called a transition matrix in )

[N
-

. L wh1ch the rows (i) represent the antecedent events and the columns (j)

™

oo _are the consequents. The matrix summarizes the probab111t1es of each

g ( ‘ ’ . . A . . -, ]
\‘l ‘ '~ N . ' - 5’ .
e : A




.. . ¢ [ .
-~ state following every other state at the next (%) instance. For each

. antecedent event at time t-l,'the sum of the probabilities for each of
i : . ) A - .
’ the pos51ble consequent events equals 1.0. '

. To the extent that the probab1l1t1es W1th1n each row are not equal

(i.e., are non-random), the antecedent events may be sa1d to gonstrain

AY

or modify the d1str1butlon of probab111t1es of the var1qus consequents --
Ay rs ¢ - o
anthhe probability of occurence of any given consequence is said to

"‘"depend-on"-the prior event. Ifethe occurence of.an'event is dependent
‘on (constraxned by) only the 1mmed1ate]y preceding event, and if- the'
probabilities- are stat1onary across‘the sequence; the sequence is sa1d
' to exh1b1t first-order (one step) dependency and constitute a first- order
‘Markov chain. E ¢ . da: ; _ ;\
- - It is~posslble, and some would say probable,~that the interaction‘

P3

among events would show greater or higher-order dependency among events;

v

i.e., events are constra1ned by (or the probab1l1ty of occurence depends ,

on) more than ‘the 1mmed1ately preced1ng event. Rather 1t is constra1ned

"W

by a sequence of some r number of preced1ng events. el T

&

The procedure for test1ng the order of dependency ameng events

%

under this model 1s=essent1ally to test a.sertes of models (of dépendency)

in which the number'of events in the sequence on ‘which the eyents aré

. i
considered dependent is 1ncreased by one event in each subsequent test
That is, a lst-order (one- step) dependency model is compared to a, random

(0-order) model with respect to "its "goodness of fit" to the cont1ngency

data; a 2nd-order model is- compared with thé f1rst-order model; a third-
: : . . \ ,

order model with a second-order model’; etc. To do so, of course, requires’
X 3 , .
the construction of successively larger contingency tables which consecu-

‘tivel resenf the contingencies between events from the 1st to the rth
, yp g r

.
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order. Table 1 presents examples of such contingency tables for the 3
3 -

category system presented earlier. Given such contingency tables as a
data base, there are two methods generally employed to estimate the
order/constraint of the sequential data summarlzed-by the tables: the
Chi square approach and the maximum likelihoodxapproach. | g
(a) The first approach is based on a comparison of observed and

expected frequenc1es for each consecutive increase in-the order of
&
H .

-dependency. The difference between the values is subjected to a X2
‘goodness of fit test for determining which model best describes/explains

the contingent relationships among the data (Suppes & -Atkinson, 1960;-
i .

Chatfield, 1973).

‘
»

'

" (b) The maximum likelihood approach is similar to the X2 approach
3
but .employs the log-linear ratio stat1st1c (G Y rather than the X2

-

statistic. Generally speaking, the maximum likelihood approach is

better than the X? approach (Biship, Feinberg & Holland, 1975), but both
i, . T
are susceptible to difficulties aSSOciated with X2 when applied to

complex data‘ In- particular, as should be clear from Table 1, as the
order of the sequential dependenc1es to be tested increases in number,

the number of poss1ble combinations of contingent events increases in a

*

multiplicatiVe fashion. Unless the number of actual events in the

*

1nteraction sequence is quite large this results in an increase in the

- number of empty cells in- the tables,,thus weakening the X2 test (see

Chatfield‘& Lemon, 1970). y ,

<

Given a Markov chain of some of nth order, it is'possible to deter-
mine patterns of recurrence of‘events (Howard,i197l; Gottman, 1978).
Digraph's of chains -- graphs of the probabilistic interrelationships

among events (or if a higher-order chain, among sets of events)‘-- can |

v

2
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also be made in order to visually present the pattefns inherght in the - "

o . - transition probabilities (e.g., Brent~&‘8§kes, 1979j.,p - ' -

)

v

“
- .
I N

Lag sequent1al analys1s

» ‘.

An alternat1ve to the Markov chain approach to ‘the s@pdy of cont1n-
gency relat1onsh1ps C@onstra1nt) in 1nteract1on sequences is the Iag
‘ sequent1al analys1s method (Sackett, 1979a) As presentéd by Sackett,
K the part1cuIar advantage of this techn1que over the Mar&gv1an methods

outl1ned above is that it allows for obta1n1ng measures of cont1ngency

‘

.

among events which are far apart ; 1n the sequence (1 e., h1gher order

dependency) W1thout the concern oT "empty cells" wh1ch plagues the
prev1ous approaches , ' ¢ ‘» B .

“ -

The basic procedure for lag analysis is as follows £ach interac-

-~ t1on event/code serves as. a cr1ter1on code. for each specified:criter-

-
-

. 1on, the cond1t1onal probab111ty of - each other event: (1nclud1ng 1tself)

is calculated as a funct1on of the success1ve 1ags (n steps) of each

[ Anaet

code from the criterion.: ' I - ¢

To present an example, return to the original sequence of three
interaction codes "To start, codé A is ipitdally set as the criterion.

The next step in. the procedure is to determ;ne the number of times that

each event code (1nc1ud1ng-A) follows the cr1ter1on as the next event ’

r' -

(lag 1), as the setond event after cr1ter1on (lag 2) . . . and so on up
to the‘largest.sequent1al step of interest. ?able 2 g1ves the proba-

bilities for event lags for each criterion in the sequence (A and b), up :

to lag Sd(S-step dependency) .- < ’
e . A . B
Having determined tHese conditional lag probabilities, they can be

tested fonlstatistical significance against the null hypothesis of

' -

4

equivalence to the uncqndltlonal probabilities of the events -- a "match"

1i

e -

- A




’ -Table 2, the generated pattern or probable sequence (up to lag 5) would

of the conditional and unconditional probabilities suggesting indepen-
dence of sequential events, rather than dependence (or constraint),‘at
that lag.

Using these.laglprobabilities, it‘is possible to then identify
patterns among those events within the sequence This involves a three
step procedure, referred to by Gottman (1979) as the "lag-one connection
rule." First; starting- w1th a criterion code, select for the next event
the code with the highest lag-l conditional probability from the criterion.
Then select the code With the highest lag 2 probabilitv from the criterion,:
the highest 1ag-3 probability, etc. Us1ng the lag data summarized in o
be ABBABA. .

Next, note that this sequence isaa likely or common pattern only if
the lag-1 probability;from event 2 to event 3 is the highest conditional .
probability for that tvo-event‘sequence (with the second event now
serving-as the criterioh); (Note: For these data, the highestflag-l
probability event for the\second.event\(b) is not another B, but rather
an A.) This process of verification continues -- sugcessively checking
the one-step connections‘generated within the identified sequence.

Finally, the last step in identifying a probable sequence pattern
is to determine at any lag vhether the conditional pfhbability of occur-
‘,ence of an event differs significantly from the unconditional. probability

of the event. Even if an event code is the most likely code at some lag
from the criterion, if it is not more probable (statistically spe;king)
' than its simple unconditional likelihood of occurence, that event should
not be entered into the identified common sequence A computer program
‘for determining lag probabilities and for testing the significance may

be found 'in Sackett, et al. (1979b).

12,
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. to the statistical validity of this approach.

v

Despite growing interest and use of 1ag-ana1ysi$\asmiﬁgs§hod for
identifying contingency relationships in’interacﬁion data, recent criti-

cism regarding the statistical methods“prdposed by Sackett and,Gottman

~ for testing lagged dependence (Alllson & Liker, 1982) raisesg question as

-

Information theory

The previously presented techniques have addressed the issue of

"pattern" as a function of constraint or dependency among'events.

v

Information theory takes a somewhat different, but analogous, approach

., to the study of pattern in sequences of events. An interaction sequence

. (as ‘a stochastic process) may be characterized by some degree of redun-

dancy between 0 and 100 percent -- redundancy being essentially synony-

mous with the notion of pattern (or patterning). At the zero-redundancy

extreme, all events have an equal likelihood of occurence -- the history

. of the sequence prior to any given event has no effect .on the predicta-

4

bility of the event. That.is to say, there is complete uvncertainty with
respect to‘the patterning within the sequence (or even more specifically,
to the extent that events in the sequence ace equally probable, there is
no- patternlng at a11) At the other extreme -- that of 100 nercent
redundancy -- the sequence is entirely predictable (redundant) and one
can predict ‘with complete certainty what each subsequensfevent w111 be.

The information theory approach consists of calculating’the'average
conditional uncertainty for the sequence for differing 1engthszof‘s;rings
of antecedent events. The decrease in‘uncertainty as the number of

.

antecederit events increases may be used to assess the sequentlal depen- -

,q

.dency in the interaction sequence (Penman, 1980). A sequence‘h;§ nth

-order redundancy.(or nel‘dependency) whenever sdme of the possible

. patterns of a successive events/codes are more probable than others.

- 13
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To calculate the degree of redundancy or patterning in a sequence

‘

a dec151on must first be made on’how hlgh an order of redundancy one

wishes to take into account. In a process similar to that in the Markov
ana1ys1s, determlnatlon of the order of dependency involves ca1cu1at1ng
the average cond1t10na1 uncertainty for successive orders of dependency
and subtractlng the average uncertalntv-of the previous crder (Attneave,
1959)

The dlfference between successive values of conditional uncertainty
prov1des a measure.of how much 1nformat10n is gained (i.e., how much

uncertalnty is reduced) by basing predictions for a glven event on the

previous i events rather than the i- 1 previous events. ' The statistical

‘51gn1f1cance of these sequential dlfferences can be tested using a X2

approximation approach‘(Chatfleld, 1973) Alternatlvely, it is often

possible(to see the point at which the conditional uncertaintly starts

‘" to decrease relatively slowly (after a sudden decrease) and -thereby

determine the %fder of dependence among the events.” This graphical
technique is often more reliable than a series of significance tests

based on the X2 approximation.

Returning to the previously presented sequence of events, Table 3

-

W

presents thefcondftional uncertainty for -the sequence for the first ,
three levels of sequential dependency. The value H is Shannon's measure
of information or average uncertainty. The maximum value of H is equal
to the log2 of tne numbe%.of categories--in this case, log2 2 = 1.0.
This occurs when the'outcnmes (A and B) are egually likely or probable.

In the'previons sequence p(A) = .53 and p(B) = .47--they are very nearly

equal and H therefore approacﬁes 1.0 (H1 = .991). (See Attmneave, 1959

’.




ay (] 1
)

12

-

for computational,formulae.)_AI&§a similar manner, the average uncertainty
‘ \ .

s is computed for two-evénp (digram), three-event (trigram)... n-event

- (n-gram). "sequences." The amount of informqtion (reduction in uncertainty)
achieved by considering successively longer sequences of prior events is

~ detérmined by subtracting H, from HQ; H, from H_, etc.. - T

N “ -, 1 2 : 3

s

N As can be seen from Table 3, little information is gained by knowing -

only onefﬁkeceding event (Hz). Consideration of two precedihg‘eveﬁts

ddes bring about a reduction ip,uncertainty (H3\= .842), but knowing the
pr vious three events greatly reduces the uncertainty of prediction (H4

\" e =TT
3 .570)--suggesting this seguence to be of at least 3rd-order dependency.

J
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Table ﬁ First-

, -second-, and third-order transitions for theﬁ;wo category sequence.

-

=

First-order transitions Vo
& ~ t .
A B
/
t-1 A 7 ! 9
¢ "o B 8 . 5
L Second-order, transitions . ’ . : :
' ] 5 {
. . Tt
- A -
t-1 A B A
A T3 A A
.- A t-2 7 : :
o : ) ' B 4 ) 4 4
Third-order transitions _ S
. * . — ’ i - I E
' T * A ae
t-3 t-2 L t-1 A B A
A 0 2 3
A
B 2 4 2
’ S
. . A 3‘ 0 2
B .
B 2 0 2
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_ Table 2 - Lag matching frequencies and probabilitiés for the two category sequence
. | ‘ » ; |
v Number of Matched Occurences Probability
 Lag A B Total A B
” Ovérall lé 14 30 .53 47
. A as criterion .
‘ 1 . 7? 9 16 .44 ..56
2 7 8 15 47 .53
3 8 7 15 53 47
4 5 9 14 .36 .64
5 8 5 | 13 .62 .38,
B as ériterion
1 8 5. 13 .62 .38
2 7 5 12 .58 Y
3., 6 6 12 .50 - .50
4 g": 4 12 - .67 33
5 5 7. 12 42 58"
, 0 —
T
. :&3 "




" Table 3 Conditional uncertainty for the two category sequence for successive levels-

. ' ‘ 18
.\ .
L 2

of dependency.

o

I

Tet%agrgm 3 Trigram T ﬁigrah X Symbol
AAAB & .« AAA ' ,
: S AA
AABA : :
AABB . AAB
ABAA _ o A
ABAB ABA . ' .
>\ : ! Q‘ 1
BA D AB
BBB ~ ABB A%
BAAA . : :
BAAB . BAA f .
- 4
~ BABA SN Bf{ ‘
BABB BAB e .
BBAA B ,
BBAB - ¢ BBA R B
) g0
BBBA - . , M\
BBBB ) BBB - S
- . . " : N \
H(tetragram) , H(trigram) H(digram) : H = .991
=3.366 =2.796 =1.953 ' _
H, = H(tetra)-H(tri) H, = H(tri)-H(di) , H, = H(di)-H
= .570¢ - = .843 " = 1962 : '
/ 2
. . ‘
_ “ ' C o




