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A Derivation of the Sample Multiple Correlation
Formula for Standard Scores

Francis J. O'Brien, Jr., Ph.D.

This 1s the third paper in a series of publications that is
designed to supplement the statistics training of students (see O'Brien,
1982a, 1982b). The intended audience is social science students studying
applied statistics.

What I am attempting to do in this series is present selected
proofs and derivations of important relacionships or formulas that students
do not find available and/or comprehensible 1n journals, textbooks and
so forth. The unique feature of these papers is detailed step by step
proofs or derivations. Calculus 1s not assumed nor 1s 1t used. Each

proof or derivation 1s presented algebraically in great detail.

Introduction to Proof

Many cstudents have learned that the multiple correlation between
a criterion (or dependent variable) and a finite number of predictors (or
independe-t variables) can be expressed as a weighted sum of regression
weights and criterion/predictor product moment correlations. This
relationship holds only for variables that are 1in standard score (z) form.
This multiple correlation formula for p predictors (i.e., any number) can

be written:

R
Z«2.,2. 40442 ,...,2 = B.r + B r +...+ Br + ...+Br
y 1772 J o lel 2'y2 1Y) P Yp

+ where

E MC ’ J
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z2-2 ,2_, ¢
y 1 2 ZJ
z

Y

Zy1Zyeeeni2s,
Bl,Bz,...,B '

r L 4eeeel .,
yl' y2 Y3

2 = multiple correlation of standardized variables

= the criterion expressed 1n standard score form
Z = standardized predictors

B = beta (regression) weights attached to each
standardized predictor

'ryp = product moment criterion/predictor correlations.

The above multiple correlation formula 1s presented 1n many

applied statistics textbooks. It will be derived in this paper. We will

begin by deriving the relationship for the simplest multivariate case:

one criterion and two predictors.

It is always helpful to have a plan in a Proof or derivation.

The general plan we will use can be summarized 1in the following steps:
1.
2.

3.

4.
5.

state the regression model

derive the normal equations (See the Appendix)

define the multiple correlation

substitute the normal equations into the multiple correlation

simplify.

Some of these steps will be refined to suit a particular application.

Derivation for Two Predictors

Let us review briefly some of concepts, notation and

logic 1n regression analysis. We will bedin with regression analysis

for two predictors in raw score form.

The mathematical function used to obtain the best linear fit

for two raw score predictors 1s:

?

?
a,b

1

X
a + blxl + b2 2 where

the predicted criterion

and b2 = constants to be derived through the least squares

procedure

X, X

1

2

= predictor variables

<)
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The notation in the above mode. 1s stated 1n abbreviated form.
We have done this to minimize the reading of the symbolism and to
clarify the concepts 1n the development of the derivation.

The regression model stated on page 2 is an 1dealized model. If
a data set consisting of one criterion and two predictors can be assumed
to be linear, then the model is a reasonable one to apply for prediction
of actual or observed sample scores. It is 1dealized 1n the sense that
no error term is included in the model. That 1s, when an actual or
observed criterion score is compared to the criterion score predicted
by the idealized model, some error is likely to occur— the "fit" is
less than perfect. If we call the actual sample score criterion Y, we

can express the observed raw score model as follows:

Y = ¥+ e , where

®
1}

amount of numerical error resulting from using the 1dealized

model (%) to predict the actual score (Y).

The goal in regression analysis is prediction of all individual
criterion scores 1n a distribution with the smallest possible error. The

error made in predicting observed criterion scores by the i1dealized model 1s:

Y-¢= e

This 1s the quantity that we want to be as small as possible. The
procedure most often used 1n the social sciences to accomplish this
1s the least squares procedure. The least squares criterion or goal can

be expressed as:

n n

2 _ 2 L. 1
Z(Yi- Yi) = Ei = a minimum
1=1 1=1

If we substitute the quantity for ® we can write:

2 2 2 )
ZfY (a + blxl + Bzxz)] = Z(Y a blxl b2X2) = Ze = m1lnimum

llf 1t is understood that the all summations range
from i=l to 1=n, then we can drop the sumation limits all together; n, of course,
refers to the sample size of n sample cases regardless of the number of
variables 1n the regression model. later when the algetra becomes more camplex we
use gummation limits.

Py
(
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Regression Model for Two Standardized Preaictors

If we now convert the variables of the two—predictor raw score

model to standard score form, we can write the two predictor regression

model as:
- X, - X X. - X
- = z = A + B D S T I "2 2], where
SY ? 1 S 2 S
Xy X,
z = the predicted criterion in standard score
'
A, Bl' B2 = the constants to be derived through least squares
XX = sample means
lexz p
s , S = sample standard deviations
X, x,

' 171 22 . where
yA ,22 = standard scores of the predictors.

The least squares criterion for the standard score regression model

can be written as the difference between actual criterion and predicted criterion:

2 2 _
EZY Z?) = Zez = a minimum

Substit _ng for ZY '
2 2
- - - B Z = = i
i(ZY A Blzl 225 ) E eZ a minimum

The least squares criterion is satisfied mathematically through

calculus (partial derivatives). One by—product of the calculus technique 1s the so—

called "normal equations". In the Appendix of this paper the reader will find a de-




scription of procedures given which will allow the reader to find
normal equations for the two predictor model as well as models containing
any number of predictors. The reader may find it helpful to study the
Appendix at this point.

For the two standardized predictor model, the normal equations may

be written as follows:

Zzy nA + Blzzl v 32222
Zzyzl - "T_Zl * Blfzf v Bzzzlzz

2

222, = aYz, + 8 %%7%, " B 2%

The normal equations can be simplified 1f the following facts about

standard scores are recalled (see O'Brien, 1982b):

1. ZZY = Z'zl = ZZZ = 0
2. Zzi = Zzg = n—1
3 a)zzyzl r or ZZ z a (n-1)r
— = yl y 1 yl
n—1
b)YZ 2z
VA Z = "1
:n_xlz - Ty OF $ 22 (=D,
c) V2.2 Z‘ _
2 12 - r12 or ZlZ2 = (n l)rlz

n—1

If these substitutions are made into the normal equations, we obtain:

0 = nA + 0 + 0

I}
(@]

(n—1)r B. (n— + —
y + 1(n 1) Bz(n 1)r12

L]
o
+

(n—-l)ry Bl(n—l)r1 + Bz(n—l)

2 2




Consequently, A = 0 and may be 1ignored 1n subsequent results. If we
divide through the last two normal equations by (n-1) we obtain a

final statement of the normal equations:

= + B
Tyl B 2512

= B + B
fy2 1712 2

For the readers convenience we will restate these normal equations

prior to the derivation.

Multiple Correlation for Two Standardized Predictors

By definition, the multiple correlation for two standardized

predictors is:

= N = ,B.Z_ +
RZ .2 .2 corr(zy,zy) corr(ZY 121 BZZZ)
Y 1 2
) cov(Zy,ZY)
q var(Zy)var(ZY)
COV(ZY' Blzl * BZZZ) , where

\lvar(zy)var(Blz1 + BZZZ)

corr means correlation; cov means covariance, and var means variance.

It 1s 1mportant to remember that Bl and BZ are constants. If we perform

covariance and variance operations on the above correlation formula, we obtain:

ERIC
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+ Z ,B
R COV(Zy'Blzl) cov ( Y 222)

+
{7var(8121) + var(BZZZ) 2cov(Blzl, BZZZ)
Now, theJ;ar(ZY) is equal to 1 because ZY is a distribution of observed
standardized criterion scores in a sample; that 1is,
J;;r(zy) ,Far[(Y—?}/syl = Ivar(Y)/SZ ,I 1 = 1.

Yy
Thelvsr(zY), however, 1s the variance of predicted scores that comrrise

the regression plane of two variables;l.e.,IV.Ar(BlZ1 + BZZZ)-
That is,‘lvarzzyi 1s the variance of the equation used in ZY score prediction.

If we now apply rules of covariance and variance for standard
score variables and constants, we can simplify the above correlation
formula:

+
R . Blcov(zy,zl) Bzcov(zy,zz)

2 2
\[élvar(zl) + Bzvar(zz) + ZBIBZCOV(Zl'Zj)

Further simplification can b. achieved if it 1s recalled that:

1. the covariance of Z, and z, 1s: covizZ .2,) = Iy 4 S, S,
Y1l 'v 1
but rz 2 = rYl and SZ = SZ = 1 (See O'Brien, 1982b);
Yl Y 1
similar reasonirg can be applied to cov(ZY,zz) and cov(Zl,ZZL
Therefore, COV(Zy'Zl) = ryl
cov(Zy,Zz) = ry2
COV(ZI'ZZ) r12
2. var(zl) = var(zz) = 1

Making these substitut:rons,
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Derivation

We are now able to show the derivation of the following multiple
correlation formula which appears in many applied statistics textbooks

without proof:

. VA = B + B
2y 2)0% \r 151 ¥ Bty

For the readers convenience, we will restate the normal equations and
the multiple correlation formula presented earlier. See Table 1.

The derivation consists of aj substituting the normal equations
into the numerator of the multiple correlation formula and *) simplifyin
algebraically.

See the page following Table 1.




Table 1

Normal Equations and Multiple Correlation Formula for Two
Standardized Predictors

Normal Equations

vl 1 2512

'y2 1712 2

RZ .2,z - 1l vyl 2 y2
12 2
+ +
\] Bl 82 ZBlerlz
Note: Proof that R +
2,22, = J Bify1 ¥ Bafyo

requires substituting the normal equations into
the numerator of the multiple correlation formula

and simplifying. See text for det-~.ls.

-
<




10.

If we substitute the normal equations for ryl and ry2 into the

numerator of the multiple correlation formula we obtain (see Table 1):

Bl(Bl + B.r ) + Bz(Blr + B.)

2 2 2
RZ .lezz - 21 1
2 2
+
J Bl 82 + 281821‘12
B, + B B.r B,B_r 82
1 172712 172712 2
2 2
+
\} B1 + 82 28182r12
2 2
+ +
Bl 82 ZBlerlz
J 82 + 82
1 2 + 28182r12
(Thus B.r + B_r = 82 + 82 + 2B, B_r_ )
! 17yl 2'y2 1 2 12712
= ‘J B2 + 82 + 2B.B
1 2 12512
= B.r + B.r 1
1yl 2°y2 END OF PROOF

1Recall from algebra that for any algebraic term:
A A J{A') _ ava _ AVa _,’A'
JAZ ' A

= Ny




11.
Derivation for Three Predictors

Prior to the derivation for p predictors (the general case), let
us consider the case for 3 predictors. Thus will allow us to review
the logic of the deri’ation. 1In addition, we will introduce the use of
summation notation which is necessary to do for the p predictor derivation.
The first step 1s to state the regression model for three standardized

predictors:

Z. = A+BZ + B.Z_+ B)Z
The least squares criterion for this model 1s:

2 2
?zy—zY) = Z[ZY -A-BZ B,Z, Bz, 17 = a minimum

The next step 1s to derive the normal equations. As outlined 1n the

Appendix, the normal equations for 3 predictors ‘1n simplified form) are:

= B + .

Tyl 1 Byfiz + P3f13
= + +

T2 BiTy2 B, B3¥y3
= B +

£3 1713 B3 " By

For the readers convenience we will restate the normal egquations prior
to the derivation.
The third step 1s to define the multiple correlation between

ZY and the three predictors. This is done on the following page.




R — = VA + Z
= corr(Zy,ZY) corr(zy,Blz1 + 82 2 83 3)

cov(Zy, ZY)

q var(Zy)var(ZY)

+ + B.2Z
cov(Zy, Blz1 8222 3 3)

d var(Blz1 + 8222 + BBZB)

Recall that var(ZY) =1,

Applying the rules of covariance and variance algebra for standard

score varlables and constants:

+
cov(Zy,Blzl) + cov(Zy,Bzz2 ) COV(Zy'B3Z3)

L}

ZY'Z 12,2

var(Blzl) + var(Bzzz) + var(BBZB) + 2cov(Blzl,Bzzz) +

2c0V(Blzl,BBZ3) + 2c0V(82Z2, B3Z3)

2 2 2 -
Blvar(zl) + Bzvar(Zz) + BBVar(ZB) + 28182cov(zl,zz)

ZBlB3cov(Zl,Z3) + 2BzE3c0v(u2,ZB)

7 2 2
+
\Ial + B, + By +2BBy,r),+ 2BB.r ,; +2B,B;ry,

For easy reference, the multiple correlation and normal equations

are restated in Table 2.

12,



Table 2

Normal Equations and Multiple Correlation Formula for Three

standardized Predictors

Normal Equations

r = B + B_r + Br

vyl 1 212 313
= + B +

Iy2 B112 2 Bif23
= B + +

'3 1713 Bara3 By

Multiple Correlation Formula

B +
R ) Biro1" Bty * Bifys
Z «2. ,2_,2 =
1" 2 3 > 2 2
B + + +
J 1 7B By 2B\B,r;, + 2B)Byr); + 2B, Byry,
Note: Proof that R _ I B.r .+B.r _+B_r
Zyozl,Zz,Z3 = 1yl 2 y2 3y3

requires substituting the normal equations 1into the numerator of the

multiple correlation formula and simplifying. See text for details.




14.

The fourth step 1s to substitute the normal equations 1nto the
numerator of the multiple correlation formula. Substituting the normal

equations:

]
o)
~

+
o)
[

+
o)

cov(ZY,Z?)

"

+ + + + B +
Bl (B) + Byr,, + Bir ) + By(Bir), + By + Byry) + ByBiry g ¥ Bty By)

2
+ +
3F 3 ¥ ByB3Tos*t By

"

2 2
+ + B "
(8) + ByBoryo * BiByr)y) + (B)Byryy By * BByryy (B,B

If we write each parenthesized term on a separate line, we obtain:

2
= + B.B
cov(ZY,Z?) B1 + Blazr12 1 3rl3
2
+
BBy B, * ByBiry,
2
+ BB B
B1B3Ty3 B,P3T03 3

Let us pause for a moment and consider how to write out this covariance matrix

1n summation notation.

It 1s clear that the three squared B terms can be written 1n summation

rotation as:
'it 2
82 + 82 + B2 = B

The remainder of the terms consists of three pairs of quantities:

2B\ B,r), * 2B)Byry v 2B,Byr,,

One common way to write this 1n summation notation 1S as follows:

2

3
+ =
2(B)Byr), + BByryy B)Byryy) 23_2 1=18183‘13

The total number of terms can be determined by multiplying the upper limits
of the summation (3x2 = 6). Also, from the summation limits(1=1,2 3=2,3)

1t 1s clear that the first term 1s Blazrl2 and the last term 1is BzB3r23. That

13




leaves 4 terms to be filled 1n. Start from Blerl2 and i1ncrement the

summation limits by one— begin with 1=1 and increment j until 1t 1s exhausted (2,3)
and then go back to 1 and increment 1t to 2, and increment ] until the
limits are exhausted. It 1s helpful to have a covariance matrix written out
such that the term pairs can be "read off".
Thus, the covariance term of the multiple correlation formula can be

written 1n summation notation as follows:

2 2 2

cov(Zy,ZY) = B, + B2 + B3 + ZBlerlz + ZBlB3r13 + 28283r23
= :%:82 + 2 ii: ji:a Br
= j=2 1=1 + 3 M)
3
= Blryl + Bzry2 + B,jry3 = ]2:; BjryJ

Turning to the denominator of the correlation formula, 1t 1s readily

apparent that 1t is 1dentical to the covariance term above. That 1is:

,lvar(ZY) =

2
+ B +
+ B3 2Bler12 + 281 3r13 28283r23

Hence, the multiple correlation wrltten 1n summation notation is:

R
ZY'Z /2.,2 =




Making the same algehraic simplification we made for the two predictor derivation,

we obtain:

3 3 2
R 2
A ‘21,22123 = B +2 BiB rl

\ j=1 J 3=2 1=1 3 )

—
3

= Br
\ ZJ=1 1Y)

This completes the derivation for three predictors. We now derive the

case for any number of predictors in the regression model.




Derivation for p Predictors

Regression Model for p Predictors in Standard Score Form

The derivation for any possible number of predictors (p) will

be worked out follOWing the same steps used in the derivation

for 2 and 3 predictors. A restatement of these steps for p predictors 1s:
1. state the regression model for p predictors

2. derive the normal equations

3. define the multiple correlation

4. substitute the normal equations into the numerator of the
the multiple correlation formula

S. express the covariance term 1in summation notaticn

6. express the variance term in summation notation

7. simplify algebraically .

The linear regression model for p predictors in standard score form 1s:

Z, = + B + B Z_+ BZ_ +...+ B.Z + ... + B
? A lzl 22 373 i) pr

(Shortly we will see that the A term 1s equal to 0 and can be 1gnored as
we discovered 1n the 2 and 3 predictor models).
The least squares criterion 1is:

2 2 .
Z(ZY ZY) = Zez = a minhimum.

Substituting for Z? , the least squares criterion is:

2
z(zY A - B2 B,Z, ByZ, —--- Bsz —...szp) = minimum

ERIC
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18.

Finding the normal equations involves the same procedure used for
the 2 or 3 predictor models. See the Appendix for details. Tne normal

equations (before simplification) zre stated ©on the following page.

1
i Z 27 . i
Note that the equations forzzyzl, z 22 etc. are written with
the subscripts reversed. Since these sums are symmetric such that
Z, =N2.2 272, =3y2 i 272 =
tZl 5 E )% { %3 25324 , or in general.zl ] szzl , we have

written these terms such that the first subscript 1s always less than
the second suhscrlpt. This method of notation helps simplify the algebra.

ERIC
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EZY = nA + B z‘zl + 1322'22 + 53}:23 o4+ BJ zj +...+ B Zp

o 1 p
_ 2
Zzyzl = A Zzl + Bl}:zl + B, ¥z2, + B Yz Z 4. BJZzlzJ ‘ot Bp['zlzp
= <. 2
122, - Az, + B %z, + B, R N A 5 Zzzzj ot B 22,
< 2 -
Zzyz3 = Alz, + B 22123 + B, pZ.Z. 4+ B 2D 4.+ B Zz}zJ P Bplz}zp

+
+
+
@
N
N
+
+

2
Z2.2 = A/[Z + B 2.2 BXZZ B 2.2 +... . Bzz
ZYP 2_p lzlp 22p 32-_39 J jp plp

If we apply the same logic and make the same substitutions as we did previously for the

two and three predictor models, we obtain a simplified set of normal equations:

= B + B + +...+ B +...+
y1 1 2512 B3rys 3515 Bl 1p
= B + B + +...+ +...+ R
'y2 1512 2 B3T23 BTy, p 2p
= B + B + +...+ B +...+
Ty3 1713 2723 B3 3534 B 3p
r = B. r + B.r + B.r +...+Br +...+ B n
YP 1'1p 2°2p 37 3p )P P 24

20

These are the normal equations we want to work with in the derivation. A restatement of them 1s given

later.




2).

To give the reader a "feel” for the notation 1in multivariate
problems, we will work out the normal equations for 5 predictors.
The least squares criterion is:

2
{(zy A B,Z) — B2, " BjZ, = B,Z, B.Z, )© = a mnimum

Using the procedure outlined in the Appendix, the normal equations

are as follows:
rz, = ™ + BTz, o+ BEZ ¢ B,72;, * Y% Bs 275
122, - AZz) B, Yz ¢ B TEZ t B 12,23 * B rhi%” B} 225
b, Az, + B 122, * B Zzi B, 12,2, * Bip%% Bs 2225
Te2, = alzy ¢ B, 12,2, * B2Z%% * B DI LR By 22425
Fa™ M B Y22, + B, 127 B 222, * B, L% * BsoZds
1225 = 2 Vg * B o%%s * B, 12,25 B,}2,2, * By 22475 * Bszzé

+

N
]

simplifying, we get:

r = B + B.r + B.r + B r + Br

71 1 2512 3¥13 a14 5715
r2 = Bifi2” B2 + BT,y v By P BsTys
ry = BNz ”t Byray * By + Bgryy * Bglss
rg T Bifia T Pafaa + o Byry, * By o Bgrys
rs = Bifist PBafas 7 By Ty ¥ BgTys * 0 Bs

1 .
The reader who has studied the Appendix may wish to attempt writing out
the normal equations in advance of seeing the results.




Multiple Correlation fcr p Standardized Predictors and Derivation

We are now ready to derive the multiple correlation for p predictors.
See Table 3 for a statement of the multiple correlation formula.
Tho covarliance term 1s:

cov(Z,, B Z,, B,Z), B.Z,,...,B.2 ,...,B 2 )

Substituting the normal equations (see Table 3),

Z .2 = B, + ... + + +...+ B
cov ( v’ Y) Bl( 1 thlz + + Bprlp) Bz(Blr12 82 p]
B + B + ...+ B +...+
By(B)ry3 * Byfys pF3p’

B (B + B + ...t
p( lrlp 2r2p Bp)

In order to express this in summation notation, let us write out the full

cov(zy,Z?)- Multiply each Bj term i1nside the marentheses and sta e each
parenthesized term on a separate line, giving:

cov(Z ,2,) = B .o ‘e
Y'Y 27y2 37y3 1Y) pyp

+ BB B,B.r, + +...+ BB
B)1BaF12 T B1PiTas B1B3r1, 1%p"1p
B2 + B.B.r_._+ + B_B + + B Br
2 203F23" T BoBytey To 2°p 2p
2
+ B.B,r B + B.B r +
2°3%23 7 %3
3N B3Bpr3p
BBr + BBr_+...+ BBr +...+ 82
2 p2p 37p 3p JpJp p
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Table 3

Normal Equations and Multiple Correlation

Formula for p Standardized Predictors

Normal Equations

B + B + +., + B. R S
i TR 2512 By 5515 Bof1p
= B + B + + + +...4
Ty2 1512 7 %2 BiTa3 Blr2; Bl 2p
= B +B + B +...+ B +...+ B
Ty3 1%13 7 P2F23 3 3535 b 3p
r = B,r, +Br + B.r. +...+B.r. +...+B
yp 11p 1 2p 3 3p jip P
Multiple Correla.ion Formula
= ,Z z ...,B.Z.,.
Rz I TUPURIT JUUU corr(ZY Y) corr ( Y'Blzl' Bzzz, BBZB' 'BJZ)' ,Bpr )
Y 2" 3 j o]
cov(ZY,ZY)
q var(ZY) car(ZY)
+ + +...4 +...+ BZ
cov(ZY. Blz1 8222 8323 szj Bp p)
+ + +...+ +...+
\lvar(Blzl B,2, + B,2, Bsz szp)
B.r + B_r + B.r +... B.r . +...+ Br
- 1yl 2 y2 3 y3 J Yj P yp
2 2
+ + + + + + + + B + B +4...+ 2BB.r. .+...+ 2 B X
\J"l B, B, B; B 2B)B,r), *+ 2B)Bryy * 2B)Byry 185515 p-1Pp P L.p

Note: proof requires substituting the normal
formula and simplif 1ing.

equations 1nto the numerator of the multiple

See text for details.

correlation

23 l

:a




We want to express this sum in summation notation to simplify the
algebra. First, ywe count the number of terms to be summed. It 1s evident
that each row of the covariance matrix consists of p terms. Also, there are
2
a total of p rows. Hence, there are a total of (p)(p) = p terms 1n the
. . , 2
entire matrix. It is also evident that each row contain one BJ term or
2
a total of p Bj terms in the entire matrix (along the northwest to southeast
diagonal of the matrix). How many other terms are in the matrix (off diagonal
terms) can be answered with a little algebra. Let X represent the number
of off diagonal (B.Bjr.j) terms. Then:
1 1
2
p =p + Xor
_ 2
X= Pp —-P

X

p(p—-1)

Thus, there are p B§ terms and p(p-l) BlBJrlJ terms 1n the entire matrix.
Another view is as follows. The diagonal (B§ terms) consists of

p terms. The remainder of the off diagonal terms consists of a number of

identical pairs of terms. If we halve the matrix and visualize the upper

2
half only, then we are thinking of p Bj terms plus one—half of the BlB r ;
1

]

terms. That is, because of the symmetry of the off diagonal terms in

the matrix, the off diagonal consists of p(p—1) terms. The total number of
2
terms 1n the half matrix is: p + p(p-1). To represent the total number
2

of terms in the entire matrix, simply double the number of off diagonal terms
1n the half matrix: p2 =p+ 2[p(p~1)/2] = p + p(p-1). Examine the matrix of

S predictors on page 20 for clarification.
. .2 2
As explained, the cov(Zy,ZY) consists of p terms. There are p BJ

and p(p—1) BiB L. ( or 2 [p(p-1)/2]) terms. Consequently, we can write

J 1]

24
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the covariance of the multiple correlation formula as:

1

p p
C%e o
cov(Zy,ZY) :E:B + 2 . BLBJrlJ

=1 ] J=2 i

'!?

1}
.—l

This 18 simply a generalization of the 2 and 3 predictor models. The first

term of the double summation will be Blazr12 and the last term will be

B Br (see Table 3). For example, in a 5 predictor model, there are
p~lppl,p

52 = 25 terms; 5 are B§ terms and %(5~1) = 20 are BiBJriJ terms (or 10 pairs

of terms [2p(p~-1)/2 = 2 X 5(4)/2 =2 X 10 = 20 1) The first term will

be 8182r12 and the last will be B4BSr45.
Therefore we can express the covariance term 1in the p predictor
model as:
cov(Z ,2,) = B.r + B r + B.r +...+Br . +...+Br
y'"e lyl 2 y2 3yl JY) P YP
P
= E B, r
3=1 J Y]
Equivalently,
P p pl
cov(Zy,ZY) = Z Bz. + 2 BlB.rl
J=1 J J=2 i=1 ] ]
Thus,
P P p pl
cov(Zy,ZY) = B r . = X 82 + Zzz BBr
j:l JY) J=1 J J=2 1=1 1])1)
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Turning now to the variance term of the correlation formula,

we can apply rules of variance and covariance algebra to the Bsz terms

of Z. (see Table 3). Again, the results of these manipulations are

?

simply generalizations of the 2 and 3 predictor models. From an 1nspection

of Table 3, 1t should be apparent that we can express the variance term as follows:

,|var(ZY) = lvar(Blz1 + 8222 + 8323 +...% BJZj +... szp )

2 2 2 2 2
= Bl +Bz+83 +...+ Bj ...+ Bp +
.. + ...+ 2 B
2Bler12 + 28183r13 + ZBlB4r14 2BlBJriJ Bp—l prp—l,p
Thus, 1n summation notation:
P p p-l
2 “———
var(Z,) = E B + 235: :L_ BBr
\J ? j=1 J 1=2 1i=1 11
Therefore, the multiple correlation for p predictors 1s:
p ppl
ZBz + 2228.18.1'.1
N - i=1 J =2 1=1 -3 Y]
2 42.,2_,2_,...,2_, ' 2
1723 ) P P, p p-l
ZB + 22 BB.r,
J=1 J J=2 i=1 I 1)
p p p-l
2
= ZB + 222 lB ri'
B \ J=1 J =2 1=1 34
J
p
B.r END OF PROOF
= S JY)
N
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APPENDIX

Finding Normal Equations

Introduction

This appendix will outline in detail the procedures for finding
the normal equations in regression analysis. The procedures described

are appropriate when:

a) the regression model is linear and

b) the variables are standardized.

An example of a nonlinear model is:

2
ZY = A + Blzl + BZZZ

The model 1s not linear because one of the varaiables (ZZ) is raised to

the second power (Zi ). The procedures described in this appendix would
not be applicable for such a model.

Just what is a normal equation? This is a question often asked by
students. One way to answer this question is to say that a normal equation
is one of the equations that results from a calculus technique called
partial differentiation applied to a regression model to satisfy
a criterion of minimization. For example, a regression model of two
predictors contains three constants (A, Bl' B.) which must be solved in

2

- . 2 o _ 2 _ .2
order to minimize the function I(ZY ZY) {(zy A Blzl B,Z,) zez

using the least squares criterion (smallest or minimum error when the 1dealized
model 1s used for prediction of actual or observed criterion scores, ZY). in
this example, the calculus procedure is applied to each of the three

terms individually. When the procedure is applied for one of the terms,

and the result is solved algebraically in terms of the criterion variable, the

result is termed the "normal equation” for that term.

O

ERIC 32

s ~




In this paper we are not interested 1n solving for the terms of

the model per se. Rather we are 1nterested 1in using the normal equations
to derive the multiple correlation formula for standardized scores. The
normal equations allow one to accomplish this. In fact, we are following
the same steps that would be used in actually solving for the terms that
sat1sfy the least squares criterion up to the point when the normal
equations are derived for a regression model. Since this paper does not
assume a knowledge of calculus, a heuristic procedure 1s given for
finding normal equations. Students who are familar with calculus

can read any text of mathematical statistics for technical details.

Plan

The plan for finding normal equations is outlined i1n four phases
as follows:
A. state the regression model, ZY
B. state the mathematical function of the least squares
; _ 2
criterion, i}zy ZY)

derive the normal equations for each of the terms and simplify
D summarize the normal equations

(9]

Finding Normal Equations for the Two Predictor Model

We will demonstrate the four phase procedure first for the 2 predictor

model.

A. The regression model for 2 predictors:
= + B + B2
Zg = A 141 2%2
B. The mathematical function to be minimized according to the

least squares criterion is:

2 2

PACFENLY = LEy T ATBE T By
C. The procedures for deriving the normal equations for the constants

are as follows:

ERIC
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1. The procedure for finding the normal equation for A is summarized
in 5 steps:
1. drop exponent and set function in phase B equal to 0.
2. distribute the summation operator
3. apply the rules of summation for constants
4.

solve in terms of the criterion variable, ZY

. 1
5. Apply the rules forstandard scores and simplify.

Applying each of the steps in turn produces:

1. Yz, -Aa-BZ ~ ByZ)) =0

2. zzY - 1A - :3121 - ¥B2Z, = 0
3.9z, -~ mA - B, T2, - Bzz z, =0
4. yz, = m + talzzl + Bzz_zz

5. 0 = nA + B, O + B0

Solving for A in step 5 shows that A = 0. As a general rule, A
will always be 0 when the regression function is linear and stated in

standard score form.

1
For students who need to review standard scores, see O'Brien, 1982b. Also,
see page 5 of the present paper for examples of rules.
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2. The procedure for finding the normal equation for B1 can be summarized

in 7 steps:

7.

Note that we do not try to solve for B1 in this procedure. We

are applying a procedure to find the normal equation for Bl'

7 steps:

drop the exponent 2 and set function in phase B equal to 0

multiply the function by Zl

distribute the Z1 term

distribute the summation operator
apply rules of summation for constants

solve in terms of the criterion variable, ZY

apply rules for standard scores and simplify.

1. Z(zy - A - BjZ - B2Z) =0

2. E‘ZY - A Bj2, ~ By2)Z = 0

3. z( z’{z1 - Azl - Blz1 Bzzlzz) =0

4. Ezyz1 - :Azl - ):Blzi - Y822, =
5. Yz,2, - ALz, 1315_22l 82{2122
6 22, = A f_zl - 8% zz1 5222 1%,
7.

Dividing through by n—1, we obtain a simplified statement of the

normal equation for B

= + —_ -
(n—l)ry 0 Bl(n 1) + Bz(n l)r1

1:

Applying the above
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3. The steps for finding the rormal equation for 82 parallel those
for Bl:
1. drop the exponent 2 and set function in phase B equal to O

2. multiply the function by 22

3. distribute the 22 term

4. distribute the summation operator

5. apply rules of summation for constaats

6. solve in terms of the criterion variable

7. apply rules for standard scores and simplify.

To 1terate, we are not solving for BZ. Applying the 7 rules:

1. §z, - A = Bz, — Bz, =0
2. Y2, - A - BZ) - B,2,)Z, = 0
2
3. Y2z, - Az, - B2)2, — ByZ;) =0

2
4. zzyz2 - zAz2 - zalzlzz - 7_‘!32z2 =0
. 2 =0
5. [zyz2 - A'[_z2 - BlZzlz2 - Bzi_z2
6. [zyz2 lals:zlz2 + Bz'izg

(n--l)ry2 = 0 Bl(n—l)t12 + Bz(n-l)

']
>
r~
[a"]
N
+

~J
+

Dividing through by (m-1),

fy2 1512 2
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D. We now write out a full statement of the normal equations to
summa-ize the results. As noted, a normal equation is consisdered
derived at the point when we solve in terms of the criterion variable.
Subsequent steps are employed to simplify the result. The

normal equations for A, B1 and B2 were:

for A: i:zy = nA + Blj:zl + 82'2:22
for B : V[_zyz1 = A[z1 + BliZi + Blizlz2
for B,: 'Z_zyz2 = Af_z2 + Blizlz2 + B, Zzg

When we applied rules for standard scores and simplified, we

obtained the following set of normal equations used in the

derivation for two predictors (recall A=0):

= + B
Tyl B 2512

Ty2 1512 2

Finding Normal Equations for p Predictors

The rules for finding normal equations for the two predictor
model can be generalized readily for models with any number (p) of predictors.
We wi1ll show two methods for the general case. First we will demonstrate

the procedure using the four phase plan. Then we show a much simpler method.

But the shorter method depends on first showing the longer one.
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Applying the four phase plan gives the following results:
A. The regression model for p predictors is:

Z, = A + B + + +...+ Z +...v+ BZ
? 121 2%2 B3Z3 BJ J P P

B. The function to be minimized according to the least squares
criterion is:

2 2

C. The procedures for finding normal equations for A and any Bj term are:

1. In deriving the normal equation for A, the result is always the
same— A = 0.
2. Finding the normal equation for any Bj term can be done

in 7 steps:

1. drop the exponent 2 and set function in phase B equal to O

2. multiply the function by Zj

3. distribute the Zj term
4. distribute the summation operator
5. apply rules of summation for constants

6. solve in terms of the criterion variable, ZY

7. apply rules for standard scores and simplify.

Applying these steps in turn produces:

1. z(zY -A - B2 ~ B2, — BjZy~..." BJZJ - - szp) =0

. - - - - - - =0

2 z(zY A B,2, 5222 5323 BJZJ szp)zj

3. Y(2,2-A2 - B22 -BZ2Z = BZZ,-—...—BZz, -...— B Z.2 )=0
Y ) j 1173 227 3373 13 PJP

2
4. Lz,2,-YA% - 1822, _&22223_2532323_”‘_ BJzJ—...—Zaszzp=o
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2
5. Zzyzj - A{zj + Bltzlzj + BZT_zzzj+ B3{z3zj+...+ Bjizj«s..

2.

6. {zyzJ = A{zj + Bls‘_zlzj + Bzizzzf B3$:z3zj+...+ BjizJ

— = — — + . .
7. (n l)ryj 0+ Bl(n l)rlj + Bz(n l)r23 B3(n—1)r3J + + BJ(n—l) +

B (n=1l)r.
p Jp
Dividing through by (n-1),

r = B.r + B_r + Br_ . +...+B +...+ Br,
Y] 113 22 33 J p ip

Alternate Procedure

The above normal equation (ryj) 1S a general result for any BJ term.
Now a much simpler method for finding a full set of normal equations will be
discussed.

Recall that the correlation of a variable with itself is equal to

1. That 1s, I, = r22 = r33=...=rpp =1 . From this fact and the general

normal equation, one can write out the entire nset of normal equations for any
number of predictors. If ryj holds for any BJ term, then it holds for
J=1,3=2,3=3,...,j=p. For example, assume p=2 predictors. We know that
the set of normal equations will consist of (p) (p)= 22 terms. Thus, first
first write out ryj twice as follows:

. =B . + B .

fyi T 113 2" 2

. = B .+ B .
% 1713 2" 2]
Now substitute the appropriate j value: j=1 cthroughout for line 1, and )=2

throughout for line 2:

33
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r

~
[}
o
~
+
o)
o]
~
[}
[od]
—
+
o)

yl =~ 21t T %fa yl 2521
or
=B + B = B + B
T2 - P1f12 7 T2f22 Ty2 1712 7 "2
= +
or ryl Bl Bzrlz
= +
T2 ™ BiNi2 v By

The third set showe the subscripts in reverse order for the B term correlatio

r21 = r12' Although not necessary, it may be easier to do this in

order to conform to this ccavention as we have done in the derivations.
In summary, finding normal equations for any number of predictors

involves the eated application of several steps for each of the Bj terms.

Example for Five Predictors

To exemplify the procedure for p predictors, we will work through
the solution of normal equations for five predictors. We will first
do 1t by the long method, and then show a solution by the shorter method.
A. The regression model is:

.= + + + A
Zy A BIZ) BZZZ B3Z3 + B4Z4 B5 5

B. The function to be minimized is:
Yz, ~A-BzZ —-BZ —-BgZ —BZ, - B.Z )2
Y 171 22 373 44 55
C. The normal equation for A =0. To derive the normal equations

for B, through B

1 apply the 7 steps listed on page 32 used

5
for finding the normal equation for any Bj term. The amount
of algebra 1involved in doing this requires an efficient proce

One method that may be found useful is as follows:

1. write step 1l as X(ZY -2 )y =0

40
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2. write tne second step for each of the Bj terms as:

tiez, -z)z =0
Uz, —zg) e, =
Uz, - 2912y =
Yz, - zp2, =
Yz, - 292, =

3. write step 3 for each of the terms as:

{(zyzl - 212?) =0

o O © O

i(zyzz - zzzY)=0
z(ZYZ3 - Z3ZY)=0
Tzz, = 2,29)=0

Uzy2s ~ 2529 =0

4. steps 7 . and 6 can be combined to yield:

+

{zYz1 = I(Blz1 8222 + B3Z3 + de4 + 8525)21

Y22, = LBz + By, + B2+ Bz, + BIIZ,
S:zyz3 = B2, + B Z, + ByZ,+  BZ, + BZ)Zg
W2y2y = UBZ) + B2y * B2y v ByZy t BZZ,
V2,25 = L(BZ) + B2, + BiZy+  BZ, + BIZg

5. distribute the Zj term and the summation operator :

Y2z.2, = Bl[zf +BNz)z, + BYZ)Z, + 34%.124 + BSZzlzS
17,2, = BI%% AT M Ba V% * B 12,7
127, = B 2,2, +52£2223 + B3YZ§ + 3422324 + 3322325
B.Y2,2, + 8,222, * 5,02.7, %2, 8,022

B 12,2, + B )% * BY23Zg * 843:2425 Bsigg

+

z 2
Y 4

IZYZS
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Applying rules for

(n—l)ryl = Bl(n—l) + Bz(n—l)r12

(n=l)r _ = Bl(n—l)r12 + Bz(n—l) +
(n—l)ry3 = Bl(n—l)r13 + Bz(n—l)r23 +
(n-l)r = Bl(n—l)r14 + Bz(n—l)rz4 +
(n—l)ry5 = Bl(n—l)r15 + Bz(n—l)r25 +

Dividing through

equations:
r -8B
Te2 "B M12 T
fy3 T BNzt
Toa T B1%1a *
Tys = Bifis *

The short method for 5 predictors

the general ryJ normal equ.tion. See the

by (n-l) produces

2523 7 P
3%24 T B3y

2 25 3735

standard scores:

BB(n—l)rz + B4(n—1)r2 + Bs(n—l)rz

+ BB(n—l)r1 + B4(n—1)r1 + Bs(n—l)r15

3 4

3 4 S
BB(n—l) + B4(n—1)r34 + Bs(n—l)r35
BB(n—l)r34 + B4(n—1) + Bs(n—l)r45

B, (n— + B (n— + -1
3(n l)r3 4(n l)r4 Bs(n )

the

S S

simplifiel set of normal

begins by writing the 52 terms for

next page,
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Y3 115 2°2 3 3j 4 4j 5 53

= B + r + B_r + B + B
To3 = Bifiy Y Bafay T BiTay T Pafay T STy,

(1]
o
la}
+
o]
~
+
o
la}
+
o]
la}
+
m
la}

vy~ C1715 225 7 P3%35 7 Taaj o s 5

L}
o™
la}

+
o]
~n

+
o
la}

+
o]
la}
+
o
~n

Tv3 1715 2725 3735 4 43 5 53

r .
yj =Br . +Br . +Br_ . +Br, .+ B

Substitute the appropriate j term (j=1 for line 1, j=2 for line 2, etc.)

and set r_.=1, r__=1, etc.

11 22
ro1 T B BTy Y ByTy t BT T BT
Toa T BiTia Y Byt ByTyy P BT T BT,
To3 T BiTi3 Y Byfay v By T BTyt Bty
Toa ™ B1T1a * Boaa t BiTi T By T BsTsy
r =Br, +Br._+Br _+Br _+B

yS 1715 2 25 335 4 45 S
Now, 1f one desire, the subscripts of the predictor correlations can
be reversed such that the first subscript is less than the second. The
result 1s the same set of normal equations derived under the long

method.
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NOTE

Three related papers that may be of interest to the reader are
1n preparation for publication in the ERIC system. Tentative titles

and expected order of appearance are as follows:

1. A derivation of the sample multiple corre'-!ion formula

for raw scores.

2. A Gerivation of the unbiased sample standard error of estimate.

3. A matrix algebra technique for finding beta weights from a

a correlation matrix.
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