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Abstract

‘2

Virtually all parametric statistical procedures have been
shown to be épedial cases of canonical correlation analysis;
and canonical correlation analeis-has been shown to be :a
useful research methodology, particulary whesaqugmented by the
éalcu;étion.df canonical structure, index, and' invariance
coefficieﬁts.\ Tﬁis paper presents a logic fpr conducting
stepwise canonical correlation analysis, based, upon evaluation
of canonical = communality coefficients. A  Theuristic

demonstration of the technique is included.
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Analysis of variance " (ANOVA) techn1ques t.and their
analogues (ANCOVA, MANOVA, = and MANCOVA) have beeh among the
most widely used researqh methods 'employed in the soc1a1
iscienées (Edgington, 1974;  Willson, 1§80).' However, these
techniques may hot be fully appropriate»for vuse/'ih~ research
involving multiple - independent hvariables, if some of the -
1ndependent variables are higher than intervally scaled. -This
. .frequently occurs because, as Ker11nger (1979 P. . 119) notes,
most non-man1pu1ated var1ables, i.e., what Cronbach (1957) has

termed apt1tude variables, tend to be higher than nom1na11y

sca1ed; The use of ANOVA techn1ques 1n this s1tuatlon can be
_unfortunate, because -"when we reduce interval level of scale
data to the nominal 1eve1.of scale we are-doing nothing iess
than thoughtlessly throwing away information which we
previously went to some trouble to collect. 1f ‘research is
conducted for the purpose of. acqu1r1ng knowledge, ‘then is it
consistent w1th our purpose to employ a method wh1ch throws,
away”’ :nformatlon wh1ch m1ght provide a more refined

‘understanding of the phenomena which we are studyihg?"

(Thompson, 1981, p. 8; see also Cohen, 1968). .

This logic suggests that researchers should consider more

frequent use of more general analytic techniques when one or

-

more 1ndependent var1ab1es are higher than nom1naliy scaled.

-When -this is the case, and when the researcher is also

]

ihVestigating multiple dependent _ variables, canonical

correlation " analysis is Van"vappropriate analytic technique

v
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(Thompson,v1§80aT. ‘The procedure has been usefully applied in
preVious studies. (e.g., mhompson, 1980b; Thompson & Miller,
1981; ,Thompson. & Pitts, 1981), and the technique is
_particularLy‘ helpful when the analysis is augmented"by the
calculation of~indiceS'such as canoniqal structure and index
Wcoefficdents (Thompson & Frankiewigz, 1979) and canonical
inVariance coefficients (Thonpson, '1582); Indeed, Knapp

(19,8,-°p. 1410) ~ha‘s'noted that "virtually all of thencommonly

encountered parametr1c tests of s1gn1f1cance can be treated as

special cases of canonical corre1atlon ana1ys1s, which 1s the_,- B

'generai procedure for 1nvest1gat1ng the relat1onsh1ps between

two sets of variables."

-

This paper presents a 'method for  implementing a new
_extension of the technique, stepwise canonical correlation
ana1ys1s, which may make canonical correlation analysis an

even more useful procedure. The procedure is ‘a direct

analogue of mu1t1p1e régression ana1ys1s. A computer program

which 1mpiements this new" canon1ca1 technlque is ava11ab1e-

from the author; the program was used to generate the results

- presented in this report’s heuristic example.

3..

s .

A Stepwise Canonical Logic

A canon1ca1 structure coeff1c1ent (Cooley & Lohnes, 1971)

represents the corre1at1on between a var1ab1e and a canonical

-
function. The square of a canon1ca1 structure. coefficient

-

indicates the proportion of variancenﬁhich-a variable linearly

5 -
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shares with a canonical function. A variable’s canonical

communality éoeffiéi?nt (Thompsor, 1980a, p. 19) is equallto

the sum of all the variable’s squared canonical structure
coefficients: the ;humﬁer of structure coefficients which a
variable has is7equa1 to® the number of variables in the

-

smaller of the two variable sets.

In effect, canonical communality coefficients indicate
. _ ‘how much of a variable’s variance is reproducable from the

_canonical  solution.  Variables with ‘small . canonical

[}

-communality coefficients, i.e., coefficients close to zero,

W contribute little to a canonical, solution. . Thus, . variables

]

"w{th’the smallest~¢ommuna1ity coefficients may be deleted in a “
stepwise procedure as a direct anélogue to stepwise backward

mﬁltiple regression analysis.:*

#

'Stepwise canonical correlation analysis will produce more
~ &

. . parsimonious results and will conserve degrees of freedom, for .

hypothesis testing. For example, the degrees of freédom' for
testing the. canonical cofreléﬁion associated with the first

canonical function is equal to the number of variables in each

variable set times eacﬁ.other. If both yafiable sets consist
of f}ve”va}iables, the degrees of freedom for testing the

statistical signiffcapceﬁ of the first canonical correlation -

" would be 25 (fiVe times five). After stepwise deletion of one

A\ o

- variable, the degrees of freedom for the first function would

then be 20 (four times five). Thus the conservation of

-
<
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degrees of freedom can be siéeable, and tends to reduce the
likelihood of Type II errors occurring as a function ~of

variatle set sizes.

[

Heuristic Example

Pitts, as part of her disserﬁation research, performed ' a
stepwise canonical- corrélation ‘analysis employing this

'technlque. The theoretical framework and substantive

1mp11cat10ns of her work will not be dlscussed here (see Pitts
& Thompson, 1982), butr hér statlstlcal analysis _w111 be
summarized in order .to present a concrete example of

implementation of the techhique. Her analysis involved two

criterion variables and five'v predictor :variables. ' The

. . 1 ’
seven—by—seven correlation matrix upon which the analysis_ was
5 e . .

based is presented in Table 1.‘

INSERT TABLE 1 ABOUT HERE.

- The two canonicallfunctiqns extracted from fﬁekmatrix.are
presented in Table 2; ‘nThe' sgu&ied canonicallcorrelation;
i.é.,.the eigenvalue, associated with the first"funclion was.

.48 (x% =84.8, df = 10;o p ¢ .05); the squared canonical
correlat1on associated with ‘the second‘ function was .04
"(x2. = 5.2, df = 4, p > 05)

o

- INSERT 'TABLE 2 ABOUT HERE.
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Although in this case the results would °*not have been.
altered, Pitts; (Note 1) has argued that generally only
‘predictor variables should be considered ‘forki stepwise
deletion. - Thisr position is reasonable since'researohersﬁare
generally most interested in understamdimg critérion" rather
“than = predictqr variables; this approach is also more
comparable toﬂﬂstepw1se regression ,.analysis,. since vthe.
PRt . e
eriterion var1ab1e is never "removed" in a stepwise regression’
»'analysls. However, in some cases tme fwo variable sets; oan
not readily be characterized as'"criterion" or "predictor,,"
and‘in' these cases ,all variables should be given eqmal
consideration ‘for deletion. Thus,"_since-in this study the
atten;iomal styie.:variable had _the smallest canonical
eommunalify ooefficient {.16), the vardable,yas deleted at the

first step.

Two canonical fumefions were extracted from the
s1x-by-s1x correlatlon matrix produced from the Table 1 matr1x
by ignoring corrq;at1ons 1nvolv1ng the deleted variable.
These results are presented in Table 3.  The'squared canonical

correlatlon assoc1ated w1th the first functiom was @ .42

3
¢

b(xz =72.6, df.=8, p < .05):‘ the -sghared" canonical
correlatiom associated with the second fumction_ was ..045
(x2 = 4.6, df =3, p» 05) Sinée the reflective-impulsive
' variable had the fmallest canonical communality coefficient at
this step (119), the variable was deleted from the analxsls at

the end of the second stép.
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_significant.

[

_ INSERT TABLE 3 ABOUT HERE.

+

_ Two canonical functions were then extracted from the
" . . v ay

five-by-five correlation matrix produced - from the Table 1

matrix by ignoring the dorrelations involving the two deleted

n

variables. These results -are 'presented in Table 4. The

squared 'canoh;caix correlation associated with the first

function was .39 (2= 65.8, d4f ¥~6,,2 < .05); the squared.

céﬁohicgl éorte}ation éssociated with the second function
was .04 (2 =4.7, df=2, p> .05). | Since _the~caﬁonica1
cormunality cbefficients fbr the variables ieft“ in : the
equatign .at the end of.thié step were relati§e1y Qomogengous,

stepwise Qeletionvof'variables was terminated at step three.

Thus, the Table 4 results were the resulg; interpreted by the

-

researcher. ~ Of course,\\only the first function was
uy . : ’ . 0

interpréted since the seéond'function was not statistically
v\ .

. JINSERT TABLE 4 ABOUT HERE.

-

N

Conclusions

The logic recommended here represents an extension of

El -

conventional canonical eorrelation analysis. The extension

makes clear that, as noted by Baggaley (1981),- baraméfnic

statistical - techniques, including stepwise multiple

regression, are special cases of canonical correlation*

analysis. However, the lqgiévshould be of more than heuris;fb*

" value. Its appiiéétion will provide more insight into the

\
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dyna@ics of social.scignce'phenomené, lessen the pfbbability
4:of ‘Type .. IL f errd#s, and  -provide esffhatgs bof~ " the
. genigaliiébility of‘5;esu1ts. ._As"Thorndiké ‘(1978, p;iléaf
explains, "ég the number of vakiaﬁies°incréasés, the 'pfObab1;_ ’

‘effect of these sources of [error] variation on the canonical

N "

correlations increases. Therefore, the fewer variables there

.are in a canonical analysis which yields a correlation of a
) LN\ T 0' ) . “
’ aiéen magnitude, the greater is the 1likelihood" that ;haé
correlation is due to real, 'populatiohrwide sources of

°

. cova;iatioh, rather than tonsample-specifié sources..” Finally:
it shpu}d‘be noted thét ayforward étepWise.caponical analysis -
could also be couched on evaluation of é%noﬁfcal communality
. cogfficients; at each step the variable which would then have

the highest —structure coefficient would be added to the -

¢ kS

v
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. Table 1
, O . ) Correlation Matrix
T , (n= 127)
Variable HARD EASY GEFT FI AS RI  .GL l
Ability on Hard  (HARD) —- - |-
Ability on Easy (EASY) 66%* —— : (
GEFT- . (GEFT)  .15% .31%* —— .

Field Independence  (FI)  .40%* 49%*  3g%* ——
Attentional Style . (AS) -.23%% - 22** - 16* .00 ——
Reflective Impulsive (RI) J24%%  28%* |14 .08 -.06 —

P Grade Ievel (GJ) 4038** .38** .29** .06 -.03 .17*.~ ———— .
*2 < ,05-- e ‘ . - ) . ‘ S | i J
**E < .01 . R . .
Table 2
Chnomcal Solution for First Step
(n =127) ‘
- Function I _ _ Functicn IT ‘2 . B
Variable F S SSQ F S 'SsQ h
Ability on Hard - .43 .87 .75 -1.26 -.50 .25 1.00
Ability on Easy .66 .95 .89 1.16 .33 .11 1.00
GEFT © -10 .3 .15 1.02 .83 .70 .84
__ Field Independence  .69. .71 .51 .00 .32 .10 .6l
Attentional Style -.34 -.36 .13 .31 .16 .03 .16
Reflective Impulsive .26 .41 ..17 .02 .06 .00 .18
Grade Level , .53 .60 .36 . -.49 -.20 .'04 .39
' NGI‘E. "P" = canonical function ooefficients; - "S" = canonical stricture

coefficients; "SSQ" = squared canonical structure coefficients;.
= canonical camunality coefficients.
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Table 3
Canonical Solution for Second Step
(n = 127) : \
Function I = Function II '
Variable F S s F S ssa n

Ability on-Hard .39 .85 .72 -1.27 -.52 .28 1.0%
Ability on Easy 70 .96 .92 1.13 .29 .08 1.00
GEFT . . -002 042 018 1.03 083 069 - 086 e

'Field Independence .71 .76 .58 =-.07. .24 .06 .64
'Reflective Impulsive .20 .44 .19 =-.03 .0l -.00 .19
GradeLevel . .54 .63 .40 -.58 -.29 .08 .50

NOTE: “F" = canomcgl functlon coeff1c1ents, "S" = canonical structure
‘ ficients; "SSQ" = squared canonical structure coefficients;
"h“" = canonical carmunallty coefflclents.

Table. 4

- e ’“Fmaitfhnonical Solution R
. (n = 127) _ °
.- Function I Function II 2
Variable F I S S ¥ I S SsQ h
. Ability on Hard .38 .53 .85 .72 -1.27 -,10 -.53 .28 ‘1.0
Ability on Easy .70 .60 .96 .92 1.13 .06 .29 .08 1.00
GEFT | .00 .28 .44 .19 1.02 .16 .82 .68. .87
Field Independence .76 .50 .79 .63 =,08 .05 .24 .06 .68
Grade lLevel « 6l .41 .66 .43 -.59 -.06 - 29 .09 .52
NOTE: "F" = canonical function coefficients: "I" = canonical* index
coefficients; "S" = canonical structure- coefféc1ents- - "SsQ" =
squared canonical structure coeff1c1ents. ‘ = canonical.

conmunality coeff1c1ents.
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